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ABSTRACT

Organometallic catalysis facilitates the synthesis of diverse products ranging from
polyolefin materials to pharmaceutical compounds, and catalyst performance de-
pends in part on the design of the ligand scaffold. Towards computational ligand
design, quantum mechanical methods more fully capture chemical reactivity in com-
parison to classical methods, but are more computationally demanding. Free energy
calculations of key elementary steps of the catalytic cycle permit the computational
prediction of catalyst performance and allow modifications of the ligand structure to
be explored. In the dissertation, experimental and computational investigations of
organometallic catalysis focuses on rational ligand design. Embedding techniques
such as embedded mean field theory (EMFT) and quantum mechanics/molecular
mechanics (QM/MM) are leveraged in free energy calculations to allow for the
reduction of wall-clock times of energy calculations and trajectory sampling. The
organometallic systems investigated include Group IV polyolefin catalysts capable
of co-polymerization and enantioselective cross-coupling nickel catalysts. Addi-
tionally, experimental methodology development is discussed for a nickel-catalyzed

cross-coupling of alkynyl nucleophiles to tertiary electrophiles.
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3.1

Initial steps leading up to the catalytic cycle of a Group (IV) metal-

catalyzed olefin polymerization, including abstraction of an alkyl group

(represented as R) by an oxidizing activator reagent to form the catalytically-

active resting state (Step 1), binding of the first monomer to the resting

state species (Step 2), and insertion of bound monomer into the initial

alkyl (here, n-propyl) ligand (Step 3). Afterwards, monomer binding

and insertion into the growing polymer chain repeat until termination. |

33

Transition-metal polyolefin catalysts considered here (resting state de-

picted). (a) Catalyst 1 is a metallocene complex belonging to the

constrained geometry complex (CGC) class. (b) Catalyst 2 is a post-

metallocene catalyst containing bisphenol ligands. (c) Catalyst 3 is a

post-metallocene Fl-type catalyst containing Schiff base amines. (d)

Catalyst 4 is a post-metallocene catalyst with a pyridyl-amido motif.|. .

Definition of the high-level subsystem by atomic labeling (shown for

resting state structures) for EMFT partitioning. For a partitioning scheme

X Indexed as 1, 2, 3, 4, the atoms with indices of less than or equal

to X are in the high-level region, and the remaining atoms are in the

low-level region; moieties indicated in black are in all cases treated

at the low level. For each atom that is joined by bonds containing

different colors, the label corresponding to the lower index is used.

All implicit hydrogen atoms share the index of the atom to which they

are bonded. For example, partitioning scheme 2 places the blue- and

green-labeled atoms in the high-level subsystem, and the remaining

atoms in the low-level subsystem. | . . . . . .. ... ... ... ...

lllustration of the partitioning for the minimal high-level subsystem

(Figure [3.3 X = 1) for the resting state, ethylene-bound intermedi-

ate, and propylene-bound intermediate, respectively. The high-level

subsystem (represented in red) always contains at least the metal,

n-propyl group, and if present in the structure, the bound monomer. | .




3.5 Ethylene and propylene binding energies relative to the low-level cal-

culated ethylene binding energy (PBE/6-31G), as a function of the

I |
I |
| number of atoms in the high-level subsystem of the resting state struc- |
| ture. On each plot, from left to right is shown the full low-level DFT |

6-31Q), 3 ef2- -in- 6-31 using par-
titioning schemes in Figure[3.3} and full high-level DFT (B3LYP/Def2- |
SVP). The number of atoms in each case coincide with the subsystem |

partitionings indicated in Figure|3.3l| . . . . . . ... ... ... ... 40

3.6 Difference in ethylene vs. propylene binding energy (ethylene — propy- |
lene) for Catalyst 1 (Ti**), Catalyst 2 (Hf**), Catalyst 3 (Zr**), and |
Catalyst 4 (Hf**). The differences in binding energies is evaluated |

with bot 3 ef2- an 3 ef2- -in-

(PBE/6-31G)) using the minimal subsystem partitioning (Figure [3.3] |

X = 1). A1 kcal mol~! error bar is included for comparing the DFT |

and EMFT binding energy differences.| . . . . . . .. ... ... ... 41

3.7 Three isomers of the Catalyst 3 resting state. Isomers 1-3 are dis- |

played above, with different arrangements of the nitrogen- and oxygen- |

based ligands at the axial and equatorial sites. The n-propyl ligand is |

held at the equatorial positioninallcases.|. . . . . . ... ... ... 42

3.8 Comparison of DFT and EMFT energy rankings of the 12 conformers

obtained by simulated annealing. The blue circles correspond to con-

green triangles to those of Isomer 3. The gray bar represents a 1 kcal

mol~! error bar at the diagonal. (a) DFT vs. EMFT energy for DFT-

optimized conformer geometries. (b) DFT energy of DFT-optimized

conformer geometries vs. the EMFT energy of the EMFT-optimized

conformergeometries.| . . . . . ... ... L L. 43

3.9 Root-mean-square error (RMSE) of bond lengths between EMFT and

are (a) inside the high-level subsystem or (b) outside the high-level

|
full-DF T geometry optimized structures for representative bonds that |
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I

subsystem. The minimal subsystem partitioning is used for EMFT
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[ 3.10 Snapshots of the QM and MM subsystems used in the EMFT/MM sim-

ulations. Catalyst 1 complex is presented as a balls-and-stick model,

with Ti, Si, N, C, and H atoms colored in red, yellow, blue, cyan, and

white, respectively. Toluene molecules (solvent) are shown using blue

lines. From a—d respectively, the counteranions of interest, C/~, BF4‘,

CH3B(CgF4)>~, and B(CsFs)*~, are depicted with a transparent ball-

| FSfick struct Fach simulation is sovated ol TR 193] l

196 molecules in a periodic simulationcell.| . . . . . ... ... ...

Energy conservation plots for EMFT/MM trajectories for Catalyst 1

with solvent and various counterions (indicated in each panel) in the

NVE ensemble. The gray line indicates (E(7) — Eaye)/(KEaye), while

the black line indicates the cumulative average of the same quantity.| .

49

RDF for the distance between Catalyst 1 and its counterion in the four

EMFT/MM simulations computed between 15-30 ps.(a) Close contact

between the small counterions (blue circle) and the metal binding site

leads to dissociation of ethylene (green triangle) from the catalyst (red

semicircle). (b) Ethylene remains bound to the metal binding site in

the presence of bulky counterions.| . . . . . .. ... ... ......
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4.1

Propagation mechanism and polyolefin catalysts. (a) Propagation steps

for olefin polymerization, consisting of a monomer (highlighted blue)

binding to the resting state (RS) to form the bound intermediate (Bl).

Subsequent migratory insertion of the olefin into the growing chain (n-

propyl group highlighted in red) results in the insertion product (IP). (b)

Three constrained geometry complex (CGC) catalysts are employed,

which can react with one of four a@—olefins of increasing chain length:

ethene (R = H), propene (R = Me), butene (R = Et), hexene (R = n-Bu).
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4.2 Free energy profile displaying two competing incorporation pathways

of ethene (highlighted blue) and a-olefin co-monomer propene (high-

lighted red) incorporation (unbound monomers not shown). The re-

versible monomer interconversion equilibrium between the co-monomer

and ethene bound intermediates Bl-1 and BI-2, respectively, are me-

diated by the resting state species (not shown). Insertion of the co-

monomer or ethene into the n-propyl group passes through the tran-

sition states TS-1 or TS-2, respectively. Combining the energy differ-

ence between insertion barrier heights and the free energy of monomer

interconversion yields the key quantity for incorporation selectivity AAG* =

AGE —AG: —AGeo| . o o

62

The insertion transition state energy difference (AAG*) was computed

using the harmonic approximation with the implicit solvation correc-

tion added, and is equivalent to adding the energies from monomer

interconversion and the barrier height differences between the co-

monomer and ethene. The spread of values across methods is small,

and a change in DFT method (functional or basis set) gives a consis-

4.4 Structural overlap of the bound intermediates and insertion transition

states. For a given CGC catalyst system, the structures bound with

ethene, propene, butene, and hexene are overlayed for comparison,

and the two alkene carbon atoms on the monomer are highlighted red

for clarity. The orientation of the monomer, along with conformation-

ally flexible side-chains such as the n-propyl group (positioned in the

center back in each overlay), is consistent across all systems. | . . . .

} inimum energy pathway results (computed by method) are shown

69

for each catalyst‘monomer system, along with the corresponding po-

tential energy surface (PES) along the string. Note the much reduced

scales of the CN1 (x-axis) dimension, indicating that the collective

variable CN2 is the dominant axis of the insertion string. Ethene has a

lower potential barrier in comparison to the mono-substituted olefins,

and CGC-C insertion barriers are higher than those ot CGC-A and
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4.6

For each catalyst‘monomer system, histograms are plotted for each

solution-phase trajectory window with respect to the CN2 insertion col-

lective variable. The normal distribution of the trajectory histograms

supports the quality of the computed trajectories.| . . . . . . . . . .. 72
4.7 The solution-phase free energy gradients 0 F (zcn2)/0zcno derived |
from each trajectory window and the corresponding free energy F (zcn2) |
are plotted as a function of the CN2 collective variable.| . . . . . . .. 73

43 Thel . i ] . i sertion BHD l

are compared for each of the catalyst/monomer systems. The har-

| . i <t of he 1 [conirbution To The T : l

ergy difference from the ideal gas approximation (Equation 5), and

sampling of the isolated catalyst to the free energy difference (Equa-

tion 6). Anharmonic contributions from conformational sampling are

on the kcal/mol scale and typically negative. The conformationally

tlexible CGC-C system with bound propene and hexene show signifi-

cantly greater anharmonicity. | . . . . . ... ... ... .. ...

4.9

Free energy contributions from anharmonic and solvation effects. (a)

The isolated catalyst anharmonic correction to the insertion barrier

height differences (Equation 6) is compared to the correction from ex-

plicit solvation effects (Equation 7). Explicit solvation tends to amplify

anharmonicity seen with the isolated catalyst. (b) The implicit solva-

tion correction (Equation 8) is plotted with the explicit solvation correc-

tion for insertion BHDs (Equation 7). Implicit effects are much smaller

relative to explicit effects obtained by solution-phase conformational

sampling. | . . . . .. ..

to assess the magnitude of the solvation corrections for the monomer

interconversion energy (MIE) (AG..) and the insertion barrier height

difference (BHD) (AGf — AGg). (a) The magnitude of the solvation

corrections across CGC catalysts is compared. (b) The magnitude of

the solvation corrections across co-monomers is compared. Both the

MIE and BHD have significant solvation corrections, and the MIE is

uniquely sensitive to implicit solvation. | . . . . ... ... ... ...
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3.1

Nickel complexes and mechanistic pathways explored. (a) Nickel com-

plex 1, 2, 2-CCO. (b) Mechanism of chain growth by Ni-phosphine

phenoxide catalysts. (c) Experimental and computational steps for

acrylate enchainment.| . . . . . ... ... .. oL
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NOMENCLATURE

Density functional theory (DFT). A quantum mechanical computational method
which employs the electron density in the energy functional.

Embedded mean field theory (EMFT). A framework for quantum embedding in
which two different mean-field (e.g., DFT) methodologies are employed.
Notably, the computationally costly mean field method is applied to only a
subset of the molecular system.

Enantioselective reaction. A chemical reaction that preferentially produces one
enantiomer of the chiral product.

Quantum mechanics / molecular mechanics (QM/MM). A methodology for molec-
ular dynamics in which a small subset of the molecular system is treated with
quantum mechanics (QM), whereas the remaining atoms (e.g., solvent) is
treated classically with molecular mechanics (MM).



Chapter 1

INTRODUCTION

Organometallic catalysis is key to the synthesis of products ranging from pharma-
ceuticals to polyolefin materials, which motivates the design of higher-performing
catalyst systems that, among other goals, are longer lasting and consume less re-
actant. Two avenues are often pursued for catalyst optimization: experimental
and computational studies. Experimental studies include methodology investiga-
tions which optimize reaction conditions, along with synthetic efforts to isolate key
catalytic species for mechanistic insights. Benchmarked by experimental results,
computational techniques such as quantum mechanical calculations of molecular
properties offer the advantage of reducing time-consuming experimental screens
and expensive syntheses. In particular, the computational prediction of the free en-
ergy landscape of organometallic catalysis offers mechanistic insights and informs

rational catalyst design.

Computational techniques that interrogate organometallic catalysis require the devel-
opment of accurate models for catalysis that also balance efficiency of the underlying
calculation. For example, one problem that emerges in the study of enantioselective
cross-coupling and co-polymerization is the presence of nearly isoenergetic path-
ways (on the kcal/mol scale) that need to be resolved by free energy calculations. In
addition, the sampling of molecular dynamics trajectories necessary for computing
anharmonic free energies are limited by the wall-clock time of a trajectory run.
The large size of ligand scaffolds and the presence of a metal center necessitates
faster quantum mechanical techniques. Developing computational techniques that
resolve small free energy differences and that minimize wall-clock time are essential
for computational investigations of organometallic systems. A common thread that
emerged during the course of research is the employment of embedding approaches
such as embedded mean-field theory (EMFT) and quantum mechanics/molecular
mechanics (QM/MM). The former accelerates the calculation of quantum mechan-
ical properties, while the latter is an efficient framework to simulate solution-phase
trajectories. These computational techniques are applied to explore mechanistic

questions related to organometallic catalysis.
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Chapter 2 presents the experimental discovery and optimization of the enantioselec-
tive alkynylation of racemic tertiary electrophiles. The stereoselective construction
of quaternary centers is challenging due to steric crowding of the quaternary center,
but offers expanded synthetic access to chiral structures relevant to pharmaceutical
synthesis. To minimize steric hindrance near the quaternary center, an alkynyl nu-
cleophile is chosen, and the other cross-coupling partner is a tertiary electrophile.
The best performing electrophile substrate is @-bromo-a-methyl-y-butyrolactone,
which was chosen as the model substrate for further reaction optimization. Reaction
conditions such as ligand, solvent, nucleophile, nickel pre-catalyst, temperature, and
reaction time were screened for optimal yield and enantioselectivity. The ligand

(R)-P-Phos offered the highest enantioselectivity for the model substrate.

Chapter 3 presents the application of embedded mean field theory (EMFT), a form of
quantum embedding, to Group IV polyolefin catalyst systems. Quantum embedding
techniques such as EMFT accelerates QM calculations, but require benchmarking
with experimental systems. In this project, EMFT predictions of monomer binding
energies to selected polyolefin catalysts are benchmarked with B3LYP calculations.
Binding energies of ethylene and propylene to the catalyst systems are within 1
kcal/mol of the high-level B3LYP result, while the wall-clock time of an SCF cycle
is reduced up to 20-fold. EMFT is then applied to accelerate the sampling of the
solution-phase catalyst-counterion pair in order to elucidate binding dynamics of
strongly and weakly coordinating counterions. Our results indicate that the binding
of ethylene to the catalyst is affected by the interaction between the metal complex
and the counterion. The dissociation of ethylene from the catalyst is induced by

proximity of the counterion to the metal complex.

Chapter 4 presents the application of quantum mechanics/molecular mechanics
(QM/MM) to study the effect of conformational sampling and explicit solvation on
the free energy differences of incorporation (monomer binding and insertion) of
a-olefin co-monomers polymerized with ethene. The prediction of co-monomer in-
corporation ratios is necessary to control polyolefin physical properties, but requires
sub-kcal/mol resolution of free energies among catalyst systems. Typically, static
DFT single-point calculations are employed to compute free energies, but neglect
the anharmonic contributions from conformational sampling and explicit solvation
effects. These contributions are quantified via restrained MD trajectories along the
minimum energy path of the insertion barrier. The converged trajectories are used

to quantify insertion barrier free energies for three CGC catalyst systems. Signif-
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icant corrections to the free energy (~1-2 kcal/mol) are seen due to anharmonic
contributions, which are on the same energy scale needed to resolve free energy
differences between catalyst systems. The implication is that sub-kcal/mol resolu-
tion of free energies relevant to co-incorporation ratios requires the quantification

of anharmonic contributions to the solution-phase insertion barrier.

Chapter 5 presents the experimental and computational investigations of nickel
phosphine phenoxide complexes employed in the co-polymerization of ethylene and
acrylate monomers. Neutral nickel catalysts with bulky ligands stand out for poly-
merization due to their high activity and thermal stability, but mechanistic insight
into the monomer coordination step is lacking. The isolation of auxiliary-donor free
systems 1-CCO and 2-CCO opens up the possibility for exploring the thermody-
namics of monomer coordination and chelate opening. To augment the experimental
results, computed free energies for the monomer coordination elementary step is
explored for polar monomers (e.g., -butyl acrylate, acrylonitrile), which are bench-
marked with the available experimental data. Binding trends among catalysts are
rationalized by quantifying electrophilicity of the metal center. Mechanistic under-
standing of monomer coordination to the neutral nickel catalysts informs the design

of novel catalysts.



Chapter 2

METHODOLOGICAL DEVELOPMENT OF
NICKEL-CATALYZED ENANTIOSELECTIVE
CROSS-COUPLING OF TERTIARY ALKYL ELECTROPHILES



ABSTRACT

The synthesis of enantioenriched quaternary stereocenters is a challenging problem,
and stereoconvergent cross-couplings show promise in accessing enantioenriched
all-carbon quaternary centers. Alkynes offer a useful handle for functionaliza-
tion, yet enantioselective alkynylation reactions are underdeveloped. Herein, the
discovery and optimization of the enantioselective alkynylation of racemic ter-
tiary electrophiles are reported. The model substrate was a-bromo-a-methyl-y-
butyrolactone, which afforded high enantioenriched product using the bidentate
phosphine ligand (R)-P-Phos. Screening of nickel precatalyst, ligand, nucleophile,
solvent, temperature, and reaction time provided the best enantioselective result of
29% yield and 90% ee with the ligand (R)-P-Phos. Methodological development

and discussion of reactivity and scope are discussed within.



Introduction

Quaternary Stereocenter Construction

Pharmaceutical synthesis has revolutionized human lifespan and quality of life in
part by the availability of a diverse range of methodologies for lead discovery. Chiral
organic molecules possess a large chemical space for drug discovery and optimiza-
tion, and a larger surface area for tunable substrate-biomolecule interaction [[1]. The
inclusion of chiral centers promotes binding selectivity and mitigates undesirable
m-stacking in drug candidates [2]]. Given the favorable effects of chiral centers, there

is ongoing interest in developing enantioselective cross-coupling reactions [3]].

Quaternary centers, which contain four unique carbon substituents bound to a central
carbon atom, are challenging targets for enantioselective cross-coupling [4]], and
immediately relevant for pharmaceutical synthesis. Of the top 200 pharmaceuticals
by retail sales in 2013, 21 compounds contain quaternary centers (Figure [2.1)
[S]. These centers are derived from terpenoid and morphine natural products, and
have not been synthesized by enantioselective catalysis. Methodologies for facile
construction of diverse quaternary stereocenters are necessary to fully leverage the

three-dimensional geometry of organic molecules.

Classical methods for synthesizing quaternary centers are effective for generating
multiple stereocenters simultaneously. The aldol addition reaction and Claisen
rearrangement are capable of generating one and two stereocenters, respectively
[6, 7], while the Diels-Alder reaction can access up to four quaternary centers
simultaneously (Figure [2.2) [§]. However, the product scope of these reactions is
not general. Although the Diels-Alder reaction can be used to generate a single
quaternary center, the stereocenter is positioned in either the allylic or homoallylic

position and is bound to a six-membered ring.

Cross-coupling offers a complementary, modular approach to quaternary center
synthesis. Towards this effort, the Oshima group published early examples of
employing tertiary electrophiles as cross-coupling partners. Under copper, silver,
or cobalt catalysis, the nucleophile scope was limited to allylic [9-12], benzyl [[10,
11]], and cyclopentadienyl Grignard reagents [13]] as well as allylic and benzylic
Negishi reagents [14]. Moreover, none of the generated quaternary stereocenters

were enantioenriched.

To achieve the enantioselective synthesis of quaternary centers, research in the Fu
group leverages transition metal-catalyzed cross-coupling. The racemic, nickel-

catalyzed borylation [15]] and arylation [|16]] of tertiary alkyl electrophiles generated
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Figure 2.1: Selected pharmaceuticals with quaternary centers (highlighted in blue).

tetrasubstituted and quaternary centers, respectively (Figure [2.3] a,b), and were
the first reported examples of employing tertiary electrophiles for nickel-catalyzed
cross-coupling.

The use of chiral ligands with either nickel or copper catalyst were able to gen-
erate enantioenriched stereocenters. Further methods achieved enantioenriched
tetrasubstituted centers via the arylation of @-bromo-a-fluoroketones [17] and the
amination of a-bromoketones [18] (Figure 2.3 c,d). In addition, the coupling of
tertiary halides with alkenes successfully constructed enantioenriched quaternary
stereocenters (Figure [2.3p) [[19]].

Other groups have also worked towards the construction of quaternary centers
through non-asymmetric and asymmetric pathways. The Stoltz group has reported
successes in the alkylation of 3-halooxindoles [20], the conjugate addition of aryl-

boronic acids to cyclic enones [21]], and the allylic alkylation of cyclic ketoesters
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Figure 2.2: Selected classical methods for quaternary center construction.

[22]], which generated asymmetric quaternary centers. Other examples include the
non-asymmetric nickel-catalyzed reductive arylation of alkyl electrophiles (Figure
[2.4p) [23] and the stereoretentive coupling of enantiopure tertiary electrophiles with
arylboronic acids (Figure [2.4p) [24]. In addition, the ring opening of aziridines
by alkyl Negishi cross-couplings afforded quaternary centers, although only one
stereoselective product is reported, with 27% ee (enantiomeric excess) (Figure[2.4k)
[25]].

Alkynylation Functionalization

Alkynes are a useful functional group due to its versatility for divergent function-
alization and applicability to materials and medicine. For example, alkanes and
alkenes can be accessed by single- or double-hydrogenation of the alkyne, respec-
tively, and selective catalysts exist to generate the Z-alkene [26] or the E-alkene
(Figure [2.5) [27]. Other alkyne derivitiations include hydroformylation [28]], hy-
drofluorination [29]], hydrocyanation [30], and hydroamination [31]], while alkyne

metathesis [32] can exchange the terminal alkyne substitutent. Cycloaddition to
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A) Reductive arylation of tertiary electrophiles for racemic quaternary centers.
J. Am. Chem. Soc. 2015, 137, 11562-11565.
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Figure 2.4: Racemic, stereoretentive, and stereoselective quaternary center con-
structions.

alkynes is well-precedented [33],[34], and a noteworthy example is the alkyne-azide
“click” reaction [35]], employed in bioconjugation, polymer synthesis, and surface

functionalization [36].

The installation of alkynyl groups is well-precedented in the literature, with a pro-
gression towards enantioselective pathways. The syntheses of racemic secondary
and tertiary alkynylated stereocenters use a variety of catalytic systems including
nickel [37], copper [38]], iron [39]], and non-metal Lewis acids (Figure [2.6f) [40].
Diastereoselective alkynylation can be achieved with a palladium catalyst [41]]. Most
examples of enantioselective alkynylation utilize a nickel catalyst to functionalize
secondary alkyl halide electrophiles, with alkynylindium [42] and alkynylaluminum
[43] reagents used as the nucleophilic cross-coupling partner (Figure 2.6b). Ad-
ditionally, a recent example involving copper catalysis achieved enantioselective
Sonogashira coupling with allylic halides [44]. However, these enantioselective

examples were limited to secondary electrophiles.
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Figure 2.5: Scope of alkyne functionalization.

To achieve the enantioselective alkynylation of racemic tertiary electrophiles, a
nickel catalyst is a natural choice given its known reactivity towards tertiary elec-
trophiles and alkynyl nucleophiles. The construction of quaternary centers with an
alkynyl group accesses a unique geometry involving a fully-substituted carbon center
with an alkynyl group projecting out. The utility of a highly-substituted quaternary
center and the functionalized derivatives of the alkyne motivates the development

of employing racemic tertiary electrophiles towards enantioselective alkynylation.

Reaction System

This report discusses the development of the nickel-catalyzed alkynylation of racemic
tertiary electrophiles to construct enantioenriched quaternary stereocenters. Given
the potential of quaternary centers for improved drug candidates and the utility

of alkynes in divergent functionalization, the development of this methodology
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R3 chiral ligand L* enantioenriched
R2+X + M—=—R ~-eee- - Vi quaternary
R R3 stereocenter
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racemic tertiary R = aryl, alkyl, silyl R R
alkyl halide

Figure 2.7: Proposed general scheme for enantioselective alkynylation of racemic
tertiary alkyl electrophiles.

explores useful new territory in enantioselective cross-coupling. Nickel catalysis
has been extensively used in cross-coupling, and the use of chiral ligands has pro-
moted highly enantioselective reactions [45]. The two cross-coupling partners for
the proposed system are a racemic tertiary halide and an alkynylmetallic reagent.
Substitution of aryl or alkyl groups onto the tetrasubstituted stereocenter in the elec-
trophile is explored, and the substituent and scope of the organometallic alkynyl
nucleophile is assessed (Figure [2.7)).

Proposed mechanisms of the cross-coupling reaction include a transmetallation-first
mechanism and a radical chain mechanism. In the previously described mechanism
of the nickel-catalyzed arylation of propargylic halides, the radical chain mecha-
nism was supported [46]. If the radical chain mechanism also holds for alkynylation
of tertiary electrophiles, the nickel(I) species is expected to first abstract halide
from the electrophile to generate a tertiary radical and nickel(Il) dihalide. Then,
nickel(II) dihalide would then transmetallate with the alkynyl nucleophile. Capture
of the tertiary alkyl radical by the nickel-nucleophile complex would generate a
nickel(III) species, which would undergo reductive elimination to afford the desired
product (Figure [2.8p). If the transmetallation-first mechanism holds, nickel(I) bro-
mide transmetallates with the nucleophile, followed by halide abstraction to form
nickel(IT) and tertiary radical. Addition of the tertiary radical to nickel(IT) generates

a nickel(III) species that undergoes reductive elimination to afford product (Figure
2.8b).

One challenge to the catalysis is controlling the fate of the tertiary electrophile.
The steric bulk of the tertiary halide may impede the direct insertion and SN2
oxidative addition of the electrophile, and S-elimination of the alkyl electrophile
may occur as well. Moreover, the bulky tertiary radical is relatively stable, due

to hyperconjugation of adjacent sigma bonds with the singly-occupied p-orbital
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Figure 2.8: The radical chain mechanism and transmetallation-first mechanism for
nickel-catalyzed alkynylation of tertiary electrophiles.
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Figure 2.9: Species commonly observed in the reaction mass balance.

on the central carbon. Possible by-products of the reaction include elimination,
hydrodehalogenation, electrophile radical homocoupling, and nucleophile oxidative

homocoupling (Figure [2.9)).

Results and Discussion

To tackle the challenges associated with the enantioselective alkynylation of ter-
tiary electrophiles, initial studies were performed by Dr. Haohua Huo (postdoc
fellow in the Fu group) for enantioselective alkynylation of doubly-activated tertiary
electrophiles—those possessing two electron-withdrawing groups at the stereogenic
carbon. These results were the starting point for developing a methodology employ-

ing tertiary electrophiles (Figure [2.10).
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Figure 2.10: Initial results by Dr. Haohua Huo for enantioselective alkynylation of
doubly-activated tertiary electrophiles.

Esters appeared to be a promising substrate class for initial screening. Acyclic and
cyclic electrophiles were tested with bidentate bis(oxazoline) (BOX) and tridentate
pyridine bis(oxazoline) (PyBOX) ligands, which were used in prior nickel-catalyzed
cross-coupling (Figure 2.1T)). Most substrates that were initially tested did not show
favorable reactivity; hydrodehalogenation, elimination, electrophile homocoupling,
and nucleophile homocoupling were commonly observed. Gratifyingly, the five-
membered lactone 11-1 afforded racemic product in modest yields, with the highest
yields given by (R,R)-i-Pr-PyBOX, 11-L2. The substituted y-butyrolactone sub-
strate 11-1 gave a promising result in terms of product formation, and induction of

chirality was a focus of further optimization.

Substrate 11-1 was carried over for further optimization, and focus was placed on
enantioinduction. Important parameters for reaction optimization included choice
of ligand and solvent for the catalysis. The chiral ligand controls the electronic and
steric enviornment of the catalyst, which tune catalytic reactivity, and the solvent
choice influences solubility, metal-ligand coordination, electron transfer, and radical
cage effects. The first priority was optimization of ligand by looking into a broader
class of ligands. Then, once a satisfactory ligand was found, the methodology

optimization focused on other parameters including solvent choice.

Further variants of PyBOX ligand were explored for enantioinduction by varying the
structure of the bis(oxazoline) substituents and the 4-position on the pyridine motif
(Figure 2.12). None of the ligands provided enantioenriched product, although
full conversions and good yields are observed. (Notably, 11-1 underwent full
conversion in subsequent reactions, unless otherwise mentioned.) Ligands with

smaller substituents (class A, Figure [5.12)) or larger substituents (class B) at the
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Figure 2.11: Initial screen of ester and amide substrates with BOX and PyBOX ligand.

a-position of the oxazoline fragment gave similar yields. Di-substitution of the
oxazoline fragment (class C) also did not have a significant impact on yield. In
contrast, the presence of heteroatoms in the oxazoline ring substituents (class D)

gave the lowest yields.

Given the lack of enantioinduction with these ligands, a broader scope of biden-
tate and tridentate ligands was screened (Figure 2.13). Although aminoalcohol
13-L6 gave good yields, the product was racemic; further screenings of aminoalco-
hols demonstrated no enantioselectivity. However, the bidentate phosphine ligand
(R)-BINAP, 13-L3, and the diamine ligand (R,R)-DMPEDA, 13-L4, gave modest
enantioinduction of desired product. Other ligands did not generate enantioenriched

product, and provided low yields.
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Figure 2.13: Continued broad ligand screen for y-butyrolactone substrate.

Diamine ligands are a promising ligand class which provided higher enantioselectiv-
ities; however, only modest improvements in yield and enantioselectivity has been
observed when other diamine ligands were screened (Figure[2.14)). The ligand 14-L1
provided the highest enantioselectivity while 14-L.8 improved yield but lowered ee.
Sterically bulky N-substituents (14-L7, 14-L8, 14-L9, 14-L12, 14-L.13, and 14-L14)
and bulky arenes on the ligand backbone (14-L11 and 14-L16) gave either no prod-
uct or racemic product. Although 14-L1 contained bulkier n-propyl N-substituents,
higher yields and ee’s were observed in comparison to the 1,2-diarylethylenediamine

ligand.

Given a lack of progress in diamine ligand screening, another class of promising lig-
ands—bidentate phosphine ligands—were extensively screened for the Ni-catalyzed
alkynylation of the model substrate 11-1 (Figure[2.15)). In comparison to (R)-BINAP
(15-L3), the more substituted ligand (R)-XylBINAP (15-L4) gave higher yields but

the same enantioselectivities. This trend does not follow for SEGPHOS ligands,
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Figure 2.14: Diamine ligands promoting product formation.
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however, with the less bulky (R)-SEGPHOS (15-L1) providing better yield and
ee. GARPHOS and MeO-BIPHEP ligands did not improve enantioselectivity, al-
though some yields were improved compared to (R)-BINAP (15-L3). Moreover,
the monodentate phosphine ligand (R)-MOP (15-L8) gave no desired alkynylation
product.

One phosphine ligand stood out, however: (R)-P-Phos (15-L7) provided significantly
improved yields and enantioselectivities (38% yield and 68% ee). A commercially-
available bipyridine bidentate phosphine ligand, (R)-P-Phos has unique steric and
electronic properties that appear to be favorable for reactivity. Notably, the ligand
contains an electron-deficient aromatic backbone. This ligand was a breakthrough in
terms of optimizing the enantioselective alkynylation of the y-butyrolactone model
substrate 11-1.

Using conditions specified in Figure 5.1 with ligand (R)-P-Phos (15-L7), a solvent
screen was performed to improve yields and ee’s (Figure 2.16). Three classes
of solvents were tested: ethereal solvents; polar, aprotic solvents; and aromatic
solvents. Ethereal solvents gave the higher yields, although enantioselectivities
remained moderate. Polar, aprotic solvents gave good results approaching 90% ee.
Potential reasons for their success include their ability to homogenize the system

and to stabilize open coordination sites on the metal center.

After establishing a working model substrate for enantioselective alkynylation, the
nucleophilic coupling partner was explored by varying the metallic species un-
dergoing transmetallation with the nickel catalyst (Figure 2.17). Alkynylboron
nucleophiles were the most compoenent for enantioselective cross-coupling, pro-
viding around 90% ee. Other nucleophiles performed relatively poorly, and all but
the alkynylsilicon nucleophiles gave enantioenrichment. The major side-product
derived from the electrophile was the hydrodehalogenation side-product 11-1-SP.

Further optimizations and control experiments were performed using (R)-P-Phos.
Varying the nickel precatalyst, including metal salt additives, increasing reaction
time, and adjusting the temperature did not give improved yields or ee’s. Additional
substrate classes were explored for enantioselective alkynylation, but no desired
alkynylated product was obtained (Figure 2.19). Amides, esters, nitriles, and fluo-
rinated substrates gave either hydrodehalogenation, electrophile homocoupling, or
the elimination under a broad ligand screen. Interestingly, slightly improved yields
and ee’s were observed with the ligand (R)-P-XylPhos (Figure 2.18)). As an im-

portant control for the methodology, the ligand was determined to be necessary for
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Figure 2.15: Phosphine ligands tested for alkynylation.
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Figure 2.16: Phosphine ligands tested for alkynylation.
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Figure 2.18: Variations on standard conditions for enantioselective alkynylation.

both enantioenrichment and desired product formation. Omitting either the nickel
precatalyst or ligand from the reaction shut down reactivity completely. Employing
the (S)-enantiomer of the ligand afforded the opposite enantiomer 11-1-P with the

same yield.
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Figure 2.19: Substrates unsuccessful for enantioselective alkynylation.
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Figure 2.20: Enantioselective alkynylation of tertiary electrophiles by nickel-
catalyzed cross-coupling.

Conclusion

A novel methodology is presented for the enantioselective construction of quaternary
centers through the nickel-catalyzed alkynylation of racemic tertiary electrophiles
(Figure[2.20)) The substrate with highest yield and enantioselectivity of alkynylated
product was a-bromo-a-methyl-y-butyrolactone, which afforded high enantioen-
riched product using the bidentate phosphine ligand (R)-P-Phos. Screening of nickel
precatalyst, ligand, nucleophile, solvent, temperature, and reaction time provided
the best enantioselective result of 29% yield and 90% ee with the ligand (R)-P-Phos.
The construction of enantioselective quaternary centers with cross-coupling cataly-
sis is a powerful tool to explore chemical space, with relevance to pharmaceutical

and materials applications.
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n-BuLi, B(OMe);
Ph—=——H Ph—=—B(OMe)sLi
DME (0.5 M), 0 °C to r.t.

Figure 2.21: Synthesis of an alkynylboron reagent.

Experimental

Standard Procedure for Alkynylation

In a nitrogen-filled glovebox, (R)-P-Phos (7.7 mg, 0.012 mmol), NiBr2 - diglyme
(3.5mg, 0.010 mmol), and DMA (1.0 mL) were added in turn to an oven-dried 4-mL
vial equipped with a stir bar, then sealed with a PTFE-lined septum cap. After being
stirred at r.t. for 45 minutes (black, homogenous solution), the cap was opened,
the alkyl bromide electrophile was added as a stock solution in DMA (0.5 M, 0.2
mL, 0.10 mmol), and a solution of trimethoxy(phenylethynyl)borate (0.3 mL, 0.150
mmol) in DME was added dropwise. The vial was sealed again with the septum
cap and wrapped with electrical tape to exclude air, and the vial was removed from
the glovebox. The reaction mixture was stirred at r.t. for 16 h and quenched by the
addition of MeOH (1.0 mL). The internal standard n-dodecane (22 pL, 0.10 mmol)
was then added. The mixture was filtered through a small plug of silica gel, which
was then flushed with Et20 (15 mL). Afterwards 0.10 mL aliquot of the filtrate
was diluted to 1 mL with acetone and was measured by GC (100-210°C, 30 min) to
analyze conversion and yield. The remainder of the filtrate was concentrated, and the
product was isolated by preparative TLC (1:4 hexanes/EtOAc). The enantiopurity
of the product was determined by chiral HPLC (OD column, 2% i-PrOH in hexanes,
30 min).

Preparation of Alkynylboron Reagent

In a nitrogen-filled glovebox, an oven-dried 20 mL vial was equipped with a stir bar,
was charged with DME (3.0 mL), and closed with a PTFE-lined septum cap. The
vial was removed from the glovebox and was attached to nitrogen flow on a Schlenk
line. Phenylacetylene (0.22 mL, 2.0 mmol) was added to the 20-mL vial which had
been pre-cooled to 0 °C, followed by addition of n-BuLi (2.5 M in hexane, 0.80 mL,
2.0 mmol) dropwise at 0 °C. The mixture was allowed to stir at 0 °C for another

5 min and then warmed to r.t. The vial was reintroduced into the glovebox. After
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stirring at r.t. for 10 min, trimethyl borate (0.25 mL, 2.2 mmol) was added dropwise
to the alkynyllithium solution. The mixture was allowed to stir for 20 min at r.t. and

was then used directly for the cross-coupling reaction.
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Chapter 3

EMBEDDED MEAN-FIELD THEORY FOR SOLUTION-PHASE
TRANSITION-METAL POLYOLEFIN CATALYSIS



30
ABSTRACT

Decreasing the wall-clock time of quantum mechanics/molecular mechanics (QM/MM)
calculations without sacrificing accuracy is a crucial prerequisite for widespread sim-
ulation of solution-phase dynamical processes. In this work, we demonstrate the use
of embedded mean-field theory (EMFT) as the QM engine in QM/MM molecular
dynamics (MD) simulations to examine polyolefin catalysts in solution. We show
that employing EMFT in this mode preserves the accuracy of hybrid-functional
DFT in the QM region, while providing up to 20-fold reductions in the cost per SCF
cycle, thereby increasing the accessible simulation time-scales. We find that EMFT
reproduces DFT-computed binding energies and optimized bond lengths to within
chemical accuracy, as well as consistently ranking conformer stability. Furthermore,
solution-phase EMFT/MM simulations provide insight into the interaction strength

of strongly coordinating and bulky counterions.
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Introduction

Catalyst design in transition-metal catalysis typically requires extensive experimen-
tal optimization to achieve desired product characteristics [1]]. Efficient catalysts—
many of which have complex ligand structures—are often difficult and expensive to
synthesize. To circumvent the bottleneck this presents in research and development
efforts, advances in computational methods can help accelerate the identification
of promising ligands [2]]. De novo catalyst design is challenging due to the subtle
interplay of electronic and steric effects on the performance of the catalyst under
specific reaction conditions. Further complicating catalyst design are the important
effects of solvent, conformational flexibility, and counterions at finite temperature
and concentration [3|]. New methods are needed to provide reliable computational

insight into the effective design of catalysts in their solvation environment.

The combined quantum mechanics/molecular mechanics (QM/MM) method [4}, |5]
has proven effective in a variety of applications including biological reactions [[6-11]]
and solution-phase chemistry [12-16]], due to its ability to address both dynamical
effects in multi-scale systems along with local bond-making and bond-breaking
events. The cost of a single QM/MM MD step is usually dominated by that of
the force evaluation for the QM region, since the MM interactions have a simple
analytic form. Therefore, managing the cost of the QM calculation is an important
objective for the development of computationally efficient solution-phase QM/MM

simulations.

Quantum embedding offers an appealing strategy for reducing the computational
costs associated with the QM regions while preserving its accuracy. For example,
wavefunction-in-(density functional theory) quantum embedding methods [[17-20]
provide high (i.e., coupled-cluster theory) accuracy in the QM region at a significant
reduction in cost versus a full wavefunction-method description [21} [22], although

this approach remains too costly for widespread use in QM/MM MD simulations.

In the current work, we employ an alternative quantum embedding approach in
the QM region, specifically embedded mean-field theory (EMFT) [23| 24], which
provides a high-quality mean-field description (such as DFT with a hybrid functional
using a large atomic-orbital basis set) for a subsystem of the QM region, while the
remainder of the QM region is described using a less costly mean-field method
(such as DFT with a GGA functional using a small atomic-orbital basis set). A key
advantage of the method is that it does not require specification of link atoms that

connect the subsystems, nor does it require specification of the number of subsystem
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spin states or the number of electrons per subsystem. Previous work has shown that
EMFT can be much more accurate than both the point-charge [25] and ONIOM
[26L 27] schemes for subsystem embedding, particularly for systems that involve
partitioning across delocalized covalent bonds [23, 28]. EMFT has additionally
been benchmarked for open-shell systems [23]], for deprotonation reactions [29],
and for the linear-response description of excited states [30]. As we will show, this
leads to tangible advances in terms of the information we can glean in the application

area we study.

Polyolefins are the most widely used class of polymers [31] whose industrial impor-
tance is in part due to the tunability of their mechanical and physical properties, such
as elasticity and opacity. Precise control of these macroscopic properties requires an
atomic-scale mapping of the barriers of the elementary steps in the polymerization
mechanism (Figure[3.1)) [32]], where the goal is to design molecular catalysts that of-
fer superior control of product selectivity over their heterogeneous analogues [33|].
Nuclear magnetic resonance (NMR) studies have suggested that configurational
sampling of the solvent and counterion degrees of freedom near the catalyst play a
crucial role in its functionality [34], which necessitates the application of dynamic
rather than static modeling techniques. A chemically accurate description of the
electronic structure near the active site is necessary to reliably describe reactivity at
the active site. For these reasons, QM/MM studies have typically been used to study
transition-metal catalysts in solution [35-40]. In this work, we show that replacing
DFT with EMFT for the QM subsystem in these solution-phase QM/MM simula-
tions of organometallic compounds largely preserves the accuracy of the description
for these organometallic compounds while substantially improving computational

efficiency.
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Figure 3.1: Initial steps leading up to the catalytic cycle of a Group (IV) metal-
catalyzed olefin polymerization, including abstraction of an alkyl group (represented
as R) by an oxidizing activator reagent to form the catalytically-active resting state
(Step 1), binding of the first monomer to the resting state species (Step 2), and in-
sertion of bound monomer into the initial alkyl (here, n-propyl) ligand (Step 3). Af-
terwards, monomer binding and insertion into the growing polymer chain repeat until
termination.

The current work focuses on four archetypal Group (IV) molecular catalysts for olefin
polymerization (Figure [3.2)), which include both metallocene and post-metallocene
structures. Catalyst 1 is a constrained geometry complex (CGC) of the metallocene
class of polyolefin catalysts [41, 42]. Catalyst 2 is a post-metallocene structure,
where the reaction of interest in this case is the binding of propylene to the Hf**
active site [43]. The competition between the binding of ethylene and propylene
in the polymerization process influences the branching ratio in the final product,
which influences its bulk material properties. Catalyst 3 and Catalyst 4 are also
post-metallocene structures, which have been previously reported to produce olefin
block copolymers with favorable elastomeric properties [44]. (The full chemical

names of the catalysts are provided in the Supporting Information.)
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Figure 3.2: Transition-metal polyolefin catalysts considered here (resting state de-
picted). (a) Catalyst 1 is a metallocene complex belonging to the constrained geom-
etry complex (CGC) class. (b) Catalyst 2 is a post-metallocene catalyst containing
bisphenol ligands. (c) Catalyst 3 is a post-metallocene Fl-type catalyst containing
Schiff base amines. (d) Catalyst 4 is a post-metallocene catalyst with a pyridyl-amido
motif.

Computational Methods

Density functional theory (DFT) is widely used for ab initio simulations because
of its balance between accuracy and computational cost. For organometallic com-
pounds in particular [45-48]], various DFT studies have demonstrated the importance
of using hybrid exchange correlation functionals [49-52] which include some frac-
tion of exact Hartree-Fock exchange, although such hybrid functionals are typically
more computationally expensive than those that employ the generalized gradient
approximation (GGA) alone [53]]. Embedded mean-field theory (EMFT) [23] [24]
seeks the best of these two worlds—hybrid functional-like predictions at a compu-
tational cost similar to that of the GGA, yielding experimentally relevant quantities
with chemical accuracy [28]. EMFT is a simple, self-consistent method that pro-
vides a high-level DFT (or other mean-field) description on a subset of the system

and a lower-level DFT (or other mean-field) description on the remainder [23]].
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All DFT and EMFT calculations reported here are performed using the entos package
[54]]. For the B3LYP functional used in the paper, the VWN3 local correlation
energy[55] is employed. We employ the density-corrected implementation of the
method (DC-EMFT) to prevent unphysical collapse of the electronic density [24].
The exact-exchange contributions to the coupling between the high- and low-level
subsystems are treated using the EXO0 scheme [23]]. For the predictions of catalyst
conformer stability, configurational sampling was performed using thermostatted
molecular dynamics on the GFN1-xTB[56]] potential using the entos package [54].
A linear cooling schedule from 800 K to 100 K was used, with a total sampling time
of 70 ps and time step of 1 fs. Sampled configurations were subsequently optimized
using (B3LYP/Def2-SVP).

QM/MM simulations are carried out by interfacing entos[54]] with the GROMACS
2018.1 molecular dynamics software [57]. The toluene solvent is described using the
modification of the OPLS-AA[58]] force-field by Caleman and coworkers [S9][60],
and o and e values for the titanium atom are taken from Cu?* in the OPLS-AA
database. Partial charges of the metal complex are obtained from Mulliken popula-
tion analysis[|61] performed on the complex using (B3LYP/Def2-SVP). The force-
field parameters for borate counterions, including methyl [tris(pentafluorophenyl)]borate,
tetrakis(pentafluorophenyl)borate, and BF,, are obtained from a previous study [62].
GROMACS parameter and topology files employed in this study are provided in the

Supporting Information.

QM/MM simulations are carried out with electrostatic interactions calculated using
the reaction-field-zero method [63]]. The charge-group cutoff scheme is used, with
the solvent molecules comprised of neutral charge groups and with the catalyst and
counterion comprised of charge groups with net charges. Electrostatic coupling
between the QM and MM particles is evaluated through the electrostatic embed-
ding scheme. Other non-bonded interactions between the QM and MM particles
are calculated using the Lennard-Jones potential with parameters provided in the

Supporting Information.

All covalent bonds in the solvent and counteranion structures are constrained using
the LINCS algorithm [64]. The leap-frog integrator is used with a 1 fs time step.
Periodic boundary conditions (PBCs) are used, with a 1.2 nm cutoff for electrostatic
and vdW interactions. The electrostatic cutoff is applied with respect to the distance
between the geometrical (i.e., un-mass weighted) centers of the charge groups. When
employed, the Nosé-Hoover thermostat [65]] and the Parrinello-Rahman barostat [66]
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are utilized with a temperature of 298 K, a pressure of 1 bar, and a damping time

constant of 1 ps.

The initial configurations for the QM/MM simulations are prepared as follows: The
solvated catalyst and counterion were initialized from a pre-equilibrated simulation
cell, obtained using the solvate utility within the GROMACS package [67], and
performing a 1 ns isothermal-isobaric (NpT) equilibration using fully classical
MD. For the CI~, BF,, CH3B(C¢Fs)*~ and B(CeFs)*~ simulations, the number
of solvent molecules is respectively 196, 196, 193, and 195. During this initial
equilibration, the cubic simulation cell adopts a sidelength of approximately 3.3 nm
centered around the catalyst. The system was then equilibrated for 5 ps in the NpT
ensemble using the GFN1-xTB/MM potential, then for at least 5 ps in the NVT
ensemble using the EMFT/MM potential, before performing production runs in the
NVE ensemble using the EMFT/MM potential. Each QM/MM production run has

a simulation time of at least 30 ps.

Results and Discussion

Benchmarking EMFT Accuracy and Cost

We begin by benchmarking the accuracy and efficiency of EMFT for the prediction of
structure and reactivity of the archetypal Group (IV) olefin polymerization catalysts
shown in Figure [3.2] In particular, we focus on monomer binding energies, resting-

state bond lengths, and relative-energy rankings of a resting-state conformer using
EMFT.

For DFT calculations, we specify the exchange correlation functional and basis
set with the standard nomenclature (functional/basis set). For EMFT, we specify
the level of theory via ((high-level)-in-(low-level)); for example, ((B3LYP/Def2-
SVP)-in-(PBE/6-31G)) denotes the use of EMFT with the B3LYP functional and
Def2-SVP basis for the high-level subsystem and the PBE functional and 6-31G

basis for the low-level subsystem.

Substrate Binding Energies

The binding of a monomer substrate is an important elementary step in the overall
polymerization mechanism (Figure [3.1). We compare the binding energy values
obtained by EMFT ((B3LYP/Def2-SVP)-in-(PBE/6-31G)) to those calculated using
high-level DFT (B3LYP/Def2-SVP) and low-level DFT (PBE/6-31G). Additionally,
we investigate the convergence of EMFT binding energy values to the high-level DFT
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result, as a function of high-level subsystem size. To calculate the binding energy
using DFT or EMFT, we take the difference between the single-point energies of
the bound intermediate product and the resting state and unbound ethylene reactants
(Step 2, Figure[3.I). The unbound ethylene monomer is treated with (B3LYP/Def2-
SVP) for EMFT and high-level DFT, and with (PBE/6-31G) for low-level DFT. All
calculations are performed at geometries that are optimized at the B3LYP level of
theory; these structures for both the resting-state and substrate-bound intermediates

for all four catalysts are provided in the Supporting Information.

For EMFT energy evaluations of the resting state and bound intermediate catalyst
structures, the partitioning of the system is illustrated in Figure 3.3]and Figure [3.4]
For each catalyst, four subsystem sizes are explored using EMFT. To compactly label
the high-level regions for each subsystem size, we assign each atom a label from 1-4
in the resting state structure of the catalyst (Figure [3.3)), with hydrogen atoms atoms
sharing the index of the heavy atom to which they are bonded. Hence, a partitioning
scheme X € {1,2,3,4} defines the high-level subsystem as all atoms which have
an index value less than or equal to X. For example, partitioning scheme 2 places
both the blue (label 1) and green (label 2) atoms in the high-level subsystem. The
atomic labelling for the resting states as shown in Figure [3.3| extend to the bound
intermediate; as shown in Figure @ the monomer substrate in the unbound and

bound intermediate structure is always included in the high-level subsystem.
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Figure 3.3: Definition of the high-level subsystem by atomic labeling (shown for
resting state structures) for EMFT partitioning. For a partitioning scheme X indexed
as 1, 2, 3, 4, the atoms with indices of less than or equal to X are in the high-level
region, and the remaining atoms are in the low-level region; moieties indicated in
black are in all cases treated at the low level. For each atom that is joined by bonds
containing different colors, the label corresponding to the lower index is used. All
implicit hydrogen atoms share the index of the atom to which they are bonded. For
example, partitioning scheme 2 places the blue- and green-labeled atoms in the high-
level subsystem, and the remaining atoms in the low-level subsystem.
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Figure 3.4: lllustration of the partitioning for the minimal high-level subsystem (Fig-
ure X = 1) for the resting state, ethylene-bound intermediate, and propylene-
bound intermediate, respectively. The high-level subsystem (represented in red) al-
ways contains at least the metal, n-propy! group, and if present in the structure, the
bound monomer.
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Binding energies for ethylene (black dots) and propylene (gray dots) are plotted as
a function of the number of atoms in the high-level subsystem (Figure [3.5). All
binding energies are reported relative to the ethylene binding energy calculated by
low-level DFT (PBE/6-31G). On each plot, the first point corresponding to zero
atoms in the high-level subsystem is obtained from the low-level DFT (PBE/6-31G)
energy, and the last point corresponding to the inclusion of all atoms in the high-
level subsystem is obtained from the high-level (B3LYP/Def2-SVP) energy. The
four intermediate points indicate the EMFT energy calculated using increasing sizes
of the high-level subsystem. To indicate the target range of chemical accuracy, the
light and dark green bar indicates +1 kcal/mol deviation from the high-level DFT
(B3LYP/Def2-SVP) propylene and ethylene binding energy, respectively.

EMFT-calculated ethylene and propylene energies converge to the high-level DFT
result for all four catalysts (Figure [3.5). For all four of the catalyst systems, the
minimal subsystem — including the growing polymer chain, the metal center, and
the unbound or bound monomer — is sufficient to obtain the energy of ethylene and
propylene binding to within ~1 kcal mol~! of the high-level calculation on the full
system. For some intermediate subsystem sizes, the error is slightly larger than 1
kcal mol~!, but in general the deviations are modest. Notably, this effect holds for
large catalysts, including the largest catalyst studied (Catalyst 3, with 127 atoms
in the resting state form), for which the computational speed-ups will be greatest
using EMFT. It is particularly encouraging that EMFT consistently provides good
accuracy across all four catalyst systems, which vary with respect to the transition

metal and ligand scaffold.

Figure [3.6) addresses the accuracy with which EMFT predicts the relative binding
energy of ethylene versus propylene in the four catalyst systems, a quantity that is
of central interest in determining selectivity with respect to unwanted side-products
during polyolefin catalysis. In all four cases, EMFT is performed using the smallest
and least computationally expensive high-level subsystem considered (partitioning
scheme 1). Comparing these EMFT results with respect to high-level DFT, it is
clear that the lower-cost EMFT method accurately predicts ethylene and propylene

binding energies across all four catalysts.
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Figure 3.5: Ethylene and propylene binding energies relative to the low-level calcu-
lated ethylene binding energy (PBE/6-31G), as a function of the number of atoms in
the high-level subsystem of the resting state structure. On each plot, from left to right
is shown the full low-level DFT (PBE/6-31G), EMFT ((B3LYP/Def2-SVP)-in-(PBE/6-
31G)) using partitioning schemes in Figure[3.3] and full high-level DFT (B3LYP/Def2-
SVP). The number of atoms in each case coincide with the subsystem partitionings
indicated in Figure
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Figure 3.6: Difference in ethylene vs. propylene binding energy (ethylene — propy-
lene) for Catalyst 1 (Ti**), Catalyst 2 (Hf**), Catalyst 3 (Zr**), and Catalyst 4 (Hf**).
The differences in binding energies is evaluated with both DFT (B3LYP/Def2-SVP)
and EMFT ((B3LYP/Def2-SVP)-in-(PBE/6-31G)) using the minimal subsystem parti-
tioning (Figure[3.3, X = 1). A 1 kcal mol~! error bar is included for comparing the
DFT and EMFT binding energy differences.

Predicting Conformer Stability

An important capability in computational screening is the ability to predict the
structure and relative energy of the most stable conformers. We investigate the
distribution of conformers for resting state of Catalyst 3, which consists of a trigonal
bipyramidal geometry with 2 oxygen ligands, 2 nitrogen ligands, and an n-propyl
ligand. Three unique isomers are considered (Isomers 1-3, Figure [3.7)), based
on the orientation of the bonding connectivity at the metal site. We consider
four low-energy conformers associated with each isomer, obtained via simulated
annealing (see Computational Methods). Specifically, an independent simulated
annealing trajectory was performed for each of the three isomers of Catalyst 3, and
from each trajectory, the four lowest-energy distinct structures that were obtained
after local minimization using high-level DFT (B3LYP/Def2-SVP) were included
in this analysis. All structures are provided in the Supporting Information. For all
calculations reported in this section, ((B3LYP/Def2-SVP)-in-(PBE/6-31G)) EMFT
is performed using the smallest and least computationally expensive high-level
subsystem considered (partitioning scheme 1).
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Figure 3.7: Three isomers of the Catalyst 3 resting state. Isomers 1-3 are displayed
above, with different arrangements of the nitrogen- and oxygen-based ligands at the
axial and equatorial sites. The n-propyl ligand is held at the equatorial position in all
cases.

Figure [3.8p presents the correlation between the relative conformer energies com-
puted using high-level DFT versus EMFT, for structures optimized using high-level
DFT. As is clear from the plot, the prediction of conformer energy rankings from
EMFT is excellent, with the rank-ordering of the 12 conformers—including those
across isomers and with a given isomer—being correctly predicted using EMFT.
We further note that the overall R? value of the correlation is 0.994, and that for
every structure except the highest energy one, the EMFT relative energy predictions
coincide with the high-level DFT prediction to within 1 kcal/mol (indicated by the
shaded region).
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Figure 3.8: Comparison of DFT and EMFT energy rankings of the 12 conformers ob-
tained by simulated annealing. The blue circles correspond to conformers of Isomer
1, the red squares to those of Isomer 2, and the green triangles to those of Isomer 3.
The gray bar represents a 1 kcal mol~! error bar at the diagonal. (a) DFT vs. EMFT
energy for DFT-optimized conformer geometries. (b) DFT energy of DFT-optimized
conformer geometries vs. the EMFT energy of the EMFT-optimized conformer ge-
ometries.

Figure [3.8p then tests the degree to which the optimization of the geometries using
EMEFT (versus high-level DFT) effects the quality of the conformer energy ranking.
Each of the twelve conformer structures that were initially optimized using high-
level DFT were subsequently optimized using EMFT, and the energy of high-level
DFT energy (at the high-level DFT optimized geometry) is correlated against the
EMFT energy (at the EMFT optimized geometry). For all cases the error between
the DFT and EMFT energy is less than 2 kcal/mol. The correlation remains excellent
(R? = 0.997), and the relative ranking of the conformer remains perfect (with the
exception of two nearly iso-energetic conformers of isomer 2). These results suggest
that EMFT provides a powerful tool for screening catalyst conformers, without the

need for high-level DFT geometries or even single-point energies.

Predicted Geometries

From an energy perspective, Figure[3.8p indicates that EMFT provides a satisfactory
description of the optimized geometry for the catalyst resting state, which tends to be
the most abundant species in catalytic mechanism [68]. We now further investigate

the quality of the EMFT-optimized structures for the catalyst resting state across all
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Catalysts 1-4. For each resting state structure of the catalysts, geometry optimization
was performed with high-level DFT (B3LYP/Def2-SVP), EMFT ((B3LYP/Def2-
SVP)-in-(PBE/6-31G)), using the minimal partitioning scheme 1, and low-level
DFT (PBE/6-31G).

For Catalyst 1, Table[3.T|presents representative bond lengths obtained via geometry
optimization using EMFT, in comparison to the corresponding values obtained using
both the low-level and high-level DFT methods. The rows of the table are grouped
into distances between atoms that are within the high-level region of the EMFT
description (top unshaded block), distances between atoms that span the high- and
low-level regions (shaded block), and distances between atoms that are within the
low-level region of the EMFT description (bottom unshaded block). Corresponding
tables for Catalysts 2—4 are provided in the Supporting Information.

The general expectation of EMFT is for bonds within the high-level subsystem to
be described at the quality of the high-level DFT; this is largely borne out in Table
[3.1] by the fact that the difference between the EMFT and high-level DFT bond
lengths (EMFT — B3LYP) for atoms within the high-level region are smaller than
the corresponding difference between EMFT and the low-level DFT bond lengths
(EMFT - PBE). Similarly, the there is an expectation for bonds within the low-level
subsystem to be described by EMFT at the quality of the low-level DFT; this is
again supported by the data in Table [3.1] by the fact that the difference between
the EMFT and low-level DFT bond lengths (EMFT — PBE) for atoms within the
low-level region are smaller than the corresponding difference between EMFT and
the high-level DFT bond lengths (EMFT — B3LYP). For bonds that span the high-
and low-level subsystems, it is seen in the table that these distances are generally
more consistent with the description of the low-level DFT theory, as is expected;
nonetheless, we find some cases, like the Ti—N bond length, where the description
of the atoms spanning the high- and low system deviates substantially from both the
high- and low-level DFT methods.

Figure summarizes the results in Table and generalizes them to Catalysts
2—4. In Figure 3.9, we plot the root-mean-square-error (RMSE) for the difference
between EMFT-optimized bond lengths and either high-level or low-level DFT-
optimized bond lengths for atoms contained within the high-level region of the
minimal EMFT partitioning. In Figure [3.9b, we present the corresponding results
for bond lengths involving atoms that lie within the low-level region of the EMFT

partitioning. For Catalyst 1, these results are obtained from the data reported in



45

Table 3.1: For Catalyst 1, bond lengths are compared between EMFT
((B3LYP/Def2-SVP)-in-(PBE/6-31G)), high-level DFT (B3LYP/Def2-SVP), and low-
level DFT (PBE/6-31G). The minimal subsystem partitioning is used for EMFT (Figure
X = 1). Columns are grouped according to bonds located within the high-level
subsystem (top unshaded block), across the high- and low-level subsystems (shaded
block), or within the low-level subsystem (bottom unshaded block). Duplicate names
for atoms are given superscript indexing for differentiation. The bond length com-
puted by EMFT, the difference between the EMFT and PBE-calculated bond lengths
(EMFT — PBE), and the difference between the EMFT and B3LYP-calculated bond
lengths (EMFT — B3LYP) are presented.

First Atom Second Atom EMFT (A) EMFT - PBE (A) EMFT - B3LYP (A)

Ti C(n-Pr)! 2.071 -0.010 -0.005
C(n-Pr)! C(n-Pr)? 1.513 -0.012 -0.001
Ti C(ring)! 2.229 -0.013 -0.002
Ti C(ring)? 2.362 0.005 0.010
Ti C(ring)? 2.557 0.023 0.065
Ti C(ring)* 2515 0.021 0.068
Ti C(ring)’ 2.281 -0.009 0.018
Ti N 1.790 -0.102 -0.104
N Si 1.899 0.012 0.085
N C(t-Bu) 1.510 0.001 0.015
Si C(ring)’ 1.927 -0.004 0.018

Table 3.1} and for Catalysts 2—4, the data are obtained from the corresponding tables
in the Supporting Information. It is clear that for all four catalysts, the EMFT-
optimized geometries yield a description of atoms within the high-level region that
is more consistent with the high-level DFT description (panel a), whereas the atoms
with low-level region are more closely described at the level of the low-level DFT
(panel b). These results clearly illustrate that EMFT provides improved accuracy in
the high-level region while describing the remainder of the system at the quality of
the low-level DFT theory.
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Figure 3.9: Root-mean-square error (RMSE) of bond lengths between EMFT and
ful-DFT geometry optimized structures for representative bonds that are (a) inside
the high-level subsystem or (b) outside the high-level subsystem. The minimal sub-
system partitioning is used for EMFT (Figure[3.3) X = 1).

Cost Analysis

The preceding results have shown that even with the minimal number of atoms in
the high-level region (partitioning 1), EMFT provides a description across all four
catalysts considered here that is within chemical accuracy for substrate binding, re-
liable for resting-state conformer stability ranking, and yields optimized geometries
that are consistent with the high-level DFT method around the catalyst active site.
Furthermore, as has been emphasized in previous work [23] 28], the use of EMFT
brings substantial reductions in computational cost in comparison to using the high-
level DFT method for the full system. The reduced cost of EMFT comes from both
the reduced size of the basis set in the low-level region, as well as the lower cost
of evaluating the low-level DFT exchange correlation function for the atoms in the
low-level region. Specifically, in the current applications, the use of EMFT reduced
the need for evaluating exact exchange contributions to only the atoms within the

high-level subsystem.

Table [3.2] compares timings for EMFT ((B3LYP/Def2-SVP)-in-(PBE/6-31G)) in
comparison to high-level DFT (B3LYP/Def2-SVP) and low-level DFT (PBE/6-
31G) applied to the full system. In all cases, EMFT is performed using the minimal
partitioning (partitioning 1). For each of the catalysts, timings are reported for the
energy calculation such that 11 atoms are described in the high-level region (e.g.
metal, propyl side-chain). All calculations were done on 16-core Intel Skylake
dual-CPUs with a clock speed of 2.1 GHz.
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Table 3.2: For the resting state structures of Catalysts 1—4, energy calculation tim-
ings for EMFT ((B3LYP/Def2-SVP)-in-(PBE/6-31G)) in comparison to high-level DFT
(B3LYP/Def2-SVP) and low-level DFT (PBE/6-31G) applied to the full system. EMFT
calculations employ the minimal high-level subsystem partitioning. Timings reported
using 16-core Intel Skylake dual-CPUs with a clock speed of 2.1 GHz.

Catalyst Settings SCF Time (s) Cycles Total SCF Time (s)
High-Level DFT 1.0 18 18.6
1 EMFT 04 21 84
Low-Level DFT 0.3 22 5.7
High-Level DFT 33.1 20 662.8
2 EMFT 14 20 27.9
Low-Level DFT 1.1 20 22.6
High-Level DFT 25.1 19 477.8
3 EMFT 1.3 22 28.3
Low-Level DFT 1.1 25 26.5
High-Level DFT 13.3 19 251.9
4 EMFT 0.9 19 18.0
Low-Level DFT 0.8 20 14.8

As is seen from Table [3.2] EMFT yields a cost reduction that ranges from a factor
of 4 for the smallest catalyst (Catalyst 1) to a factor of ~20 for the largest catalysts
(Catalysts 2 and 3). In general, the EMFT cost is only slightly increased relative to
that for the low-level DFT method. Furthermore, the number of self-consistent field
iterations needed for EMFT is similar to the standard DFT methods. These results,
in combination with the previously shown benchmarks of EMFT accuracy, illustrate
that the method preserves accuracy of the high-level DFT method while providing

vast reductions in computational cost.
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Figure 3.10: Snapshots of the QM and MM subsystems used in the EMFT/MM sim-
ulations. Catalyst 1 complex is presented as a balls-and-stick model, with Ti, Si, N,
C, and H atoms colored in red, yellow, blue, cyan, and white, respectively. Toluene
molecules (solvent) are shown using blue lines. From a—d respectively, the coun-
teranions of interest, CI~, BF;, CH3B(CsF4)*~, and B(CsFs)*~, are depicted with
a transparent ball-and-stick structure. Each simulation is solvated in toluene with 193
to 196 molecules in a periodic simulation cell.

Application of EMFT for QM/MM Simulations

To illustrate the applicability of EMFT for the simulation of condensed phase reac-
tions associated with these homogeneous catalysts, we present EMFT/MM simula-
tions (i.e., QM/MM simulations with EMFT used for the QM region) of ethylene
binding to Catalyst 1. We model the ion-pairing of this cationic catalyst with four dif-
ferent counterions ranging from small, strongly-coordinating anions C!/~ and BF; to
sterically-bulky, weakly-coordinating anions CH3B(CgFs)~ and B(CgFs)*~. Par-
ticular focus is given to the way in which the cationic catalyst interacts with coun-

terions of varying size, given the crucial role that the counterion plays in catalyst

efficiency [69].
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Figure 3.11: Energy conservation plots for EMFT/MM trajectories for Catalyst 1 with
solvent and various counterions (indicated in each panel) in the NVE ensemble. The
gray line indicates (E(f) — Eavg)/(KEayg), while the black line indicates the cumula-
tive average of the same quantity.

EMFT/MM simulations are performed using EMFT ((B3LYP-D3/Def2-SVP)-in-
(PBE-D3/6-31G)) with the minimal high-level subsystem partitioning and using
the D3 dispersion correction in both the high- and low-level regions [70]. The
ethylene-bound Catalyst 1, with 61 atoms, is included in the EMFT region while
the counterions and solvent (193—-196 toluene molecules) are treated within the MM
region, as illustrated in Figure Full calculation details are provided in the

Computational Methods section.

As a demonstration of robustness, Figure [3.11]illustrates the energy conservation of
microcanonical EMFT/MM trajectories for each of the four considered counterions.
In each case, we show that there is minimal drift in the total energy, which is plotted
relative to the average kinetic energy for the system of the entire trajectory. The
small fluctuations and drift of the total energy in these plots over 30 ps indicates the

good energy conservation of the EMFT/MM trajectories.
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Figure 3.12: RDF for the distance between Catalyst 1 and its counterion in the four
EMFT/MM simulations computed between 15-30 ps.(a) Close contact between the
small counterions (blue circle) and the metal binding site leads to dissociation of
ethylene (green triangle) from the catalyst (red semicircle). (b) Ethylene remains
bound to the metal binding site in the presence of bulky counterions.

We qualitatively assess the strength of the interaction between the cationic catalyst
and the anionic counterion using the radial distribution function (RDF) for the two
species. Specifically, Figure[3.12]plots the RDF with respect to the distance between
the Ti atom of Catalyst 1 and the center-of-mass of each of the four considered

counterions from separate EMFT/MM simulations.

Itis clear that the EMFT/MM simulations lead to qualitatively different RDF profiles
for the smaller (Figure [3.12p) versus bulkier (Figure [3.12p) counteranions. The
small, strongly coordinating counterions chloride (CI™) and tetrafluoroborate (BF))
are on average more closely associated with Catalyst 1 than the bulkier counterions.
Specifically CI™ and BF, counteranions are located at ~ 2.5 A from the Ti atom,
which is 4 A closer than that of CH3B(CgFs)*~ and B(CgFs)*".

The close binding of the chloride and tetrafluoroborate ions to the catalyst has
direct consequences for the reactivity of the catalyst in solution. In the EMFT/MM
simulations performed with these smaller counterions, the ethylene substrate that
is originally bound to the catalyst is displaced from the binding site within 10 ps,
driven by the formation of the close contact of these counterions with the Ti atom.
Schematically, this is shown in Figure[3.12a cartoon with the counterion (blue circle)
displacing the substrate (green triangle) from the catalyst (red semicircle) binding

site. Conversely, in the EMFT/MM simulations involving the larger counterions
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CH3B(CsFs)>~ and B(CgFs)*", the ethylene substrate remains coordinated to the
Ti atom of Catalyst 1. Experimentally, it is also known that the toluene solvent
will compete with the ethylene substrate for binding, although this not seen on the
timescales of these simulations [71]. The simulations indicate that olefin binding
(Step 2, Figure is strongly influenced by the strength of the interaction between
the counterion and metal complex. The results presented here are consistent with
previous literature demonstrating that bulkier counteranions increase the efficiency
of the catalyst by binding more weakly to the catalyst, thus promoting monomer

binding and polymerization at the cationic active site [62, 69, (72} 73]].

Conclusion

We have developed a framework for combined EMFT and QM/MM MD simula-
tions. Our benchmarks indicate that for the wide range Group (IV) transition-metal
polyolefin catalysts, using a minimal high-level region for EMFT reproduces the
energetic and structural properties obtained by high-level DFT on the entire system.
According to the timing data provided in Table 3.2, EMFT is able to reduce the cost
of DFT calculations from a factor of 4 up to a factor of 20 per SCF iteration while
maintaining the accuracy of the high-level DFT (hybrid functional). EMFT/MM
simulations of counteranion binding to the cationic catalyst demonstrate energy
conservation within the range expected given the truncated treatment of electro-
statics, and provide insights into the nature of counteranion binding as a function
of counteranion size. Our results indicate that ethylene binding to the activated
catalyst is significantly influenced by the interaction between the counterion and
metal complex. Close contact between the counterion and metal complex (i.e. CI~

and BF,) leads to dissociation of ethylene from the catalyst binding site.

Understanding the detailed role of the solvent and counterion environment is critical
for reliable prediction of catalytic activity, and hence for the design of new catalysts.
While conventional QM/MM simulations using hybrid DFT in the QM region are
often unaffordable, the EMFT embedding scheme provides the desired level of
accuracy at greatly reduced computational cost, by tuning in the exact exchange
treatment to just a small number of atoms in the immediate vicinity of the active
transition-metal center. This is a key step on the path towards widespread use
of QM/MM simulation for discovery of new transition-metal catalysts, both for

polyolefin catalysis, and more widely.
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ABSTRACT

The prediction of co-monomer incorporation statistics in polyolefin catalysis neces-
sitates an accurate calculation of free energies corresponding to monomer binding
and insertion, often requiring sub—kcal/mol resolution to resolve experimental free
energies. Batch reactor experiments are used to probe incorporation statistics of
ethene and larger a-olefins for three constrained geometry complexes (CGC) which
are employed as model systems. Herein, over 6 ns of quantum mechanics / molecu-
lar mechanics (QM/MM) molecular dynamics is performed in combination with the
zero-temperature string method to characterize the solution-phase insertion barrier
and to analyze the contributions from conformational and vibrational anharmonicity
arising both in vacuum and in solution. Conformational sampling in the gas—phase
results in 0-2 kcal/mol corrections to the insertion barrier which are on the same
scale necessary to resolve experimental free energies, and this correction is further
magnified by the inclusion of explicit solvation. Anharmonic conformational sam-
pling in the solution-phase is a crucial energy contribution missing from static DFT
calculations and implicit solvation models, and its accurate calculation is a key step

towards the quantitative prediction of co-monomer incorporation statistics.
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Introduction

Polyolefin manufacturing is a major chemical enterprise, and the resulting polymer
products are ubiquitous as materials [1, 2]. The inclusion of co-monomers to
the polymerization process leads to useful polyolefin materials [3|]. Predicting
experimental polymerization parameters such as co-monomer incorporation ratios
from ab initio calculations would accelerate catalyst development and promote
rational ligand design [4]]. Hence, the comprehensive treatment of contributions to
reaction free energies is essential for simulating molecular phenomena accurately.
Leveraging the Curtin-Hammett principle, the approach discussed here computes
the free energy contributions of conformational sampling and the perturbation of
the catalyst active site by colliding solvent molecules, which are necessary for
more accurate energetics [5-7]. Although the quantification of conformational
and anharmonic vibrational contributions to free energies has precedence [8-13],
to our knowledge no attempt has been made to quantify these contributions by
directly sampling restrained solution-phase trajectories of organometallic catalysts.
In addition, the QM/MM MD calculations employed do not assume an approximate
anharmonic form for molecular vibrations and instead directly sample anharmonic
vibrational motion in the solution-phase. Such an approach entails the need for
sufficient simulation time; for the results presented here, we have obtained > 6 ns
of fully solvated MD trajectory data along with a similar length of isolated catalyst
MD trajectory sampling.

Polymerization by Group IV catalysts has three regimes: initiation, propagation,
and termination. The initiation step forms the active catalyst, followed by sequential
binding and insertion of monomers during the propagation sequence leading to
a growing polymer chain, and finally termination ends the polymerization by side
reactions such as S-hydride elimination and chain transfer [[14]. During propagation,
the binding of the monomers with early transition metal polyolefin catalysts is
often reversible, a key requirement necessary for application of the Curtin-Hammett
principle to the study of co-monomer incorporation. The monomer binding step is
followed by the rate-limiting insertion barrier [15H17]. Tuning the relative energies
of the binding and propagation steps is achievable by electronic and steric tuning
of the catalyst [[18-20] and is a proxy for controlling incorporation kinetics, with
the caveat that this principle does not necessarily apply to catalyst systems with
a suspected change in rate-limiting step [21]]. Understanding conformational and
solvation free energy contributions to both insertion and binding across multiple

catalyst families is critical for predicting co-monomer incorporation statistics.
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Previous computational studies of the polyolefin mechanism have largely focused
on a single-step process such as catalyst—counterion binding and activation [22-
24 or the insertion step [25-27]. The free energy calculations typically rely on
harmonic approximations, where the effect of solvation is employed by using implicit
models. Studies that have used explicit solvation to interrogate elementary steps in
polyolefin catalysis are limited to the counterion binding process [28]]. Anharmonic
conformational sampling involving explicit solvation models (e.g., QM/MM|?29,
30]) improve upon the harmonic approximation and are more often applied to
enzymatic systems [3 1}, 32] than to organometallic systems, even though anharmonic
corrections to the harmonic treatment of free energies are necessary for quantitative

predictions of reaction rates 33, [34].

Ideal homogeneous catalysts for olefin polymerization have the following features:
stability at high temperatures (7 > 120°C), high catalyst activity, narrow molecular
weight distribution of polymer, and competence at co-polymerization at high tem-
peratures [35]]. Possessing these features, the constrained geometry complex (CGC)
catalysts [36] are industrially used as polyolefin catalysts and are the focus of this
study (Figure {.T)). CGC catalysts typically contain Group IV metals, and the Ti—
metallated catalyst is the subject of this study. Compared to traditional Ziegler-Natta
catalysts, CGC systems offer higher reactivity towards co-monomers and narrower
PDI [37].

All of the CGC structures discussed herein include a Ti metal center, an n-propyl
group growing chain, and a ligand scaffold which differs only by the substitution at
the cyclopentadienyl moiety (Figure @.1)). CGC-A is the prototypical CGC catalyst
[38]], with methyl groups substituting the cyclopentadienyl ligand. CGC-B contains
an extended aromatic system, with fewer steric constraints near the monomer binding
site. The catalyst is known to be highly effective at styrene incorporation [39].
Lastly, CGC-C contains a modified aromatic system and a conformationally flexible
electron-donating pyrrolidine side chain. The additional 3-amino substitution on
CGC-C offers higher catalytic activity and co-polymer molecular weights compared
to CGC-A [40].
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Figure 4.1: Propagation mechanism and polyolefin catalysts. (a) Propagation steps
for olefin polymerization, consisting of a monomer (highlighted blue) binding to the
resting state (RS) to form the bound intermediate (Bl). Subsequent migratory inser-
tion of the olefin into the growing chain (n-propy! group highlighted in red) results in
the insertion product (IP). (b) Three constrained geometry complex (CGC) catalysts
are employed, which can react with one of four a—olefins of increasing chain length:
ethene (R = H), propene (R = Me), butene (R = Et), hexene (R = n-Bu).

Experimental-Computational Connection

The main quantity of interest is the co-monomer incorporation ratior = p./(1-p.),
which is defined by the molar proportion of co-monomer incorporated into the
polymer chain (p.) by the proportion of incorporated ethene molecules (p, = 1—p.).
To connect this quantity to calculations, we will discuss the kinetic model and

approximations necessary to predict r.

The polymerization mechanism involving incorporation of a—olefin co-monomers
is shown in Figure 4.2] In the center are the bound intermediates of the ethene
monomer and longer chain co-monomer, which can interconvert via the monomer
binding equilibrium. The monomer interconversion equilibrium has an associated
free energy AG ., which corresponds to the difference in binding energies (AG ., =
AG, — AG.). From the bound intermediate, the monomer inserts into the growing
chain (in this study, n-propyl group) subject to the ethene insertion barrier height

AGf or a co-monomer insertion barrier height AGf.
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The first approximation applied to predicting r is limiting the free energy calcu-
lation to a single incorporation step and extrapolating the result to incorporation
throughout polymerization. Next, the Curtin-Hammett principle [41] is applied to
the mechanism, given that insertion is the typical rate-determining step for the Group
IV catalysts [|15, |16]. The relative reaction rate between co-monomer and ethene
incorporation is directly predicted by the free energy difference in insertion transi-
tion states AAG* (Eqn. 1). The quantity can be decomposed into two quantities,
the monomer interconversion energy AG.. and the difference in insertion barriers
(AGE - AGY).

AAG* = AG: — AG: — AG ., (4.1)

Batch reactor experiments offer experimental data on the incorporation of octene
with ethene. The incorporation ratios r are converted to free energy differences
AAG* (see Computational Protocol) taking into account the non-equal concentra-
tions of ethene and octene used in experiment (octene/ethene ratio is 2.32). The
study involves shorter chain co-monomers (propene, butene, hexene) for compu-
tational tractability and to elucidate the effect of monomer chain length. We will
present this experimental data to compare the magnitude of the energy differences
between catalysts and the energy corrections seen from solution-phase conforma-
tional sampling. We emphasize that consistency between the experimental and
computational AAG* is yet to be achieved, but instead will demonstrate that the
contributions to AAG* from solution-phase conformational sampling are significant
relative to the small energy differences seen between catalysts and thus can affect

catalyst rank ordering.
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Figure 4.2: Free energy profile displaying two competing incorporation pathways of
ethene (highlighted blue) and a-olefin co-monomer propene (highlighted red) incor-
poration (unbound monomers not shown). The reversible monomer interconversion
equilibrium between the co-monomer and ethene bound intermediates Bl-1 and BI-2,
respectively, are mediated by the resting state species (not shown). Insertion of the
co-monomer or ethene into the n-propyl group passes through the transition states
TS-1 or TS-2, respectively. Combining the energy difference between insertion bar-
rier heights and the free energy of monomer interconversion yields the key quantity
for incorporation selectivity AAG* = AG* — AG: — AG..

Methods

Computational Protocol

DFT energy and force calculations are carried out with the Entos gcore software
[42]]. The functional B97-3c was chosen for its favorable compromise of speed
and accuracy [43]. All optimized structures are determined to be stationary points
by harmonic frequency analysis. The ideal gas approximation was used for the
calculation of harmonic Gibbs free energies on the stationary point structures.
Implicit solvation corrections were obtained with the ORCA software package [44]
using the SMD model for n-hexane. Harmonic frequency analysis of optimized
structures is used to assess the energy associated from a harmonic treatment of the
free energy surface, while molecular dynamics is used to quantify the additional
contributions of anharmonic conformational sampling and the effect of explicit
solvation. In this study, MD is applied to the calculation of insertion barrier free

energies in CGC-catalyzed olefin incorporation.

The following protocol details how to obtain the structures and restraint values

necessary for the free energy calculation. Note that the structures employed in
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this study are the cationic species, excluding the counterion. First, the bound
intermediate and insertion transition state structure were optimized for the isolated
catalyst, and the orientation of the monomer to the catalyst was verified to be
consistent with the other systems. Interpolation was applied to the bound and TS
structures to obtain a total of 8 structures (including endpoints) as a string smoothly
varying from bound to TS. This discretization of the insertion barrier as a sequence
of 8 images is then optimized by the zero—temperature string method to a minimum
energy pathway (i.e., zero-temperature string, ZTS) [45-47]. Literature protocol
[48] was followed for an in-house implementation of the algorithms. Convergence
of the ZTS is defined as the point in which the largest energy change per string
image falls below the threshold of 10~* hartree.

The free energy calculation requires the definition of a collective variable that is
involved in the spatial dimensions of th