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ABSTRACT

The wide band gaps and superior conductivity of ZnSxSe1−x semiconductors to
amorphous Si suggest an alternative carrier-selective contact in silicon heterojunc-
tion solar cells. Electron-selective ZnSxSe1−x front contacts on p-type c-Si solar
cells are explored by simulating in Sentaurus TCAD a large design parameter space
informed by experimentally determined optoelectronic properties. Comparable per-
formance to experimental and simulated p-SHJ reference devices is shown, with a
champion simulated device efficiency of 20.8%. X-ray photoelectron spectroscopy
is used to measure band offsets at interfaces for the aforementioned ZnSxSe1−x-c-Si
photovoltaic devices as well as various carrier-selective contacts and passivation
layers for GaAs photovoltaic devices.
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NOMENCLATURE

6N. Referring to the purity of a material by counting the number of consecutive
nines in a decimal representation, i.e. 99.9999%.

Absorption. The physical or chemical process in which atoms, molecules, or ions
enter some bulk phase liquid or solid material.

Adsorption. The adhesion of atoms, ions, or molecules from a gas, liquid, or
dissolved solid to a surface.

Amorphous. Referring to materials lacking long-range order in atomic positioning,
denoted by "a-” before crystal name, i.e. "a-Si”.

Atomic force microscopy. A highly sensitive technique that images a sample sur-
face by measuring the deflection of a cantilever as it is scanned over a sample
surface.

Band gap. The distance between the valence band of electrons and the conduction
band; the minimum energy that is required to excite an electron up to the
conduction band where is can participate in conduction.

Chemical vapor deposition, CVD. A vacuum deposition method used to produce
high quality, high-performance solid materials.

Conduction band. The lowest energy band with available states for electron con-
duction.

Conductivity. A measure of a material’s ability to conduct and electric current.

Crystalline. Referring to materials with highly ordered microscopic structure,
forming a lattice of atoms that extend in all directions, often denoted by
"c-” before the crystal name, i.e. "c-Si”.

Czochralski method. A method of crystal growth used to obtain single crystals of
semiconductors.

Desorption. The opposite process of sorption (adsorption or absorption) where an
atom, ion, or molecule is released from or through a surface.

Diffraction. The process by which a beam of light or other system of waves is
spread out as a result of passing through a narrow aperture or across an edge,
such as those created by crystals.

Doping. The introduction of impurities into a semiconductor for the purpose of
modulating its electrical, optical, and structural properties.
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Effusion. A gas escaping from a containter through a hole considerably smaller
than the mean free path of the molecules.

Energy-dispersive X-ray spectroscopy (EDS, EDX, EDAX). An analytical tech-
nique used for elemental analysis, relying on an interaction between X-ray
excitation and a sample.

Epitaxy. A type of crystal growth or material deposition in which new crystalline
layers are formed with one or more well-defined orientations with respect to
a crystalline seed layer.

Ewald sphere. A geometric construction used in crystallography that demonstrates
the relation between the wavevector of the incident and diffracted beams, the
diffraction angle for a given reflection and the reciprocal lattice of the crystal.

Ex-situ. Off site, referring to events that take place with exposure to an external
environment, not under vacuum.

Finite energy. An energy type whose source is not replenished on the same time
scale at which it is consumed.

Fossil fuel. A natural fuel such as coal or gas, formed in the geological past from
the remains of living organisms.

Heterojunction. An interface between two layers or regions of dissimilar semicon-
ductors with unequal band gaps.

Hole. The absence of an electron at a position where one could exist in atomic
lattice, leaving a net positive charge.

In-situ. Literally "on-site” in Latin, referring to an event that takes place without
exposure to an external environment.

Isothermal. Uniform, constant temperature.

Lifetime. The average time before an excited charge carrier recombines..

Mean free path length. The average distance over which a moving particle travels
before substantially changing its direction or energy, typically as a result of
one or more successive collisions with other particles.

Mole fraction. A unit of the amount of a constituent (expressed in moles) divided
by the total amount of all constituents in a mixture.

N-type. Referring to semiconductors with impurities that donate extra electrons to
the bulk crystal conduction band..

Ohmic contact. A low resistance electrical junction between a metal and semicon-
ductor where current varies linearly with applied voltage.
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Open-circuit voltage, 𝑉𝑜𝑐. The voltage at which no current flows across a device.

P-type. Referring to semiconductors with impurities that accept electrons from the
bulk crystal valence band, creating extra holes..

Parasitic absorption. Light absorption that does not lead to a collected charge
carrier.

Passivation. The inertness of a material, especially a surface, to carrier recombi-
nation.

Photon recycling. reabsorption of photons emitted after radiative recombination
events.

Photovoltaic effect. The generation of voltage and electric current upon exposure
to light. A physical and chemical phenomenon.

Photovoltaics (PV). The conversion of light into electricity using semiconducting
materials that exhibit the photovoltaic effect.

Reciprocal lattice. The Fourier transform of another lattice. When applied to a
physical lattice, such as a crystal, a representation of available momentum
states.

Reflection high-energy electron diffraction (RHEED). A technique used to char-
acterize the surface of crystalline materials.

Renewable energy. An energy type whose consumption one year does not directly
impact how much is available for consumption the next year, i.e. solar energy,
wind energy.

Resistivity. A fundamental property measuring how strongly a material resists
electrical current.

Scanning electron microscope. A type of electron microscope that produces im-
ages of a sample by scanning the surface with a focused beam of electrons..

Semiconductor. A material with a electrical conductivity between that of an insu-
lator (non-conducting) and most metals (conducting).

Short-circuit current, 𝐽𝑠𝑐. The current at which a device is short-circuited, i.e. no
voltage across the device.

Specular reflection. The mirror-like reflection of waves from a surface.

Stoichiometry. The relationship between the relative quantities of substances form-
ing a compound.

Sublimation. The transition of a substance directly from the solid state to the gas
state, without passing through the liquid state.
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Substrate. An underlying substance or layer, the surface on which a material is
deposited.

Surface reconstruction. The process by which atoms at the surface of a crystal
assume a different structure than that of the bulk.

Transmission electron microscopy (TEM). A high-resolution imaging technique
in which a beam of electrons passes through a thin sample to produce an
image.

Triple point. The temperature and pressure at which the three phases (gas, liquid,
and solid) of a substance coexist in thermodynamic equilibrium.

Vacuum. A space devoid of matter.

Valence band. The outermost band of electron orbitals that electrons can jump out
of, moving into the conduction band when excited.

X-ray diffractometry (XRD). A measurement technique in which the atoms of a
crystal cause an interference pattern of the waves present in an incident beam
of X-rays, yielding information about the atomic spacing of the lattice.

X-ray photoelectron spectroscopy (XPS). A surface-sensitive quantitative tech-
nique based on the photoelectric effect that can identify the elements in a
sample, their chemical state, and overall electronic structure.

X-ray reflectivity (XRR). A surface-sensitive analytical technique measuring the
intensity a beam of X-rays reflected from flat surface as a function of incident
X-ray angle.
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C h a p t e r 1

INTRODUCTION

1.1 Battling the Climate Crisis with Photovoltaics
As humans, we have access to energy sources of two types: renewable and finite. By
renewable we refer to sources whose consumption one year does not directly impact
how much is available for consumption the next year. A finite energy resource is
not replenished on the same time scale at which we consume it. The volume of each
sphere in Fig. 1.1 represents the amount of energy available each year from different
renewable resources (adapted from [1]). This includes energy sources that depend
on sunlight, such as the burning of biomass like wood, which requires sunlight to
grow. The largest, yellow sphere represents energy from the sun, and the spheres that

Figure 1.1: Representation of available terrestrial energy resources, adapted from
[1]. Volume of spheres is proportional to maximum estimated annual available
resource for renewables (left) and total available resource for finite resources (right).
2015 global consumption is also shown. Solar-derived renewable energy sources
are overlaid on total solar resource.

lay on top of it represent energy sources that are derived from sunlight. Less than
1% of sunlight is absorbed by organic matter through photosynthesis, represented
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by the green sphere on the left. For much of human history, our activities were
limited to those that could be maintained by renewable resources, essentially limited
by photosynthesis processes, and thus limited to accessible land. The land available
limited the amount of food available. When humans gained control of fire, more
land became habitable as heat could be provided throughout the year [2]. More
energy could be extracted from food, and sufficient heat for tool production could
be achieved. During the Neolithic Revolution, settled agriculture further reduced
the competition for food between humans and animals, allowing for an order of
magnitude population expansion [3].
Besides renewable resources, we also can use energy from finite resources, such
as natural gas, petroleum, nuclear energy from uranium, and coal. Derived from
decayed organic matter, the energy stored in carbon-based fossil fuels like coal is
ultimately from the sun too, but it takes millions of years to reach this state, so is
not renewable on human time scales. The spheres on the right of Fig. 1.1 represent
the energy available through such finite resources of all known stores on Earth.
Although coal has been used as a heat source as early as the Neolithic area, un-
til the Industrial Revolution, most production needs were still met by land-limited
resources [2], [4]. Heat was primarily produced through wood, which limited the
output of metals which require significant heat to smelt. Other raw materials such
as wool or leather required land and food for sheep and cattle, the tending of which
also required significant human labor. Mechanical energy sources were limited to
wind, water, and human or animal labor.
Before the Industrial Revolution, coal mining was limited to depths around 150 feet,
below which mines would flood [2]. The late 17th century invention of the “Miner’s
Friend” water pump sought to address this problem, but using only vacuum and no
moving parts to move water, it was still limited in its feasible operating depths [5].
Especially in Britain where usable water ways for watermills would be exhausted
by 1830, there was a demand for greater usage of the energy-dense coal. Even-
tually, high rates of coal production were enabled through the development of the
steam engine, beginning with Newcomen’s atmospheric engine in 1712, optimized
for draining mines, and coming into full force with James Watts’ higher efficiency
steam engine in 1776. In Great Britain, the Industrial Revolution was underway,
leading to an exponential increase in the per capita annual energy consumption,
driven by coal, visualized in Fig. 1.2 [2]. However, as with all revolutions, there
were costs. During the Neolithic Revolution, the change to cereal-based diets and
denser populations correlated with a reduction in life expectancy, an increase in
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Figure 1.2: Average annual energy consumption per person in Great Britain by
energy source for decades between 1561 and 1859 [2]. Energy source is designated
by bar section color, stacked from top to bottom as coal (dark orange), water, wind,
firewood, draught animals, and human. Coal-based energy consumption increases
exponentially with time.

infant mortality, infectious diseases, and nutritional deficiencies [6], [7]. A social
elite emerged and monopolized decision making, deepening social divisions and
gender inequality [8], [9]. Before the Industrial Revolution, technological advances
in sea travel enabled access to raw materials and labor outside of their local limits,
through seizure of land from and enslavement and trafficking of indigenous peoples
throughout the globe. With the Industrial Revolution came dangerous working and
living conditions, again reduced nutritional access, and widespread child labor [10].
One of the most significant consequences of the energy revolution that enabled the
Industrial Revolution is climate change.

The Industrial Revolution is considered one of the most significant periods of change
in human history, following the domestication of animals. New energy-intensive
technology enabled a boom in production and economic growth. The increasing
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demand for coal power with new technology, a growing population, and improving
standards of living (for some) drove an unprecedented human effect on the Earth’s
atmosphere. The concentration in the atmosphere of greenhouse gases that trap
heat near the Earth’s surface began a steep climb, and soon to follow was a slow
increase in the average global temperature, as shown in Fig. 1.3. Compared to the
1850–1900 baseline, the global average temperature has increased by 1.2◦C [11].
The temperature rise on land is about twice that, leading to more frequent and more
devastating wildfires and heatwaves [12]. Extreme weather events of all kinds have
increased in frequency, leading to loss of life and destruction of cities. The burning
of fossil fuels for energy consumption is the largest contributor to carbon dioxide
and methane emissions, which are in turn the largest contributors to greenhouse
gases and thus global warming. Fig. 1.4 shows how the rise in annual energy
consumption is dominated by finite resource usage (coal, oil, and gas) and peaks
with carbon dioxide atmospheric concentration. To slow or stop climate change, we
must eliminate our reliance on fossil fuels in favor of a carbon-neutral future.

Figure 1.3: Average global temperature anomaly and CO2 atmospheric concentra-
tion over time from 1880 to 2020 [11], [12]. The increase in global temperature
follows the increase in CO2 atmospheric concentration.
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Figure 1.4: Average global energy consumption and CO2 atmospheric concentration
over time from 1800 to 2020 [11], [12]. The increase in CO2 atmospheric concen-
tration follows the increase in global energy consumption. From bottom to top, the
annual energy consumption by type is separated into the categories biomass (gray),
coal (red), oil (blue), gas (green), nuclear (purple), hydro (gold), wind (cyan), solar
(brown), biofuel (olive), and other (orange).

At 23000 TWy/y, the energy that reaches the Earth as sunlight is much greater than
all available fossil fuel resources and much greater than global annual energy needs.
Sunlight can be converted to electricity via photovoltaic devices, where electric
charge carriers are excited upon the absorption of photons within semiconductor
materials. The efficiency at which incident sunpower can be converted to electrical
power depends on how much light reaches the absorbing semiconductor and how
many charge carriers are collected at the electrical contacts. Efficiency improve-
ments lead to lower energy costs, greater renewable energy production, and when
used to replace fossil fuels, the avoidance of further carbon dioxide emitted to the
atmosphere. Thus we are motivated to reduce parasitic absorption and increase
charge carrier collection, and do so by optimizing the interfaces of photovoltaic
devices.
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1.2 Crystalline Silicon Photovoltaics
Silicon photovoltaics (PV) have dominated the PV market since their debut in 1954.
The current record efficiency for non-concentrated crystalline-Si–based solar cells
was set at 26.6% by a variant of a silicon heterojunction (SHJ) cell by Kaneka [13].
We aim to improve upon a SHJ design by exchanging an amorphous Si carrier-
selective contact (CSC) for Zn-based II-VI semiconductors to decrease parasitic
absorption and increase conductivity.

1.3 Silicon Heterojunction Devices
While amorphous Si (a-Si) is effective for passivating the crystalline Si (c-Si) base
and creating carrier-selective contacts, the low lateral conductivity in the a-Si layers
creates a requirement for a transparent conducting oxide (TCO) on top. Within
both the a-Si and TCO layers, parasitic absorption (absorption without collected
carriers) offsets the gains in open-circuit voltage 𝑉𝑜𝑐 with losses in short-circuit
current density 𝐽𝑠𝑐, amounting to 2.1 mA/cm2 lost below 600 nm and 0.5 mA/cm2

above 1000 nm in a 20.8%-efficient SHJ-style cell [14].

The losses in the 1.7-eV band gap a-Si can be mitigated by replacing the front CSC
(intrinsic a-Si and doped a-Si) with a wide-band gap II-VI semiconductor, such
as ZnS, ZnSe, or a ZnSxSe1−x alloy. Furthermore, if such a layer has improved
lateral conductivity compared to a-Si, a TCO will not be necessary and the parasitic
absorption in ITO (indium tin oxide, a TCO) can be avoided. However, given
the difficulty in matching the a-Si passivation of c-Si, we include a comparison
of simulated device performance with the full replacement of the front a-Si with
ZnSxSe1−x and with the replacement of only the doped front a-Si with ZnSxSe1−x,
leaving the a-Si:i for passivation. See Fig. 1.5 for a general schematic of the
proposed device design.

1.4 GaAs Photovoltaics
While silicon PV dominates the market, the high capital expense of manufacturing
and the low operating margins limit the rate at which manufacturing rates can
increase. Silicon photovoltaic technology cannot scale fast enough to meet the rate
at which we must ramp up pv electricity generation to reach carbon neutral goals and
limit global warming. The most expensive parts of silicon device manufacturing is
the trichlorosilane production, the Siemens CVD process, and Czochralski growth
[15]. These are essential steps to the production of a silicon wafer, and limit the
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Figure 1.5: Device stack for proposed design. The doping, thickness, and mole
fraction of the ZnSxSe1−x layer are chosen for optimal performance as predicted by
simulation.

minimum sustainable price of a PV module. Other wafer-based technologies face
similar growing pains, but semiconductors such as GaAs, with stronger absorption
and higher efficiency limits than Si PV suggest viability of high-efficiency low-
material-use devices based on nanowires and wafer reuse. Costs can be cut further
by avoiding vacuum or epitaxial growth, which calls for alternative methods of
passivation and carrier-selective contacts that can be created through liquid rather
than vacuum or CVD (chemical vapor deposition) processing.
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C h a p t e r 2

DEPOSITION OF ZNSxSE1−x BY MOLECULAR BEAM
EPITAXY

2.1 Introduction to ZnSxSe1−x Deposition
Fabrication of ZnS, ZnSe, or ZnSxSe1−x films is possible using many techniques,
including molecular beam epitaxy, thermal evaporation, metal-organic chemical
vapor deposition, and chemical bath deposition [16], [17], [18]. ZnS and ZnSe both
exist in zinc blende or sphalerite form and wurtzite form, both named after the ZnS
minerals sphalerite and wurtzite. The zinc blende form has underlying face centered
cubic symmetry and the wurtzite form underlying hexagonal symmetry. The zinc
blende crystal structures of ZnS and ZnSe are the more stable forms, and transition
to wurtzite above 1000◦C. Prior work has shown that extrinsic doping is required
for low enough resistivity to fabricate reliable Ohmic contacts, which remained a
challenge in this study [19]. Extrinsic doping is achieved through non-equilibrium
growth techniques, including molecular beam epitaxy and metal-organic chemical
vapor deposition [20].

2.2 Fundamentals of Molecular Beam Epitaxy
Molecular beam epitaxy (MBE) is a ultrahigh vacuum deposition technique from
growing thin films. Slow growth rates, typically around 1 monolayer/sec, allow
for surface migration of the source molecules on the surface so that very smooth
layers are obtained [21]. Shutters in front of the sources and substrate, with the
slow growth rate and in-situ surface monitoring techniques, enable abrupt changes
in composition. The underlying principle of MBE is analogous to steam condensing
on a pot lid over boiling water. A beam flux leaves a high-temperature source, like
the boiling water, and condenses when it sticks to the cooler substrate, like the water
on a pot lid. The ultrahigh vacuum requirement for MBE is based on the reduction
of source/contaminant interaction before reaching the substrate by the long mean
free paths enabled in vacuum. The mean free path length of a gaseous molecule
with diameter 𝑑 at pressure 𝑝 and temperature 𝑇 is

𝐿 =
𝑘𝑇

√
2𝜋𝑝𝑑2

. (2.1)
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Even at moderate vacuum pressures, this mean free path is on the order of tens
of centimeters, so the beam nature of the source molecule flow can be maintained
within the distance from the source to the substrate. The pressure of residual gas
species in the vacuum chamber can still contribute to contamination of the deposited
layers at a rate based on the partial pressure 𝑝𝑖 of the residual species 𝑖, the molecular
weight 𝑀𝑖 and the residual gas temperature 𝑇 as

𝑤𝑖 = 𝑝𝑖

√︂
𝑁𝐴

2𝜋𝑘𝑀𝑖𝑇
(2.2)

where 𝑁𝐴 is the Avogadro constant. With a goal of a 105 higher deposition rate
for the source than the contaminant, and an assumed N2 contaminant molecule and
temperature of 300 K, residual gas pressures below 10−9 Pa are required.

Besides the low growth rate and low background pressures, MBE is characterized
by the effusion process that governs the evaporation of most source materials. Gas
sources, electron beam evaporators, pulsed laser deposition systems, etc. can be
incorporated into an MBE in addition to the effusion cells. Effusion refers to a
gas escaping from a container through a hole considerably smaller than the mean
free path of the molecules. This small opening enables the beam nature of mass
flow MBE calls for. Early investigations of evaporation rates in vacuum concluded
that a liquid has a maximum evaporation rate, as there is a non-zero return flux of
molecules in the gas phase [21]. In addition to evaporated molecules in the return
flux returning to the condensed phase, some are also reflected back rather than
condensing. Characterizing this reflected fraction as 1 − 𝑎𝑣, where 𝑎𝑣 is known as
the evaporation coefficient, the evaporation rate from a condensed source is given
by the Hertz-Knudsen equation:

𝑑𝑁𝑒

𝐴𝑒𝑑𝑡
= 𝑎𝑣 (𝑝𝑒𝑞 − 𝑝)

√︂
𝑁𝐴

2𝜋𝑀𝑘𝑇
(2.3)

where 𝑑𝑁𝑒 is the number of molecules vaporating from the surface with area 𝐴𝑒,
𝑝𝑒𝑞 is the equilibrium pressure on the surface, and 𝑝 the hydrostatic pressure [21].
Effusion cells used in MBE are designed to have a relatively large isothermal enclo-
sure with pressure 𝑝𝑒𝑞 and with a small orifice with thin walls. In an ideal orifice
design, with diameter one-tenth or less of the evaporant mean free path, the orifice
and surrounding walls do not contribute significantly to scattering, adsorbiong, or
desorbtion of the escaping molecules. Since the orifice does not reflect vapor
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molecules, 𝑎𝑣 = 1, and the total effusion rate Γ𝑒 of molecules from the effusion cell
per unit time into a vacuum chamber with pressure 𝑝𝑣 is given by

Γ𝑒 ≡
𝑑𝑁𝑒

𝑑𝑡
= 𝐴𝑒 (𝑝𝑒𝑞 − 𝑝𝑣)

√︂
𝑁𝐴

2𝜋𝑀𝑘𝑇
. (2.4)

These relations hold for molecules evaporating from solid as well as liquid sources.
This sublimation from solid to gas without an intermediate liquid state occurs at
pressures below a material’s triple point where the solid, liquid, and gas phases
coexist. Given the reduced pressures in MBE chambers, this is commonly the
phase transition occurring in effusion cells. The equilibrium pressure 𝑝𝑒𝑞 within the
effusion cell cavity is given by the vapor pressure of the heated material. Governed
by the Clausius-Clapeyron relation, the vapor pressure of any substance increases
non-linearly with temperature. The Clausius-Clapeyron relation describes the slope
of pressure with respect to temperature on a coexistence curve separating two phases
of a material. The slope depends on the specific latent heat 𝐿 and specific volume
change of the phase transition Δ𝑣 as

𝑑𝑃

𝑑𝑇
=

𝐿

𝑇Δ𝑣
. (2.5)

Of the materials involved in this study, zinc has a particularly high vapor pressure
that can lead to contamination of other films being deposited in the same system
[22]. For comparison, the vapor pressure of Zn is ≈1 mTorr, while Si does not reach
that vapor pressure range until ≈1500◦C.

2.3 Non-epitaxial Deposition
Thin films of ZnSxSe1−x were deposited on crystalline Si wafers in an SVT As-
sociates molecular beam epitaxy system from compound sources of 6N ZnS and
6N ZnSe. The films were deposited in thicknesses varying from a few nanometers
to a few hundred nanometers as necessary for the characterization that followed.
Samples fabricated for interface and thin-film characterization purposes (rather than
for a complete photovoltaic device) were prepared using the following procedure.
Crystalline Si wafers were cleaned using the HF-last procedure described in [23].
This cleaning procedure was chosen for its efficacy and reproducibility compared
to a standard RCA clean [23]. After this ex-situ cleaning, the c-Si substrates were
immediately transferred to the MBE load lock. In the MBE growth chamber, the
dyhydride layer terminating the c-Si surface was removed by heating the substrate to
300◦C, soaking for 30 minutes, heating the substrate to 550◦C, soaking for 20 min-
utes, then allowing the substrate to cool to 200◦C for deposition [23]. Surface
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Figure 2.1: Illustration of the molecular beam epitaxy system employed in this
work. Depicted are ZnS, ZnSe, and ZnTe compound source effusion cells, Zn
effusion cell, RF plasma atomic hydrogen and nitrogen source (H2 N2), residual gas
analyzer (RGA), and reflection high energy electron diffraction (RHEED) gun, and
kSA 400 camera mount for capturing RHEED images. The substrate manipulator
rotates along the vertical axis.

reconstruction of Si from < 1×1 > to < 2×1 > was confirmed via in-situ reflection
high-energy electron diffraction (RHEED).
In order to vary the mole fraction x of the deposited ZnSxSe1−x, the ZnS source
temperature 𝑇𝑍𝑛𝑆 was varied between 700◦C and 855◦C and the ZnSe source tem-
perature 𝑇𝑍𝑛𝑆𝑒 was varied between 600◦C and 750◦C. The base pressure of the MBE
was ≈10−9 Torr before substrate and source heating and the background pressure
during deposition was ≈10−8 Torr. The beam fluxes from the ZnS and ZnSe sources
ranged between 10−8 Torr and 10−6 Torr, depending on the source temperatures.
The substrates were rotated during the deposition of thick (> 10 nm) samples to
maintain uniform thickness. A Telemark 568 Multi-pocket electron beam source
was used to dope select ZnSxSe1−x films n-type with Al during deposition.
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The c-Si substrates were high-lifetime wafers, with the passivating a-Si layers as
discussed in [24], [25]. The lifetime was measured on bare c-Si wafers, on c-Si with
double-side a-Si passivation before and after heating and ZnSxSe1−x deposition, and
on c-Si with single-side a-Si passivation and ZnSxSe1−x deposited on the opposite
side to determine the effects of fabrication on passivation. The heated samples,
whether or not ZnSxSe1−x was deposited, were put through the same cycle that is
used for in-situ c-Si surface preparation for ZnSxSe1−x deposition: 300◦C for 30 min
then 550◦C for 20 min, before cooling the substrate to 200◦C for deposition.
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C h a p t e r 3

CHARACTERIZATION OF II-VI FILMS

3.1 Growth Rate and Film Morphology
Thickness Measurements
Thickness measurements were primarily performed using X-ray reflectivity scans,
as no additional fabrication is required to define the step from film to substrate
as necessary for profilometry or atomic force microscopy thickness measurements.
XRR-based measurements were correlated with ellipsometry thickness fits.

X-Ray Reflectivity

Specular X-ray reflectivity is a non-destructive technique that can be used to measure
thicknesses of single- or multi-layer structures, or additionally to make estimates
of density and roughness of said layers. A Bragg geometry is employed where the
angle between the incident X-ray and the detector (2𝜃) is twice the angle between
the incident X-ray and the surface normal (𝜔), so that the portion of x-rays reflected
at each interface between layers of different densities is collected at the detector. At
low incident angle, a significant portion of the the x-ray is specularly reflected to the
detector, creating a background signal that decays over several orders of magnitude
as 𝜔−4. As the the path length difference between x-rays reflected at different
interfaces coherently interfere with changing incident angle, Kiessig fringes overlay
the background signal [26]. The positions of the fringe peaks are related to the layer
thickness 𝑑 as

𝜃2 = 𝑚2
(
𝜆

2𝑑

)2
+ 𝛼2

𝑐 (3.1)

where 𝑚 is the fringe order, 𝜆 is the x-ray wavelength, and 𝛼𝑐 is the critical angle
below which the x-rays are totally reflected at the top surface. Low order fringes
can be easily missed above the high-intensity background at the lowest angles of
incidence, but 𝛼𝑐 can be determined separately from the XRR spectra and its square
can be compared to the y-intercept of the linear fit of 𝜃2 as a function of 𝑚2 to
confirm correct ordering.
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Film Morphology
Film morphology was monitored by eye as well as XRR, scanning electron mi-
croscopy (SEM), and atomic force microscopy (AFM). SEM images were taken in
a Zeiss 1550 VP field emission SEM. AFM images were taken in an Asylum AFM.
HF-cleaning technique played a significant role in film uniformity. In samples de-
posited on substrates with a-Si layers for passivation or hole collection at the rear, a
full HF-dip was not employed so as to avoid damaging the a-Si. Instead, a drop-etch
was used where dilute HF or commercial buffered oxide etch were dropped via
pipette on the c-Si surface. Uniform coverage with etchant was impossible due to
surface tension, and sometimes the surface tension broke and the etchant spread
off of the substrate. Vapor etching above concentrated HF was also evaluated as
a one-side surface preparation method, but RHEED imaging showed that the drop
etch more reliably removed the c-Si oxide, if not as well as a full HF dip would.

Reflection High Energy Electron Diffraction

Reflection high energy electron diffraction images are a powerful in-situ characteri-
zation tool common to MBE systems. A RHEED pattern is essentially the projection
of the interaction of the reciprocal space surface lattice with the Ewald sphere of
the incoming wave, and will change with the surface crystal orientation, the surface
reconstruction, and the direction of the incoming wave [27].. In this work, RHEED
imaging was used to evaluate surface preparation techniques and to determine the
deposition type of the thin film. The incident electron beam was provided by a
STAIB RH30 at 20 kV beam energy and 1.4 A filament current, and the images
were captured with a kSA 400 camera and software system.

(a) RHEED image of HF-last–cleaned <
211 > c-Si

(b) RHEED image of ZnSe:Al thin film
deposited on substrate shown in (a)

Figure 3.1: Reflection high-energy electron diffraction images of < 211 > c-Si
before (a) and after (b) deposition of ZnSe:Al. Presence of streaks displays single-
crystalline nature of the surface layer lattices.
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X-Ray Diffractometry

X-ray diffractometry was used to determine the crystallinity of the deposited sam-
ples. Because the wavelength of an X-ray is of the same magnitude as the separation
between lattice planes in a crystal, x-rays incident on a crystal plane at angle 𝜃
will be coherently diffracted at certain angles related to the plane separation. For a
plane defined by Miller indices ℎ𝑘𝑙, the peaks in diffracted X-ray are determined by
Bragg’s law

𝑛𝜆 = 2𝑑ℎ𝑘𝑙 sin 𝜃 (3.2)

where n is an integer, 𝜆 is the wavelength of the incident beam, and 𝑑ℎ𝑘𝑙 is the
separation between adjacent ℎ𝑘𝑙 planes in the crystal [26]. The beam is coherently
diffracted at the same angle at which it is incident on the plane, so if the plane
is parallel to the surface normal of the crystal, the diffracted beam will also be
oriented at angle 𝜃 from the surface. Single crystal X-ray diffractometers general
consist of a stationary X-ray source and a goniometer with independently controlled
detector optics and sample stage. The sample orientation is defined to be 0◦ when
the surface is parallel to the incident X-ray, and similarly, the detector is at 0◦ when it
is directly in line with the X-ray. Thus, for planes parallel to the sample surface, the
coherently diffracted X-ray produced at incident angle 𝜃 can be detected at detector
angle 2𝜃. For clarity, the sample orientation is often referred to by the angle 𝜔, and
the detector by angle 2𝜃. In the Bragg-Bretano geometry, there is no offset between
𝜔 and 𝜃, and in the corresponding 2𝜃-𝜔 scan, the sample and detector are rotated
simultaneously to detect diffraction peaks from planes parallel to the surface. In the
case of off-cut substrates, as were used in this study, where the substrate surface is
not parallel to crystal orientation, an 𝜔 offset 𝛿 can be defined so that the detector
angle 2𝜃 = 2(𝜔 − 𝛿) and peaks corresponding to the named substrate orientation
can be observed. For crystals with underlying cubic symmetry, which is the case
for all crystals of interest in this study, the lattice plane spacing 𝑑ℎ𝑘𝑙 is related to the
Miller indices and lattice constant 𝑎 by

𝑑 =
𝑎

√
ℎ2 + 𝑘2 + 𝑙2

. (3.3)

The symmetry of some lattice planes leads to destructive rather than constructive
interference at the angle defined in (3.2), and the diffraction peak is forbidden. The
scattering intensity is related to the squared modulus of the structure factor 𝐹ℎ𝑘𝑙 for
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crystals, which is defined as

𝐹ℎ𝑘𝑙 =

𝑁∑︁
𝑗=1

𝑓 𝑗e−2𝜋𝑖(ℎ𝑥 𝑗+𝑘𝑦 𝑗+𝑙𝑧 𝑗 ) (3.4)

where 𝑓 𝑗 is the element dependent scattering factor of the 𝑗-th atom and 𝑥 𝑗 , 𝑦 𝑗 , and
𝑧 𝑗 are the positional coordinates of the 𝑗-th atom. For a diamond cubic lattice, such
as is present in crystalline silicon, the structure factor evaluates to 0 when ℎ, 𝑘 , and
𝑙 are of mixed parity and

𝐹ℎ𝑘𝑙 =


8 𝑓 , ℎ + 𝑘 + 𝑙 = 4𝑁

4(1 ± 𝑖) 𝑓 , ℎ + 𝑘 + 𝑙 = 2𝑁 + 1

0, ℎ + 𝑘 + 𝑙 = 4𝑁 + 2

(3.5)

otherwise where 𝑁 is an integer. This means that for single diffraction, silicon only
has allowed peaks when Miller indices are all even and sum to a multiple of 4 or are
all odd. So for <001> Si, within the angular range available, we only expect to see
a peak at the <004> location in the Bragg-Bretano geometry. However, the <002>
peak forbidden under single diffraction conditions is allowed under diffraction from
multiple planes, known as Umweganregung [28]. This peak is quite narrow and is
visible in XRD scans when well-aligned to the <001> lattice planes. For zinc blende
structures, the structure factor evaluates to 0 for mixed parity and

𝐹ℎ𝑘𝑙 =


4( 𝑓𝐴 + 𝑓𝐵), ℎ + 𝑘 + 𝑙 = 4𝑁

4( 𝑓𝐴 ± 𝑖 𝑓𝐵), ℎ + 𝑘 + 𝑙 = 2𝑁 + 1

4( 𝑓𝐴 − 𝑓𝐵), ℎ + 𝑘 + 𝑙 = 4𝑁 + 2

(3.6)

otherwise, where 𝑓𝐴 and 𝑓𝐵 refer to the scattering factors for elements 𝐴 and 𝐵
present in the structure. Thus certain peaks forbidden in Si, such as the <002>
peak, are allowed in zinc blende materials but suppressed depending on how similar
the scattering factors are between the constituent elements. Near 8 keV energy,
corresponding to the Cu 𝑘1𝛼 wavelength present in the XRD system used in this
study, the zinc, sulfur, and selenium scattering factors are 28, 16, and 33.

X-ray diffraction spectra were collected in a PANalytical X’Pert Pro MRD with a
Cu 𝑘1𝛼 incident X-ray with a hybrid monochromator in the incident beam path and
a triple-axis monochromator in the diffracted beam path. For consistency, 2𝜃 − 𝜔
scans taken on off-cut substrates were aligned to the <001> lattice place rather than
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Figure 3.2: Diffracted x-ray intensity as a function of detector angle from 2𝜃 − 𝜔
scan taken on ZnSxSe1−x films in the Bragg-Bretano geometry, aligned to the offcut
Si -<001> substrate. The ZnSxSe1−x <111> peak is visible, shifting from lower
angle to higher angle with increasing mole fraction. The sharp multiple diffraction
Si <002> peak is also visible.

the surface normal. This means that when non-epitaxial films were deposited, they
are not parallel to the substrate lattice but rather the substrate surface, which offsets
the 2𝜃 location of their diffraction peaks. The shifting position of the dominant
<111> peak with mole fraction composition is shown in Fig. 3.2

3.2 Stoichiometry
Stoichiometry of samples was determined via a combination of methods as they
were incorporated into other characterization methods. Samples imaged via trans-
mission electron microscopy (TEM) and scanning electron microscopy (SEM) were
also characterized by energy-dispersive X-ray spectroscopy (EDS). EDS character-
izes X-rays emitted from a sample when an electron excited by the imaging electron
beam (in the case of TEM and SEM) returns to a lower energy shell. The sto-
ichiometry of samples characterized via x-ray photoelectron spectroscopy (XPS)
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was determined from the ratio of peak areas of the relevant species core level lines.
The peak areas were calculated from the difference between raw data intensity and
the modeled background, rather than the integrated peak intensity from modeled
component peaks. This area calculation was chosen as the best representation of the
number of contributing electrons. While modeled component peaks are important
for determining peak position and binding energy shifts, and relative concentrations
of different bonding states within the same core level region, the mathematical mod-
els of peak shapes do not always do a good job of matching the raw data, and their
integrated areas can vary significantly with different choice in shape. In either case,
when relative atomic concentrations are determined using XPS peak areas, relative
sensitivity factors specific to the XPS system are used to calibrate the areas.

3.3 Electrical Properties
Resistivity Measurements
A standard four-point probe set up was used to quickly measure thin film resistivity.
Four equally spaced probes are brought into contact with the sample in a straight
line, such that the spacing 𝑠 is much greater than the film thickness 𝑡 and much less
than the sample diameter 𝐷. A current is applied across the outer two probes and a
voltage measured across the inner two probes. If the aforementioned assumptions
of sample and probe geometry are valid, the sheet resistance in Ω/□ is given by

𝜌□(Ω/□) =
𝜋

ln 2
𝑉

𝐼
. (3.7)

For samples of known thickness 𝑡, the sheet resistivity can be determined as

𝜌cm(Ω − cm) = 𝜋

ln 2
𝑉

𝐼
𝑡. (3.8)

The four-point probe set had imperfect horizontal alignment (tips not sufficiently
level with each other) and thinness of the layers of interest made sheet resistance
measurements in this technique particularly tricky. The I-V Software used to take the
measurements had a convenient DC measurement mode where the software would
alert when a current threshold was reached as the probes were lowered. Many
measurements were taken in one of two extremes. At a lower contact threshold
(10−6), all four probes would not actually be touching the sample. At a higher
contact threshold ( 5×10−6-1×10−5), the probes would punch through and measure
the substrate rather than the film. If the probes do not make Ohmic contact with the
ZnSxSe1−x film, the contact threshold will not be met unless transport is through
the substrate. In the films that were measurable, sheet resistivities ≈1 Ω-cm were
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higher than expected based on earlier samples produced in the same MBE system
under similar conditions, which achieved 𝜌 = 0.002 Ω-cm for ZnS films and 𝜌 =

0.001 Ω-cm for ZnSe films [29].

Hall Measurements
Moving charge carriers experience a force perpendicular to an applied magnetic
field. When such a field is applied in the direction of a surface normal of a
semiconductor, charges accumulate on one side of the sample, creating a voltage
across the semiconductor. This effect is known as the Hall effect and the resulting
voltage as the Hall voltage. For a sample in the x-y plane, with positive current
through the semiconductor in the x-direction and positive magnetic field in the z-
direction, both electrons and holes drift in the negative y-direction, thus the potential
difference across the sample is in the y direction. As charge carriers accumulate,
the potential difference defense and electric field that opposes the Lorentz force
created by the magnetic field, and a steady state is reached when the electric force
from charge accumulation balances the magnetic force in the opposite direction.
The potential difference at steady state is measured as the Hall voltage. With
voltage referenced on the positive y-direction face of the sample edge, and the Hall
voltage measured on the negative y-direction side, Hall voltage is negative for n-type
semiconductors where the predominant charge carriers are electrons and positive
for p-type semiconductors with holes as the primary charge carriers.

Carrier Concentration

At steady state, 𝑭 = 𝑞 (𝑬 + 𝒗 × 𝑩) = 0, so 𝐸𝑦 = 𝑣𝑥𝐵𝑧. Where 𝑤 is the width
of the sample in the y-direction, the electric field is related to the Hall voltage by
𝐸𝑦 = −𝑉𝐻

𝑤
. The (known) current in the x direction is related to the charge carrier

velocity by

𝐼𝑥 = 𝑞 [𝐶] × 𝑣𝑥 [𝑐𝑚/𝑠] × 𝑛[1/𝑐𝑚3] × 𝑡𝑤 [𝑐𝑚2] = 𝑞𝑣𝑥𝑛𝑡𝑤

where q is the charge of the electron or hole, n is the carrier density, and t is the
sample thickness so that 𝑡 × 𝑤 is the cross-sectional area in the direction of current
(x). Thus, the charge carrier volume density is given by

𝑛 =
𝐼𝑥𝐵𝑧

𝑞𝑡𝑤 |𝑉𝐻 |
and the charge carrier sheet density 𝑛𝑠 by

𝑛𝑠 =
𝐼𝐵

𝑞 |𝑉𝐻 |
.
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Hall measurements were performed in a LakeShore FastHall Measurement system
with high-resistance contact measurement capabilities. This was important as elec-
trical contact with the ZnSxSe1−x layers was quite difficult. Of the samples on
which Hall measurements were possible, the contact resistances were on the order
of 1 MΩ. The best sample showed carrier concentration of 3×1016 cm−3 as fabri-
cated. Secondary ion mass spectrometry measurements showed Al concentration of
1019 cm−3, suggesting that the donors were well below fully activated. In an attempt
to increase the donor activation, samples were annealed for 2–3 hours at 400◦C in a
furnace under forming gas. This raised the carrier concentration of the best sample
to 1018 cm−3, still below the desired level for the intended photovoltaic device. In
an effort to raise the Al concentration of the CSC, the e-beam current was increased
during ZnS deposition, but the resulting samples were metallic, with much higher
Al concentration than intended.

Microwave Photoconductivity Decay Lifetime Measurements
Looking forward to full-device fabrication, a deposition order that did not compro-
mise the passivating effect of a-Si on c-Si was sought. Specifically, the high temper-
atures (up to 550◦C) involved in the default ZnSxSe1−x deposition preparation was
expected to significantly degrade the lifetime of the passivated c-Si. However, as
shown in Fig. 3.3, there was not a large difference in the milliseconds-long lifetimes
of a double-side a-Si passivated c-Si substrate before and after heating to 300◦C for
30 min and then 550◦C for 20 min. The effective lifetime of carriers in a single-side
a-Si passivated c-Si wafer was also measured with and without ZnSxSe1−x thin films
at high, low, and no aluminum doping. While there is an increase in lifetime of 5 𝜇s
between front-side-bare c-Si and ZnS:n+ coated c-Si, the effect is not sufficient to
consider ZnSxSe1−x deposited in this method as “passivating.” As such, we also
simulated devices where the passivating thin intrinsic a-Si layer is left at both the
front and back of the c-Si, and a CSC is completed with ZnSxSe1−x:n on front and
a-Si:p on back.

Table 3.1: Substrate details

Substrate Layers
S1 40 nm a-Si:i/150 µm <211> c-Si:p/40 nm a-Si:i
S4 5 nm a-Si:i/c-Si/5 nm a-Si:i/5 nm a-Si:p+
S2 c-Si/5 nm a-Si:i/5 nm a-Si:p+
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Figure 3.3: Microwave photoconductivity decay of double-side a-Si–passivated c-Si
wafers before (lifetime 𝜏 ∼2 ms) and after heating (𝜏 ∼1 ms).

Microwave photoconductivity measurements were conducted in a Freiberg MDP
Spot system. Free carriers are generated with above-band-gap laser excitation
on a sample that is coupled to a waveguide cavity. The microwave absorption,
monitored with an IQ (in-phase and quadrature components) detector, is a function
of photoconductivity [30]. The exponential decay in photoconductivity after a
rectangular excitation pulse correlates with the effective lifetime of excited carriers
[31]. Knowledge of the sample geometry allows one to place bounds on the surface
recombination velocity at the ZnSxSe1−x-Si interface.

The effective lifetime measured via microwave photoconductivity measurements
were used to estimate the surface recombination velocity of the top surface, inform-
ing device simulation. The surface recombination velocity is related to the effective
lifetime 𝜏𝑒 𝑓 𝑓 , bulk lifetime 𝜏𝑏, cell width𝑊 , and minority carrier diffusivity 𝐷 as

𝑆 =

√︄
𝐷

(
1
𝜏𝑒 𝑓 𝑓

− 1
𝜏𝑏𝑢𝑙𝑘

)
tan

[
𝑊

2

√︄
1
𝐷

(
1

𝜏𝑒 𝑓 𝑓 − 𝜏𝑏

)]
. (3.9)
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Figure 3.4: Microwave photoconductivity decay of back-side a-Si–passivated c-Si
wafers with and without ZnSxSe1−x thin films on top. Inset shows signal voltage on
a log scale.
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Table 3.2: Lifetime measurements

Device Substrate Max sub temp (◦C) Source temp (◦C) Lifetime (𝜇s)
S1 See Table 3.1 RT – 2300
S4 See Table 3.1 RT – 400
S4 S4 200 – 340

S4/100 nm Ag S4 RT – 280
S2 See Table 3.1 RT – 25
S2 S2 200 – 25

S2/100 nm Ag S2 RT – 16
ZnS:Al 20 min S4 200 855 29
ZnS:Al 20 min S2 200 855 61
ZnS:Al 10 min S4 200 855 62
ZnS:Al 10 min S2 200 855 390
ZnS:Al 60 min S2 200 750 42
ZnS:Al 60 min S4 200 750 146
ZnS:Al 60 min S2 RT 750 54
ZnS:Al 60 min S4 RT 750 60
ZnS:Al 20 min S2 150 855 197
ZnS:Al 20 min S4 150 855 192
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C h a p t e r 4

BAND ENERGETICS OF PHOTOVOLTAIC CONTACTS

4.1 Experimental Determination of Energy Band Alignment
Valence Band Offset
The energy-band offset between the ZnSxSe1−x and Si conduction bands has an
important influence on device performance and was calculated using the Kraut
method [32]. The Kraut method measures the valence band offset at the interface
between two materials, as shown in (4.1).

Δ𝐸𝑉𝐵 =

(
𝐸film
𝐶𝐿 − 𝐸film

𝑉𝐵𝑀

)
b
−
(
𝐸sub
𝐶𝐿 − 𝐸sub

𝑉𝐵𝑀

)
b
− Δ𝐸𝐶𝐿,i. (4.1)

Measured by x-ray photoelectron spectroscopy (XPS), 𝐸𝐶𝐿 is the core-level binding
energy peak position and 𝐸𝑉𝐵𝑀 is the binding energy of the valence band maximum
(VBM). The VBM of the bulk samples was measured as the intersection of linear
fits of the lowest binding energy electrons and the background. For each valence
band offset measurement, the binding energy of one core level represented in the
film material (𝐸𝐶𝐿,film: Zn 2p 3/2 or Se 3d 5/2) and the binding energy of one core
level represented in the substrate material (𝐸𝐶𝐿,Si: Si 2p 3/2) is chosen. The XPS
spectra of electrons ejected from the valence band of the substrate and film in an
interfacial sample overlap, so the offset between valence band maxima is difficult
to measure directly. Instead, the binding energy of VBM electrons in bulk samples
of ZnSxSe1−x and bare Si substrates are measured. Since the difference in binding
energy between electrons in a particular core level and electrons at the valence band
maximum, i.e. (𝐸𝐶𝐿 − 𝐸𝑉𝐵𝑀)bulk, is constant for a given material, the shift of
binding energies of core level electrons at the interface (𝐸𝐶𝐿,𝑖) from their position in
the bulk (𝐸𝐶𝐿,film or 𝐸𝐶𝐿,Si) is the same as the shift between VBM binding energies
at the interface from those in the bulk. Thus the bulk VBM binding energies can
be corrected to those at the interface, and the valence band offset can be found, as
visualized in Fig 4.1. Knowledge of the band gap of each material allows one to cal-
culate the conduction band offset. The band offsets are reported in the energy-band
scale (greater number ⇒ greater potential energy) while the core-level peak and
valence band maximum positions are reported in the binding-energy scale (greater
number ⇒ less potential energy). The XPS measurements were performed in a
Kratos Analytical AXIS Ultra DLD. The band gaps of the ZnSxSe1−x films were
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Figure 4.1: The offset in valence band energy at the interface between two materials,
given in the energy band scale, is calculated from the valence band maximum
position of the materials in bulk, given in the binding energy scale, and shift in
VBM position at the interface, inferred from the shift in core level peaks relative to
those in the bulk.

measured with spectroscopic ellipsometry. The band gaps of the ZnSxSe1−x films
were linearly interpolated from the band gaps of ZnS and ZnSe as a function of mole
fraction 𝑥.

Core-Level Electron Energy

X-ray photoelectron spectra taken for core-level electron analysis (Al K𝛼, 10 mA, 15
kV) were analyzed with Casa XPS software using the provided relative sensitivity
factors for Kratos systems. Shirley-type backgrounds were used for background
subtraction for all core level spectra. Core level peaks were fit with the modified
symmetric Voigt-like lineshape, defined as LA(1.53, 243) in Casa XPS [33]. The
first parameter 𝛼 defines the spread of the Lorentzian tail and the second parameter
m defines the width of the convoluted Gaussian.
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The binding-energy position of the Si 2p 3/2 peak was used as the substrate core-
level reference peak. The doublet peak separation between the Si 2p 3/2 and Si 2p
1/2 contributions is small, so both peaks were modelled to determine the position of
the more intense, lower-binding-energy 3/2 peak. The 1/2 peak was constrained to
a binding energy 0.6 eV above the Si 2p 3/2 peak, full-width at half-max (FWHM)
equal to the FWHM of the Si 2p 3/2, and an area half the size of the Si 2p 3/2 peak.
The Zn 2p 3/2, S 2p 3/2, and Se 3d 5/2 peaks positions were each used as the film
reference core levels for separate measurements of the band offsets for the ZnSxSe1−x

spectra, as appropriate for mole fraction composition. The Zn 2p peak has a large
doublet separation (≈23 eV), so only the Zn 2p 3/2 peak was modeled to find the
position. The Se 3d region was modeled with pairs of doublets where the Se 3d
3/2 contributions were constrained to equal FWHM and two-thirds the area of their
respective Se 3d 5/2 photoelectron peak and 0.85 eV separation. The S 2p region
was modeled with pairs of doublets with the same FWHM and area constraints as the
Si 2p regions. On thin and Se-rich samples, fitting the S 2p peaks posed a particular
challenge as the region overlaps with that of the Se 3p core level and Si 2s core
level plasmon-loss peaks. Because these higher-intensity peaks greatly reduced the
precision and accuracy of the S 2p 3/2 peak position measurement, the S-referenced
measurements were not included in the conduction band offset calculation presented
in 4.6. The S-referenced measurements are included in 4.3.

For ease in identifying chemical states of peak components, spectra were calibrated
to the valence band maximum (set to binding energy 0 eV) when this spectrum was
available. This is done not as a charging correction, but to make more transparent the
peak-to-peak spacing (such as Ga 3d to Ga 2p bulk peaks) for more informed fitting.
For a bare GaAs substrate (sputter-cleaned in situ), the Ga 3d 5/2 peak is located at
18.8 eV binding energy, the As 3d 5/2 peak at 40.7 eV, and the Ga 2p 3/2 peak at
1116.9 eV. With the exception of the GaAs with native oxide sample, in subsequent
samples, the peaks nearest these positions are the highest intensity, lowest full-width
half max components, consistent with bulk GaAs signal. In the native oxide sample,
the Ga3+ oxide state dominates. Previous studies have shown that whenever oxygen
is present in GaAs spectra, some Ga2O (Ga1+ oxide) contribution is present, and the
chemical shift for Ga 2p 3/2 peaks from Ga-As bonds to Ga1+ bonds is 0.55 eV [34],
[35]. Thus, in all GaAs samples with O 1s signal (i.e. all except the bare GaAs),
we include Ga2𝑝+ contributions, constrained to 0.55 eV above the Ga-As peak in the
Ga 2p range. GaAs native oxide is additionally composed of Ga2O3 (Ga3+), As2O3

(As3+), and As2O5 (As5+), and the absence of As5+ component is use to distinguish
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Ga3+ components from other Ga bonding states.

The Ga 2p spectra does not include the Ga 2p 1/2 component, as the doublet spacing
is wide and the 2p 3/2 and 2p 1/2 peaks do not overlap. The As 3d spectra is
fit only with doublet pairs, with separation constrained to 0.69 eV and 3d 3/2 area
constrained to 2/3 of the paired 3d 5/2 component for each chemical state. Following
previous work, the Ga 3d spectra is fit with a doublet pair for the bulk contribution
(with the same area constraints as the As 3d region), but single Ga 3d peaks for
the surface peaks. The energies referenced are for the Ga 3d 5/2 peak. The As-
Ga, As3+, and As5+ core-level electrons are separated by about 2.5 eV and 1.5 eV,
located near 40.5 eV, 44 eV, and 45.5 eV respectively. We find that the raw data for
the As 3d bulk signal (from about 40 eV to 43 eV binding energy) is not well fit
by a single doublet pair, even for an in-situ oxygen-free sputter-cleaned surface, as
shown in Fig. 4.2a. A single pair underfits the spectra on the high-binding-energy
side, though is well accounted for by an additional pair located 0.45 eV above the
primary GaAs-ascribed peaks (Fig. 4.2b). There is no additional chemical state to
which an additional peak pair should correspond. Thus, it is proposed that there is a
significant failure of the background and line shape models to accurately reflect the
physics in this region. In the absence of an appropriate background and line shape,
a compromise is made for consistency, where the second bulk peak pair is always
included as a way to model the apparent asymmetry of the As 3d core level peaks.

Valence Band Energy

Photoelectron spectra collected near zero binding energy were collected with X-ray
(XPS) and ultraviolet (UPS) excitation. The valence band maximum was determined
as the intersection of two linear fits to spectra: one fit through the low signal
background (lower binding energy) and one fit through the signal decay.

Conduction Band Offset
The conduction band offset of a film with respect a substrate is related to the valence
band offset by the energy band gaps of the film and substrate, and shown in (4.2),
where a positive conduction band offset implies the film conduction band is higher
(potential energy of electron) than the substrate conduction band.

Δ𝐸𝐶𝐵 = Δ𝐸𝑉𝐵 + 𝐸film
𝐺 − 𝐸sub

𝐺 (4.2)
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(a) Fitting with single doublet pair

(b) Fitting with supplementary doublet pair

Figure 4.2: High-resolution XPS spectra of As 3d region on bare GaAs wafer
(sputtered in-situ) showing (a) high binding-energy underfit with a single doublet
pair and (b) asymmetry accounted for by second doublet pair at 0.45 eV higher
binding energy.
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Limitations
Depending on the conducting nature of the sample of interest, charging of samples
during XPS may occur. If negative charge is not refilled at a sufficiently high rate to
maintain charge neutrality at the surface, positive charge accumulates, leading the
shift of all core-level peaks towards higher binding energy values. This effect can
be mitigated with the use of an in-situ charge neutralizer gun, although overcom-
pensation may occur. It is also common practice to “calibrate” sets of spectra to the
location of the C 1s peak, as this signal is nearly always present due to the accu-
mulation of adventitious carbon. However, the nature of the adventitious carbon is
not always well known, nor is it necessarily chemically consistent between samples
[36]. There is also no consensus at what energy this ever-present C 1s peak occurs,
so different sets of spectra are “calibrated” to different C 1s binding energies, further
diminishing the usefulness of this reference peak. Other studies may calibrate their
spectra to a known core level peak of an element common to the samples of interest,
such as setting As 3d 5/2 to 41.1 eV binding energy in GaAs samples, although
this still relies on the knowledge (or often assumption) that the chemical state of
the subject peak is consistent between samples. When we are specifically interested
in the binding energy shift of a core level peak at the interface of a sample, the
assumption is inappropriate.

In the case of the thin films on semiconducting substrates studied in this work,
no significant charging was observed when the sample was mounted on the sample
holder with a copper bar across the top. With sufficient surface contact, the bar
grounded the sample at the top, while the sample holder itself was assumed to be in
electrical contact with the rear of the sample.

There remains a purpose in calibrating the binding energy scale of the obtained pho-
toelectron spectra. Due to the difference in work function between the sample surface
and the detector, electrons are accelerated through the analyzer, changing their nom-
inal kinetic energy at the surface from 𝐸𝐾𝐸 = ℎ𝜈−𝐸𝐵𝐸 to 𝐸𝐾𝐸 = ℎ𝜈−𝐸𝐵𝐸−𝜙𝑠 once
ejected from the surface to 𝐸𝐾𝐸 = ℎ𝜈 − 𝐸𝐵𝐸 − 𝜙𝑠 + 𝜙𝑠 − 𝜙𝑎 = 𝐸𝐾𝐸 = ℎ𝜈 − 𝐸𝐵𝐸 − 𝜙𝑎
when the electrons hit the detector (where 𝜙𝑠 and 𝜙𝑎 are the surface and analyzer
work functions, respectively). Given that all relevant parts of this system are elec-
trically connected and share a common ground (sample, sample holder, analyzer),
all Fermi levels (binding energy = 0 eV) should be equilibrated, including all other
samples on the sample holder. We cannot directly measure the mid-gap Fermi
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level of semiconductor samples of interest, but we can observe the Fermi level step
down in metallic samples on the same sample holder whose spectra are collected
under identical X-ray and analyzer conditions. Then, all spectra can be adjusted by
the binding energy offset from 0 eV for the reference metallic sample. When we
cannot rule out subtle changes in the potentials through which electrons pass before
detection between runs on different days (especially when venting and subsequent
realignment/recalibration of the system occurs in the interim), we can gain confi-
dence in the value of comparison of binding energies across different samples by
referencing the system Fermi level to 0 eV binding energy.

With the knowledge that there is an option to calibrate spectra for direct comparison
between samples, one can also notice that for valence band offset measurements,
such calibration is irrelevant. Since the calculation relies on the binding energy
separation between different core level peaks, and the high-resolution spectra from
which the core level binding energies are fit would be subject to the same shift in
binding energy during calibration, the presence or absence of calibration does not
change the valence band offset measurement. However, when multiple chemical
states of the same element are present in the sample (for instance, Ga-As, Ga1+

oxide, and Ga3+ oxide at a GaAs surface), binding energy calibration can make the
identification of the chemical state easier. The binding energy separation remains
the most reliable way to compare spectra between samples, especially when details
of the data acquisition and calibration are unknown.

4.2 Band Alignment Results
ZnSxSe1−x on Si
Band offsets of ZnSxSe1−x on c-Si were found to vary linearly between Δ𝐸𝐶𝐵 =

0.7 𝑒𝑉 for x = 0 (ZnSe) to Δ𝐸𝐶𝐵 = 1.1 𝑒𝑉 for x = 1 (ZnS). The offsets were
calculated with each of the constituent elements of the ZnSxSe1−x as reference, and
with as deposited and sputter cleaned surfaces. Because of the time and distance
involved in transporting the samples from the MBE system in which they were
made to the XPS system in which they were measured, the samples were sputtered
cleaned with an argon ion gun to remove any layers contaminated during transport.
The calculated band offsets were consistent between the as deposited and cleaned
surfaces, suggesting that any adventitious carbon or oxygen contamination did not
affect the measurements. However, the offsets calculated with the S 2p peak as
reference often deviated from the Zn 2p or Se 3d referenced scans. Figure 4.3 shows
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Figure 4.3: ZnSxSe1−x/Si conduction band offsets as a function of mole fraction, 𝑥.
Measurements referenced to the Zn 2p 3/2 peak are shown with black squares, to
the Se 3d 5/2 peak with green circles, and to the S 2p 3/2 peak with blue triangles.

the offset measurements referenced to Zn, Se, and S with different symbols. The
inconsistency between the Zn/Se and S referenced data is due to the overlap of the
S 2p core level peaks with the Se 3s peaks and a Si 2s plasmon loss peak. The S 2p
region for bulk ZnSxSe1−x samples with varying mole fraction is shown in Fig. 4.4.
The relative intensity of the Se 3s doublet compared to the S 2p doublet increases
with increasing Se fraction from top to bottom. The signal from the Si 2s plasmon
loss peak is even more intense and broand than the Se 3s contribution, as shown by
the S 2p region for the ZnS/Si interfactial sample in Fig. 4.5.

As the Se 3s signal is added to the mixture of photoelectron signal with increasing
Se content, the S 2p doublet fitting becomes less certain. These overlaps of Se and
Si contributions in S core level spectra also exists in even lower intensity sulfur
contributions, so there is not a way to avoid this signal mixing for sulfur-reference
measurements. Thus, the S-referenced values are not included in the linear fitting of
the conduction band offsets as a function of mole fraction. Additionally, the x≈0.4
measurement appears as an outlier from the linear trend. The interfacial sample
for this composition had particularly weak Si 2p signal, as it is believed this lack
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Figure 4.4: Offset x-ray photoelectron spectra in the S 2p core level region (158 eV
to 168 eV binding energy) of ZnSxSe1−x with mole fraction x = 0 (ZnSe, red), 0.2
(orange), 0.4 (yellow), 0.8 (green), 1 and (blue, ZnS) from bottom to top. The Se 3p
doublet contributes signal to the S 2p region even when there is no sulfur content in
the sample (ZnSe). The S 2p doublet pair lies between the Se 3s doublet pair.

of precision contributed to the offset of each of the Zn, Se, and S referenced band
offset measurements at this value. However, the inclusion or exclusion of this data
point does not significantly affect the linear fit of the trend shown in Fig. 4.6.

CSCs on GaAs
With the same method as for ZnSxSe1−x CSC’s on Si, several carrier selective
contacts were screened for epitaxy-free transport layers on GaAs nanowire cells.
The band offsets of SnO2, perylene, C60, NiO, tris(4-carbazoyl-9-ylphenyl)amine
(TCTA), and poly(triaryl amine) (PTAA) on GaAs with and without sulfide and
1-dodecanethiol self-assembled monolayer (SAM) passivation are included in Fig.
4.8. Through this study, SnO2 and PTAA were identified as good candidates for
electron-selective layers, and NiO and TCTA were identified as good candidates for
hole-selective layers.



33

Figure 4.5: X-ray photoelectron spectrum of ZnS in the S 2p core level region, with
raw data in black, component peaks from right to left corresponding to a S 2p 3/2
(blue), S 2p 1/2 (green), and Si 2s plasmon loss (red) peaks, and background in
purple.

4.3 III-V Semiconductor Passivation Characterization
GaAs has two stable oxide states: Ga2O3 (Ga3+) and Ga2O (Ga1+). The Ga3+ oxide
dominates in GaAs with a native oxide and is indicative of poor surface passivation
(see Fig 4.10). The Ga1+ oxide can remain present after passivation, while Ga3+

oxide contribution correlates with a poor photoluminescence. Thus, the nature of
oxides at a GaAs surface can be used to evaluate a surface treatment for passivation
efficacy, where a higher binding energy Ga3+ signal implies poor passivation, while
lower binding energy Ga1+ peak implies a well-passivated surface. This analysis
was performed for several surface treatments, with a focus on the chemical states
distinguishable from the Ga 2p spectra, supplemented by analysis of the more
bulk-sensitive Ga 3d spectra as well as the As 3d region. A comparison of the
Ga 2p spectra for a GaAs surface with native oxide and GaAs surface with n-
heterocyclic carbene (NHC), dithiothreitol, octanethiol, and sulfide passivation is
shown in Fig. 4.9. For the thiol-passivated samples (OT and DTT), there are
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Figure 4.6: Conduction band offset at the ZnSxSe1−x/Si interface vs mole fraction.
Experimental measurement through XPS (blue circles), with the best linear fit (- -
-). The density functional theory based predictions (red triangles) is based on [37].
The Anderson model predictions (green diamonds) is based on [38].

additional Ga chemical state peaks evident in both the Ga 2p (Figs. 4.13 and 4.12)
and Ga 3d regions at a lower binding energy than the bulk peak. These are assigned
to the Ga-thiol bonding state. In the NHC-passivated GaAs spectra (Fig. 4.11), the
third spectral component in both the Ga 2p and Ga 3d regions is at a similar binding
energy to the Ga3+ contributions identified in the native oxide. However, there is no
other contribution representative of the Ga-NHC bonds we know must be present,
and there is no discernable As5+ signal that correlates with a native oxide. Thus
we assign the highest binding energy Ga 2p and Ga 3d peaks to Ga-NHC bonds in
NHC-passivated samples. In the sulfide passivated samples, there is O 1s signal
present, but relatively little, and no evidence of an oxide in the As 3d region. Thus
we assume there is very little oxidation of the surface, even a Ga1+ oxide, and while
there is a small Ga1+ contribution fitted (see Fig. 4.14), no oxide contribution is
added in the Ga 3d region. Tables 4.1, 4.2, and 4.3 summarize the core level peak
spacings in binding energy electron volts.

To further understand the bonding of the DTT and NHC self-assembled monolayers
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Table 4.1: Bulk GaAs peak core level binding energy separations in eV.

Surface VBM to Ga 3d Ga 3d to As 3d Ga 3d to Ga 2p
bare 18.8 21.9 1098.1

native oxide 18.8 21.9 1098.1
octanethiol 18.6 21.9 1098.5

dithiothreitol 18.7 21.9 1098.5
n-heterocyclic carbene 18.6 21.9 1098.3

sulfide 18.5 21.9 1098.1

Table 4.2: Ga 3d core level binding energy chemical shifts in eV

Surface Ga-As to Ga1+ Ga-As to surface state surface state
native oxide 0.7 1.6 Ga3+

octanethiol 0.8 -1.0 OT
dithiothreitol 1.1 -0.9 DTT

n-heterocyclic carbene 0.6 1.7 NHC
sulfide – 0.6 S

Table 4.3: Ga 2p core level binding energy chemical shifts in eV

Surface Ga-As to surface state surface state
native oxide 1.4 Ga3+

octanethiol -0.3 OT
dithiothreitol -0.1 DTT

n-heterocyclic carbene 1.35 NHC
sulfide 0.3 S
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(a) subcaption

(b) subcaption

Figure 4.7: Conduction band diagrams near ZnSxSe1−x:n/c-Si:p interfaces for x =
1 (a) and x = 0 (b). Bands are shown assuming different conduction band offsets.
From top to bottom, band for experimentally determined offset in solid red line, for
DFT-based offset in dashed green line, and for Anderson model offset in dotted blue
line. Insets show conduction band out to 1000 nm absorber depth.
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Figure 4.8: Band alignment of potential carrier-selective contacts on GaAs, relative
to the GaAs valence band maximum at 0 eV. Measurements of the SnO2, perylene,
C60, and NiOx layers on sulfide-passivated GaAs are shown in filled orange symbols
and on SAM-passivated GaAs in half-filled blue symbols. Circles correspond to
the conduction band minimum and squares to teh valence band minima. TCTA and
PTAA band edges directly on GaAs are shown in filled green symbols, with dia-
monds for the conduction band minima and triangles for the valence band maxima.

with the GaAs surface, structure relaxation calculations were completed using the
Quantum Espresso DFT code with the BURAI frontend and the Materials Cloud
Standard solid-state efficiency pseudopotentials. Since the variation in XPS spectra
between surface treatments is primarily evident in Ga core levels rather than As, we
infer that the passivating layers bond mainly to gallium atoms. We hypothesize that
given the similarity in XPS spectra for DTT (two sulfurs) and OT (one sulfur), the
two DTT sulfurs are in the same bonds as the OT sulfur, namely both bonded to the
GaAs surface. The unbonded forms of DTT and OT are shown in Fig. 4.15.

The initial placement of the DTT was further informed by the closeness in the
distance between thiolate groups, 3.9 Å, to the 4.0 Å gallium nearest-neighbor
distance on the GaAs <100> surface: sulfurs were placed above nearest-neighbor
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Figure 4.9: Offset Ga 2p XPS spectra of GaAs with, from top to bottom, native
oxide (gray), NHC (red), sulfide (purple), DTT (blue), and OT (green) passivation
layers.

gallium sites. For the NHC-GaAs calculations, the size of the molecule implies
only one carbene can fit per pair of nearest-neighbor gallium atoms, so the initial
carbene position was between the nearest neighbors. To allow the GaAs surface to
relax, we modelled two layers of the <100>-GaAs surface and fixed the bottom layer
to the unperturbed bulk structure. Illustrations of the relaxed structures created in
CrystalMaker are included in Fig. 4.16.

The calculations show that the sulfur atoms of the DTT coordinate two gallium
atoms each and the carbon backbone lies along the valleys of the surface. For NHC,
we find that the carbene strongly breaks the symmetry between the surface gallium
atoms. We can characterize the degree of symmetry breaking in each case by com-
paring the near-neighbor distances between gallium atoms on the surface. For the
unperturbed lattice, this is 4.00 Å. For DTT, we find the two nearest neighbors at
distances of 4.01 Å and 4.17 Å, deviations of 0.25% and 4%. For NHC the nearest
neighbors are 2.59 Å and 4.35 Å away, perturbations of 35% and 9%, respectively.
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Figure 4.10: Ga 2p XPS of GaAs with native oxide.

Figure 4.11: Ga 2p XPS of GaAs with NHC passivation.
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Figure 4.12: Ga 2p XPS of GaAs with DTT passivation.

Figure 4.13: Ga 2p XPS of GaAs with OT passivation.
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Figure 4.14: Ga 2p XPS of GaAs with sulfide passivation.

(a) Dithiothreitol (DTT) (b) Octanethiol (OT)

Figure 4.15: Ball-and-stick models of (a) DTT and (b) OT molecules. The colored
balls correspond to the relevant atoms as follows: black = carbon, pink = hydrogen,
red = oxygen, yellow = sulfur.

The large perturbation of the NHC treated surface qualitatively correlates with the
unique Ga 2p spectra compared to native oxide, sputter cleaned, sulfide, and thiol
passivated surfaces.

Despite the differences in bonding states between the different passivation lay-
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(a) DTT on GaAs (b) NHC on GaAs

Figure 4.16: DTF calculated orientation of (a) DTT and (b) NHC on GaAs and
resulting GaAs surface atom displacement. The colored balls correspond to the
relevant atoms as follows: purple = arsenic, black = carbon, green = gallium, pink =
hydrogen, red = oxygen, yellow = sulfur, blue = nitrogen. (a) The DTT bonds to the
GaAs surface at the sulfur atoms on either end of the molecule. (b) The middle Ga
atom of the displayed unit cell at the GaAs/NHC interface is significantly displaced
by the bonding to the carbene center.

ers, we can confirm that the determined non-oxide bonding states are consistent
with well-passivated samples. We characterize the minority carrier recombination
properties of the passivated GaAs surfaces using time-resolved photoluminescence
measurements (TRPL). Different passivation schemes were applied to an n-type
GaAs substrate with a 50 nm GaInP confinement layer and 50 nm GaInP passiva-
tion layer, which is etched away before the other passivation layers are added. The
stability of the passivation layers was studied by heating the samples on a hotplate
in air for 5 min at increasing temperatures. Carrier lifetimes and surface recombina-
tion velocities were determined similarly to the method reported in Chapter 4. The
carrier lifetime and surface recombination velocity for each passivation layer as a
function of hotplate temperature are reported in Figs. 4.17 and 4.18.

Notably, the carrier lifetimes with tested passivation layers, sulfide, octanethiol,
dithiothreitol, and n-heterocyclic carbene are all longer than the naive radiative
lifetime of ≈150 ns at room temperature. This indicates the presence of photon
recycling in all samples at room-temperature. The carrier lifetime of the intact
double-heterojunction with GaInP sample is included as reference, and implies a
photon-recycling factor of at least 6.5. The inorganic sulfide passivates best at room



43

Figure 4.17: TRPL-determined carrier lifetimes of GaAs passivated with GaInP on
the rear and GaInP (grey square), sulfide (red circle), octanethiol (blue triangle △),
dithiothreitol (green triangle ▽), and n-heterocyclic carbene (purple diamond) after
5 minutes on a hotplate at the reported temperatures. The radiative lifetime (no
photon recycling) is shown for reference at 150 ns in gold triangles ⊳.

temperature of the tested layers, achieving an SRV of 240 cm/s. The octanethiol
layer is the best of the organic layers at room temperature, with an SRV of 250 cm/s.
Passivation with DTT and NHC improve with hotplate temperature upto 100◦C,
and with OT upto 150◦C. All organic chemical passivants reach a minimum SRV
of 200 cm/s, corresponding to a photon recycling factor of 2.7. To our knowledge,
this is the first report of photon recycling in chemically-passivated GaAs films.
Passivation fails with increasing temperature for each layer, starting with NHC at
100◦C, the thiols at 150◦C, and the sulfide above 200◦C.

4.4 Conclusions
X-ray photoelectron spectroscopy proves to be a powerful tool for evaluating the
appropriateness of different materials for carrier-selective contacts and passivation
layers on Si and GaAs. Experimentally determined band offsets vary significantly
from those predicted theoretically, and this difference has an impact on application.
As such, experimentally determined band offsets should be used in the design of



44

Figure 4.18: TRPL-determined surface recombination velocities of GaAs passi-
vated with GaInP on the rear and GaInP (DHJ, grey square), sulfide (red circle),
octanethiol (blue triangle △), dithiothreitol (green triangle ▽), and n-heterocyclic
carbene (purple diamond) after 5 minutes on a hotplate at the reported temperatures
for which passivation is maintained with each treatment.

photovoltaic devices and in the search for new heterojunctions.
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C h a p t e r 5

SIMULATION OF II-VI CARRIER-SELECTIVE CONTACTS

While this thesis focuses on a small subset of potential heterojunctions for photo-
voltaic devices, the parameter space within these materials offers a wide range of
possible carrier-selective contact designs. With respect to ZnSxSe1−x thin films on
silicon absorbers, knowledge of the material or heterojunction properties themselves
do not sufficiently inform a choice for alternative carrier-selective contact. ZnS has
a wider band gap than ZnSe, leading to greater transparency, but ZnSe boasts higher
electron mobility than ZnS. Both predicted and experimentally determined band
offsets of ZnS and ZnSe on Si favor ZnSe as an electron-selective contact based on
lower barrier height. As electron-selective contacts are of primary interest in this
work, and a key unknown was the quantitative role of an energy barrier in the form
of a large conduction band offset, an initial study on the transmission probability of
electrons across a heterojunction was performed. Next, full devices were modeled
in Sentaurus TCAD and their performance simulated for a thorough comparison of
the array of possible ZnSxSe1−x carrier-selective contacts in SHJ devices [39].

5.1 Transmission Probability at Contact Interfaces
To have a more intuitive understanding of the role of the conduction band offset in
reducing electron collection, transmission probability at a ZnSxSe1−x/Si interface
is approximated as a function of conduction band offset and ZnSxSe1−x doping.
For an incoming electron with an assumed kinetic energy 𝐸 based on the expected
magnitude of band bending in the p-type c-Si absorber, the transmission probability
across the barrier is calculated in three regimes: first where barrier height (i.e. built
in potential or conduction band offset) 𝜓 is greater than electron energy 𝐸 , second
where barrier height 𝜓 = 𝐸 , and finally when 𝜓 < 𝐸 .

In the first case where the electron energy is less than the barrier height, electrons
must tunnel through the barrier in order to be collected in the contact. The transmis-
sion probability, also known as the transmission coefficient or tunneling coefficient,
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is calculated using the WKB approximation as
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The bounds of integration 𝑥1 and 𝑥2 are the classical turning points between which
the potential barrier is higher than the electron energy. In this case, 𝑥1 is at the
interface between the CSC and the Si absorber and 𝑥2 is in the depletion region
where the magnitude of band bending brings the CSC conduction band below the
electron energy. This depth into the contact, known as the depletion width, depends
on the barrier height 𝜓, material permittivity 𝜀𝑠, and donor concentration 𝑁𝐷 as

𝑊𝐷 =

√︄
2𝜀𝑠𝜓
𝑞𝑁𝐷

(5.2)

where 𝑞 is the elementary charge. The profile of the potential barrier 𝑉 (𝑥) takes a
quadratic shape referenced to 0 eV at the substrate side of the classical turning point
and again dependent on donor concentration, material permittivity:
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The upper bound of integration 𝑥2 is thus found by solving the equation 𝑉 (𝑥2) = 𝜓.

In the cases where the electron energy is greater or equal to the barrier height, we
simplify our calculation by assuming a rectangular barrier, still with width 𝑊𝐷 .
This assumption is made because we expect our primary losses in transmission to
be for 𝐸 < 𝜓. The simplification to a rectangular barrier rather than a quadratically
decaying spike will underestimate the transmission probability for 𝐸 ≥ 𝜓, but as our
results show, this undercount is insignificant compared to the 𝐸 < 𝜓 region. Under
the rectangular barrier assumption, the transmission probability at 𝐸 = 𝜓 evaluates
to

𝑇𝐸=𝜓 =
1

1 + 𝑚𝑊2
𝐷
𝜓/2ℏ2

. (5.4)

At electron energies above the conduction band offset, the transmission probability
is

𝑇𝐸>𝜓 =
1

1 + 𝜓2 sin 𝑘𝑊𝐷
2

4𝐸 (𝐸−𝜓)

(5.5)

where the wave number 𝑘 is given by

𝑘 =

√︃
2𝑚(𝐸 − 𝜓)/ℏ2. (5.6)
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Prior to knowledge of the actual conduction band offset, or to explore the influ-
ence of a tunable conduction band offset (perhaps based on surface treatments),
the exploration of transmission probability as a function of band offset and dopant
concentration for a given material can guide prioritization of experimental measure-
ments. In Fig. 5.1, we compare the transmission probability 𝑇 for ZnS (a, b) and
ZnSe (c, d) as for assumed incident electron energy of 1 eV (a, c) and 0.5 eV (b, d).
Because the only CSC material-dependent parameters taken into account in these
calculations are permittivity and effective mass, which are each similar between ZnS
and ZnSe, there is no significant difference between the transmission probabilities
from material to material. The incident electron energies were chosen as test cases
based on the energy difference between the conduction bands in the bulk of the
Si substrate and II-VI CSC. We can see a general trend that when the conduction
band offset is more than the electron energy (electron must tunnel), the transmission
probability is near zero except at high doping. With its slightly larger permittivity
and smaller effective electron mass, tunneling is more likely in ZnSe than ZnS. Of
course, the energy of incident electrons is not one value, but a distribution based on
the wavelength of the exciting photon, where in the device the light was absorbed,
and any loss processes the electron may have undergone before reaching the contact.
After conduction band offsets were measured, another layer of specificity was added
to the model. Figure 5.2 shows transmission probability 𝑇 as a function of electron
energy for (a) ZnS, with 𝜓 =1.1 eV and (b) ZnSe, with 𝜓 = 0.7 𝑒𝑉 . Again we can
see that when electrons must tunnel (𝐸 < Δ𝐸𝐶𝐵), their collection is significantly
reduced.

Again, this is a simple model that does not account for the differences in light
absorption profiles as the mole fraction, thickness, and dopant density varies in a
ZnSxSe1−x contact, nor does it take into account the difference between the energy
band profiles without bias in the dark and the quasi Fermi levels that actually define
carrier transport in a device. To account for these factors, we must use full device
simulation.

5.2 Introduction to Photovoltaic Device Simulation
Sentaurus TCAD
Full device simulations were performed in Sentaurus TCAD from Synopsys. Sen-
taurus includes an advanced multidimensional device simulator that models optical,
electrical, and thermal characteristics of semiconductor devices. While the physics
models and material properties provided in Sentaurus are centered around crys-
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(a) ZnS, E = 1 eV (b) ZnS, E = 0.5 eV

(c) ZnSe, E = 1 eV (d) ZnSe, E = 0.5 eV

Figure 5.1: Electron transmission probabilities across ZnS (a, b) and ZnSe (c,
d) conduction band barriers as a function of ZnSxSe1−x donor concentration 𝑁𝐷
and conduction band offset for assumed incident electron energies of 1 eV (a, c)
and 0.5 eV (b, d). Transmission probability is near 1 when for conduction band
offsets less than electron energy and near 0 for higher offsets, except at high donor
concentrations.

talline silicon, detailed models for the properties of any material can be defined.
Importantly, this includes the parameterization of properties of mole fraction ma-
terials such as ZnSxSe1−x as a function of 𝑥. Critical to these device simulations
is the handling of degenerately-doped wide band gap semiconductors, including
controllable band offsets and carrier transport via tunneling.

Three types of devices were modeled in Sentaurus TCAD to compare the perfor-
mance of a ZnSxSe1−x carrier-selective contact (CSC) to an a-Si CSC in a SHJ-style
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(a) ZnS, Δ𝐸𝐶𝐵 = 1.1 𝑒𝑉 (b) ZnSe, Δ𝐸𝐶𝐵 = 0.7 𝑒𝑉

Figure 5.2: Electron transmission probabilities across ZnS (a) and ZnSe (b) on
Si conduction band barriers as a function of ZnSxSe1−x donor concentration and
incident electron energy.

solar cell. First, a p-type SHJ cell with an a-Si CSC on each side was modelled,
using the device parameters outlined in [40] to serve as a control simulation. Sec-
ond, a SHJ-style cell with a p-type c-Si absorber, p-type hole-selective a-Si rear
contact, and n-type electron-selective ZnSxSe1−x front contact. Third, a SHJ-style
cell with a p-type c-Si absorber, p-type hole-selective a-Si rear contact, an intrinsic
a-Si front passivating layer, and an n-type electron-selective ZnSxSe1−x front con-
tact. The ZnSxSe1−x donor concentration 𝑁𝐷 , thickness, and mole fraction 𝑥 were
varied to find the ZnSxSe1−x-based CSC leading to the highest-efficiency solar cell.
Simulated device parameters including efficiency, short-circuit current, open-circuit
voltage, and fill factor were calculated as metrics for viability of a ZnSxSe1−x CSC
on Si. Additionally, modified versions of the contact-specific and device-level met-
rics for passivation, conductivity, and selectivity introduced in [41] were employed
to more specifically analyze the impact of design variation.

5.3 Reference Device Model
The control SHJ model was based on the p-type device discussed in [40], as Kanevce
and Metzger also include experimental results of a device with similar architecture.
In order to reduce simulation time, a 100-micron c-Si base was chosen for the
ZnSxSe1−x models. Both 100-micron and 250-micron base-thickness devices were
simulated for the reference SHJ models, and for select ZnSxSe1−x-CSC models.
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Specifics of the reference device architecture are listed in Table 5.1. Mid-gap

Table 5.1: Reference device parameters

Parameter 𝑡 𝐸𝑔 𝜒 𝑁𝐷 𝜇𝑒 𝜇ℎ

Layer (nm) (eV) (eV) (cm−3) cm2/V-s cm2/V-s
𝑐-Si 100 000 1.12 4.05 1016 1500 450

𝑎-Si:H (intrinsic) 5 1.67 3.95 1013 1 0.01
𝑎-Si:H (doped) 5 1.67 3.95 1019 1 0.01

ITO 70 3.7 4.5 1020 50 30
aRef. [40]

Gaussian defects were modeled for each layer, following the profile

𝑁𝐺 (𝐸) = 𝑁0 exp
(
− (𝐸 − 𝐸0)2

2𝜎2

)
,

where the peak concentration 𝑁0 in eV−1cm−3 is calculated from the volume defect
density 𝑁𝑡𝑟 in cm−3 as

𝑁0 =
𝑁𝑡𝑟

𝜎
√

2𝜋
.

The band tail states of a-Si are modeled with exponential traps at the band edges
following the profile

𝑁𝑇 (𝐸) = 𝑁0 exp
(
−
����𝐸 − 𝐸0

𝜎

����)
where the peak concentration 𝑁0 is related to the volume defect density 𝑁𝑡𝑟 as

𝑁0 =
𝑁𝑡𝑟

𝜎
.

In both types of traps, 𝜎, or 𝐸𝑆 in Sentaurus documentation is characteristic of
the energy spread of the defects. The specific parameters of each trap modeled is
included in Table 5.2.

5.4 Standard Device Metrics
The primary metric of interest for photovoltaic devices is the power conversion
efficiency, i.e. the ratio of maximum extracted power to incident power. In order
to understand the loss mechanisms that reduce power, photovoltaic devices are
characterized not just at their maximum power operating point, but at short-circuit
(no voltage across the device) and at open-circuit (no current across the device).
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Table 5.2: Trap/Defect parameters

Trap Type Profile 𝐸0 𝐸0 𝜎 𝑁0

Label (eV) ref. (eV) eV−1cm−3

𝑐-Si db A G 0 mid 0.15 6.65×1012

𝑎-Si:H (i) db A + D G 0.15 mid 0.15 2.66×1016

𝑎-Si:H (i) bt A E 0 CB 0.02 2.50×1020

𝑎-Si:H (i) bt D E 0 VB 0.05 2.50×1020

𝑎-Si:H (n/p) db A + D G 0.15 mid 0.2 1×1018

𝑎-Si:H (n/p) bt A E 0 CB 0.07 1×1021

𝑎-Si:H (n/p) bt D E 0 VB 0.12 1×1021

ITO db A E 0 mid 0.15 2.66×1015

aRef. [40]

The efficiency, often represented by the Greek letter 𝜂, is then related to the short
circuit current density, 𝐽𝑠𝑐, and open-circuit voltage, 𝑉𝑜𝑐, via the fill factor (FF), a
unitless measure of the “squareness” of an IV (current-voltage) curve (see Eq. 5.7
and Eq. 5.8).

𝜂 =
𝐽𝑚𝑝𝑉𝑚𝑝

𝑃𝑖𝑛
=
𝐽𝑠𝑐𝑉𝑜𝑐𝐹𝐹

𝑃𝑖𝑛
(5.7)

𝐹𝐹 =
𝐽𝑚𝑝𝑉𝑚𝑝

𝐽𝑠𝑐𝑉𝑜𝑐
(5.8)

As discussed in Chapter 1 regarding device efficiency, the maximum FF for a given
absorber is not 100%. An empirical expression for the maximum FF as a function
of normalized 𝑉𝑜𝑐 (𝑣𝑜𝑐 = 𝑞

𝑛𝑘𝑇
𝑉𝑜𝑐) is given by

𝐹𝐹𝑚𝑎𝑥 =
𝑣𝑜𝑐 − ln 𝑣𝑜𝑐 + 0.72

𝑣𝑜𝑐 + 1
(5.9)

where 𝑞 is the elementary charge, 𝑘 is the Boltzmann constant, and 𝑛 is the ideality
factor related to the dominant recombination mechanism [42]. The maximum FF
of a laboratory silicon PV device is around 0.85 or 85%. If we consider a circuit
model of a solar cell, we can identify two types of parasitic resistances. First is
the series resistance 𝑅𝑆, in series with the photogenerated current 𝐼𝑝ℎ and the dark
saturation current 𝐼0 (in parallel with each other). The main contributors to series
resistance are the contact resistances and bulk resistance of the absorber. The other
type of parasitic resistance is the shunt resistance, which characterizes alternative
recombination pathways for photogenerated carriers rather than across the load. The
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smaller the shunt resistance, the more current across the shunt pathways, which are
mostly due to manufacturing defects. The current across the device as a function of
voltage is given by

𝐼 = 𝐼𝑝ℎ − 𝐼0 exp
[
𝑞(𝑉 + 𝐼𝑅𝑠)

𝑛𝑘𝑇

]
− 𝑉 + 𝐼𝑅𝑆

𝑅𝑆𝐻
. (5.10)

The individual contributions to parasitic resistances will be considered further in
the next section. For a specific photovoltaic device, the short-circuit current de-
pends on the area of the solar cell, the power (intensity) and spectrum (wavelength
dependence) of the incident light, the optical properties of the solar cell, and the
collection probability of the charge carriers. To most directly compare photovoltaic
device designs, it is standard to consider current density per unit area (𝐽 or 𝑗) rather
than current (𝐼). While the solar spectrum changes with time of day, location, and
weather, the AM1.5G light spectrum is assumed as a convenient standard. The
AM1.5G spectrum is calculated from the AM0 spectrum (no air between sunlight
an cell), and is representative of the sunlight incident on a solar cell at sea level,
where the sun is shining at 11.2◦ from the cell’s normal vector, the cell faces a blue
sky and light sandy soil without concentration of light (G for “global” condition),
and the sun is 41◦ above the horizon. This angle of the sun corresponds to a path
length through the atmosphere 1.5 times longer than when the sun is at its zenith
(high noon), also known as “air mass 1.5” (AM1.5), compared to air mass 1 (AM1)
for the sun at its zenith, or air mass 0 (AM0) for sunlight before it passes through
the atmosphere. The AM1.5G spectrum has an integrated power of 100 mW/cm2,
and this corresponds to the incident power 𝑃𝑖𝑛 in all following data.

The optical properties of the solar cell and the collection probability of the charge
carriers vary between the designs considered in this study. The previous section on
transmission probability began the exploration of collection probability with chang-
ing CSC donor concentration and conduction band offset, and will be further dis-
cussed in the next section. The Sentaurus model includes the wavelength-dependent
absorption and extinction coefficients for each layer, and so can accurately simulate
where within the cell each wavelength of light is absorbed. The main impact on
light absorption profiles in the studied designs is the CSC band gap (as a function
of mole fraction) and the CSC thickness.

5.5 Carrier-Selective Contact Metrics
While full device simulations can be compared based on their performance metrics
(efficiency, short-circuit current, open-circuit voltage, fill factor), it is useful to
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calculate carrier-selectivity metrics to elucidate specifically how the changes in a
contact design influence the device operation. As shown in [41], good passivation
and good conductivity imply good selectivity, but despite the name "carrier-selective
contact," good selectivity does not imply good efficiency, although all other things
being equal, the most selective devices will be the highest efficiency. To gain insight
into the influence of ZnSxSe1−x CSC parameters on device performance, metrics
for passivation (𝜌c, total, (5.13)), conductivity (𝑃res, loss, (5.17)), and selectivity (𝑆𝑡𝑜𝑡 ,
(5.20)) were compared between a-Si and ZnSxSe1−x CSCs [41]. These metrics are
based in an electrical circuit model of a solar cell, where electron and hole currents,
dark recombination currents, and contact resistances can be related to the voltage
across the absorber and across the device. Given their separate populations, electrons
in the conduction band and holes in the valence band are treated as separate current
pathways. There is a positive, voltage independent current from the conduction
band to the valence band as carriers are photogenerated with current density 𝑗𝑝ℎ.
There are multiple voltage-dependent recombination currents from the valence band
to the conduction band in the bulk, namely radiative recombination, trap-assisted
recombination, and Auger-Meitner recombination. In each contact, there is positive
current from the hole population and negative current from the electron population
to the single Fermi level of the electrode. At open-circuit, when current across the
device is 0, the circuit can be summarized as

0 = 𝑗𝑝ℎ +
∑︁
𝑖

𝑗0,𝑖

(
1 − exp

(
𝑞 × 𝑖𝑉𝑜𝑐
𝑛𝑖𝑘𝑇

))
− 𝑖𝑉𝑜𝑐

𝜌𝑙𝑐,𝑒 + 𝜌𝑙𝑐,ℎ
− 𝑖𝑉𝑜𝑐

𝜌𝑟𝑐,𝑒 + 𝜌𝑟𝑐,ℎ
(5.11)

where 𝑖 iterates through the bulk recombination pathways, and the partial specific
contact resistances relate the partial currents ( 𝑗𝑒, 𝑗ℎ) to the quasi Fermi level collapse
in the relevant contact (see Eq. (5.21)).

Passivation
Passivation is the measure of how well carrier recombination is prevented. Different
passivation mechanisms block the occupation of defect states (recombination sites
in the bandgap) by charge carriers. In a well-passivated material, more electrons
(holes) are in the conduction band (valence band) rather than in a mid-gap defect
state. Given this higher occupation, the quasi-Fermi level(s) are farther away from
the intrinsic quasi-Fermi level 𝐸𝑖, implying a higher open-circuit voltage. From Eq.
(5.11), since 𝑗𝑝ℎ is voltage independent, implied𝑉𝑜𝑐 is maximized where the partial
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specific contact resistance coefficient is maximized.

𝑖𝑉𝑜𝑐

[
1

𝜌𝑙𝑐,𝑒 + 𝜌𝑙𝑐,ℎ
+ 1
𝜌𝑟𝑐,𝑒 + 𝜌𝑟𝑐,ℎ

]
= 𝑖𝑉𝑜𝑐 ×

𝜌𝑙𝑐,𝑒 + 𝜌𝑙𝑐,ℎ + 𝜌
𝑟
𝑐,𝑒 + 𝜌𝑟𝑐,ℎ(

𝜌𝑙𝑐,𝑒 + 𝜌𝑙𝑐,ℎ
) (
𝜌𝑟𝑐,𝑒 + 𝜌𝑟𝑐,ℎ

) (5.12)

Comparing to Eq. (5.10), we can see that this factor is analogous the shunt resistance,
and is a convenient full device passivation metric.

𝜌c, total =

(
𝜌𝑙𝑐,𝑒 + 𝜌𝑙𝑐,ℎ

) (
𝜌𝑟𝑐,𝑒 + 𝜌𝑟𝑐,ℎ

)
𝜌𝑙𝑐,𝑒 + 𝜌𝑙𝑐,ℎ + 𝜌

𝑟
𝑐,𝑒 + 𝜌𝑟𝑐,ℎ

(5.13)

Conductivity
Conductivity is a measure of the ease of travel of a charge carrier through a material,
or the current of charge carriers across a unit of potential difference over a unit
distance (A V−1 cm−1 in SI units). Partial (carrier-specific) conductivities 𝜎𝑒/ℎ are
calculated as the product of elementary charge 𝑞, charge carrier mobility 𝜇𝑒/ℎ, and
charge carrier density 𝑛𝑒/ℎ:

𝜎𝑒 = 𝑞𝜇𝑒𝑛𝑒 (5.14)

𝜎ℎ = 𝑞𝜇ℎ𝑛ℎ. (5.15)

At open circuit conditions, the sum of partial currents must cancel out ( 𝑗𝑒 + 𝑗ℎ = 0).
Since the partial currents are directly proportional to the relevant partial conductiv-
ities and qFL gradients, any asymmetry in partial conductivity (due to asymmetry
in mobility or density) will lead to an asymmetry in qFL gradient. While mobility
is hard to control except through choice in material, density is easier to influence
through design choices like contact work function, doping, or defect states. In a
non-absorbing contact, the partial specific contact resistance is related to the average
partial conductivity across the contact as

𝜌𝑒/ℎ =
𝐿𝑐

𝜎𝑒/ℎ
. (5.16)

This suggests a convenient metric for conductivity based on the reduction of resistive
losses at maximum power operating conditions. For an electron selective contact
on the left and hole selective contact on the right, we have

𝑃res, loss =
(
𝜌𝑙𝑐,𝑒 + 𝜌𝑟𝑐,ℎ

)
𝑗2𝑚𝑝𝑝 (5.17)

where 𝑗𝑚𝑝𝑝 is the current density at the maximum power point.
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Selectivity
Asymmetry in qFL collapse between carriers in one contact is the basis for contact-
specific selectivity and asymmetry in qFL for the same carrier between contacts
is the basis for device level selectivity. At the contact-specific level, selectivity
describes the collection probability of one carrier compared to another. The larger
the partial contact resistivity is for one carrier compared to another, the more of the
qFL collapse occurs in a single population, and the closer the electrode Fermi level
is to the qFL for the carrier with lower partial contact resistivity. Thus the electron
selectivity for a specific contact can be defined as

𝑆𝑒 =
𝜌ℎ

𝜌𝑒 + 𝜌ℎ
(5.18)

and similarly for a hole contact. The sum of partial specific contact resistances is used
in the denominator so that contact selectivity takes values between 0 and 1, inclusive.
At a device level, if the carrier selectivity were identical between contacts (𝑆𝑙𝑒 = 𝑆𝑟𝑒),
there would be no voltage across the device. Hence, a device-level selectivity metric
must optimize for opposite selectivity between opposing contacts, as well as high
contact-specific selectivity. Equivalently, to consider the loss in voltage from 𝑖𝑉𝑜𝑐

(proportional to qFL in bulk) to 𝑉𝑜𝑐 (Fermi level separation between electrodes),
we see the voltage loss in each contact is related to any undesired selection for the
minority carrier, i.e. 𝑆ℎ in the electron contact and 𝑆𝑒 in the hole contact. The
voltages are thus related by

𝑉𝑜𝑐 = 𝑖𝑉𝑜𝑐
[
1 − 𝑆𝑙ℎ − 𝑆

𝑟
𝑒

]
(5.19)

and device level selectivity is defined as a unitless measure between -1 and 1 as

𝑆tot =
𝑉𝑜𝑐

𝑖𝑉𝑜𝑐
=

[
1 −

𝜌𝑙
𝑐,ℎ

𝜌𝑙𝑐,𝑒 + 𝜌𝑟𝑐,ℎ
−

𝜌𝑟𝑐,𝑒

𝜌𝑟𝑐,𝑒 + 𝜌𝑙𝑐,ℎ

]
. (5.20)

In this framework, defined in [41], negative selectivity means the electron selective
contact is at the front. In Sentaurus, we extract the voltage as positive regardless
of which contact is in front, so depending on which device parameters are used to
calculate selectivity (voltages or resistivities), the negative sign may be dropped.

Metric Modification for Absorbing Contacts
In [41], it is assumed that no absorption occurs in the contacts. Since one of the
motivations of the device is to reduce parasitic absorption in the front contact, the
partial specific contact resistance definitions are modified as follows:

𝜌𝑐,𝑒/ℎ =
Δ𝑉𝑒/ℎ

𝑗𝑒/ℎ
, (5.21)
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where the local current has been replaced by the average electron or hole current
across the left or right contact:

𝑗𝑒/ℎ =
1
𝐿𝐶

∫ 𝐿𝑎𝑏𝑠+𝐿𝐶

𝐿𝑎𝑏𝑠

𝑗𝑒/ℎ (𝑥)𝑑𝑥. (5.22)

The 𝑥-position of the outer-edge of the absorber is 𝐿𝑎𝑏𝑠 and 𝐿𝑎𝑏𝑠 + 𝐿𝐶 is the
outer edge of the contact. In (5.22) only, 𝑥 represents the position of depth in the
device rather than mole fraction composition of the II-VI CSC. The use of voltage
drop and current rather than conductivities to calculate partial specific contact
resistances further expands the application of these metrics to tunneling contacts
and contacts with non-zero recombination at the interface. As a confirmation that
this metric modification is necessary for our devices compared to the simplified
devices in considered in [41], the passivation, conductivity, and selectivity metrics
were calculated using both definitions. In some cases, non-physical results were
found for the conductivity-based calculation, such as infinite resistive losses. The
validity of the current-based method can be determined by a comparison of the
total device selectivity metric. 𝑆𝑡𝑜𝑡 can be calculated from the Sentaurus output in
four ways. The first two use the partial-specific contact resistivity ratio definition
(right-hand side of (5.20)), where 𝜌𝑙/𝑟

𝑒/ℎ is based on conductivity ((5.16)) or current
((5.21)). The second two use the ratio of the 𝑉𝑜𝑐to 𝑖𝑉𝑜𝑐. The implied 𝑉𝑜𝑐 can
be calculated from the qFL separation or the carrier density in the middle of the
absorber.

𝑖𝑉𝑜𝑐 =
𝑘𝑇

𝑞
ln

[
(𝑁𝐴 + Δ𝑛)Δ𝑛

𝑛2
𝑖

]
(5.23)

𝑁𝐴 is the acceptor concentration, 𝛿𝑛 the excess carrier concentration, and 𝑛𝑖 the
intrinsic carrier concentration, all for the c-Si absorber. When calculating device-
level selective 𝑆𝑡𝑜𝑡 with the passivation metric 𝜌 (5.3a, 5.3b), a negative selectivity
implies the electron selective contact is on the front. When calculated from bulk
values (voltage ratios 5.3c, 5.3d), the sign of the selectivity metric does not change
with location (front or back) of the electron-selective contact. As shown in Fig.
5.3, the partial specific contact resistivity based on carrier conductivities yields
selectivity measurements inconsistent with the other three methods.

5.6 Simulated Device Performance Results
We find that ZnSxSe1−x CSCs on c-Si, with and without an a-Si:i passivating
layer at the front, perform similarly to a reference p-SHJ cells in experiment and
simulation. Table 5.3 lists the efficiency (𝜂), short-circuit current (𝐽𝑠𝑐), open-circuit



57

(a) S𝑡𝑜𝑡 from carrier conductivities (b) S𝑡𝑜𝑡 from carrier currents

(c) S𝑡𝑜𝑡 from quasi Fermi level splitting (d) S𝑡𝑜𝑡 from carrier concentration

Figure 5.3: Full device selectivity metric Stot calculated four ways for simulated
SHJ devices with ZnSe (x = 0) carrier-selective contacts as a function of CSC donor
concentration 𝑁𝐷 and thickness: (a) Stot,𝜎 from carrier conductivities, (b) 𝑆tot,j from
carrier currents, (c) Stot,ΔEF from quasi Fermi level splitting, and (d) 𝑆tot,n from
carrier concentration.

voltage (𝑉𝑜𝑐), and fill factor (FF) of a reference experiment cell, a reference p-
SHJ simulation, and the champion results of the ZnSxSe1−x simulations [40]. The
champion devices for the CSCs with and without a-Si were found at nearly the same
design parameters (ZnSxSe1−x doping 𝑁𝐷 = 4.5 × 1018 cm−3 and 4.5×1019 cm−3

respectively, thickness = 62 nm, and mole fraction = 1). The ZnSxSe1−x CSCs exhibit
superior 𝑉𝑜𝑐 to the reference SHJ devices. The ZnSxSe1−x-only CSCs increases 𝐽𝑠𝑐
and 𝑉𝑜𝑐 compared to the reference SHJ simulation, and is more efficient than the
champion ZnSxSe1−x+a-Si CSC design. Of the simulated devices, the ZnSxSe1−x

had the lowest fill-factor, likely a consequence of the large conduction band offset
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at the ZnSxSe1−x/c-Si surface. As seen in Fig. 5.4a, while there is not a strong
dependence of efficiency on mole fraction, the champion devices are both found
at mole fraction x = 1, corresponding to ZnS. Given the large conduction band
offset between ZnS and Si, it appears the main advantage of the wider bandgap of
ZnS (compared to lower mole fraction ZnSxSe1−x), outweighs the losses due to the
barrier to electron transport at the heterojunction, but not enough to outperform a
standard p-SHJ design in simulation.

Table 5.3: Champion performance comparison

Device 𝜂 𝐽𝑠𝑐 𝑉𝑜𝑐 FF
Type (%) (mA/cm2) (mV) (%)

ZnSSe CSC 20.9 35.1 744 80.1
ZnSSe+a-Si CSC 20.4 34.1 743 80.2

SHJ ref. sim. 21.5 34.4 731 85.6
SHJ ref. exp.a 19.1 35.9 678 78.6

aRef. [40]

5.7 Proposed Designs and Sensitivities
The optimized device consists of a ≈60 nm thick ZnS CSC n-type doped to
≈1019cm−3, a lightly p-type c-Si absorber, a 5-nm thick a-Si:i rear passivating
layer, a 5-nm thick a-Si:p+ hole selective contact, and a full area metallic back
contact (assumed as 100 nm Ag in simulation). Figure 5.6 illustrates the device
stack (not to scale). Near this design, the most device performance is most sensitive
to variations in dopant density. This is because of the key role tunneling plays in
electron transport across the large conduction band spike in the ZnS near the inter-
face. We can quantify the important of tunneling by comparing simulated device
performance with and without tunneling transport included in the device physics
model. Figure 5.7 shows device efficiency as a function of CSC thickness at dopant
density 𝑁𝐷 = 4.5×1019 cm−3 for x = 1 (ZnS) and x = 0 (ZnSe) devices. While the
ZnS devices when tunneling is accounted for outperform the ZnSe devices at all
thicknesses, when carrier transport through tunneling is not included in the model,
the efficiency drops to almost zero. For ZnSe devices at this high dopant density,
the effect is less severe, as the conduction band spike is not as large of an energetic
barrier. When tunneling is not included in the ZnSe devices, the efficiency (driven
by the short-circuit current, not shown here), drops by ≈1% absolute across all
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thickness. So at 𝑁𝐷 = 4.5×1019 cm−3, with the 0.7 eV conduction band offset in
ZnSe CSC’s, some but not most current is from tunneling electrons. The opposite
is true for ZnS CSC’s, where nearly all current is from electrons tunneling through
the conduction band barrier. An experimental analog of turning tunneling on and
off is making the barrier too wide for electrons to tunnel through, i.e. decreasing
the donor density and therefore increasing the width of the barrier (see (5.2)). The
device efficiency is more sensitive to dopant density with a ZnS CSC than a ZnSe
CSC. As shown in Fig. 5.8, the efficiency of ZnS CSC devices, while peaking
higher than ZnSe CSC devices, begins to drop significantly at 𝑁𝐷 = 9×1018 cm−3.
By 4×1018 cm−3, almost all current is lost. For ZnSe CSC devices, similar drops in
efficiency do not occur until 2×1018 cm−3. The non-monotonic nature of the effi-
ciency change with increasing device thickness is hypothesized to be primarily due
to two factors. At the higher thickness end, based on open-circuit voltages greater
than 1 V in some low efficiency devices, we propose that at thicknesses greater than
100 nm, significant absorption is occuring in the carrier-selective contact, and it
begins to act like a tandem on Si. However, in this regime, very little current is
extracted, and the higher open-circuit voltages are coupled with very low fill factors.
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(a) ZnSxSe1−x doping 𝑁𝐷 = 4.5×1019 cm−3 (b) ZnSxSe1−x thickness 62 nm

(c) Efficiency of ZnSxSe1−x mole fraction x =
1 (ZnS)

(d) Efficiency of ZnSxSe1−x mole fraction x =
0 (ZnSe)

(e)𝑉𝑜𝑐 of ZnSxSe1−x mole fraction x = 1 (ZnS).
Black line in color bar indicates reference SHJ
device simulated 𝑉𝑜𝑐

(f) 𝐽𝑠𝑐 of ZnSxSe1−x mole fraction x = 1 (ZnS).
Black line in color bar indicates reference SHJ
device simulated 𝐽𝑠𝑐

Figure 5.4: Device performance for selected subsets of simulations: efficiency of
devices with (a) ZnSxSe1−x doping 𝑁𝐷 = 4.5×1019 cm−3, (b) ZnSxSe1−x thickness
62 nm, (c) ZnSxSe1−x mole fraction x = 1 (ZnS), and (d) ZnSxSe1−x mole fraction
x = 0 (ZnSe). Cross-sections (a)-(c) include the champion device design.
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Figure 5.5: Simulated current-voltage curves solar cells with 62-nm thick CSCs of
ZnS with donor concentration 𝑁𝐷 = 4×1019 (top, blue squares), ZnSe with 𝑁𝐷 =
4×1019 (middle, gold circles), and ZnS with 𝑁𝐷 = 4×1016 (bottom, green triangles),
in order of highest to lowest 𝐽𝑠𝑐

Figure 5.6: Schematic of champion device.
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Figure 5.7: ZnS and ZnSe CSC device efficiency as a function of thickness with and
without tunneling with 𝑁𝐷 = 4.5×1019 cm−3. From top to bottom ZnS CSC with
tunneling (blue squares), ZnSe CSC with tunneling (black triangle △), ZnSe CSC
without tunneling (red triangle ▽), and ZnS CSC without tunneling (green circles).



63

(a) ZnS:n++ CSC device efficiencies

(b) ZnSe:n++ CSC device efficiencies

Figure 5.8: Simulated device efficiencies as a function of ZnSxSe1−x thickness for
highly doped ZnS (a) and ZnSe (b) CSCs. From top to bottom, 𝑁𝐷 in cm−3 is
2×1020 (magenta triangles ⊳), 9×1019 (cyan diamonds), 4×1019 (blue triangles ▽),
2×1019 (green triangles △), 9×1018 (red circles), 4×1018 (black squares), 2×1018

(orange triangles ⊲, (b) only.
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C h a p t e r 6

II-VI–ON–C-SI PHOTOVOLTAIC DEVICES

6.1 Fabrication
High-lifetime c-Si wafers were provided to ASU, where PECVD a-Si was deposited
and doped (as appropriate) to create a hole-selective back contact consisting of 5 nm
a-Si:i and 5 nm a-Si:p. Some wafers also had a 5 nm a-Si:i passivating layer on
the front surface of the device. If the front surface was bare, the front surface was
cleaned via oxygen plasma ashing and buffered HF drop etching. To maintain the
passivation quality of the a-Si:i layers, the samples were heated to only 200◦C in the
growth chamber. Then, ZnSxSe1−x:Al was deposited via molecular beam (bulk) and
electron beam (Al dopant). The electrical contacting was completed with thermally
evaporated silver: 100 nm full coverage on the rear and 50 nm-thick 5 mm-diameter
circles on the front. Device edges were further defined via photolithography and
mesa etching in a solution of potassium permanganate and phosphoric acid [43].

6.2 Characterization
External Quantum Efficiency
External quantum efficiency (EQE) is a measurement of the number of collected
charge carriers per incident photon as a function of photon wavelength (or energy).
Because shorter wavelengths of light are primarily absorbed near the front of the
cell, changes in EQE in the blue region correlates with loss factors dominating at
the front of the cell, namely front surface recombination, and in our case, significant
contact resistance. For longer wavelengths of light still above the band gap of the
absorber that are absorbed deeper in the device, losses in EQE are influenced by the
quality of the rear contact and reduced absorption. In the case of comparison to a
SHJ with a-Si layers as the top contact, since ZnSxSe1−x contacts parasitically absorb
less in the wavelength regime bounded by the band gaps of ZnS and a-Si (namely
between ≈350 nm and ≈700 nm), there should be some gains in EQE in this low-to
mid-wavelength regime if the previously parasitically absorbed light instead leads
to collected charge carriers. The measured EQE of a ZnS/SHJ device is shown in
Fig. 6.1. Unfortunately, stable Ohmic contact was quite difficult to achieve with the
fabricated devices. Hall measurements showed that donor activation was quite low
(<1%) as fabricated, and efforts to activate the donors via annealing in forming gas
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Figure 6.1: External quantum efficiency as a function of wavelength for SHJ device
with ZnS:Al top contact and silver electrodes on top and bottom. EQE values are
quite noisy, indicating poor electrical contact or non-optimal contact properties.

still did not reach sufficiently high donor concentration to match the goal device. The
mismatch between expected and actual device performance is ascribed primarily to
insufficient donor concentration, which leads to untenably high series resistance.

I-V Curves
6.3 Transition to Industry
Through discussions with scientists at NREL, an industrial-scale fabrication option
and cost modeled were identified. Full device fabrication and characterization for the
research cells was undertaken at two separate locations, namely ASU and Caltech.
The a-Si layers were deposited at ASU, the ZnSxSe1−x CSCs were deposited at
Caltech, and characterization was done at Caltech. This motivated a-Si deposition
to precede ZnSxSe1−x, but given the non-neglible impact of ZnSxSe1−x deposition
processes on the thin a-Si layers, we propose a reversal of that fabrication order for a
single-location fabrication. A general schematic of a silicon heterojunction device
fabrication process is shown in Fig. 6.3, with the primary process change outlined
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Figure 6.2: Current-voltage curve (black, left ordinate) and power-voltage curve
(blue, right ordinate) for ≈ 0.25 𝑐𝑚2 SHJ device with ZnS:Al top contact and silver
electrodes. 𝐽𝑠𝑐 of ≈0.4 mA/cm2, 𝑉𝑜𝑐 of ≈0.3 V, and FF of ≈50% indicate CSC
and top electrodes are contributing to significant unintended absorption and series
resistance.

in step 4. Since the ZnS CSC in this study is an n-doped electron selective contact
and the remain a-Si CSC is hole selective, the order of contact depostion changes
compared to a standard process (n then p rather than p then n). The fabrication
would proceed as follows: test incoming wafer, saw damage removal and surface
texturization in KOH bath, HF dip for oxide removal, atomic layer deposition of ZnS
carrier-selective contact, plasma-enhanced chemical vapor deposition (PECVD) of
5-nm thick intrinsic a-Si passivation layer and 5-nm thick p-doped a-Si hole-selective
layer, sputter rear transparent conducting oxide for bifacial option, screen print mask
on front and back, plate metallic contacts, remove contact masks, and characterize
via current-voltage measurements and sort cells accordingly. It is estimated that the
cost per unit area in high volume manufacturing of ALD ZnS will be similar to the
PECVD a-Si it replaces, so the levelized cost of energy advantage of a ZnS-SHJ
over a standard SHJ will primarily be through the increased efficiency. For the 1.7%
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Figure 6.3: Adaptation of silicon heterojunction fabrication for ZnS carrier-selective
front contact. Starting at upper left, steps are grouped as follows: 1. Test incoming
wafer, 2.+3. Saw damage removal & surface texturization and HF dip for oxide
removal, 4. ALD deposition of ZnS instead of PECVD of a-Si:H (i-passivation then
p-doped layers on front), 5. PECVD of a-Si:H (i-passivation then p-doped layers on
back), 6. sputter TCO on front and back, 7. screen-print mask on front and back,
8. + 9. plate front and back contact and remove mask and edge isolation, 10. J-V
measurements/sort, 11. resulting 21%-efficient cells.

absolute efficiency increase from the p-tye SHJ device reference to the champion
ZnSxSe1−x device, this corresponds to about $0.09/W savings at the utility scale.
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C h a p t e r 7

GROWTH OF 2D II-VI SEMICONDUCTOR LAYERS BY
HYBRID LAMINATION

7.1 Introduction to 2D II-VI Semiconductor Layers
The unique physics present in 2D layered materials gained enormous interest after
the discovery of graphene in 2004. New phenomena have been observed and the
different-from-bulk materials properties of thin layers promise use in an array of
applications, such as taking advantage of increased absorbance or bandgap tunability
with stacking to design 2D photovoltaic devices. In particular, it has been shown that
the electronic and optical properties of Zn-based chalcogenides can be manipulated
with dimension. Colloidal quantum dots, 1D quantum ribbons, wires, rods, and belts
exhibit quantum confinement effects, opening an extended phase space for material
tunability. Parallel to graphene and other 2D-layered materials, the zinc blende
phase of Zn-chalcogenides incorporates a hexagonal symmetry easily viewed in the
(110) plane. Unlike many other graphene analogues, the Zn-based chalcogenides
can not be easily exfoliated to 2D slabs. The layers are held to together by strong
covalent bonds rather than weaker van der Walls bonds featured in materials like
MoS2 or InSe. The underlying honeycomb lattice featured in graphene and graphene
analogues of interest lead to interesting physics with applications for 2D versions of
field effect transistors, memory, light emitting diodes, biosensors, and photovoltaic
devices. Huang, Li, and Sun ([44], [45]) developed a new technique for creating
atomic slabs of 2D II-VI materials where layers of II-VI crystals are held together
by organic species, which makes exfoliation via sonication possible, after which the
organic species can be evaporated away to produce freestanding sheets. These layers
have improved mobility compared to their bulk counterparts, as well as expanded
bandgap tunability based on number and type of different layers. Without any
vacuum steps, their fabrication is simply scaled through the use of larger reaction
vessels.

7.2 Fundamentals of Hybrid Lamination
The first challenge of fabricating 2D layers in materials whose planes of interest
are held together by covalent bonds is to reduce the energetic barrier required to
separate the layers. Huang and Li achieved this in many II-VI semiconductors by
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introducing an organic molecule during crystal growth in solvothermal reactions
[45]. The reaction temperature and time were varied to optimize for the output of
the desired phase. In this work, the reaction of interest was fabricating double-
layer 2D-[(Zn2Se2)(pa)] from zinc source Zn(NO3)2·6 H2O selenium powder, and
propylamine (pa).

Zn2+ + Se + pa −−−→ [Zn2Se2(pa)] (7.1)

In this work, 2.66 mmol Zn(NO3)2 · 6 H2O, 1.33 mmol Se, and 10 mL n-propylamine
were mixed in the teflon liner of a 45-mL Parr 4744 General Purpose Acid Digestion
Bomb. Huang and Li found that [(Zn2Se2)(L)] compounds (L = organic species)
were obtained when materials were reacted at temperatures from 120◦C-150◦C
[45]. At higher temperature bulk ZnSe became the major product, while at lower
temperature only single-layered [(ZnSe)(pa)] phases formed. As such, the materials
were heated to 140◦C for 5 days in accordance with protocols specified in Huang and
Li [45]. After allowing the reaction vessel to cool, the materials were removed with
and washed in 30% ethanol solution in a Büchner funnel connected to an aspirator
pump. The products were further washed in the funnel with 80% ethanol and dried
with anhydrous ethyl ether. X-ray diffraction spectra of the [(Zn2Se2)(pa)] powder
products confirmed the presence of ZnSe layers with 1.5 nm separation, as expected
for [(Zn2Se2)(pa)]. An example is shown in Fig. 7.1The higher angle peaks are
consistent with orthorhombic Pbca crystallization.

7.3 Free-standing II-VI Layers
While the lamellar hybrid [(Zn2Se2)(pa)] system has applications in its own right,
the achievement of free-standing II-VI layers opens up even more possibilities. With
the weaker bonding between II-VI planes enabled by the organic ligands, separation
of the layers can be accomplished simply through sonication in solvent. In a typical
preparation, 20–50 mg[(Zn2Se2)(pa)] product was mixed with ethanol (1 mL ethanol
per 1 mg [(Zn2Se2)(pa)]), then sonicated for 4 hours. Single layers of ZnSe-pa were
selected by centrifuging the resulting mixture for 40 min and 500 rpm and collected
the top three-fourths of the resulting dispersion by pipette, with the expectation and
clear result that larger stacks were left in the bottom of the tube. This dispersion was
then heated at 140◦C for two or more hours until the solvent and propylamine were
volatilized. In some cases, this product collection occurred directly on a substrate
(glass, silicon wafer) with an aim to concentrate the resulting Zn2Se2 layers onto the
desired location. In other cases, the product was collected, dispersed into ethanol
at a concentration of 0.3 mg/mL, spun coat onto a silicon substrate, and the solvent
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Figure 7.1: X-ray diffraction spectra from 2𝜃-𝜔 scan on [(Zn2Se2)(pa)]. Black line
is raw data. Red line is smoothed data. Peak near 6◦ corresponds to [(Zn2Se2)(pa)]
layer spacing.

again removed via heat treatment.

7.4 Band Alignment
Energy band alignment measurements of differently structured Zn2Se2 on silicon
were performed using the same procedure outlined in Chapter 4. Figure 7.2 shows
the Zn 2p core level shifting with increasing thickness, and Fig. 7.3 shows the
valence band signal shift with increasing thickness. In conjunction with the small
shift in Si 2p core level position from substrate bulk to interface, a valence band
offset of 1.7 eV is found, where the Zn2Se2 valence band is at a higher energy than
the Si valence band. The so-called Type III broken-gap heterojunction is shown in
Fig. 7.4. The conduction band offset is based on an assumed 3.5 eV Zn2Se2 band
gap.
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Figure 7.2: Offset Zn 2p 3/2 core level XPS spectra of varied thickness Zn2Se2 on
Si. From the bulk Zn2Se2 spectra (top, red) to the thinnest Zn2Se2 layer (bottom,
cyan), the primary Zn 2p 3/2 core level line shifts to lower binding energy, indicative
of a ≈ 2 eV valence band shift towards higher potential energy.

7.5 Future Work
The color of the powder product at different stages of processing changed from tan
to red, red-orange, brick, or even black. XRD, transmission, and reflectance spectra
were similar between differently-colored powder products at the [(Zn2Se2)(pa)]
stage, and a lighter color could be reattained with extended heat treatment on a hot
plate or mechanical disruption of powder clumps. The inside of a clump was usually
lighter in color than the outside, similarly to clumps of unmixed cocoa powder in
water or milk. This suggests the color is dependent on water or ethanol content,
and more vigorous agitation during washing and a longer drying process should be
explored for fully repeatable and consistent intermediate products.

Transmission and reflectance spectra were taken by Megan Phelan in a Cary 5000
UV/Vis/NIR Spectrometer with Integrating Sphere. Transmission spectra are
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Figure 7.3: Offset XPS valence band spectra of Si with layers of differently structured
Zn2Se2. Valence band maximum binding energy is labeled for each sample: bare Si
(top, pink) at 0.33 eV, interfacial samples of Zn2Se2 of increasing thickness (cyan,
blue, and green) at 0.72 eV, 0.79 eV, and 0.90 eV, and bulk Zn2Se2 (bottom, red) at
1.17 eV.

shown in Fig. 7.8. Reflectance spectra are show in Fig. 7.9. Samples 1–3 are
of [(Zn2Se2)(pa)], with a and b denoting different spots on the same powder sample.
Sample 4 is Zn2Se2. Positions a and b on each powder are not the same between
transmission and reflectance spectra. The differences in spectra within the same
powder sample are similar to the differences between [(Zn2Se2)(pa)] of different
colors, namely % transmission or reflectance rather than overall shape, suggesting
the key factor is thickness rather than composition. The Zn2Se2 spectra (4a, 4b)
lack the reflectance dip between 800–900 nm present in the [(Zn2Se2)(pa)] samples.
The samples were not sufficiently uniform or thick for meaningful absorbance mea-
surements.

Raman spectra were acquired on Zn2Se2 on c-Si substrates with the assistance
of Cora Went in a Renishaw M1000 Micro Raman Spectrometer System. When
deposited onto c-Si via spin coating and solvent evaporation, the Zn2Se2 is prone
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Figure 7.4: Illustration of energy band offsets of Zn2Se2 on c-Si. The red line (top)
corresponds to the conduction band minimum of each material, and the blue line
(bottom) to the valence band maximum.

to the coffee ring effect, where most of the material concentrates along the edge
of the last solvent to evaporate. Thus, the material is not uniformly distributed.
Raman spectra were acquired at different spots on such a sample and the variation in
features demonstrates the non-uniform composition of the fully processed Zn2Se2.
Fig. 7.11 includes spectra from a reference Si wafer and three different spots on
a Zn2Se2/Si sample, labelled A, B, and C from top to bottom. The Si calibration
spectra (bottom, blue) provides the Si reference peak around 520 cm−1. Spectra
A (black) and B (red) were taken while focused on larger Zn2Se2 material, eas-
ily visible to the naked eye (see Fig. 7.12). These spectra both have clear peaks
around 250 cm−1, consistent with the first longitudinal optical phonon (1LO) band
of bulk ZnSe. Position A has additional features between 400 cm−1and 600 cm−1,
overlapping with the Si peak. The broader contribution is interpreted as mainly
due to the 2LO band from bulk ZnSe. Spectrum C (green) was taken away from
the clumped material, where thinner deposition remained. The Si signal is clearly
visible at 520 cm−1, consistent with a focus closer to the substrate in an area without
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(a) Tan [(Zn2Se2)(pa)] product in reaction ves-
sel liner

(b) Tan product in ethanol immediately after
collection

(c) Red product in ethanol immediately after
collection

(d) Darkened product in ethanol ≈ 10 min after
collection

Figure 7.5: Intermediate lamellar hybrid [(Zn2Se2)(pa)] reaction product before
completion of washing and drying. When reaction vessel is opened, excess reactants
are poured off, and (a) tan powder product in reaction vessel liner remains. Powder
product is collected by washing reaction vessel in 30% ethanol, which may appear
as (b) tan product in solution or (c) red product in solution. While product is
transported to washing station (Büchner funnel assembly), color may darken from
(b) to (d) over a matter of minutes.

complete coverage. The additional broad feature around 900 cm−1 to 1000 cm−1

is interpreted as the contribution from the Zn2Se2, and suggests a facile test for
desired product of Zn2Se2. The Raman spectra show that while steps were taken
to isolate the differently-structured freestanding Zn2Se2 slabs in accordance with
previous work, the same preferential production and collection was not achieved.
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(a) Orange [(Zn2Se2)(pa)] (b) Red [(Zn2Se2)(pa)] (c) Black [(Zn2Se2)(pa)]

Figure 7.6: Representative intermediate lamellar hybrid [(Zn2Se2)(pa)] products
after washing and drying, showing variation in color with reaction run. (a) Powder
product orange in color, with lighter tan flecks visible. (b) Powder product uniformly
red in color. (c) Powder product primarily black in color, with light tan and red
flake-shaped aggregations a few millimeters in diameter.

(a) [(Zn2Se2)(pa)] in ethanol before exfolia-
tion.

(b) [(Zn2Se2)(pa)] in ethanol after exfoliation.

Figure 7.7: [(Zn2Se2)(pa)] products in ethanol before (a, red) and after (b, black)
exfoliation.

7.6 Conclusions
The initial interest in this work, as with the rest of this thesis, was in potential
application to photovoltaic devices. However, given the large Type III broken-gap
heterojunction of Zn2Se2 on Si and associated charge transport via band-to-band
quantum tunneling, this heterostructure may prove more useful in designing new
high-speed switching devices. Regardless of application, further work must be
undertaken towards reproducibility and desired yield that other researchers have
reported. Scalable, low-temperature, vacuum-free solution processing is possible
but by no means straightforward. Efforts towards this end are likely not to be funded
with photovoltaic applications in mind given the tight profit margins of photovoltaic
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Figure 7.8: Transmission spectra of [(Zn2Se2)(pa)] and Zn2Se2 powders mounted
with double-sided tape on a glass slide.

device production, where well-established technologies perform near their efficiency
limits. The design space of lamellar hybrid or freestanding differently-structured
Zn-chalcogenide systems, either as heterojunctions on bulk crystal substrates or
alternating layers maintain their promise for device applications with the space for
more growth, such as photocatalysis for liquid fuels. Material study in this field
requires a more thorough optimization of the fabrication, preferably enabled by
deeper experience in solvothermal synthesis and scalable wet chemistry techniques.
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Figure 7.9: Diffuse reflectance spectra of [(Zn2Se2)(pa)] and Zn2Se2 powders
mounted with double-sided tape on a glass slide.

Figure 7.10: Image of samples 1–4, from left to right, represented in transmission
and diffuse reflectance spectra.
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Figure 7.11: Raman spectra of different locations on Zn2Se2/Si sample (A-C) and
silicon reference spectra (bottom).

Figure 7.12: Zn2Se2 on Si at location (B) at 50× magnification.
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C h a p t e r 8

FINAL REMARKS

The goal of this work was to improve photovoltaic devices through novel inter-
face designs. We considered that state-of-the-art photovoltaic devices experience
addressable losses in the contacting layers required for charge collection, and that al-
ternatives can be designed with production costs in mind. We identified ZnSxSe1−x

thin films and Zn2Se2 sheets as candidates for a carrier-selective contact on a silicon
heterojunction devices. We selected several materials as possibilities for epitaxy-
and vacuum-free passivants and selective contacts for GaAs photovoltaic devices.
We determined that the band energetics and bonding states at heterointerfaces play
a key role in device performance, and that a thorough understanding of the impact
of the interface on the whole should guide material choice in photovoltaic device
design.
Our first goal was to determine the band alignment between the conduction bands
and valence bands of potential carrier-selective contacts and their underlying sub-
strate. This was done by fabricating ZnSxSe1−x alloys for x from 0 to 1 through
compound-source molecular beam deposition, where the mole fraction 𝑥 was var-
ied by changing the ZnS and ZnSe compound source temperatures. Additionally,
Zn2Se2 sheets were fabricated by solvothermal methods in an acid digestion bomb,
dispersed in solvent, then coated onto Si substrates. Contacts on GaAs were made
through spin coating and thermal evaporation. We employed high-resolution x-ray
photoelectron spectroscopy to determine the energy band alignment for each het-
erojunction pair via the Kraut method. From these measurements, we were able to
screen candidates as potential electron selective contacts, hole selective contacts, or
neither.
Our second goal was to determine what balance of optoelectronic properties vari-
able through choice in ZnSxSe1−x mole fraction, thickness, and donor concentration
was the best electron selective front contact for a silicon heterojunction photovoltaic
device. This was achieved by modeling a full photovoltaic devices in Sentaurus
TCAD and simulating their performance under standard conditions, and comparing
them to analogous SHJ devices with standard ITO/a-Si front contacts. We found
that a 62-nm thick degenerately doped (𝑁𝐷 = 4.5×1019cm−3) ZnS contact was the
champion II-VI carrier selective contact, with absorption gains as the deciding factor
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between alternative mole fraction materials at high dopant densities. The champion
simulated device outperformed a comparable experimental device with an improved
short-circuit current and open-circuit voltage, but its lower fill factor led to a lower
efficiency than the reference SHJ in simulation.
For epitaxy-free GaAs photovoltaic devices, band alignment measurements have
identified several candidates for electron and hole selective contacts. Further, high
resolution x-ray photoelectron spectroscopy studies of GaAs-passivation layer bond-
ing states showed that the GaAs surface can be passivated in the presence of Ga1+

oxide, leading to carrier lifetimes of 300 ns or more, stable under heating upto
200◦C.
Free-standing sheets of differently-structured II-VI semiconductors were studied as
candidates for solution-processable carrier-selective contacts, where optoelectronic
properties can be tuned with layer number and stacking partners. High-resolution
x-ray photoelectron spectroscopy measurements of Zn2Se2 on c-Si showed a type
III broken-gap band alignment, with the Zn2Se2 valence band above the c-Si con-
duction band, appropriate for a hole-selective contact in a photovoltaic device or for
other electronics applications.
Further work needs to be done to develop reliable Ohmic contacts on ZnS, and to
investigate industry-compatible non-equilibrium growth methods for heavily n-type
doped ZnS to enable incorporation of the proposed ZnS electron-selective contact
into manufactured silicon heterojunction devices.
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