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ABSTRACT

Mechanical interactions between Earth’s solid interior and its hydrosphere are central

to many geophysical problems of crucial societal importance: Changing conditions

in the global water cycle deform the solid Earth; the groundwater storage capacity

of aquifer systems is controlled by its interaction with geological materials; and

crustal water — either natural occurring or added through anthropogenic activities

— a�ects earthquakes and fault slip processes. In this thesis, we investigate some

of these interactions by harnessing recent developments in the fields of satellite

geodesy, statistical data analysis, and elastodynamic earthquake modelling. We

start by developing a procedure to identify and extract seasonal deformation signals

associated with hydrological loading of the solid Earth from geodetic time series in

Chapter 1. In Chapters 2 and 3, we consider the examples of the Ozarks Plateau

(central United States) and Sacramento Valley (California) to establish a methodol-

ogy for characterizing poroelastic deformation arising from groundwater variations

with space-based geodesy. Then, in Chapter 4, we develop a model to simulate fault

slip due to crustal water injections and calibrate it against a well-instrumented field

experiment on a natural fault. We conclude by deriving a theoretical understanding

of these fault slip simulations by considering the simple case of a fixed-length pres-

surized zone in Chapter 5. Overall, our work provides key insights for extracting

and using di�erent sources of hydrogeodetic signals as well as for modeling and

understanding fluid-induced fault slip processes, which is becoming increasingly

important in a world faced with water scarcity, a changing climate, and an increased

reliance on groundwater and geoenergy resources.



vi

PUBLISHED CONTENT

S. Larochelle, A. Gualandi, K. Chanard, and J. P. Avouac. Identification and
extraction of seasonal geodetic signals due to surface load variations. Journal of
Geophysical Research: Solid Earth, 123, 2018. doi: 10.1029/2018JB016607.
Contribution: S.L. performed the data analysis and participated in designing the
study, interpreting the results and preparing the manuscript.

S. Larochelle, N. Lapusta, J.-P. Ampuero, and F. Cappa. Constraining fault friction
and stability with fluid-injection field experiments. Geophysical Research Letters,
48, 2021. doi: 10.1029/2020GL091188.
Contribution: S.L. performed the numerical simulations and participated in de-
signing the study, interpreting the simulations and preparing the manuscript.

S. Larochelle, K. Chanard, L. Fleitout, J. Fortin, A.Gualandi, L. Longuevergne,
P. Rebischung, S. Violette, and J.-P. Avouac. Understanding the geodetic signature
of large aquifer systems: Example of the Ozark Plateaus in central United States.
Journal of Geophysical Research: Solid Earth, 127(3), 2022. doi: 10.1029/
2021jb023097.
Contribution: S.L. performed the data analysis and modeling and participated in
designing the study, interpreting the results and preparing the manuscript.

S. Larochelle, , J.-P. Ampuero, V. Lambert, and N. Lapusta. Fault reactivation and
earthquake nucleation due to fluid injection. To be submitted.
Contribution: S.L. performed the numerical simulations and participated in de-
signing the study, interpreting the results and preparing the manuscript.

S. Larochelle, K. Chanard, M. Dalaison, L. Fleitout, J. Fortin, R. Jolivet, L. Longuev-
ergne, D. Argus, and J.-P. Avouac. Vertical and horizontal poroelastic deformation
driven by groundwater extraction in the Sacramento Valley, California. To be sub-
mitted.
Contribution: S.L. performed the data analysis and modeling and participated in
designing the study, interpreting the results and preparing the manuscript.



vii

TABLE OF CONTENTS

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Published Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chapter I: Identification and extraction of seasonal geodetic signals due to

hydrological loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Chapter II: Understanding the geodetic signature of large aquifer systems:

Example of the Ozark Plateaus in central United States . . . . . . . . . . 39
Chapter III: Vertical and horizontal poroelastic deformation driven by ground-

water extraction in the Sacramento Valley, California . . . . . . . . . . . 78
Chapter IV: Constraining fault friction and stability with fluid-injection field

experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Chapter V: Fault reactivation and earthquake nucleation due to fluid injection 121
Conclusions and Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . 150
Appendix A: Supplementary Materials for Chapter I . . . . . . . . . . . . . . 158
Appendix B: Supplementary Materials for Chapter II . . . . . . . . . . . . . 180
Appendix C: Supplementary Materials for Chapter IV . . . . . . . . . . . . . 191



1

INTRODUCTION

The solid Earth, encompassing our planet’s geological interior and habitable sur-

face, and the hydrosphere, composed of all water on Earth, are often studied as

independent systems. Yet, mechanical interactions between these spheres are cen-

tral to many geophysical problems of crucial societal importance, from sustainable

water management to earthquake physics.

As a first example, changes in hydrospheric mass occurring near or at the Earth’s

surface have been linked to ground deformation on the order of a few millimeters to

centimeters (Blewitt et al., 2001; van Dam et al., 2001). Because these mass varia-

tions reflect changing conditions in freshwater systems, oceans, and the cryosphere,

characterizing this deformation has important implications for monitoring water re-

sources and refining our understanding of the global water cycle (Figure 0.1a). At the

same time, the associated changes in surface loading conditions o�er an opportunity

to constrain Earth’s elastic and viscoelastic properties (Chanard et al., 2014, 2018;

Drouin et al., 2016; Martens et al., 2016) as well as to evaluate the crust’s sensitivity

to small periodic stresses. Indeed, modulation of seismicity by hydrological loading

has been reported in a variety of tectonic settings and geographical locations (Heki,

2003; Bettinelli et al., 2008; Craig et al., 2017; Johnson et al., 2017).

Moreover, in the first few kilometers below the surface, mechanical interactions

between groundwater and the porous structure of geological materials control how

much water aquifer systems can hold (Figure 0.1b). When fluctuations in groundwa-

Figure 0.1: Schematic diagrams illustrating the di�erent water-solid Earth interac-
tions explored in this thesis. (a) Surface loading of the solid Earth by fluctuations
in hydrospheric mass. (b) Poroelastic interactions between groundwater and the
porous structure of geological materials. (c) Fault slip induced by injections of
water into the crust.
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ter levels resulting from the natural hydrologic cycle and anthropogenic extractions

remain relatively small and slow, aquifers operate in a so-called poroelastic regime

and their elastic storage capacity is preserved (Biot, 1941; Verruijt, 1969; Wang,

2017). In contrast, if groundwater extraction is too rapid and extensive, the system

can enter an inelastic regime, causing irreversible loss of storage capacity as sug-

gested by large land subsidence on the order of meters reported around critically

drafted aquifer systems such California’s San Joaquin Valley, the Basin of Mex-

ico and Indonesia’s Jakarta Basin (Poland and Davis, 1969; Galloway and Burbey,

2011). Hence, studying these hydromechanical couplings is essential to plan for the

sustainable use of groundwater which is becoming an even more vital resource in a

world faced with growing water scarcity (United Nations, 2022).

Going deeper into the crust, water naturally present at seismogenic depths is also

thought to play a key role in the physics of earthquakes, notably by altering the shear

resistance and loading conditions of fault zones via fluid pressure (Hubbert and

Rubey, 1959; Sibson, 1992). In fact, the importance of fluids in fault slip processes

has come to the forefront of the field in recent years due, in part, to the surge in

seismicity associated with crustal injections of water used in the geoenergy industry

(Ellsworth, 2013; Grigoli et al., 2017) (Figure 0.1c). Understanding how variations

in fluid pressure and frictional fault interfaces interact is thus essential to decipher the

mechanics of both tectonic and fluid-induced earthquakes, to develop physics-based

forecasts of seismic hazard as well as to bolster the safe development of geoenergy

technologies like enhanced geothermal systems and CO2 sequestration.

Clearly, mechanical interactions between water and the solid Earth, whether natu-

rally occurring or arising from human activities, lead to a wide array of important

and interesting, but also complex, geophysical problems. Fortunately, the last two

decades have seen the development of new techniques, datasets, and models with

which to tackle these problems.

Notably, the rise of modern satellite techniques has enabled measurements of the

Earth’s evolving shape and gravity field at increasingly high spatial and temporal

resolutions. As such, the emerging field of hydrogeodesy harnesses space-based

techniques such as the Global Navigation Satellite System (GNSS), Interferometric

Synthetic Aperture Radar (InSAR), and the Gravity Recovery and Climate Experi-

ment (GRACE) to study hydrological processes. In particular, a number of studies

have used GNSS and InSAR observations of the Earth’s surface displacements to

infer fluctuations in continental water storage (e.g., Argus et al., 2014, 2017; Borsa
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et al., 2014; Fu et al., 2015; Johnson et al., 2017) and monitor aquifer systems (e.g.,

Amelung et al., 1999; Wisely and Schmidt, 2010; Chaussard et al., 2014; Silverii

et al., 2016; Riel et al., 2018; Ojha et al., 2018).

However, accurately extracting the di�erent sources of hydrological signals from

geodetic measurements is still challenging for a number of reasons. For one, geodetic

datasets such as GNSS contain various sources of seasonal noise, systematic errors,

and non-hydrologic deformation that make the recovery of primarily seasonal hy-

drologic signals di�cult (Dong et al., 2002; Davis et al., 2012; Chanard et al., 2020).

Another challenge in isolating the contribution of regional hydrology is the fact that

surface deformation at a particular point results from both local loads and loads

at larger spatial wavelengths, up to spherical harmonics degree 1 (Farrell, 1972).

The related but distinct deformation fields associated with hydrological loading and

poroelastic e�ects are also not easily separable given the high correlation between

groundwater and continental water storage variations (the latter encompassing the

former). In fact, relatively few hydrogeodetic studies have focused on characterizing

the poroelastic response of aquifer systems compared to the well-documented inelas-

tic porous response associated with permanent land subsidence. Yet, understanding

and documenting both regimes is important to prevent healthy aquifer systems from

becoming critically stressed by excessive groundwater pumping. Similarly, rela-

tively little work has been done on horizontal displacements given their generally

lower signal-to-noise ratio compared to vertical displacements. Further work to

understand the composition of horizontal geodetic measurements is certainly war-

ranted given that they could provide additional constraints on hydrologic variations

(Wahr et al., 2013).

While satellite geodesy has also led to important observations for the field of induced

seismicity — notably the detection of aseismic slip transients (Wei et al., 2015)

— here we focus on recent advances on the modeling front. Indeed, numerical

modeling promises to help answer key questions about fluid-induced fault slip,

starting with what exactly controls its stability (i.e., seismic vs aseismic), frequency

of occurrence, and spatial distribution. A number of recent studies have given

insight into these questions through slip-weakening friction models (Garagash and

Germanovich, 2012; Viesca and Rice, 2012; Galis et al., 2017; Bhattacharya and

Viesca, 2019). However, laboratory experiments on various geological interfaces

have shown that frictional strength depends on both instantaneous slip rates and

slip history (Dieterich, 1979, 2007; Rice and Ruina, 1983; Marone, 1998). In fact,
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rate- and state-dependent friction laws are widely used in dynamic models of natural

earthquake sequences which are now capable of resolving the entire spectrum of

fault slip behavior, from earthquake nucleation, propagation and arrest to slow

stable sliding over thousands of years (Ben-Zion and Rice, 1997; Lapusta et al.,

2000; Jiang et al., 2022). There is thus an opportunity to further our understanding

of induced earthquakes by building on the rate-and-state, elastodynamic framework

of the natural earthquake modeling community. In particular, such modeling could

help evaluate whether critical nucleation lengthscales derived for tectonically-loaded

faults and thought to control their stability (Ruina, 1983; Dieterich, 1992; Uenishi

and Rice, 2003; Rubin and Ampuero, 2005) apply in the case of fluid-induced slip.

This thesis is an attempt to address and explore some of these questions through

state-of-the-art geodetic, data analysis, and numerical modeling tools.

In Chapter 1, we start by developing a methodology to identify and extract seasonal

signals associated with fluctuations of continental water mass in vertical and hori-

zontal GNSS time series. The approach relies on Independent Component Analysis

(ICA) to extract the seasonal signals and a GRACE-based deformation model to

identify which of the independent component are caused by hydrological loading.

We test the approach in the Arabian Peninsula and Nepal Himalayas and show that

it is robust to spatial heterogeneities inherent to geodetic measurements and that it

can help extract systematic errors in geodetic products (e.g., draconitic errors). We

also discuss how to handle the degree-1 deformation field present in the geodetic

data set but not captured by the gravity-based model.

In Chapter 2, we focus on the Ozark Plateaus aquifer system to demonstrate a

methodology for extracting poroelastic deformation signals from horizontal and ver-

tical GNSS measurements. The procedure consists in characterizing the dominant

temporal functions of in situ groundwater level measurements with ICA before pro-

jecting the geodetic time series corrected for hydrological loading e�ects onto these

functions. We interpret the resulting displacements in light of a semi-analytical

two-layer poroelastic model relating groundwater level variations to surface dis-

placements and highlight key di�erences between the hydrological loading and

poroelastic responses. We conclude the study by inferring a heterogeneous distri-

bution of elastic moduli in the surficial aquifer layers.

In Chapter 3, we use the approach of Chapter 2 to characterize the large poroelastic

displacements associated with pervasive groundwater pumping operations in the

Sacramento Valley aquifer system. Applying ICA to the extensive network of
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groundwater monitoring wells provides a high-resolution picture of the dominant

spatiotemporal variations in groundwater levels in the region. We relate the extracted

vertical and horizontal poroelastic displacements to groundwater variations with the

help of two di�erent analytical poroelastic models. We find that elastic properties

are relatively homogeneous within the aquifer layer but that the higher elastic moduli

of the underlying crystalline basements of nearby mountain ranges are necessary to

explain the small horizontal displacements at the aquifer boundaries.

In Chapter 4, we implement fluid injection and di�usion in the rate-and-state,

elastodynamic model of Lapusta et al. (2000) and calibrate it against the observations

of a well-instrumented fluid-injection experiment on a natural fault (Guglielmi et al.,

2015). We show that a range of fault models with di�erent intrinsic stabilities can

reproduce the slip measured during pressurization. Upon depressurization, however,

the most unstable scenario departs from the observations, suggesting that the fault

is relatively stable. We discuss how the models could be further distinguished via

optimized depressurization tests or spatially distributed monitoring. Our findings

suggest that avoiding injection near low-residual-friction faults and depressurizing

upon slip acceleration could help prevent large-scale earthquakes.

In Chapter 5, we focus on understanding the conditions that lead to the di�erent

slip behaviors observed in the simulations presented in Chapter 4 by considering

the simpler case of a fixed-length pressurized zone. We first establish similarities

between the simulated slip resulting from fixed-length and di�usive pressurized

zones before focusing on the former. Then, we identify 3 distinct stages common

to all simulations and explain the slip behavior observed at each stage with relevant

lengthscales and additional closed-form solutions. In particular, we find that slip

resulting from a simple linearly increasing pressure scenario is controlled by a

combination of several stability lengthscales originally derived for tectonically-

loaded faults.

We conclude the thesis by discussing directions of ongoing and future work.
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C h a p t e r 1

IDENTIFICATION AND EXTRACTION OF SEASONAL
GEODETIC SIGNALS DUE TO HYDROLOGICAL LOADING

Published as:

S. Larochelle, A. Gualandi, K. Chanard, and J. P. Avouac. Identification and
extraction of seasonal geodetic signals due to surface load variations. Journal of
Geophysical Research: Solid Earth, 123, 2018. doi: 10.1029/2018JB016607.

1.1 Introduction

Seasonal signals are observed in geodetic position time series of Global Navigation

Satellite System (GNSS) stations at a global scale (Blewitt et al., 2001). These annual

displacements can be explained, to first order, by the Earth’s response to variations

in surface loads mostly due to redistributions of continental water mass(Blewitt

et al., 2001; van Dam et al., 2001; Dong et al., 2002). Identifying and extracting

non-tectonic seasonal signals from geodetic measurements is critical to detect po-

tential tectonic signals of small amplitude, key to our understanding of the seismic

cycle (e.g., slow slip events and tremors, postseismic slip and interseismic strain).

Characterizing geodetic seasonal signals is also important to study the possible

relationship between small periodic stresses and earthquake nucleation (Bettinelli

et al., 2008; Bollinger et al., 2007; Craig et al., 2017; Johnson et al., 2017), invert

for continental water storage fluctuations (Argus et al., 2014; Borsa et al., 2014; Fu

et al., 2015) and constrain the elastic (Chanard et al., 2014; Drouin et al., 2016) and

viscoelastic (Chanard et al., 2018a) properties of the Earth.

In recent years, two promising strategies to isolate geodetic seasonal signals have

been developing in parallel. On one hand, a large e�ort has been made towards

developing accurate models of the Earth’s surface displacements induced by sur-

face load variations measured by the Gravity Recovery and Climate Experiment

(GRACE) satellites (Figure 1.1). Several studies (Bettinelli et al., 2008; Chanard

et al., 2014, 2018b; Davis et al., 2004; Fu et al., 2012; Fu and Freymueller, 2012)

have demonstrated that GRACE-based deformation models can explain a large part

of the GNSS annual observations. Although such models are essential to establish

the hydrological origin of seasonal geodetic signals, discrepancies remain between

model and data (e.g., Figures 1.2(a,b)).
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Figure 1.1: Average peak-to-peak GRACE-derived surface load distribution for the
period 2007 to 2012.5 expressed in Equivalent Water Height (EWH). Boxes A and B
delineate the two study areas: the Arabian Peninsula and the Nepal Himalaya. The
triangles indicate the locations of GNSS stations used in each study area. Station
KLDN for which time series are shown in Figure 1.2 is also identified.

On the other hand, the task of isolating seasonal signals from geodetic time series

can be approached as a blind-source separation problem where the observed dis-

placements are the result of several, mixed sources. To this end, an Independent

Component Analysis (ICA) can be applied to the displacement dataset to untangle,

in a purely statistical manner, the di�erent physical processes beneath the observa-

tions (Comon, 1994). Notably, Gualandi et al. (2017a,b); Serpelloni et al. (2018)

showed that the variational Bayesian form of the ICA (vbICA) can objectively

extract seasonal signals from GNSS time series. Being a data-driven approach,

ICA-reconstructed seasonal signals have the ability to satisfactorily reproduce the

observations, capturing also the e�ects of local heterogeneities that are otherwise

averaged out in the aforementioned models. While the independence of components

required by ICA suggests that these seasonal components are physical signals, the

technique alone provides no information about their origins.

In light of the strengths and limitations of these two parallel strategies, we here

propose a procedure that combines the physical robustness of a GRACE-based model

(Chanard et al., 2014, 2018b) with the statistical precision of the vbICA algorithm

(Gualandi et al., 2016) to (1) decompose the displacement datasets (GNSS and
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GRACE-derived deformation) into a finite number of components, (2) retain the

seasonal signals and (3) describe them in terms of underlying physical processes.

Hereafter, we first present the GNSS data and GRACE-derived deformation model

used in this study and provide an overview of the vbICA technique and the proposed

procedure. In Section 1.3, we test the procedure in two study areas: the Arabian

Peninsula and the Nepal Himalaya. Each case study presents its own complexities

and provides complementary insight on the robustness of the approach to spatial

heterogeneities and how it can help extract systematic errors in geodetic products

(e.g., draconitic errors). In Section 1.4, we explore two variations to the input time

series in order to identify the most robust procedure, which we summarize in Section

1.5. We conclude with final remarks on the applicability of the procedure.

1.2 Data and Methods

1.2.1 Datasets

1.2.1.1 GNSS displacement time series

We use 24-hour final solution time series processed by the Nevada Geodetic Lab-

oratory (NGL) (Blewitt et al., 2018). The solutions are aligned with ITRF2008

whose origin linearly tracks the mean of the total Earth system’s center of mass

but corresponds to the center of the IGS08b network which is close to the center

of figure of the Earth for sub-secular time scales (Dong et al., 2003). Most of the

available continuous GNSS stations in the regions of interest were deployed in 2007

or later. To minimize missing data across the GNSS and GRACE datasets, we

consider the time range [2007.0, 2012.5] since the GRACE data started showing

more frequent gaps in 2012 as the satellites neared the end of their lifespan (Jean

et al., 2015). Of the 72 GNSS stations available in the Arabian Peninsula and of

the 59 available in Nepal, for each area we select 14 stations with recordings during

the time range [2007.0, 2012.5] in such a way that the stations are approximately

evenly distributed across the studied region. Five stations outside of Nepal are also

included to ensure that loads with a spatial wavelength larger than Nepal are fully

captured. The selected stations are indicated by triangles in Figure 1.1.

The geodetic time series are simultaneously detrended and corrected for step dis-

continuities by least-square fitting of a linear trend, annual and semi-annual si-

nusoids and o�sets terms where visually obvious (see Table A.1), at epochs cor-

responding to equipment changes, and coseismic displacements as reported by

NGL (http://geodesy.unr.edu/NGLStationPages/steps.txt). Note that
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Figure 1.2: Comparison of seasonal correction at GNSS station KLDN in Nepal
from the GRACE model and the recommended vbICA reconstruction with 2 ICs. (a)
East, north and vertical components of detrended 10-day moving-average geodetic
(grey) and GRACE model (red) with the mean absolute error (MAE) indicated at the
top right corner. (b) GPS time series corrected for seasonal signal (via subtraction
of GRACE model). (c,d) Same as (a,b) but for the ICA reconstruction (black)
proposed in this study. As indicated by the MAE values and the residuals in (b) and
(d), the vbICA reconstruction performs better at removing the seasonal signals in
the original GNSS time series.
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detrending is necessary when comparing GNSS and GRACE-derived datasets as

they may not exhibit the same long-term trends (e.g., interseismic deformation

might be present in the GNSS dataset but not in GRACE). This means that, here, we

are only comparing the variations from the relative linear trends of the two datasets.

Note, however, that the technique does not require the linear trend in the GNSS time

series to be of tectonic origin only. Outliers, defined as data points that exceed three

times the average deviation from the mean within a 90-day sliding window in any

of the directions (east, north, and vertical), are then removed from all three time

series relative to a given station. The daily position solutions are also averaged over

a 10-day period to match the GRACE data temporal resolution.

The final step consists in removing the spherical harmonics degree-1 contribution

from the time series to allow comparison with the GRACE dataset which does not

contain degree-1 deformations (Swenson et al., 2008). We estimate and retrieve

the degree-1 deformation field using a dataset of 689 globally distributed GNSS

time series processed by NGL (Blewitt et al., 2018), as described in Chanard et al.

(2018b). The importance of the degree-1 deformation field and the necessity of

correcting for its e�ect in the GNSS time series are discussed in further details in

Section 1.4.1. These final time series are referred to as the GNSS dataset. Figure

1.2 shows an example of cleaned GNSS time series at station KLDN in Nepal.

Additional time series at other stations are also available in Figure A.1.

1.2.1.2 GRACE gravimetric time series

To quantify surface mass variations, we start with the 10-day Level-2 CNES/CRGS

solutions (http://grgs.obs-mip.fr, last accessed on July 1st, 2017) of the

Earth’s time-varying gravitational field as measured by the GRACE twin satellites.

The CNES/CRGS processing methodology, which includes removal of the static

geoid and of well-characterized gravimetric contributions (e.g., solid earth and

oceanic tides), is described in Bruinsma et al. (2010). We add back atmospheric and

non-tidal oceanic contributions as these are not corrected for in the GNSS dataset

(Carrère and Lyard, 2003). The solutions expressed in terms of Stokes coe�cients

of degree 2 to 50 are converted, via isotropic filtering (Ramillien et al., 2005), to a

spatial load distribution in units of equivalent water height (EWH). The EWH time

series are then detrended to allow comparison with the geodetic dataset. Figure 1.1

shows the resulting peak-to-peak surface load distribution averaged over the study

period of 2007 to 2012.5.
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1.2.1.3 GRACE-derived displacement time series

To enable comparison between the GRACE and GNSS datasets, we compute the

displacements expected at the GNSS site locations from the GRACE-derived surface

load distribution by using the numerical model developed by Chanard et al. (2018b).

The model first decomposes the loads in the temporal and spatial domains and

generates load Love numbers (Farrell, 1972) for an elastic Earth structure with

continental crust (Bassin et al., 2000) and PREM parameters (Dziewonski and

Anderson, 1981). The spatially- and temporally-separated loads are then convolved

with the appropriate load Love numbers to form the desired displacement time

series. Figure 1.2a shows an example of a GRACE-derived time series at station

KLDN. Hereafter, we refer to this dataset as the GRACE dataset.

1.2.2 Variational Bayesian Independent Component Analysis (vbICA)

The goal of any ICA algorithm is to isolate a set of Independent Components

(ICs) that, when mixed together, can explain the observations. As is usual of ICA

algorithms (e.g., JADE, Cardoso and Souloumiac (1993) or FastICA, Hyvärinen

and Oja (1997)), the vbICA framework is set up as a linear mixing problem of

non-moving sources, i.e.,

- = �⌃ + # (1.1)

where - is the matrix of the input time series, � the mixing matrix, ⌃ the sources

matrix and, # the Gaussian noise. The mixing matrix � only depends on the

relative position between the stations and the sources, while matrix ⌃ contains the

temporal functions characterizing the sources. Di�erently from conventional ICA

algorithms, however, vbICA follows a modeling approach, i.e., it searches for some

best (in a sense to be defined) model parameters. This o�ers two advantages: (1)

Data gaps can be handled without any interpolation of the missing data (Chan et al.,

2003; Gualandi et al., 2016) and (2) we gain flexibility in the description of the

sources. In particular, the sources are modeled by a mixture of Gaussians (MoG).

Since any probability density function (pdf) can be expressed as a MoG, given a

su�cient number of Gaussians, the technique is capable of generating multimodal

pdfs commonly observed in geophysical signals (Gualandi et al., 2016).

Under the Bayesian framework, the modeling approach attempts to maximize the

posterior pdf of the model parameters, that in our case are random variables related

to the mixing matrix, the noise and the sources. We refer to Gualandi et al.

(2016) for a list of all the parameters , involved in the model. The best model
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parameter set is that which simultaneously maximizes the statistical independence

of the sources’ pdfs and the fit to the data. Maximizing the parameters’ posterior pdf

is a challenging task that vbICA accomplishes by using a variational approximation

approach consisting in introducing an approximating pdf (?0(,)) to the real posterior

pdf (?(, |-)). The best approximation is the one that minimizes the Kullback-

Leibler (KL) divergence between ?0(,) and ?(, |-), defined as:

⇡ ! [?0(,) | |?(, |-)] =
π

?0(,) ln
?0(,)
?(, |-) 3, . (1.2)

Since the true posterior pdf is unknown, we resort to variational inference and Bayes

theorem to rewrite equation (1.2) as:

⇡ ! [?0(,) | |?(, |-)] =
π

?0(,) ln
?0(,)
?(, , -) 3, +

π
?0(,) ln ?(-)3, (1.3)

⇡ ! [?0(,) | |?(, |-)] =
π

?0(,) ln
?0(,)
?(, , -) 3, + ln ?(-). (1.4)

Since the log-evidence ln ?(-) does not depend on, , we can maximize the integral

term (called the Negative Free Energy) with respect to ?0(,) in order to minimize

the KL divergence on the left-hand side of (1.4).

The Bayesian framework also requires that a priori parameters (or hyper-parameters)

be specified for the pdfs governing the model parameters, . In practice, the choice of

priors a�ects how much the model is allowed to adapt to the observations. However,

since the GNSS dataset under study here is not particularly a�ected by the choice

of prior on the mixing matrix and sources, we select a priori hyper-parameters that

let the data dominate the a posteriori pdf. For the GRACE dataset, we use the same

priors on the mixing matrix and sources precision but select modified values for the

noise precision to account for the increased signal-to-noise ratio (SNR) inherent to

modeled datasets. These sets of hyper-parameter values are specified in Table A.2.

A brief description of these hyper-parameters is also presented in the footnote of

Table A.2.

We aggregate the time series from the two datasets into matrices -("⇥)) where

" is the number of time series (equal to three times the number of stations to

account for the east, north and vertical directions) and ) the number of epochs. We

follow the notation of Gualandi et al. (2016) where, similarly to a Singular Value

Decomposition (SVD) notation, the dataset is decomposed into three matrices:

-("⇥)) ⇠ *("⇥')(('⇥')+
)
('⇥)) (1.5)
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where ' is the number of components, *("⇥') the matrix of spatial distributions,

(('⇥') a weighting diagonal matrix and+()⇥') the matrix of temporal functions. The

only di�erence between the notation of equations (1.1) and (1.5) is the introduction

of the diagonal matrix ( which is obtained after setting the columns of * and

+ to unit norm. Contrary to SVD and the commonly used Principal Component

Analysis (PCA), the columns of* and + are not orthogonal and the weights in ( do

not directly relate to the variance of the dataset. Hereafter, we refer to the spatial

distribution, weight and temporal function of the 8-th component as *8, (8 and +8,

respectively, with 8 = 1, . . . , '.

To decide on the number of components to retain, we resort to the Automatic

Relevance Determination (ARD) criterion posed in Gualandi et al. (2016). The

ARD criterion relies on the variances of the mixing matrix columns which can be

computed from the derived mixing matrix posterior pdf. If the posterior variance of

one column is small (<10 times) compared to the variance of the other columns, this

implies that the corresponding IC contributes very little to the data reconstruction

as its mixing values remain close to the null a priori. We thus select the number

of components to be one less than the number of ICs at which one IC becomes

unimportant for the data reconstruction.

1.2.3 Proposed Procedure

The procedure we propose to extract geodetic seasonal signals aims to identify

components that share the same physical mechanism in the GNSS and GRACE-

derived datasets. The step-by-step procedure can be summarized as follows:

1. Generate GRACE-derived displacement time series using the model presented

in Chanard et al. (2018b).

2. Perform vbICA with an increasing number of ICs on the GNSS dataset until

the ARD criterion is satisfied.

3. Perform vbICA on the GRACE dataset with the number of ICs identified in

step 2.

4. a) Starting with the GNSS IC with the highest weight (8, compare the

temporal function +8 with the remaining unmatched GRACE temporal

functions by computing correlation coe�cients (d).

b) Pair GNSS IC8 with the GRACE IC with which it has the highest d.
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c) If the correlation is higher than 0.50, consider the match a good one.

Tables A.3 and A.4 demonstrate how this pairing process is done in the

Arabian Peninsula and the Nepal Himalaya, respectively.

5. Reconstruct the geodetic seasonal signal from the GNSS ICs having a good

match with GRACE ICs.

Note that the above procedure is only meant as a general guideline for potential users

of this technique and can be modified as needed. The 0.50 correlation coe�cient

criterion, for example, is somewhat arbitrary and could be modified, as long as there

is some methodology in place to match the ICs across the two datasets.

1.3 Case Studies

1.3.1 Arabian Peninsula

As a first test case, we apply the proposed technique to the Arabian Peninsula — a

region with a relatively simple but important seasonal loading pattern (e.g., Figures

A.1(v) – A.1(viii)). The first two ICs (shown in Figure 1.3) explain about 55% of

the data variance in the GNSS dataset and are found to be su�cient to satisfy step 2)

of the procedure. Looking at the temporal functions of the ICs, we find that +GNSS
1

and +GRACE
1 are both seasonal and agree well with one another (d = 0.692; Table

1.1; Figure 1.3a), providing strong evidence to conclude that the seasonal signal

in Arabia is of hydrological origin. Although establishing the exact hydrological

cause(s) of the signal is outside the scope of this study, we expect the hydrological

seasonality to be at least partially caused by the inflow of water in the Red Sea (from

the Gulf of Aden) in the fall and the subsequent outflow in the spring, both resulting

from the Monsoon climate (Smeed, 2004; Wahr et al., 2014).

As for the spatial distributions *GNSS
1 and *GRACE

1 , there is good agreement in the

vertical direction but discrepancies are visible in the horizontal directions. We see

two potential reasons for these discrepancies. 1) The GRACE dataset is derived from

long-wavelength gravity measurements (> 200 km) whereas GNSS observations are

local measurements. Geodetic measurements can thus be a�ected by local hetero-

geneities (e.g., in mass, Earth rheology or in surface load due to basins and rivers)

that are averaged out in the GRACE dataset. This is especially true for horizontal

GNSS measurements which are more sensitive to small-wavelength heterogeneities

than vertical measurements. For example, the large amplitude observed at GNSS

station HALY (Figure 1.3c) could be due to a nearby body of groundwater with
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Figure 1.3: ICA results for the Arabian Peninsula case for degrees > 1. (a and d)
Time evolutions (+) for IC1 and IC2 from the GNSS dataset (black) and the GRACE
model (red). The correlation coe�cients and ( values are reported in each case
in the top left and right corners, respectively. (b and e) PSDs associated with the
time evolutions in (a) and (d). The 1st and 2nd draconitic harmonics are indicated
by the dashed lines. (c and f) Spatial distribution (*) for IC1 and IC2. Arrows
are the horizontal displacement for the GNSS data (black) and the GRACE model
(red). Uncertainty ellipses for the spatial distributions correspond to 1f confidence
intervals. Circles are the vertical displacement for the GNSS data (inner circle)
and the GRACE model (outer circle). * has been multiplied by the appropriate (
in order to express the spatial distribution in mm. While ICGNSS

1 and ICGRACE
1 are

seasonal and matching, ICGNSS
2 and ICGRACE

2 are not. ICGNSS
2 is instead attributed

to draconitic e�ects.
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Table 1.1: Correlation coe�cients between the GNSS – GRACE Model IC pairs
shown in Figures 1.3, 1.5 1.7-1.10. Note that the combined approach refers to the
original analysis performed in Section 1.3. The all-degrees and horizontal/vertical
analyses are presented in Sections 1.4.1 and 1.4.2, respectively.

high seasonality. 2) The signal extracted from the GNSS dataset is still mixed with

other physical e�ects (e.g., poroelastic and thermoelastic) or potential systematic

GNSS processing errors, both not captured by gravimetric measurements. In other

words, there might be cross-talk (i.e., leakage of one IC into another) between the

ICs. However, given the high correlation between+GNSS
1 and+GRACE

1 , we argue that

cross-talk is negligible in this case.

To investigate the first possibility, in Figure 1.4, we demonstrate how an hetero-

geneous load distribution, for example, can result in di�erent horizontal *s for

datasets of di�erent spatial resolutions. Figure 1.4b shows an heterogeneous load

distribution and the resulting deformation at 10 fictive GNSS stations computed

using a simple Boussinesq forward model (Boussinesq, 1885). In Figure 1.4a, the

same total load is instead averaged out over the entire 400 x 400 km area to simulate

the resolution of the GRACE dataset. Calculating the deformation induced at these

same 10 stations, we find that the horizontal displacements are di�erent than in

(b), even though these two scenarios present the same total load. Discrepancies in

displacements are observed in the horizontal direction but the vertical distributions

display a similar pattern independent of load heterogeneity. This is consistent with

what we observe in real GNSS datasets. Note that discrepancies only arise for

the stations inside the loaded area; stations outside the loaded patch feel a similar

e�ective load whether the distribution is averaged out or not.

Modeling these local e�ects goes beyond the goals of this paper and requires a more

refined surface load distribution that can be achieved through integrated models
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Figure 1.4: Deformation induced by (a) homogeneous and (b) heterogeneous load
distribution (grey scale), measured at 10 fictive GNSS stations (triangles). Scenar-
ios (a) and (b) are representative of the spatial resolution of GNSS and GRACE
measurements, respectively.

relying on local meteorological data for example. Ultimately, since we use the

*s from the GNSS dataset to reconstruct the desired signal from the seasonal +s,

such local e�ects are inherently modeled by the technique. Thus, our conclusions

regarding the origin of the seasonal geodetic signal remain unchanged in light of

these diverging*s.

As for the second IC, the correlation between +GNSS
2 and +GRACE

2 (d = 0.164;

Table 1.1; Figure 1.3d) does not satisfy the criterion in Step 4c). The quasi-

perpendicularity of the directions of the horizontal responses of*GNSS
2 and*GRACE

2

reinforces the idea that the two signals are not related, i.e., ICGNSS
2 cannot be

attributed to surface load variations. Considering the power spectral density (PSD)

distribution of the temporal functions in Figure 1.3e, +GNSS
2 displays a mix of

quasi-annual and quasi-biannual signals, whereas +GRACE
2 shows annual and multi-

annual signals (Figure 1.3e). Given that the PSD of +GNSS
2 peaks around the first

and second draconitic harmonics, we instead attribute ICGNSS
2 to draconitic e�ects

known to a�ect GNSS measurements (Ray et al., 2008). Draconitic e�ects are

systematic errors in geodetic products most likely due to orbit modeling deficiencies.

The resulting signals being spatially correlated, with a spatial correlation a priori
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Table 1.2: Mean absolute errors (MAE) between GNSS data and di�erent ICA
reconstructions

distinct from the loading processes, we expect vbICA to be able to discriminate

them from true deformation signals. Figure A.2 shows that +GNSS
2 can indeed be

explained by a sum of sinuisoids with periods corresponding to the first 6 draconitic

harmonics (351.6, 175.8, 87.9, 44.0, 22.0, and 11.0 days). Mean absolute errors

(MAE) between the GNSS dataset and the ICA time series reconstructed with the

seasonal ICGNSS
1 and the draconitic ICGNSS

2 are listed in Table 1.2. MAE values are

considerably higher in the vertical because the signal is stronger in this direction.

1.3.2 Nepal Himalaya

The Nepal Himalaya represents a more intricate case due to its more complex hydro-

logical loading pattern. The procedure once again prescribes a two components ICA

as presented in Figure 1.5. In this case, the temporal functions from both datasets

are all seasonal and the correlation coe�cients are highest for the pairs +GNSS
1 -

+GRACE
1 (d = 0.825; Table 1.1; Figure 1.5a) and +GNSS

2 - +GRACE
2 (d = 0.628; Table

1.1; Figure 1.5d). We thus argue that both ICGNSS
1 and ICGNSS

2 should be related

to hydrological processes. The vertical patterns of *GNSS
1 and *GRACE

1 are in good

agreement, while the horizontal distribution of*GNSS
1 is again quite heterogeneous

compared to*GRACE
1 . Considering*GNSS

2 and*GRACE
2 , we notice a substantial im-

provement and degradation in the agreement of the horizontal and vertical patterns,

respectively. In light of these observations, it is useful to consider the nature of the

load by considering the gravimetric data presented in Section 1.2.1.2. Movie A.1

in the appendix shows a migration of the load distribution over time, from south-

east to central Asia. This trend corresponds to the Indian Monsoon regime which

causes heavy precipitations during the summer months (Bettinelli et al., 2008). This

load pattern cannot be considered stationary as the Monsoon first hits the eastern

Himalaya and gradually sweeps westwards over the whole arc during the summer.
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Figure 1.5: Same as Figure 1.3 but for the Himalayan case. In this case, both pairs
of ICs are seasonal and matching.

This process results in a westward moving source of load. Since vbICA assumes

non-moving sources (Section 1.2.2), multiple components are necessary to fully re-

cover the e�ects of the propagating Monsoon load. For the special case of a source

moving at a constant speed in a constant direction, we find that two components

are su�cient to explain the observations and that these two components must be

derivatives of one another.

Section A.1 in Appendix A presents an analytical proof of these results valid for

simple harmonic loads and the Boussinesq forward model in Figure 1.6 demonstrates

that these findings might hold for a broader category of deformation fields (i.e., the

temporal functions do not need to be simple sinusoids and the temporal mixing



25

Figure 1.6: 2-component vbICA decomposition of a load pattern moving to the right
at a constant velocity with a non-symmetric temporal function. (a) Temporal load
evolution at di�erent point along the loaded patch. (b and d) Temporal functions
corresponding to IC1 and IC2. The red curve in (d) corresponds to the derivative of
IC1. (c and e) Load distribution (in shades of grey) and vbICA spatial distribution
(in yellow to red colors).

factors need not be harmonic). In Figure 1.6, we first compute the deformation

induced by a load propagating to the right with the temporal function shown in

Figure 1.6a. After performing a vbICA on the resulting deformation field, we

find that 2 components are indeed su�cient to explain all of the data variance and

that the second component is the derivative of the first component as indicated by

the excellent fit between the black and red lines in Figure 1.6d. Moreover, IC1 is

associated with the loading pattern itself whereas IC2 is related to the motion of the

loading pattern, which is consistent with what we observe in the Nepal Himalaya.

Since in the Himalaya we indeed find that +GNSS
2 approximates the derivative of

+GNSS
1 (Figure A.3), we conclude that the two ICs are likely expressing the moving
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nature of the Monsoonal load. The fact that the horizontal patterns of *GNSS
2 and

*GRACE
2 both point in the direction of load migration further supports this conclusion.

Discrepancies in amplitudes between the two datasets (e.g., (GNSS
2 > (GRACE

2 ) could

be due to thermal, poroelastic and atmospheric e�ects not captured by the GRACE

satellites (Dong et al., 2002).

As for the draconitic e�ect in the Nepal Himalaya, there is a quasi-biannual signal

present in +GNSS
2 which approximately corresponds to the 2nd draconitic harmonic,

meaning that the draconitic e�ect might have infiltrated ICGNSS
2 . A decomposition

with three ICs (Figure A.4) still shows the same features for the first two ICs but

+GNSS
3 and +GRACE

3 do not display an acceptable correlation (d = 0.346; Figure

A.4g), indicating that ICGNSS
3 is likely not related to surface loading. An analysis

of the associated PSD (Figure A.4h) reveals that +GNSS
3 peaks around the 2nd

draconitic harmonic but not around the 1st. Given that (GNSS
2 is considerably higher

than (GRACE
2 , it is possible that part of the annual signal in ICGNSS

2 is due to 1st

harmonic draconitic e�ects. Draconitic errors usually exhibit a long-wavelength

spatial pattern. Thus, one reason why the first draconitic harmonic signal may be

absorbed into the annual component in the Himalaya but not in Arabia is because the

hydrological signal is of longer wavelength in the Himalaya. Moreover, looking at

the sum of sinusoids fit of+GNSS
2 in Figure A.5, we see that, in addition to the annual

and biannual periods, the first 2 draconitic harmonics play the most important role

in reconstructing the signal. +GNSS
3 in Figure A.6, on the other hand, can be mostly

explained by the first 2 draconitic harmonics alone. We conclude that ICGNSS
3 is

probably mostly draconitic and that there might be some leakage of ICGNSS
3 into

ICGNSS
2 . MAE values from the ICA reconstruction with ICGNSS

1 and ICGNSS
2 are

presented in Table 1.2.

1.4 Variations to the General Procedure

1.4.1 Inclusion of the degree-1 contribution

Although we have previously removed the degree-1 contribution from the GNSS

time series for comparison purposes, the degree-1 spherical harmonic deformation

is important to consider since a significant portion of it is due to redistributions

in very long wavelength hydrological mass. Identifying the origin of the degree-1

deformation field as recorded by GNSS stations has large implication for reference

frame definitions. If the extracted seasonal signal is meant for hydrological studies,

it would be preferable to perform the analysis directly on the original GNSS time

series (i.e., not corrected for degree-1) and on the GRACE-derived time series to
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Figure 1.7: Same as Figure 1.3 but for the all-degrees case.

which the degree-1 contribution has been added as described in Chanard et al.

(2018b). The results from such analyses are presented in Figures 1.7 and 1.8 (and

A.7) and the correlation coe�cients and MAEs in Tables 1 and 2, respectively.

Unsurprisingly, the correlation coe�cients for the IC1’s are larger for the all-degrees

case than the degrees > 1 analysis for both the Arabian Peninsula and the Nepal

Himalaya. This is to be expected since a portion of the vbICA input, namely

the degree-1 contribution, is correlated in both datasets. The spatial correlations

between the matching *GNSS and *GRACE are also better, especially in the Arabian

Peninsula where the degree-1 contribution is a comparatively more important part

of the seasonal signal. Although the correlation between*GNSS
2 and*GRACE

2 in the

Himalaya is noticeably improved for the all-degrees case, the correlation coe�cient

between+GNSS
2 and+GRACE

2 is actually smaller in that case. We hypothesize that this

may be due to the relative stationarity of the degree-1 deformation field compared
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Figure 1.8: Same as Figure 1.5 but for the all-degrees case. See Figure A.7 in
Appendix A for a close-up view on Nepal.

to that of higher degrees, diminishing the importance of the propagation signal

and thus making it harder to resolve by the vbICA. Nonetheless, given that the

correlation coe�cient is above the threshold of 0.50 and +GNSS
2 and +GRACE

2 are

visibly matching, we still conclude that ICGNSS
1 and ICGNSS

2 for the Himalaya are

most likely of hydrological origin.

Since we reach the same conclusions whether we apply the procedure to the datasets

with or without the degree-1 contribution, we recommend doing the analysis without

correcting the GNSS time series for the degree-1 deformation. This way, the

resulting ICA reconstruction will not depend on the choice of degree-1 field and

will be readily useable for hydrological studies. Going through the procedure
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without the degree-1 contribution was still necessary, however, to demonstrate that

the correlation between the ICGNSS and ICGRACE is not solely due to the GNSS-

derived degree-1 contribution added to the GRACE dataset. For reference, Figures

A.2, A.3 and A.5 are also presented for the all-degrees analysis to show that the

discussion from Section 1.3 still holds in this case.

1.4.2 Analysis on the vertical and horizontal time series separately

Up to this point, we have applied the procedure to the vertical and horizontal time

series simultaneously without questioning the validity of this combined approach.

The intuitive reasoning behind this approach is that the vertical and horizontal defor-

mation fields should have the same source. To evaluate the validity of our combined

approach, we compare our results so far to that obtained through vbICAs performed

separately on the vertical and horizontal time series (with degree-1) (Figures 1.9

and 1.10). In both Arabia and Himalaya, we find that ICGNSS
1 and ICGRACE

1 from the

vertical decomposition are quite similar to those from the combined analysis. This

is expected because vertical seasonal deformation is the dominant signal in these

time series. For the horizontal analysis in Arabia, the decomposition does not seem

to be separating the seasonal loading from the draconitic e�ect in the GNSS dataset,

thus resulting in a lower correlation coe�cient between +GNSS
1 and +GRACE

1 . The

horizontal decomposition also does not perform as well in Nepal as +GRACE
2 does

not match +GNSS
2 , possibly because the horizontal direction is largely a�ected by

localized loads in the mid/high range (e.g., rivers) that GRACE averages out. This

e�ect is smoothed out in the combined approach because the vertical direction is

much less a�ected by small scale loads and therefore consistent with GRACE.

In terms of MAEs (Table 1.2), in the Himalaya, all values are smaller for the com-

bined analyses than for the horizontal/vertical analyses. In the Arabian Peninsula,

only about half the values are smaller for the combined analyses. However, looking

at the sample GNSS time series and vbICA reconstructions from a combined and a

vertical/horizontal analysis in Figure A.8, the fit to the east and north directions is

visually better for the combined case. This is because the separated analysis does a

poor job at capturing the weak but still existent seasonal signal in the east and north

time series. We hypothesize that this is because the signal is too weak to be captured

by the vbICA in the horizontal time series alone. Thus, unless the approach in

which the horizontals and verticals are separated is improved, we advocate for the

combined approach.
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Figure 1.9: Same as Figure 1.3 but for the vertical/horizontal, all-degrees analysis.
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Figure 1.10: Same as Figure 1.5 but for the vertical/horizontal, all-degrees analysis.
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1.5 Discussions and Conclusions

We have shown that supplementing a GRACE-based deformation model with a

vbICA provides an e�cient and accurate means of isolating surface load contribu-

tions from geodetic time series. We used the fact that GNSS and GRACE-derived

displacements yield consistent time functions in both the Arabian Peninsula and the

Nepal Himalaya to validate the origin of the ICsGNSSs related to continental water

mass variations. Specifically, we recommend following the proposed procedure pre-

sented in Section 1.2.3 with the vbICA performed simultaneously on the horizontal

and vertical time series including the degree-1 deformation field (as presented in

Figures 1.7 and 1.8) since, of the di�erent analyses presented in this work, it is the

simplest and most robust approach to recover the complete surface load variation

signal from the GNSS time series.

To correct the GNSS dataset for these seasonal e�ects, we suggest to directly subtract

the matched ICsGNSS from the geodetic time series as opposed to subtracting the

associated ICsGRACE. We argue that this approach is more accurate in filtering out

the non-tectonic seasonal signals than the latter as GNSS stations are sensitive to

local e�ects that are smoothed out by the GRACE data acquisition and processing.

Figures A.1 show examples of ICA reconstructions and corrected GNSS time series

using this approach. MAE values are also presented in map format in Figures A.9

and A.10. Moreover, once an ICGNSS in a given region has been identified as being

caused by surface load variations by comparison with the GRACE-derived dataset

over a su�ciently long timespan, redoing the comparison would not be strictly

necessary if a similar ICGNSS is obtained from a vbICA in the same region but over

a longer time span. In other words, the method could still be useful for epochs with

missing GRACE data.

Although both study areas display a single hydrological seasonal source, we retain

two ICs to correct the GNSS time series to account for (1) draconitic errors in the

case of Arabia and (2) the migratory behavior of the load in Nepal. In the latter case,

a third IC is related to the GNSS draconitic error, here considered as noise. Since

the SNR between the hydrological signal and the draconitic error is larger in Nepal

than Arabia, it is reasonable to expect this noise to appear in higher components,

although not strictly necessary to reproduce the observations to first order as seen

in Figure 1.2c. Nonetheless, the fact that vbICA is able to discriminate at least part

of the draconitic error from the hydrological signal for the low SNR scenario is a

major strength of the proposed procedure. Moreover, we recognize that the decision
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to retain only two components for the decompositions is influenced by our choice

of a priori hyper-parameters in the vbICA. Even if ICA is not meant to decompose

the dataset in terms of variance maximization, an alternative approach could be to

select the number of components by setting a minimum threshold on the amount of

variance explained. In either case, selecting the number of components remains a

case-dependent decision in which expert judgment still plays an important role.

The two complementary examples shown in this work demonstrate that the procedure

is robust to complexities associated with spatial heterogeneities (e.g., local mass

anomaly, poro- and thermoelastic deformation and regional deviation from PREM)

and simple moving loads. The technique can also help to isolate systematic errors

in geodetic products, especially in low SNR ratio scenarios as is the case in Arabia.

In a tectonically active region like Nepal, the technique can be used to investigate

the link between seasonal loading and seismic activity.

It should be noted that although the technique aims to identify components that share

the same physical mechanism across the two datasets, what the procedure is actually

doing is identifying GNSS components that follow the same temporal pattern as

surface load variations measured with GRACE. If there happened to be a source of

deformation di�erent but in phase with the GRACE components, then the seasonal

signal extracted from the GNSS data might not be entirely caused by surface loading.

A prime candidate for this is thermoelastic deformation of solid Earth (Ben-Zion

and Leary, 1986; Fang et al., 2014; Tsai, 2011) and or eventually of the GNSS

monuments (Yan et al., 2009). Since, in the two study areas presented here, the

temporal pattern and the amplitude of the GNSS seasonal signal agree fairly well with

the prediction made from GRACE, we are confident that thermoelastic deformation

is not a dominant e�ect in these regions. It could however be more significant in

other regions, and the geodetic signal could then represent the combined e�ect of

surface load and surface temperature variations if both signals were in phase.

Now that this methodology has been benchmarked for seasonal signals, a similar

technique could be developed to capture multiannual hydrological trends which

could provide new insights into Earth’s rheology (Chanard et al., 2018a). When

additional ICs are included in the analysis, the technique can also be used to compare

them with non-hydrological sources of known temporal behavior to help validate

their physical causes. In fact, any dataset with a spatio-temporal structure can be

analyzed with the vbICA algorithm, making the approach suitable for the study of

other geophysical problems. For example, a similar procedure could be applied to
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seismological data to study the e�ects of hydrology on seismic velocities. The kind

of techniques describe in this study will also be particularly useful in exploiting

the upcoming dataset from the GRACE Follow-On mission which will benefit from

better procedures to relate surface hydrology and transient geodetic strain.
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2.1 Introduction
Hydrological processes occurring at the surface of the Earth redistribute continental

water mass and the resulting load variations deform the solid Earth. The primarily

seasonal deformation can be measured with space-based geodetic techniques such

as GNSS (Global Navigation Satellite System) (Blewitt et al., 2001; van Dam et al.,

2001; Dong et al., 2002). It is thus possible to infer fluctuations in continental

water storage from GNSS time series (Ouellette et al., 2013; Argus et al., 2014,

2017; Borsa et al., 2014; Fu et al., 2015; Adusumilli et al., 2019; Ferreira et al.,

2019) assuming that the regional deformation field induced by hydrology can be

separated from other geodetic signals and/or systematic errors (Chanard et al.,

2020). Such regional-scale constraints on hydrological fluctuations help bridge

the gap between in situ measurements (e.g., groundwater monitoring wells, stream

gauges) and continental-scale observations from the Gravity Recovery and Climate

Experiment (GRACE) mission (Tapley et al., 2004).

At a global scale, seasonal signals in GNSS time series are not entirely explained by

GRACE-measured hydrological loading (Chanard et al., 2018). Additional defor-

mation mechanisms related to groundwater and temperature variations are thought

to explain a significant fraction of this seasonal variance (Tsai, 2011). In particular,

aquifer basins — which store roughly 30% of Earth’s freshwater reserves (Shik-

lomanov, 1993) — are prone to poroelastic swelling in addition to hydrological

loading (Wang, 2000). An increase in surface and groundwater mass (Figure 2.1A)

translates to an increase of load which leads to subsidence and horizontal displace-
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Figure 2.1: Deformation due to hydrological elastic loading vs poroelastic eigen-
strain. (A) Schematic representation of an increase in surface and groundwater mass
in the vicinity of GNSS stations. (B) The added mass, whether at the surface or in
the ground, causes subsidence and horizontal motion towards the added load. The
surface vertical displacement expected from a circular load on an elastic half-space
is shown in black. (C) At the same time, groundwater recharge increases pore
water pressure within the aquifer, leading to upward vertical and outward horizontal
displacements. While most of the vertical deformation comes from poroelastic ex-
pansion (black), horizontal and vertical displacements also result from basal shear
stresses (red).

ments towards the added load (Boussinesq, 1885; Verruijt, 2009) (Figure 2.1B). At

the same time, the increase in groundwater storage rises pore pressure levels and

generates eigenstrains within the aquifer and hence induces uplift and radially out-

ward surface displacements (King et al., 2007; Galloway and Burbey, 2011) (Figure

2.1C).

Separating the contributions of hydrological loading and poroelasticity in geodetic

time series is crucial to better understand the physics of either deformation processes

and quantify fluctuations in total water storage. Extracting the poroelastic deforma-

tion field has direct implications for inferring, at the field scale, the hydromechanical

properties of aquifer systems which are tightly linked to hydrodynamical properties.
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Indeed, surface deformation provides information about internal aquifer processes

which are generally not accessible otherwise. Such insight could improve the repre-

sentation of groundwater within global and regional hydrological models and hence

strengthen their predictive ability (Gleeson et al., 2021). Estimates of e�ective

elastic moduli obtained through geodesy also provide measurements at a scale and

loading rate (i.e., quasi-static) relevant for geohydrologic processes and comple-

mentary to those obtained through seismology and laboratory experiments (Carlson

et al., 2020). Beyond hydrological applications, characterizing the seasonal content

of geodetic time series is also essential to isolate the deformation associated with

tectonic processes (Michel et al., 2019; Vergnolle et al., 2010) and to investigate

the response of seismicity to seasonal forcings (Bettinelli et al., 2008; Craig et al.,

2017; Johnson et al., 2017).

A number of studies, mostly using Interferometric Synthetic Aperture Radar (In-

SAR), have demonstrated the feasibility of documenting aquifer dynamics and infer-

ring their mechanical properties based on remote sensing measurements of surface

deformation and in situ measurements of groundwater levels (Amelung et al., 1999;

Bell et al., 2008; Wisely and Schmidt, 2010; Galloway and Burbey, 2011; Chaussard

et al., 2014, 2017; Miller et al., 2017; Ojha et al., 2018; Riel et al., 2018; Alghamdi

et al., 2020; Hu and Bürgmann, 2020; Gualandi and Liu, 2021). Most of these

studies focused on aquifer basins where the poroelastic response dominates the lo-

cal deformation field. At a regional scale, however, both deformation fields vary

spatially and are not easily separated given the codependency of these deformation

processes.

Here, we describe a new methodology to extract poroelastic deformation from

GNSS time series by harnessing observations from the GRACE satellites and in

situ groundwater monitoring wells as well as a blind source separation technique

(Gualandi et al., 2016). Focusing on GNSS data as opposed to InSAR provides (1)

a complementary set of geodetic observations with di�erent systematic errors, (2)

the opportunity to study larger aquifer systems at which InSAR processing becomes

challenging and (3) a means to correct for known hydrological e�ects in GNSS time

series extensively used in tectonic studies. Indeed, GNSS provides insight into the

3D surface deformation field complementary to InSAR, particularly when it comes

to horizontal displacements. This is important because, as we emphasize in this

work, horizontal and vertical deformation fields arising from di�erent mechanisms

can have distinct spatial signatures.
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Previous studies have described poroelastic deformation fields using a number of

modeling frameworks, including the USGS modular finite-di�erence groundwater

flow model (MODFLOW) (Ho�mann and Wilson, 2003), finite strain cuboids in

a homogeneous elastic half-space (Barbot et al., 2017; Silverii et al., 2019; Hu

and Bürgmann, 2020), and mixed finite element models (Ferronato et al., 2010;

Alghamdi et al., 2020). In this work, we present an alternative framework to char-

acterize the vertical and horizontal surface displacements arising from poroelastic

eigenstrains in an unconfined aquifer with heterogeneous elastic properties (Fleitout

and Chanard, 2018). We hope that the resulting (semi-)analytical solutions can serve

as an intermediate between models with homogeneous elastic properties and more

involved numerical models, and hence provide further insight into the complex,

three-dimensional deformation field of aquifer systems.

The manuscript is organized as follows: We first introduce the geohydrological

setting and data sets of our study area in Section 2.2. We selected the Ozark Plateaus

Aquifer System (OPAS) in central United States to test the method because of the

relatively quiescent tectonic setting (Craig and Calais, 2014; Calais et al., 2016),

the data availability and the well-documented geohydrological setting (e.g., Imes

and Emmett, 1994; Hays et al., 2016; Westerman et al., 2016; Knierim et al., 2017).

In Section 2.3, we characterize the heterogeneous groundwater level dataset with

an Independent Component Analysis (ICA). We then present analytical solutions

for simple disk loading and aquifer scenarios before extracting the 3D poroelastic

deformation field from the GNSS time series in Section 2.4. We conclude the

study by inferring the heterogeneous distribution of elastic moduli in OPAS from

the extracted groundwater level variations and vertical poroelastic displacements in

Section 2.5.

2.2 Regional Setting and Data Sets
2.2.1 The Ozark Plateaus Aquifer System (OPAS)
OPAS is a large system of aquifers and confining units in the Mississippi River basin

in central United States (Figure 2.2). The system is bounded by the Mississippi

River and its alluvial plain, the Missouri River and Arkansas River to the east, north

and south, respectively, and by a saline to freshwater transition zone to the west

(Imes and Emmett, 1994) (Figure 2.2A). Although it is a significant source of water

for agricultural and public supply in the region, groundwater use in OPAS represents

a relatively small portion of the hydrologic budget – about 2% of aquifer recharge

(Hays et al., 2016). Most groundwater recharge flows laterally, feeding other aquifers
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Figure 2.2: Regional hydrogeological setting. (A) Simplified outcrop map of the
Ozark Plateaus Aquifer System (OPAS) based on physiographic sections (modified
from Hays et al. (2016) and Knierim et al. (2017)) and neighbouring aquifer systems
(from USGS map of Principal Aquifers). (B) Geographical location of OPAS. (C)
Hydrogeological cross-section at the dashed line in A based on Westerman et al.
(2016).

and sustaining streams, lakes and wetlands (Hays et al., 2016). Nonetheless, ground-

water pumping does cause localized cones of depression around certain urban areas

such as Springfield, Missouri (Imes, 1989).

OPAS is composed of interbedded layers of carbonate and clastic deposits around

the topographic high Ozark dome (Hays et al., 2016; Westerman et al., 2016). The

system is underlaid by a basement confining unit which outcrops at the Ozark dome

in east-central Missouri (Figure 2.2AC). The Ozark aquifer system (OAS) – the

most important water-bearing unit of the system – crops out at the center of the

system and is otherwise overlaid by the Springfield Plateau aquifer system (SPAS)

and/or the Western Interior Plains confining system (WIPCS). North of the Missouri

- Arkansas border, carbonate-rich units such as SPAS and OAS present rich karst

features (Hays et al., 2016).
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Other aquifer systems surrounding OPAS are also shown in Figure 2.2. The Mis-

sissippi Embayment Aquifer System and the shallower Mississippi River Valley

Aquifer southeast of OPAS supply much of the irrigation water for the agriculture-

intensive region (Hart et al., 2008). The Mississippian Aquifers and glacial deposits

from the Laurentide Ice Sheet occupy the north and northeastern boundaries of the

study area (Bayless et al., 2017).

2.2.2 Data Sets
2.2.2.1 Groundwater level time series

Groundwater monitoring wells (i.e., piezometers) record the temporal evolution of

hydraulic head at a given depth. In this study, we take advantage of the piezometric

network maintained by the United States Geological Survey which provides daily ob-

servations of water level depth (USGS Water Services; https://waterservices.usgs.gov).

Of the 312 wells in the study area, we retain the 167 sites with 60% or more data

completeness during the 2007 to 2017 timespan and further exclude seven stations

classified as anomalous after visual inspection (Figure B.1). For example, two time

series with a typical groundwater pumping signature (Figure B.1) are excluded from

the analysis because these signals are expected to be very local (tens of meters) —

as they represent the aquifer response to local forcings — and to bias the analysis

due to their large amplitudes. We subtract the altitude at each well location to

obtain the hydraulic head, detrend the time series and compute monthly averages to

facilitate comparison with the other data sets used in this study. The positions of the

160 selected wells are shown in Figure 2.3A and examples of retained time series

are presented in Figure 2.3B. They present seasonal and multi-annual water level

oscillations from a few to tens of meters in amplitude.

2.2.2.2 GRACE-derived displacement time series

GRACE satellites monitor space and time variations in Earth’s gravity field from

which changes in continental water storage — which include both surface and

groundwater mass (Figure 2.1A) — can be inferred and expressed in units of equiv-

alent water height (EWH). At the global scale, GRACE-based models have been

shown to better explain the seasonal signals in GNSS datasets than hydrology-based

models (Li et al., 2016). Here, we make use of the Level 2 Release 06 spherical har-

monics GRACE solution up to degree 96 where low degree harmonics⇠20 have been

replaced by SLR-derived values provided by the Center for Space Research (CSR)



45

Figure 2.3: GNSS, GRACE, and groundwater data sets. (A) Annual EWH peak-to-
peak amplitudes derived from GRACE and locations of GNSS stations and ground-
water monitoring wells used in this study. The color of the well markers indicates
the aquifer system at the base of a well and the shape describes the type of aquifer(s)
— i.e., confined or unconfined — encountered by a well (as classified by the USGS).
(B) Example of groundwater time series at di�erent locations across OPAS. Note
that the time series are o�setted and that GW4 is divided by a factor of 10 for
illustration purposes. Well depths are indicated in parenthesis. The featured wells
correspond to USGS site numbers 373955091065901 (GW1), 372853091061801
(GW2), 373701093151601 (GW3) and 364324091515001 (GW4).
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(Bettadpur, 2018; GRACE, 2018) and DDK5-filtered to minimize north-south strip-

ing noise (Kusche et al., 2009). We add back the atmospheric and non-tidal oceanic

contributions as these e�ects are not corrected in the GNSS data set and detrend the

resulting time series. The colormap in Figure 2.3A shows the average annual EWH

peak-to-peak amplitudes observed during the 2007 to 2017 timespan and reveals an

important large-scale NW to SE gradient in regional water storage changes, with

higher amplitudes concentrated around the Mississippi Alluvial Valley.

To quantify the large-scale hydrological elastic loading deformation resulting from

changes in surface water and groundwater mass (Figure 2.1B), we compute the de-

formation expected from GRACE-inferred loads at the GNSS sites using a spherical

elastic layered Earth model based on the Love number formalism (Farrell, 1972;

Chanard et al., 2018). Note that while hydrological loading can, in theory, produce

both elastic and viscoelastic deformation fields, here we limit our analysis to a purely

elastic model given that the Earth’s response is in phase with loading at the annual

and multiannual timescales. Moreover, while changes in groundwater mass do not

occur exactly at the surface of the Earth, the depth at which those changes occur

(on the order of 1 km at most) is negligible compared to the radius of the Earth,

which is the key quantity in elastic loading equations on a spherical Earth (Farrell,

1972). For example, using a radius of 6370 km instead of 6371 km would result

in a 0.01% change in the computed surface displacements. We therefore neglect

this depth dependency in our calculations. Given the relatively large spatial wave-

lengths considered here, we also neglect the e�ect of relatively weak aquifer layers.

Examples of the resulting time series are compared to the corresponding GNSS

measurements in Figure B.2. In Figure B.3, we show that the modeled displace-

ments in this region are relatively insensitive to the particular choice of GRACE

solution as solutions from the CSR, JPL and GFZ centers all produce displacements

with mean absolute di�erences smaller than 1 mm (the approximate uncertainty of

GNSS measurements).

2.2.2.3 GNSS displacement time series

GNSS tracks the vertical and horizontal displacements of geodetic monuments an-

chored a few meters below the ground surface (or on top of buildings for fewer

than 15% of stations). In this analysis, we start from the time series processed

by the Nevada Geodetic Laboratory and expressed in the IGS14 reference frame

(International GNSS Service), based on the latest release of the International Ter-



47

restrial Reference Frame (ITRF2014), (Altamimi et al., 2016; Blewitt et al., 2018,

http://geodesy.unr.edu). Of the 315 stations located in the study area which is delim-

ited by longitudes -96º to -89º and latitudes 34.5º to 40.5º, we retain the 92 stations

with at least 60% of daily data between 2007 and 2017. After visual inspection,

six additional stations (CVMS, MOGF, MOMK, MOSI, NWCC, and SAL5) are

discarded due to spurious large amplitude signals. The positions of the remaining

86 stations are shown in Figures 2.3A and B.4.

For each time series, we fit a trajectory model (Bevis and Brown, 2014) with a lin-

ear trend, annual and semi-annual terms and step functions to account for material

changes and potential coseismic displacements (http://geodesy.unr.edu/NGLStationPages/steps.txt)

as well as visually obvious o�sets. We subtract the best-fit linear trend and step

functions from the time series but do not correct for the periodic terms. Next, we

identify and eliminate outliers defined as points that exceed three times the average

deviation from the 90-day median for any of the three directions (east, north, ver-

tical). The time series are then monthly averaged to match the GRACE temporal

resolution. Finally, the spherical harmonic degree-1 deformation field is estimated

from a global network of 1150 GNSS stations and subtracted from retained GNSS

time series to allow for a direct comparison with GRACE observations which do not

capture degree-1 mass changes (Chanard et al., 2018). Examples of the resulting

time series are provided in Figure B.2.

2.3 Fluctuations in groundwater levels
The first step towards extracting poroelastic signals from our GNSS dataset is to

characterize the groundwater fluctuations responsible for the deformation. This re-

quires some form of spatial interpolation since piezometers only probe groundwater

levels at discrete points in space and are generally not co-located with GNSS sta-

tions. We determine that directly interpolating between the piezometric sensors is

not warranted in this case given the heterogeneous nature of aquifers and the variable

depth of wells (Figure 2.3). For example, neighboring piezometers GW1 and GW2

in Figure 2.3B reveal very di�erent temporal signatures. On the other hand, GW2

and GW3 — which are over 200 km apart — have highly correlated time series.

Groundwater fluctuations at GW4 also correlate with GW2 and GW3 but are of

much higher amplitude. The groundwater dataset thus contains both regional- and

local-scale signals with peak-to-peak amplitudes that span two orders of magnitude

(⇠0.5 to 50 m).
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Figure 2.4: ICA decomposition of the groundwater dataset. (A) Temporal evolution
and weighting factors of the three components ICA. The temporal functions are o�-
setted for illustration purposes. The variance of the groundwater dataset explained
by each component is also indicated in parenthesis. (B-D) Weighted spatial distri-
butions of the three components (circles). Spatial interpolation of the distributions
is also shown.
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2.3.1 Extracting Groundwater Signals with ICA
In light of these observations, we perform an Independent Component Analysis

(ICA) on the groundwater dataset to extract the main modes of variability before

proceeding with the spatial interpolation. ICA algorithms seek to recover the

statistically independent sources of signal assumed to generate the linearly mixed

time series at each sensor (Roberts and Everson, 2001). In particular, variational

Bayesian ICA (vbICA) (Choudrey, 2002) has been shown to perform well to recover

geophysical signals (e.g., postseismic, hydrology-induced and common mode error)

from synthetic and real GNSS data sets (Gualandi et al., 2016; Larochelle et al.,

2018). Once an independent component (IC) — i.e. a source of signal — 8 is

isolated, it can be expressed with space and time vectors as IC8 = *8(8+)
8

where *8
is a normalized spatial distribution, (8 is a weighting factor and +8 is a normalized

temporal function.

Figure 2.4 shows the temporal functions (A), weighting factors (A) and spatial dis-

tributions (B-D) obtained from a 3 components vbICA of the groundwater dataset.

We use a triangulation-based natural neighbor algorithm (MATLAB, 2017) to in-

terpolate the spatial distributions from the discrete data points (Figure 2.4B-D). We

choose to limit our analysis to 3 components since analyses with more components

(e.g., see Figure B.5 for a 5 components analysis) yield similar IC1-3 and additional

lower-amplitude ICs with spurious temporal functions that only explain a limited

portion of data variance. The retained temporal functions all display a mix of

multiannual and seasonal frequencies.

IC1, the component which explains the greatest share of data variance, has an overall

positive spatial distribution and is observed at almost all wells including those

outside OPAS (Figure 2.4B). This spatial distribution is indicative of a regional

income of water linked to recharge processes (Longuevergne et al., 2007). The

large fluctuations occurring in southern Missouri (e.g., at station GW4 (Figure 2.3))

are likely linked to the high storage capacity of thick limestone layers with limited

karstification (Figure 2.4B). Figure B.6 also reveals a crude spatial correlation

between sinkhole density, which suggests a higher ability to recharge the aquifer

system, and wells with high (1*1 values. IC2 and IC3 represent seasonal and multi-

annual signals with di�erent phases than IC1 and exhibit heterogeneous spatial

distributions with positive and negative values (Figure 2.4CD). These components

probably compensate for local deviations from the regional behavior due to the
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Figure 2.5: Temporal correlation between the first independent component of
groundwater and the GRACE-predicted and GNSS vertical displacements. (A)
Temporal functions (o�setted), weighting factor and variance explained for each
dataset. The 3 temporal functions are replotted at the bottom of the figure (note that
the groundwater function is flipped) to facilitate visual comparison. The grey shaded
area indicates the timespan prior to the installation of most GNSS stations sitting on
top of OPAS from 2010 to 2011. (B) Spatial distribution of the GRACE-predicted
(outer circles) and GNSS (inner circles) vertical displacement datasets.

delayed response of deeper aquifers, di�ering recharge and discharge mechanisms

and groundwater pumping.

2.3.2 Comparing Regional-Scale Hydrological Signals Across Datasets
Given that IC1 spans the entire study region, we expect to find a similar signal in

the GRACE dataset. Performing a vbICA on the GRACE-predicted vertical dis-

placements — completely independently from the groundwater ICA — the temporal

function of the first and most important component indeed correlates very well with

+
⌧,

1 , as evidenced by the correlation coe�cient d of �0.81 (Figure 2.5A). Down-

ward motion occurs concurrently with rising groundwater levels because GRACE-

derived vertical displacements solely reflect the hydrological loading deformation

due to changes in continental water storage (Figure 2.1B), not the poroelastic de-

formation (Figure 2.1C). The associated spatial response (Figure 2.5B) reflects the

northwest to southeast gradient of hydrological loads.
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By contrast, GNSS vertical time series should comprise both deformation fields.

Performing a similar analysis on the GNSS dataset independently from the ground-

water and GRACE analyses results in a lower but still significant correlation of

d = �0.52 with +⌧,1 (Figure 2.5A). Note that a significant portion of GNSS sta-

tions sitting on top of OPAS were not installed until 2010 or 2011 as indicated by

the grey shading in Figure 2.5A. Although the GNSS spatial distribution displays

the same overall gradient as the GRACE-derived model with generally higher am-

plitudes around the Mississippi Alluvial Valley, the response is more heterogeneous

(Figure 2.5B).

This comparison exercise demonstrates that the dominant temporal functions of all

three datasets are in phase on a monthly timescale. This is consistent with a relatively

uniform regional recharge of the aquifer system (Figure 2.4B) and with the system’s

karstic nature which allows for rapid communication between surface water and

groundwater (Hays et al., 2016), suggesting that the aquifer’s global behavior can be

considered as unconfined. We recognize that OPAS is a complex aquifer system with

both confined and unconfined units (Figure 2.3A) and that di�erent hydrogeologic

processes might interact to generate surface displacements. However, in this work,

we choose to treat OPAS as an e�ectively unconfined system and infer mechanical

properties under this assumption.

2.4 Poroelastic Deformation
2.4.1 Hydrological Elastic Loading vs Poroelastic Eigenstrain: Insights about

Surface Displacements from Simple Analytical Solutions
To gain intuition about the elastic and poroelastic deformation fields we expect to

find in the vicinity of an unconfined aquifer, we first develop and compare analytical

solutions for surface displacements associated with the simple disk scenarios shown

in Figure 2.1BC, assuming an elastic half-space medium. In B.1, we extend the

poroelastic solution to an arbitrary 2D eigenstrain distribution which we later use

to predict horizontal poroelastic displacements. While we rely on this elastic half-

space model with an aquifer layer to analyse and model poroelastic displacements

in later sections, we only show the equivalent elastic half-space loading model in

this section for illustration and comparison purposes.
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2.4.1.1 Disk loading of an elastic half-space

We first consider a disk load of radius 0 and uniform pressure % at the surface of

an elastic half-space with Young’s modulus ⇢344?, representative of hydrological

loading from surface water (Figure 2.1B). The corresponding vertical and horizontal

surface displacements were derived by Johnson (1987) and Verruijt (2009) as:
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8>>>><
>>>>:

�
4(1 � a

2
)

c⇢344?

%0E
� A2

0
2

�
, A  0

�
4(1 � a

2
)

c⇢344?

%A

✓
E

✓
0

2

A
2

◆
�

✓
1 �

0
2

A
2

◆
K

✓
0

2

A
2

◆◆
, A > 0

(2.1)

DA (A) =

8>>>><
>>>>:

�
(1 � 2a) (1 + a)

2⇢344?
%A, A  0

�
(1 � 2a) (1 + a)

2⇢344?
%

0
2

A

, A > 0

(2.2)

where DI (A) and DA (A) are the vertical and horizontal displacements as a function

of radial distance A and K and E are the complete elliptic integral of the first and

second kind, respectively.

Figure 2.6A shows the deformation resulting from 10 km and 25 km-radius disks

uniformly loaded with 5 m of water. Both the vertical and horizontal displacements

extend beyond the loaded region with the maximum vertical and horizontal displace-

ments occurring at the center of the disk and at the load boundary, respectively. Note

that the amplitude of deformation is proportional to the spatial wavelength of the

load.

2.4.1.2 Poroelastic eigenstrain in a disk within an elastic half-space

Poroelastic deformation arises from dilational eigenstrains (Mura, 1982) associated

with changes in pore pressure, analogous to thermoelastic deformation resulting

from changes in temperature. In fact, the solutions derived here are directly ap-

plicable to the equivalent thermoelastic problem (Fleitout and Chanard, 2018).

Eigenstrains refer to internal strains which, in the absence of external stresses re-

sisting them, would lead to isotropic expansion or contraction of the body. In the

poroelastic case, eigenstrains are related to changes in pore pressure, �?, and hence

in groundwater level, �⌘, as:

Y486 =
V�?(1 � 2a)

⇢0@

=
Vd6�⌘(1 � 2a)

⇢0@

(2.3)
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Figure 2.6: Surface displacements due to hydrological elastic loading vs poroelastic
eigenstrain. Vertical and horizontal surface displacements induced by (A) a disk
load at the surface of an elastic half-space and (B) poroelastic eigenstrain in a
circular unconfined aquifer as illustrated in Figure 2.1 for disks of radius 0 = 10 km
(left) and 0 = 25 km (right) as indicated by the grey-shaded areas. For the vertical
poroelastic deformation, the dashed line represents the shear-induced deformation
while the solid line represents the total poroelastic displacement. The increase in
surface water level, %, and groundwater level, �⌘, are set at 5 and 20 m, respectively,
consistent with a 25% porosity. Other parameter values are: a = 0.25, ⇢344? = 80
GPa, ⇢0@ = 10 GPa, V = 0.8, 1 = 1000 m.

where V, a and ⇢0@ are the Biot-Willis coe�cient, Poisson’s ratio and Young’s

modulus of the aquifer layers, respectively, while d is water density and 6 is the

gravitational acceleration.

Given the relatively high hydraulic conductivity of karstified sedimentary rocks

(Domenico and Schwartz, 1998; Hays et al., 2016), in this work we assume that

there is no significant time delay between changes in pore pressure and the resulting

deformation. We also assume that deformation is entirely (poro)elastic and neglect

permanent deformation as clay minerals often responsible for inelastic processes are

seldom found in OPAS (Westerman et al., 2016).
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Linear elastic constitutive equations accounting for eigenstrains are as follows

(Wang, 2000):

YII =
1
⇢0@

[(1 + a)fII � a(fAA + f\\ + fII)] + Y486 (2.4)

YAA =
1
⇢0@

[(1 + a)fAA � a(fAA + f\\ + fII)] + Y486 (2.5)

Y\\ =
1
⇢0@

[(1 + a)f\\ � a(fAA + f\\ + fII)] + Y486 . (2.6)

Given that lateral motion is restrained by the elastic medium below, it can be shown

that horizontal strains within the aquifer layers, YAA and Y\\ , although not strictly

null, are negligible compared to Y486 in this case (Fleitout and Chanard, 2018).

Under this assumption, lateral stresses, fAA and f\\ , can be approximated as:

fAA = f\\ =
�⇢0@Y486 + afII

1 � a
(2.7)

where fII is the change in total vertical stress associated with a change in ground-

water level �⌘:

fII = �qd6�⌘ (2.8)

where q is the porosity of the aquifer layers and the negative sign indicates compres-

sive stresses. Substituting Equations (2.3), (2.7) and (2.8) into (2.4) and integrating

the vertical strain over the saturated aquifer thickness 1 and radius 0 yields the

following vertical deformation field at the surface:

DI,4G? (A) =

8>><
>>:

(1 + a) (1 � 2a)
(1 � a)

(V � q)d6�⌘(A)1
⇢0@

, A  0

0, A > 0.

(2.9)

Here we must integrate over the entire saturated thickness 1 since pore pressure

increases over the entire depth of the hydraulically-connected aquifer when it is

recharged with additional water. Equation (2.9) describes the vertical poroelastic

expansion of the aquifer layers in excess of the elastic loading deformation resulting

from the added groundwater load (qd6�⌘) within these elastically weak layers.

The total horizontal strain, sum of the elastic and eigenstrain, has to be small

compared to the eigenstrain because it requires deformation of the elastic medium

below the aquifer. In fact, compensation of horizontal eigenstrain by elastic strain

requires strong variations in lateral stress fAA within the aquifer (Equation (2.7)).
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These variations in fAA necessarily induce shear stresses at the base of the aquifer,

which results in both horizontal and vertical displacements within the medium below

the aquifer. We can see this e�ect by solving for this basal shear stress, fAI (I =

1), considering the stress equilibrium equations for an axisymmetric problem in

cylindrical coordinates (Wang, 2000):

mfAI

mA

+
mfII

mI

+
fAI

A

= 0 (2.10)

mfAI

mI

+
mfAA

mA

+
fAA � f\\

A

= 0. (2.11)

Substituting Equation (2.7) into (2.11), integrating with respect to I and applying a

zero shear stress boundary condition at the surface (fAI (I = 0) = 0) yields:

fAI (I = 1) = �

π
1

0

m

mA


�⇢0@Y486 + afII

1 � a

�
mI (2.12)

=
m

mA

� (A) (2.13)

where

� (A) =
π

1

0

⇢0@Y486 � afII

1 � a
mI (2.14)

is the fundamental quantity driving poroelastic deformation (Fleitout and Chanard,

2018). For the simple disk aquifer considered here, ⇢0@, Y486, a and fII are uniform

within the aquifer and Y486 and fII are equal to zero outside the aquifer such that:

� (A) =
(⇢0@Y486 � afII)1

1 � a
H(0 � A) (2.15)

=
(V(1 � 2a) + qa)d6�⌘1

(1 � a)
H (0 � A) (2.16)

= �38B:H(0 � A) (2.17)

and

fAI (I = 1) = �38B:X(A � 0) (2.18)

where H and X are the Heaviside and Dirac delta functions, respectively. Finally,

we predict the deformation induced by fAI (I = 1) with the expressions derived

by Johnson (1987) for surface displacements due to an axisymmetric shear stress

distribution, @(C):

DI,B⌘40A (A) =

8>><
>>:

�
(1 � 2a) (1 + a)

c⇢344?

π
0

A

@(C)3C, A  0

0, A > 0

(2.19)

DA,B⌘40A (A) =
4(1 � a

2
)

c⇢344?

π
0

0

C

C + A
@(C)

✓
2
:

2
� 1

◆
K(:) �

2
:

2
E(:)

�
3C(2.20)
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where :2 = 4CA/(C + A)2. Using fAI (I = 1) as @(C), inclusive limits of integration

and the sifting property of the Dirac delta function results in:

DI,B⌘40A (A) =

8>><
>>:

�
(1 � 2a) (1 + a)

c⇢344?

�38B: , A  0

0, A > 0

(2.21)

DA,B⌘40A (A) =
4(1 � a

2
)

c⇢344?

�38B:

0

0 + A

✓
2
:

2
� 1

◆
K(:) �

2
:

2
E(:)

�
(2.22)

where :2 = 40A/(0 + A)2. At A = 0, DA,B⌘40A has an infinite value. Our mathematical

framework is derived in a “thin layer” approximation, and therefore only valid

for spatial wavelengths larger than the aquifer thickness. It would be possible to

derive analytical solutions in a more complex mathematical framework for shorter

wavelengths. However, for simplicity, we choose to numerically approach the

diverging solution of Equation (2.22) at A = 0 by truncating its expansion series

(B.2), which has no impact at distances larger than the aquifer thickness.

To obtain an order of magnitude estimate of the poroelastic displacements expected

in OPAS, we compute the poroelastic deformation generated by a 20 m increase in

groundwater level in unconfined disk aquifers with radii of 10 km and 25 km and a

thickness of 1000 m (Figure 2.6B). These parameter values are representative of the

localized zone of elevated groundwater variations observed at the center of OPAS

(Figure 2.4B) and are consistent with the equivalent elastic loading scenarios shown

in Figure 2.6A, assuming a porosity of 25%. The vertical displacement is largely due

to poroelastic expansion and is bounded by the aquifer. The horizontal poroelastic

displacement, on the other hand, is entirely due to the shear stress imposed at

the base of the aquifer and extends beyond the aquifer. Moreover, the amplitude

of deformation is independent of the wavelength of pore pressure perturbation

in contrast to the hydrological loading case. Indeed, the 10 and 25 km disks

result in displacements of the same amplitude.In fact, expressions for horizontal

displacements given by Equations (2.2) and (2.22) become independent of the disk

radius 0 when evaluated for distances A = A/0. We rely on the observation that

poroelastic displacements only depend on local changes in pore pressure to justify

the use of elastic half-space models — as opposed to a spherical Earth model — for

the upcoming analysis.

2.4.2 Extraction of Geodetic Poroelastic Displacements
In order to extract poroelastic deformation from GNSS time series, we first assume

that deformation from hydrological loading is well reproduced by the GRACE model
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Figure 2.7: Extracting the OPAS’s poroelastic signal from GNSS time series. Black
lines with grey error bars are GNSS time series (corrected for degree 1). A common
mode has been removed in the East and North components. Red lines are the GRACE
model predictions. Black dots are the GNSS-GRACE residuals. Yellow lines are
the projection of the GNSS-GRACE residuals onto the ,8 from the groundwater
ICA.

and hence focus on the GNSS — GRACE residual time series. This assumption

is supported by a comparison of the vertical time series in Figures 2.7 and B.2.

The geodetic deformation at station ZKC1 located outside OPAS and other aquifer

systems (Figure 2.3A) is well explained by the GRACE model and presents very

little residual seasonal displacements (Figure 2.7A). This is consistent with Chanard

et al. (2018)’s finding that vertical displacements observed by GNSS are generally

well explained by a GRACE loading model at a global scale because most stations

are located at bedrock sites. At station MOWS at the center of OPAS, on the other

hand, the GNSS vertical displacements deviate from that predicted from loading

e�ects and the residuals show clear seasonal and multiannual features (Figure 2.7B).

For the horizontal components, we first estimate and remove the common mode

deformation from the GNSS-GRACE residual time series to isolate OPAS’s poroe-
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lastic response. We estimate the common mode by taking a spatial average of all

horizontal GNSS-GRACE residual time series within the study area. This step is

necessary as Figure B.7 illustrates that neighbouring aquifers can induce significant

horizontal poroelastic deformation within the study region. Although the horizontal

displacements in OPAS caused by the synthetic poroelastic eigenstrains in Figure

B.7D are a�ected by boundary e�ects and vary with distance from the perturbed

zone, most stations do move in the same direction, similar to the displacements

extracted through our methodology but without removing the common mode (Fig-

ure B.7C). Subtracting the common mode from GNSS-GRACE residual time series

should thus account for the first order e�ects of neighbouring aquifers.

We posit that at least part of these seasonal and multiannual residuals can be at-

tributed to instantaneous poroelastic deformation and should therefore be propor-

tional to and in phase with groundwater fluctuations. Since we know the dominant

temporal functions that make up the groundwater fluctuations, we can test this

hypothesis by projecting the residual geodetic time series onto these functions.

However, unlike the related Principal Component Analysis (PCA) technique, ICA

yields independent components which are not constrained to be orthogonal. Before

proceeding with the projection, we must thus orthogonalize vectors +⌧,1 , +⌧,2 and

+
⌧,

3 from Section 2.3.1 via the Gram-Schmidt process to produce an orthogonal

basis, enabling us to sum the contribution of each basis vector as follows:

%9 =
'9 ·,1

k,1k
2
,1 +

'9 ·,2

k,2k
2
,2 +

'9 ·,3

k,3k
2
,3 (2.23)

where %9 is the inferred poroelastic displacement for direction 9 (i.e., east, north or

up), '9 is the GNSS-GRACE residual time series and ,1,,2,,3 are the orthogo-

nalized versions of+⌧,1 ,+
⌧,

2 ,+
⌧,

3 . Figure B.8 reveals that the+⌧,
8

’s were not far

from orthogonality to start with since ,2 and ,3 only di�er marginally from +
⌧,

2

and +⌧,3 , respectively.

The resulting %9 ’s are shown in yellow in Figure 2.7 and Figure B.2. The recovered

vertical poroelastic deformation is relatively small at station ZKC1 outside of aquifer

systems and relatively large at station MOWS at the center of OPAS. However, both

stations exhibit similar amplitudes of horizontal poroelastic deformation. This

behavior is consistent with the analytical solutions developed in Section 2.4.1.

2.4.3 Vertical Poroelastic Displacements
Figure 2.8 illustrates the amplitudes of the poroelastic signals extracted with each

groundwater temporal function,8. Similar to the groundwater spatial distributions
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in Figure 2.4, the vertical poroelastic signal recovered with ,1 is mostly positive

and is more extensive and of higher amplitude than the signals recovered with ,2

and ,3. The poroelastic signals associated with ,2 and ,3 present both positive

and negative values like the (2*2 and (3*3 distributions of groundwater.

Focusing on this regional signal, Figure 2.8A shows that many stations outside OPAS

exhibit amplitudes comparable to those inside OPAS. We attribute these poroelastic

displacements to the other major aquifer systems present in the region (Figure 2.2).

Westernmost stations (e.g., ZKC1) where major aquifer structures are sparse or non-

existent display some of the smallest amplitudes. However, it is di�cult to evaluate

whether or not a GNSS station is sitting on top of an aquifer system since the map

in Figures 2.2 and B.4 only indicates the surface outcrops of these aquifer systems.

The particularly large seasonal displacements at station OKMU (Figure B.2C) at

the southwestern edge of OPAS might be due to intensive groundwater pumping.

Unfortunately there is no nearby groundwater monitoring well active during this

time period to test this hypothesis. Finally, as Eq. (2.9) suggests, the range of

vertical poroelastic amplitudes observed within OPAS — from about 2 to 14 mm —

may reflect di�erences in poroelastic (V, q, ⇢0@) properties, groundwater variations

(�⌘) or saturated aquifer thickness (1). We discuss this further in Section 2.5.

2.4.4 Horizontal Poroelastic Displacements
As for horizontal displacements, Figure 2.8D-F suggests that all three temporal

functions ,8’s are associated with spatially heterogeneous poroelastic deformation

on the order of a few millimeters. According to Equation (2.22), poroelastic hor-

izontal displacements are governed by deep elastic parameters as opposed to the

aquifer properties relevant for vertical poroelastic expansion. Elastic properties are

believed to be more laterally homogeneous at depth than at the surface. Indeed, as

discussed in Section 2.5.2, surficial layers are more prone to fracturing which can

alter elastic moduli. We thus approximate ⇢344? with a constant value of 80 GPa and

use Equations (B.3) and (B.4) for a spatially variable 2D distribution � (G, H) (B.1) to

predict the horizontal poroelastic deformation induced by the observed groundwater

fluctuations.

The colormaps in Figure 2.8D-F show the spatial distributions of � (G, H) interpolated

within OPAS for each groundwater IC as well as the resulting displacements at the

GNSS sites (red arrows). Although the model predictions associated with,1 match

the observed displacements to first order at a handful of stations within OPAS, the
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Figure 2.8: Inferred poroelastic displacements and model predictions of poroelastic
horizontal displacements. Vertical (A-C) and horizontal (D-F) poroelastic dis-
placement extracted by projecting onto the di�erent temporal functions ,8. (D-F)
Distribution of � (G, H) from each groundwater IC and resulting horizontal poroelas-
tic displacement (red arrows).
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observations are more heterogeneous than predicted (Figure 2.8D). For example,

station MOBW undergoes a 7 mm displacement to the southwest whereas the model

predicts a sub-millimetric eastward displacement (Figure B.2D). The models for,2

and,3, on the other hand, fail to match the extracted displacements (Figure 2.8EF).

There are a number of potential reasons for these discrepancies. First and fore-

most, horizontal poroelastic displacements are highly sensitive to local variations

in groundwater levels since they depend on the gradient of the groundwater field

(e.g., Equation (2.13)) and do not attenuate with decreasingly small perturbation

wavelengths. Hence, the spatial resolution of the piezometric network might be

insu�cient to accurately model the horizontal deformation. One way to improve the

analysis would be to refine the spatial resolution of surface deformation measure-

ments using InSAR (with the caveat that InSAR is mostly sensitive to east-west and

vertical deformation). The model could also be extended to account for perturbation

wavelengths smaller than the thickness of the aquifer. Some of the large horizontal

displacements might also be due to hydrogeologic phenomena not included in the

present model. For example, Silverii et al. (2016) and Serpelloni et al. (2018) explain

horizontal transient signals observed around karstic aquifers with the opening and

closing of vertical tensile dislocations due to groundwater variations. Groundwater

pumping and the associated cones of depression might also be inducing horizontal

deformation within the aquifer system itself (Helm, 1994).

Finally, our projection methodology might be capturing sources of seasonal and

multi-annual signals not associated with groundwater. In particular, Fleitout and

Chanard (2018) show that important horizontal thermoelastic displacements can

result from sharp variations in elastic properties. Heterogeneities in hydrological

loading from surface water not captured by GRACE might also be responsible for

some of the discrepancy. However, this would require relatively strong hetero-

geneities in surface water variations since, as demonstrated in Figure 2.6A and as

opposed to poroelastic deformation, the amplitude of deformation associated with

hydrological elastic loading decreases with decreasing load size. In the next section,

we present a preliminary analysis to quantify the displacements induced by surface

hydrological fluctuations not detected by GRACE.

2.4.5 Hydrological Loading from Small-Scale Surface Water Heterogeneities
As the GRACE model only captures long-wavelength hydrological loads, our GNSS-

GRACE residuals may contain signals from small-scale hydrological surface loads
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Figure 2.9: Estimating the elastic loading contribution from a surface water reser-
voir. (A) Daily and monthly-averaged temporal evolution of water levels at the
Harry S. Truman Reservoir. (B) Location of GNSS stations MOCL and MOWW
with respect to the reservoir. (C,D) Same as Figures 2.7 and B.2 but with projections
of the GNSS-GRACE residuals onto reservoir water levels (blue). (E,F) Displace-
ments associated with the analytical elastic loading model (as in Figure 2.6A) for
the circular regions shown in (B) and a 5m increase in water level.
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in addition to groundwater-related deformation. Thoroughly quantifying the role of

these small-scale heterogeneities in GNSS time series would require a su�ciently re-

solved spatiotemporal characterization of surface water variations throughout OPAS.

We can, however, assess how important this e�ect is in our study area by considering

the illustrative case of the Harry S. Truman Reservoir in central Missouri for which

we have a record of the water levels ( https://waterdata.usgs.gov/nwis/

dv?referred_module=sw&site_no=06922440) (Figure 2.9AB). If fluctuations

in the lake reservoir were causing important solid Earth deformation, we would ex-

pect that projecting GNSS-GRACE residuals of nearby stations onto the water level

time series would result in significant projection signals, similar to the poroelastic

case. In the case of vertical displacements, we would also expect the recovered

signal to be in phase opposition with the water levels given the elastic loading nature

of the deformation.

However, Figure 2.9CD reveals that performing such a projection at nearby stations

MOCL and MOWW results in vertical signals of relatively small amplitudes and in

phase with water levels. As for the horizontals, we do find a significant signal in the

north component of station MOWW. The fact that the recovered signal is in phase

with the groundwater projection suggests that the residuals could be due to elastic

loading from the reservoir, poroelastic e�ects or a mix of both.

We can also use the analytical model from Section 2.4.1.1 to compute the elastic

loading displacements expected from water level variations in the Truman Reservoir.

In Figure 2.9E, we show that the displacements expected from a 5 m increase in water

level over a circular region of radius 1.5 km — representative of the small portion of

the Truman Reservoir closest to station MOCL — are below the 1 mm threshold of

GNSS accuracy. Using a circular region with the same total surface area as that of

the reservoir, on the other hand, does result in significant millimetric displacements

at both stations MOWW and MOCL (Figure 2.9F). If the north displacements at

station MOWW were indeed caused by elastic loading from the Truman reservoir,

Figure 2.9F suggests that we should observe even larger displacements in the vertical

direction. Since this is not what we observe in Figure 2.9D, we conclude that

elastic loading from the Truman reservoir must be relatively small compared to the

poroelastic e�ect. Although this analysis is limited to a single reservoir due to the

paucity of water level data, we assume these findings to be representative of other

lakes and reservoirs in the study area.
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Figure 2.10: Estimating aquifer Young modulus from vertical poroelastic displace-
ment and groundwater level variations. (A) Examples of vertical poroelastic dis-
placement time series and groundwater level change extracted with ICA and inter-
polated at the GNSS stations location. Note that the time series are o�setted for
illustration purposes. (B) Coe�cient of determination ('2) of a linear fit through
poroelastic displacement vs change in groundwater level. The higher '2, the better
the ⇢0@ estimate. (C) Total thickness of the aquifer layers. (D) Young’s Modulus
computed for '2

> 0.35 and where all three input variables are available.
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2.5 Aquifer Mechanical Properties
2.5.1 Estimating Aquifer Elastic Parameters from Vertical Geodetic Measure-

ments
As discussed in Section 2.4, vertical poroelastic displacement is primarily due to the

expansion and contraction of aquifer layers in response to groundwater fluctuations.

Assuming that the system is e�ectively unconfined and that the ICs extracted in

Section 2.3 indeed capture the groundwater variations responsible for the poroelastic

deformation, we can estimate an e�ective aquifer Young modulus ⇢0@ directly below

each GNSS station by rearranging Eq. (2.9) as:

⇢0@ =
(1 + a) (1 � 2a)

(1 � a)

(V � q)d6�⌘1
DI,4G?

. (2.24)

To this end, we compare the interpolated groundwater fluctuations from Section 2.3

to the inferred vertical poroelastic deformation from Section 2.4. Note that ⇢0@
only depends on the vertical displacement in Eq. (2.24) and, as such, poroelastic

horizontal displacements are not used in constraining the elastic modulus. For each

GNSS station where both datasets are available, we consider the slope and coe�cient

of determination, '2, of the best-fit line through the displacement vs groundwater

level space (Figure B.9). The slope represents the ratio of vertical displacement to

groundwater variation, DI,4G?/�⌘, whose inverse enters Eq. (2.24) and '2 quantifies

the fit of the linear regression. The higher '2 is, the more correlated the two datasets

are and, hence, the more confident we are in the ⇢0@ estimate. Figure 2.10A shows

examples of vertical displacement and groundwater level time series with di�erent

'
2 values and Figure 2.10B illustrates the spatial distribution of '2. We only

retain stations with '2
> 0.35 such as MOC3, ARBT and MOSD to estimate ⇢0@.

Station ARHR illustrates a case where the time series are too incoherent to infer

a meaningful value of ⇢0@. Stations with low '
2 might reflect localities where

spatial interpolation of the groundwater ICs fails to reproduce the actual variations

in groundwater levels. For example, station ARHR and two of its neighbours which

also display low '
2 values are all located in a region with relatively few piezometric

measurements.

For the thickness 1, we assume that there is significant hydraulic connectivity be-

tween the di�erent aquifer units making up OPAS (as evidenced by the temporal

correlation in Figure 2.5A) and sum their thicknesses. We also assume that the

aquifer is saturated over its entire thickness. Figure 2.10C shows the total thickness,

1<>34; , derived from Westerman et al. (2016)’s hydrogeological model. We extrap-
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Figure 2.11: Inferred distributions of aquifer Young modulus. The preferred distri-
bution (B) is computed with a = 0.25, V = 0.80, q = 0.25, and 1 = 1<>34; while
the minimum (A) and maximum (C) distributions are computed with a = 0.33 and
0.25, V = 0.6 and 0.9, q = 0.40 and 0.00, and 1 = 1<>34; ⌥36 m, respectively. Note
that two stations were removed for the minimum distribution as the aquifer thickness
becomes negative when subtracting 36 m.

olate this thickness distribution for GNSS stations that are within 0.2°of the OPAS

surface trace. Assuming representative constant values of a = 0.25, V = 0.80, and

q = 0.25 (Domenico and Schwartz, 1998), we obtain estimates of ⇢0@ at the 30

retained sites where all three datasets (�⌘, 1<>34; and DI,4G?) are available (Figure

2.10D). We also interpolate between stations given that the vertical poroelastic field

is governed by the relatively homogeneous spatial distribution associated with ,1

(Figure 2.8A). Figure 2.11 reveals that this (preferred) distribution of ⇢0@ mostly

falls between 1 and 10 GPa. We discuss these values further in Section 2.5.2.

2.5.2 Explaining Low Field Estimates of ⇢0@
In Section 2.5.1, we estimated a distribution for ⇢0@ with values ranging from 0.04

to 18 GPa and a median of 1.58 GPa (Figure 2.11). These values are lower than

the laboratory-constrained elastic moduli of the principal rocks found in OPAS:

limestone, dolomite, sandstone and shale (Westerman et al., 2016). For example,

Ge and Garven (1992) suggest values of 125, 68, 9 and 11 GPa for the Young

modulus of Blair Dolomite, Maxville Limestone, Berea Sandstone and Chattanooga

Shale, respectively (see Table B.1), pointing to an average Young modulus of the

order of 50 GPa.

Here we investigate whether this order of magnitude discrepancy could be due to

uncertainties on the various parameters involved in estimating ⇢0@. We evaluate the

uncertainty on parameter 1 at ± 36 m based on the root mean square errors reported

by Westerman et al. (2016). For the poroelastic constants, Domenico and Schwartz
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(1998) states that the Poisson ratio a falls within 0.25 and 0.33 for most rocks and

that the porosity q of limestone (including karst limestone), dolomite, sandstone and

shale ranges from 0 to 0.40. As for the Biot-Willis coe�cient V, we infer a range

of 0.60 to 0.90 based on the reported values of 0.69, 0.76 and 0.95 for limestone,

sandstone and mudstone, respectively (Domenico and Schwartz, 1998).

We then compute the minimum and maximum expected distributions of ⇢0@ in Fig-

ure 2.11 by considering the parameter values within these uncertainty ranges that

minimize and maximize the factor (1 + a) (1 � 2a)/(1 � a) (V � q)1 in Equation

(2.24). The medians of the resulting distributions are 0.43 and 2.73 GPa, respec-

tively. Since the maximum estimated values of ⇢0@ are still generally an order of

magnitude smaller than those observed in the laboratory, we argue that there is a

robust discrepancy between elastic modulus measured at these di�erent scales.

Lower-than-expected elastic modulus cannot be explained by the potential under-

estimation of hydrological loading displacements associated with small-scale het-

erogeneities in surface water discussed in Section 2.4.5. Indeed, if the loading

deformation is underestimated by GRACE, the vertical poroelastic response would

be underestimated as well and hence the Young modulus would be overestimated.

This is because vertical poroelastic and elastic loading displacements act in oppo-

site directions. For example, if the actual loading induces a -5 mm deformation and

the poroelastic displacement is 10 mm, GNSS would record a net signal of 5 mm

(since GNSS = poroelastic + loading). Now if GRACE underestimates the loading

deformation at -3 mm instead of -5 mm, we would underestimate the poroelastic

signal at 8 mm instead of 10 mm and, thus, overestimate the Young modulus.

There is, however, a growing body of evidence that laboratory-based values over-

predict in situ estimates of e�ective elastic moduli (e.g., Matonti et al., 2015; Bailly

et al., 2019). Matonti et al. (2015), for instance, report seismic velocities, +?, mea-

sured on carbonate rock outcrops that are up to 70% smaller than those obtained

on rock samples in the laboratory, implying a tenfold reduction in elastic moduli.

Although part of the discrepancy is probably due to the greater porosity observed

in the field (e.g., due to karstic features in this case), Fortin et al. (2007) and Bailly

et al. (2019) have shown that seismic velocities — and hence elastic moduli —

are more sensitive to geological features with high aspect ratios such as cracks,

fractures, bedding plane, and faults because they are more compliant to deformation

than spherical pores.
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Following the e�ective medium theory framework of Fortin et al. (2007), the ratio

of e�ective bulk modulus  to bulk modulus of the intact rock,  >, can be described

in terms of porosity, q, and fracture density, 5 , defined as 5 = #23
/+ , where # is

the number of penny-shaped cracks with radius 2, embedded in a volume + (Walsh,

1965):

 >

 

= 1 +
3
2

(1 � a>)

(1 � 2a>)
q +

16
9

(1 � a
2
>
)

(1 � 2a>)
5 (2.25)

where a> is the Poisson ratio of the intact rock. Assuming a> = 0.25, Eq. (2.25)

reduces to:

 >

 

= 1 + 2.25q + 3.33 5 . (2.26)

Thus, a fourfold reduction in elastic modulus ( >/ = 4) for example would

require — assuming a spherical pore porosity of 25% — a fracture density 5 of

0.7, a common value reported in fractured reservoirs (Bailly et al., 2019). We

thus conclude that the reduction in elastic moduli is mostly due to the presence of

fracture-like geological features as in previous studies (Matonti et al., 2015; Bailly

et al., 2019).

2.6 Conclusions
To summarize, in this study, we characterized the spatiotemporal variations of

OPAS’s groundwater levels with three independent components. In particular, we

uncovered a regional-scale groundwater signal that is temporally correlated with

geodetic observations. Then, by assuming that large-scale hydrological loading

displacements are well described by a GRACE-based model and that poroelastic

deformation is in phase with groundwater fluctuations, we extracted vertical and

horizontal poroelastic displacement fields from GNSS time series by projecting

onto the groundwater temporal functions. We also quantified the amplitudes of

displacements induced by hydrological loading vs poroelastic e�ects with analytical

solutions and developed a 2D poroelastic model to relate groundwater perturbations

in an unconfined aquifer system to surface displacements. Finally, we found that

the extracted groundwater variations and vertical poroelastic displacements imply

a heterogeneous spatial distribution of Young modulus with values no larger than a

few GPa’s.

Our findings have important implications in the fields of hydrology, geodesy and

seismology. First, the excellent correlation between the GRACE and groundwater
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temporal functions indicates that there is consistency between the water mass fluc-

tuations observed at the local and continental scales. Filtering groundwater levels

dataset with ICA could also lead to improved piezometric maps free of aberrant

local signals. In terms of poroelastic displacements, the OPAS example clearly

demonstrates that both hydrological loading and poroelastic e�ects can induce sig-

nificant geodetic deformation in the vertical and horizontal directions — hence the

need to account for both deformation fields when correcting GNSS time series for

hydrological e�ects. Since the two types of deformation can interfere destructively,

failing to account for poroelastic e�ects in hydrogeodetic inversions could result in

large errors in estimates of total water storage variations. The notion that poroelas-

tic stresses may be locally stronger than those generated from hydrological loading

(due to their relative amplitudes at small perturbation wavelengths) also warrants

revisiting the role of both sources of stress in triggering seasonal seismicity (Craig

et al., 2017). Lastly, our relatively low geodetic estimates of Young modulus moti-

vates further investigation into surficial elastic parameters and their e�ect on global

hydrological loading models (Chanard et al., 2018).

While this study is clarifying the signature of large aquifer systems in GNSS time

series, further work is certainly necessary to address the current limitations of our

methodology, starting with testing the validity of the method in other aquifer settings.

In particular, the methodology should be evaluated in non-karstic and/or confined

aquifer environments as well as in systems undergoing inelastic deformation. Fur-

thermore, the poroelastic model presented here neglects horizontal strains within the

aquifer layers which may be more important in confined systems. We also recognize

that the signals we attribute to poroelastic origins may be contaminated by other

sources of seasonal signals, either due to deformation from thermal, atmospheric

and residual hydrological loading e�ects or to systematic errors in the GRACE and

GNSS data processing. Chanard et al. (2020) report draconitic signals, aliasing from

mismodelled tides, tropospheric delays and other environmental e�ects as potential

sources of seasonal noise and systematic errors in GNSS datasets. Perhaps most

importantly, our work suggests that horizontal poroelastic displacements are highly

sensitive to spatial variations in groundwater, making it di�cult to accurately ex-

tract them from GNSS time series without a su�cient resolution of the piezometric

surface.

Future work will thus focus on characterizing the horizontal deformation field that

would help identify possible local e�ects in the vicinity of groundwater monitoring
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wells using InSAR displacement time series. Accurately measuring aquifer defor-

mation is essential to understand its mechanics at the system scale, which is not

possible from piezometric monitoring alone given the hydromechanical couplings

involved. In particular, a more complete characterization of surface horizontal dis-

placements should lead to an improved understanding of how water is stored in the

di�erent aquifers units of the Ozark system (confined-unconfined) as well as their

connections.
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C h a p t e r 3

VERTICAL AND HORIZONTAL POROELASTIC
DEFORMATION DRIVEN BY GROUNDWATER EXTRACTION

IN THE SACRAMENTO VALLEY, CALIFORNIA

To be submitted as:

S. Larochelle, K. Chanard, M. Dalaison, L. Fleitout, J. Fortin, R. Jolivet, L. Longuev-
ergne, D. Argus, and J.-P. Avouac. Vertical and horizontal poroelastic deformation
driven by groundwater extraction in the Sacramento Valley, California.

3.1 Introduction

Groundwater makes up approximately 99% of all liquid freshwater on Earth and

supplies roughly 25% of the global demand for freshwater (United Nations, 2022).

With climate change increasing the likelihood and intensity of extreme weather

events like droughts (IPCC, 2022) and with groundwater being more resilient to

these changes than surface water, groundwater is bound to become an even more vital

resource in the near future. Characterizing and understanding the inner workings

of groundwater systems is thus crucial and necessary to ensure that it is being used

sustainably.

In California, decades of unsustainable extraction have already caused significant

loss of groundwater storage capacity as suggested by meters of permanent land sub-

sidence (Galloway et al., 1999). This has led California’s Sustainable Groundwater

Management Act to designate 21 of its 143 groundwater subbasins as critically over-

drafted (CA-DWR, 2021) and has prompted a number of studies investigating the

process of irreversible storage depletion, notably in the San Joaquin Valley which

makes up the southern 2/3 of the Central Valley aquifer (Figure 3.1a) (Faunt et al.,

2016; Smith et al., 2017; Ojha et al., 2018; Chaussard and Farr, 2019; Gualandi and

Liu, 2021; Neely et al., 2021). The Sacramento Valley, which makes up the other

1/3, is not yet considered critically stressed but is monitored through an extensive

network of observation wells (Figure 3.1b). It thus serves as an ideal case study to

further our understanding of relatively healthy aquifer systems and hence prevent

them from reaching overdrafted conditions.
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Figure 3.1: Hydrogeological setting and datasets of the Sacramento Valley. (a)
Geographic location of the Sacramento Valley. (b) Position of GNSS stations
(triangles) and continuous (larger circles) and periodic (smaller circles) groundwater
monitoring wells used in this study. The colormap indicates the seasonal equivalent
water height measured by GRACE. (c) Schematic hydrogeologic cross-section of
the Sacramento Valley modified from Faunt (2009).

In this study, we use space-based geodesy to characterize the recoverable, so-

called poroelastic response of the Sacramento Valley to seasonal and multiannual

fluctuations in groundwater levels. In recent years, satellite-based techniques such

as GNSS, InSAR, and GRACE have provided new ways to monitor groundwater

processes by measuring the associated ground deformation (e.g., Amelung et al.,

1999; Wisely and Schmidt, 2010; Chaussard et al., 2014; Riel et al., 2018; Hu and

Bürgmann, 2020) and gravimetric fluctuations (e.g., Scanlon et al., 2012; Frappart

and Ramillien, 2018). In particular, such measurements can provide constraints on

an aquifer’s elastic storage capacity. Remote sensing techniques are also promising

for assessing and monitoring groundwater resources in less-instrumented regions.

Indeed, the high costs and logistics associated with installation and maintenance

of a groundwater monitoring well network can be a major obstacle to sustainable

groundwater exploitation (United Nations, 2022). We thus hope that our work

on the highly-instrumented Sacramento Valley can serve as a calibration between

space-based and in situ measurements.

While the eventual goal is to combine InSAR and GNSS techniques to provide a

complete spatiotemporal characterization at high spatial and temporal resolutions,
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here we focus on analysing GNSS time series which provide a daily record of 3D

deformation in the Sacramento Valley over a 17-year period. The manuscript is

organized as follows: We first describe and characterize spatiotemporal variations

in groundwater levels in Section 3.2 before extracting the associated poroelastic

deformation from GNSS time series in Section 3.3 and relating the two sets of

observations through modeling in Section 3.4.

3.2 Characterizing Groundwater Level Variations in the Sacramento Valley

In this section, we first summarize the hydrogeologic setting and groundwater level

data of the study area before applying the methodology of Larochelle et al. (2022)

to extract the main sources of signals from continuous groundwater time series. We

then extend the recovered spatial distribution of groundwater variations by making

use of incomplete, periodic time series.

3.2.1 Hydrogeologic Setting of the Sacramento Valley

The Sacramento Valley makes up the northern one-third of the long and narrow

Central Valley sedimentary basin nestled between the Sierra Nevada to the east, the

Klamath Mountains to the north and the Coast Ranges to the west (Figure 3.1ab).

The basin is filled with continental sediments originating from the surrounding

mountain ranges and is underlain by marine deposits and a crystalline basement

which crops out in nearby mountains (Figure 3.1c). The continental deposits, which

average 730 meters in thickness in the Central Valley, consist of coarser sediments

interlaced with discontinuous lenses of low-permeability, fine-grained clay (Page,

1986). As such, the entire layer of continental deposits can be conceptualized

as a single aquifer unit with spatially heterogeneous confinement and hydraulic

properties varying according to the percentage of coarse-grained materials and the

density of wells, which increases the vertical conductivity of the system (Williamson

et al., 1989; Faunt, 2009). The Sutter Buttes at the center of Sacramento Valley are

the remnants of a volcanic plug and hence are not part of the aquifer system.

While precipitations do occur in the semi-arid valley, aquifer recharge mostly comes

from the Sierra Nevada and Klamath Mountains snowpacks whose runo� is regulated

through a series of dammed reservoirs at the mountains base (Faunt et al., 2016).

From there, surface water is distributed in the valley through a system of canals and

streams as well as through the Sacramento River which divides the valley in half.

When supplies of surface water run low during drier summer months and droughts,
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Figure 3.2: Sample continuous groundwater level time series for (a) a well cluster
at di�erent depths and (b) wells at 200 m depth. The locations of the measurements
are indicated on the right. Note that the time series have been recentered at 0 for
comparison purposes but they were not detrended.

groundwater extraction increases, meeting roughly one-third of the region’s water

needs in an average year (CA-DWR, 2021).

3.2.2 Continuous Groundwater Level Time Series

As part of its e�orts to regulate groundwater usage throughout California, the

Department of Water Resources (CA-DWR) operates a network of groundwa-

ter monitoring wells equipped with automated recorders that continuously track

fluctuations in groundwater levels, the vast majority of which is located in the

Sacramento Valley. In this work, we make use of the daily mean time series

recorded at these wells (https://data.cnra.ca.gov/dataset/continuous-

groundwater-level-measurements). Of the 481 wells located in the study area,

we retain the 459 stations with at least 10 data points during the study period of 2006

to 2022. The retained stations are indicated by the larger circles in Figure 3.1b. Note

that since these wells often come in closely-spaced clusters probing groundwater

levels at di�erent depths, not all 459 of them are visible in this map view.
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Figure 3.2a shows examples of continuous groundwater level measurements recorded

at di�erent depths at one such cluster and Figure 3.2b shows measurements at the

same depth of 200 m at di�erent locations throughout the valley. The sample time

series clearly illustrate the heterogeneous but correlated nature of spatiotemporal

groundwater variations in the Sacramento Valley. In particular, the characteristic

seasonal cycle of groundwater pumping (sinking levels) and recharge (recovering

levels) can be observed at most monitoring stations. In light of these observations,

we follow the methodology of Larochelle et al. (2022) which uses an Indepen-

dent Component Analysis (ICA) to identify and characterize the most important

modes of temporal variations and hence most likely to induce significant geodetic

deformation.

3.2.3 Extracting the Dominant Temporal Functions from Continuous Ground-

water Levels

Here we perform an ICA on all the selected continuous groundwater time series to

extract the sources of signals — i.e., Independent Components (IC) — that dominate

the dataset. We use the variational Bayesian form of ICA (vbICA) (Choudrey, 2002;

Gualandi et al., 2016) which isolates ICs by maximizing the statistical independence

of their temporal probability density functions. Each IC is expressed in the space and

time domain with a temporal function +8, a spatial distribution *8 and a weighting

factor (8 as IC8 = *8(8+
)

8
. Since we are primarily interested in seasonal and

multiannual deformation and the techniques requires a zero mean, we perform the

ICA on detrended time series.

Figure 3.3 shows the temporal functions +8 (a, b) and weighted spatial distributions

(8*8 (c, d) of a 2-component ICA with �⇠1 and �⇠2 explaining 42% and 4% of

data variance, respectively. The independent components are ordered according

to the data variance they explain. Note that analyses with a higher number of

components result in additional components that explain an even smaller portion

of data variance (i.e., 1.2% for the 3rd component). Both recovered components

present temporal functions +1 and +2 (Figure 3.3ab) that are dominated by seasonal

and multiannual fluctuations reflecting variations in groundwater pumping rates

and the regional hydroclimate. Figure 3.4 confirms that groundwater levels in the

Sacramento Valley, as depicted by the dominant temporal function +1, correlate

well with drought intensity characterized with the U.S. Drought Monitor (USDM)

classification system: Groundwater levels decline during intense drought conditions

and recover during less dry periods.
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Figure 3.3: Independent Components (IC) extracted from the continuous ground-
water dataset. (a,b) Temporal evolution and (c,d) spatial distribution associated with
the 2 extracted ICs. Note that +1 is reproduced in grey in panel (b) for comparison
purposes. The first and second components account for 42.2% and 3.9% of the data
variance, respectively.

As for the second component, Figure 3.3b shows that+2 is essentially a time-shifted

version of +1 delayed by roughly 4 months. Hence, �⇠2 accounts for temporal

phase di�erences likely due to the di�erent well depths and usage as well as to

hydraulic heterogeneities of the aquifer system. Similar to the analysis of Larochelle

et al. (2022), �⇠1 displays an entirely positive spatial distribution with groundwater

variations of over 40 m whereas �⇠2 presents both positive and negative, more

localized variations of at most 10 to 15 m. However, since �⇠1 explains 10 times

more data variance than �⇠2 and �⇠2 only incrementally improves the recovery of

poroelastic displacements in Section 3.3.3, we choose to focus the remainder of the

analysis on �⇠1.
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Figure 3.4: Comparison of groundwater temporal function and drought intensity.
The histogram indicates the percentage of California in a given drought category,
ranging from abnormally dry (yellow) to exceptional drought (dark red) as classified
by the U.S. Drought Monitor (USDM) (https://www.drought.gov/states/
california#historical-conditions)

3.2.4 Extending the Spatial Distribution with Periodic Groundwater Level

Measurements

As Figure 3.3c indicates, there is unfortunately little overlap between the positions

of the continuously monitoring wells and GNSS stations. Since poroelastic defor-

mation is highly sensitive to local changes in groundwater, it is crucial to obtain an

estimate of these variations as close as possible to the GNSS sites. Thankfully, in ad-

dition to the continuous network, CA-DWR also maintains an extensive database of

‘periodic’ groundwater level time series with intermittent recordings ranging from

(mostly) biannual to daily frequencies (https://data.cnra.ca.gov/dataset/

periodic-groundwater-level-measurements). We decided not to analyse the

periodic data with ICA because the algorithm works best with mostly complete time

series with recordings at the same epochs. Nevertheless, these intermittent time

series are still highly valuable to estimate the contributions of �⇠1 throughout the

study area by projecting them on temporal function +1 from the continuous dataset.

Of the 23437 periodic wells in the Central Valley, we only retain the 5831 time

series with at least 10 data points during 2006-2022. Note that here we consider

wells in the entire Central Valley in order to approximate the deformation induced

by groundwater variations occurring in the San Joaquin Valley at GNSS stations

within the Sacramento Valley (see Section 3.4). Figure 3.5 shows examples of data

recorded at 4 periodic wells along with their projection onto +1. To ensure that the
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Figure 3.5: Sample periodic groundwater time series (black dots) and their projec-
tion onto temporal function+1 from the continuous groundwater ICA analysis (blue
line). The reduction in mean absolute error (A"�⇢) is indicated in each case. (a,b)
Sample time series with A"�⇢ > 30% retained for further analysis. (c,d) Sample
times series with A"�⇢ < 30% not retained for further analysis.

periodic time series are well characterized by +1, we only keep those for which the

projection results in a reduction in mean absolute error (A"�⇢) of at least 30 %

where A"�⇢ is calculated as:

A"�⇢ =
✓
"�⇢> � "�⇢?A> 9

"�⇢>

◆
⇥ 100. (3.1)

The time series in Figure 3.5cd which have A"�⇢s of 28.3% and -0.5% are thus

dismissed from the rest of the analysis. Note that we retain 5 additional wells with

25% < A"�⇢ < 30% to be able extend the spatial distribution towards the San

Francisco Bay Area where 3 GNSS stations are located. We also neglect a well with

an A"�⇢ of 39.2% located in an area of relatively low well density (south of the

Sutter Buttes) as it displays spurious high-amplitude fluctuations that are not well

explained by +1 and otherwise dominate the spatial interpolation at this location.

Altogether, this procedure produces an additional 1110 data points with which to

extend the spatial distribution of �⇠1.

Figure 3.6 illustrates the resulting �⇠1 distribution obtained by (1) combining the

continuous (1*1 values and the periodic projection factors and (2) interpolating

between these data points with a triangulation-based natural neighbor algorithm

(MATLAB, 2017). The spatial interpolation should be quite reliable given the high

density of wells in most regions of the aquifer. Variations in areas outside the

aquifer boundaries (including the Sutter Buttes) are set to 0. Since we performed
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Figure 3.6: Extended distribution of groundwater level variations. The larger
circles indicate the spatial distribution of �⇠1 as in Figure 3.3c and the smaller
circles indicate the amplitude of the projection of periodic groundwater time series
onto +1 for projections with an A"�⇢ > 30%. The background shading shows
the spatial distribution of groundwater level variations interpolated from these point
measurements. Note that measurements at well clusters sampling di�erent depths
are averaged as part of the interpolation.

the ICA analysis and subsequent projections on all retained time series without

discriminating between the di�erent well depths, the distribution represents average

groundwater variations over the entire sampled aquifer thickness. Notice that the

distribution displays a concentrated zone of high groundwater variations around the

southwestern part of the valley where a number of GNSS stations are located.

3.3 Extracting Poroelastic Deformation from GNSS Time Series

Now that we have characterized seasonal and multiannual fluctuations of ground-

water levels in the Sacramento Valley, we can proceed to extract the associated

poroelastic deformation from geodetic time series by making use of the ground-

water’s temporal behavior after accounting for deformation due to hydrological

loading.
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Figure 3.7: Extracting the poroelastic deformation from GNSS time series. (a,b)
Detrended and corrected GNSS time series (black dots) and hydrological GRACE
loading model (red line) at GNSS stations P266 and P267 (see Figure 3.6 for station
locations). (c,d) Residual GNSS minus GRACE model time series (black dots) and
their projections onto groundwater temporal function +1 (blue line).
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3.3.1 GNSS Time Series

We use horizontal and vertical daily GNSS position time series determined by

the Nevada Geodetic Laboratory (Blewitt et al., 2018) through a Precise Point

Positioning processing in ITRF2014 (Altamimi et al., 2016). The GNSS coordinates

are expressed in the IGS14 reference frame (Rebischung et al., 2016) and post-

processed by the Jet Propulsion Laboratory as described in Argus et al. (2021). We

select the 29 stations within the boundaries of the Sacramento Valley with at least

1000 data points (⇠3 years of data) from 2006 to 2022. Coseismic and maintenance-

related o�sets as well as secular trends are estimated and removed from the time

series by fitting them with a velocity term, potential o�sets and a 1-yr sinusoid

following the method of Argus et al. (2010). Figure 3.7ab show examples of the

resulting detrended and corrected time series at stations P266 and P267 whose

positions are indicated in Figure 3.6a.

3.3.2 GRACE Time Series and Global Hydrological Loading Model

We predict the long-wavelength hydrological loading deformation experienced at

the GNSS stations using a spherical stratified elastic Earth model loaded with global

gravimetric observations of hydrological, atmospheric and non-tidal oceanic mass

redistribution derived from the GRACE/GRACE-FO satellites. More specifically,

we use the monthly GRACE solution of Gauer et al. (In prep.) — based on

previous work by Prevost et al. (2019) — obtained by applying a DDK7 filter

to the spherical harmonics solutions of five di�erent processing centers (CSR,

GFZ, GRAZ, JPL and GRGS) and performing observational gap filling and spatial

filtering by extracting the common modes of variability through a Multichannel

Singular Spectrum Analysis (M-SSA) (e.g., Ghil et al., 2002). We compute the

resulting deformation at the GNSS sites by using the spherical elastic continental

PREM Earth model of Chanard et al. (2018) based on the Love numbers formalism

(Farrell, 1972). The degree-1 coe�cients of the Earth’s gravity field — which are

not measured by the GRACE satellites — are estimated by fitting a 1-yr sinusoid to

the degree-1 deformation field inverted from residual time series of a global network

of GNSS stations and the GRACE loading model from 2006 to 2017.

The combined GRACE, degree-2 to 96, and degree-1 derived displacements time

series computed at stations P266 and P267 are shown in Figure 3.7ab. The GNSS

displacements at station P266 located in a zone of relatively small groundwater

fluctuations at the edge of the aquifer (Figure 3.6) are well explained by the GRACE

model, suggesting that deformation at this site is dominated by large-scale hydro-
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logical loading. At neighboring station P267 located in the concentrated zone of

high groundwater variations, on the other hand, the GRACE model clearly does

not match the GNSS displacements. In the following section we show that this is

because the area is undergoing important poroelastic deformation in addition to the

hydrological loading response.

3.3.3 Projection of Residual GNSS Time Series onto Groundwater Temporal

Function

Following the methodology of Larochelle et al. (2022), we first subtract the modeled

hydrological loading displacements from the GNSS time series. Since the GRACE

solution has monthly time steps, we interpolate the modeled time series at GNSS’s

daily time steps using a shape-preserving piecewise cubic (pchip) interpolation

(MATLAB, 2017). The resulting residual time series are shown in Figure 3.7cd.

Similar to the periodic groundwater time series in section 3.2.4, we then project these

residual time series onto temporal function +1 characterizing the time evolution of

the dominant component in the groundwater dataset.

At station P266 dominated by the hydrological loading response, the noisy residuals

lead to small projections (Figure 3.7c), while the larger residuals at station P267

result in a larger amplitude projected signal (Figure 3.7d). The excellent agreement

between the residual geodetic time series at station P267 and the groundwater pro-

jections suggests that a large portion of the residuals can be attributed to poroelastic

deformation and that this deformation occurs concurrently with the groundwater

fluctuations captured by +1 (i.e., no significant temporal phase shift).

Figure 3.8 shows the (peak-to-peak) amplitudes of these projections at all GNSS

stations within the study area compared to the spatial distribution of groundwater

variations. GNSS stations located in the zone of elevated groundwater fluctuations

west of Sacramento exhibit the largest poroelastic displacements and form a clear

radial pattern of horizontal and vertical displacements centered on the zone of large

groundwater variations. The measured amplitudes of poroelastic displacements

and groundwater variations outside this localized zone are also generally in good

agreement. In particular, GNSS station SUTB located in the non-sedimentary Sutter

Buttes displays negligibly small poroelastic displacements.

A few stations in areas of smaller groundwater variations display negative vertical

projection values of at most 5 mm. We believe that these small negative projec-

tions represent the deformation induced by more localized hydrological loads not
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Figure 3.8: Comparison of extracted poroelastic displacements and groundwater
variations. The colored triangles indicate the inferred vertical displacements and
the black arrows the horizontal displacements. The background colormap shows
the same interpolated spatial distribution as Figure 3.6 but without the discrete well
data points.

captured by the coarse GRACE measurements. This is especially likely near the

mountain ranges which undergo larger, more localized hydrological fluctuations

than measured by GRACE (due to its limited 300-400 km resolution (Argus et al.,

2017)). Nevertheless, our analysis clearly illustrates that seasonal and multiannual

fluctuations in groundwater levels on the order of 10 to 50 m can induce impor-

tant poroelastic displacements both in the vertical and horizontal directions, with

amplitudes reaching 85 mm and 15 mm, respectively.

3.4 Modeling Poroelastic Deformation Due to Groundwater Variations

In this section, we seek to relate our two sets of observations through modeling.

We first model surface displacements due to poroelastic perturbations in an homo-
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Figure 3.9: (a) Schematic diagram of the poroelastic model for a single cuboid
(modified from Kuvshinov (2008)). The vertices are numbered according to the
order of summation in Equations 3.2-3.4. (b) Vertical and horizontal displacements
(along either G or H) for a single cuboid with a 10 ⇥ 10 km spatial extent, 500 m
thickness, ⇠< = 2.3⇥10�10 Pa�1, a = 0.25 and U = 0.8 subjected to a 20 m increase
in groundwater level.

geneous elastic half-space before discussing these results in the context of Fleitout

and Chanard (2018) and Larochelle et al. (2022)’s two-layers model which accounts

for higher elastic moduli at depth.

Here we make use of Kuvshinov (2008)’s analytical solutions based on Geertsma

(1973)’s solution for a point nuclei of poroelastic deformation in an isotropic and

homogeneous half-space. More specifically, Kuvshinov (2008) derived analytical

solutions for a distributed polyhedral inclusion by integration of Geertsma’s solution.

The method allows to making use of Green’s functions describing an arbitrarily-

shaped poroelastic intrusion embedded in an homogeneous half-space.

While this specific formulation has been primarily used to model displacements and

stresses associated with hydrocarbon and geothermal energy production (e.g., Smith

et al., 2019, 2021; Li et al., 2021), it is equally valid for the case of groundwater

pumping and recharge in an aquifer. For comparison, Hu and Bürgmann (2020)

and Silverii et al. (2019) have used a finite-strain cuboid framework (Barbot et al.,

2017) to model poroelastic displacements in an aquifer setting, but the approach

is kinematic and does not directly relate the surface deformation to pore pressure



92

variations. In the case of a simple cuboid intrusion like the one shown in Figure

3.9a, surface displacements (I = 0) are obtained by summing the contribution of

each vertex labeled in Figure 3.9a as follows (Kuvshinov, 2008; Smith et al., 2021):

DG =
U⇠<�?

4c

8’
8=1

(�1)8�1 [ 5 ( H̄, Z�, Ḡ, A�) + (3 � 4a) 5 ( H̄, Z+, Ḡ, A+)] (3.2)

DH =
U⇠<�?

4c

8’
8=1

(�1)8�1 [ 5 (Ḡ, Z�, H̄, A�) + (3 � 4a) 5 (Ḡ, Z+, H̄, A+)] (3.3)

DI =
U⇠<�?

4c

8’
8=1

(�1)8�1 [ 5 (Ḡ, H̄, Z�, A�) + (3 � 4a) 5 (Ḡ, H̄, Z+, A+)] (3.4)

where function 5 is defined as:

5 (G, H, I, A) = I arctan
✓
GH

IA

◆
� G ln |A + H | � H ln |A + G | (3.5)

and

Ḡ = G8 � G (3.6)

H̄ = H8 � H (3.7)

Z
± = I8 ⌥ I (3.8)

A± =
q
Ḡ

2 + H̄
2 + (Z±)2 (3.9)

describe the distances between the coordinates of each vertex 8 (G8, H8, I8) and that

of an observation point (G, H, I). �? is the change in pore pressure associated with a

change in groundwater level�⌘ (�? = d6�⌘), U is Biot’s coe�cient, a the Poisson’s

ratio and ⇠< is Geertsma’s uniaxial poroelastic expansion coe�cient — also known

as uniaxial compressibility — related to Young’s modulus ⇢ and Poisson’s ratio a

as (Geertsma, 1973; Wang, 2017):

⇠< =
U

⇢

(1 + a) (1 � 2a)
(1 � a) . (3.10)

Note that the compressibility ⇠< reflects the elastic storage capacity of the aquifer

system.

Figure 3.9b illustrates the vertical and horizontal displacements resulting from a

single 10⇥ 10 km, 500 m-thick cuboid subjected to a 20 m increase in groundwater

level. Vertical displacement is relatively uniform within the pressurized cuboid and

rapidly decays to zero outside the cuboid. Horizontal displacements, on the other

hand, peak at the edge of the cuboid and decay much more slowly to zero outside the
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pressurized zone. The horizontal displacements shown here results from the sharp

transition from �⌘ = 20 m to �⌘ = 0 m.

Here we model the deforming aquifer unit as a series of 2.5 ⇥ 2.5 km cuboids of

variable thickness. Since the exact distribution of aquifer thickness over which

poroelastic deformation occurs is unknown, we use the thickness of the continental

deposits layer shown in Figure 3.10a as a proxy, keeping in mind that it represents an

upper bound estimate of the deforming aquifer thickness. The thickness distribution

was interpolated from Figure 8 of Williamson et al. (1989) by the USGS (https:

//water.usgs.gov/lookup/getspatial?ds10cnrlvl_a10). Given that we

use the entire continental deposits layer for the aquifer thickness and that the model

is virtually insensitive to the depth of aquifer unit for the given set of parameters, we

set the depth equal to zero for simplicity. Each cuboid is then assigned an average

pore pressure value according to the groundwater level distribution of Figure 3.6.

Using these aquifer thickness and pore pressure distributions as inputs and assuming

standard values of U = 0.8 and a = 0.25, we can invert the horizontal and poroelastic

displacements for the best-fit compressibility ⇠< of 2.3⇥10�10 Pa�1 using the exact

linear least-square solution. Note that uniformly smaller aquifer thicknesses would

simply result in a larger inverted ⇠< as deformation is proportional to 1⇠< where 1

is the aquifer thickness.

The displacements associated with this best-fitting model are shown in Figure 3.10b.

Overall, we find that the measured vertical poroelastic displacements (triangles)

coincide quite well with the modeled vertical displacements (background colormap)

owing to the previously noted correlation between deformation and groundwater

variations (Figure 3.8). The model also roughly predicts the amplitude and direction

of horizontal displacements at a number of stations undergoing important (i.e.,

⇠> 15 mm) vertical deformation. However, towards the edges of the valley where

groundwater variations, aquifer thickness and vertical displacements are generally

smaller, the model consistently overpredicts the observed amplitude of horizontal

displacements.

As discussed in Larochelle et al. (2022), horizontal poroelastic deformation is in-

herently more di�cult to track and model than vertical deformation. Notably, as can

been seen in Figures 3.9b and 3.10b, while vertical displacements primarily depend

on the local amplitudes of pore pressure variations, horizontal displacements reflect

the local spatial gradient of the pore pressure field. Horizontal displacements are

thus much more sensitive to spatial variations of the pore pressure distribution.
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Figure 3.10: Aquifer thickness and modeled poroelastic displacements. (a) Thick-
ness of continental deposit layer taken as a proxy for the thickness of the aquifer unit.
(b) Comparison of modeled and measured poroelastic displacements. The arrows
indicate the measured (black) and modeled (blue) horizontal displacements while
the colored spatial distribution and triangles indicate the modeled and measured
vertical displacements, respectively.

Groundwater variations which are not perfectly represented in our model — due in

part to the discrete nature of monitoring wells — therefore explains at least part of

the observed discrepancies. The overpredicted horizontal displacements at the two

GNSS stations at the center of the concentrated zone of elevated groundwater vari-

ations, for example, may partially result from inaccurately sharp spatial gradients

in the interpolated pore pressure field. The same argument can be made about po-

tential inaccuracies in the aquifer thickness distribution. In particular, groundwater

variations may not in fact occur over the entire thickness of the continental deposits,

as is assumed in the current model.

Moreover, the present model assumes that the pore pressure perturbations occur

in a half-space with homogeneous elastic moduli, here embodied by the constant

compressibility coe�cient ⇠< = 2.3 ⇥ 10�10 Pa�1 equivalent to a Young’s modulus

⇢ of 2.9 GPa (a = 0.25 and U = 0.8). Yet, elastic properties are known to vary

both laterally and with depth. Given the good agreement between the observed

vertical displacements and those predicted by the homogeneous half-space model
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Figure 3.11: Typical cross-section of Young’s modulus inferred from the USGS San
Francisco Bay Region seismic velocity model.

(Figure 3.10b) as well as the relatively uniform bulk composition of the Sacramento

Valley (Figure 3.1c), lateral heterogeneities in the elastic properties of the deforming

aquifer unit do not appear to be a dominant e�ect.

In contrast, elastic properties certainly vary with depth as illustrated by Figure 3.11

which shows a typical cross section of Young’s moduli in the Sacramento Valley

inferred from the USGS San Francisco Bay Region seismic velocity model (Ver-

sion 08.3.0, https://baagaard-usgs.github.io/sfcvm-website/models/

seismic.html). In particular, the layer of relatively weak continental deposits

making up the aquifer unit (⇠ 1 - 10 GPa) sits on top of sti�er marine sediments

(⇠ 20 - 50 GPa) and on the much stronger crystalline bedrock of the Sierra Nevada

(⇠ 80 GPa). It is clear from this picture that the aquifer unit does not exist in a

homogeneous half-space and that the stronger basement might restrict the horizontal

poroelastic displacements.

Fleitout and Chanard (2018) and Larochelle et al. (2022) developed semi-analytical

solutions that describe horizontal displacements arising from poroelastic eigen-

strains in a weak aquifer layer with a Young’s modulus of ⇢0@ overlaying a stronger

basement with modulus ⇢10B4. The solution is based on a shallow water approxima-

tion, meaning that it remains valid as long as the horizontal extent of the aquifer is

large compared to the aquifer depth. According to this approximation, shear stresses

at the base of the aquifer, induced by poroelastic eigenstrains within the aquifer, do

not depend on ⇢10B4. The horizontal displacements at the surface correspond to the

deformation of the subtratum with modulus ⇢10B4 due to these shear stresses. The

horizontal displacements are then simply proportional to 1/⇢10B4 and converge to
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Figure 3.12: Comparison of analytical poroelastic solutions for a disk aquifer with
⇢0@ = ⇢10B4.

the homogeneous half-space solution when ⇢10B4 is set equal to ⇢0@, as illustrated

for the simple case of a disk-shaped poroelastic perturbation in Figure 3.12.

Figure 3.13 shows the displacements predicted by this two-layer model for an average

basement Young’s modulus of 35 GPa. As expected, the resulting displacements

are much smaller than those predicted by the homogeneous half-space solution.

Restrained poroelastic deformation due to the strong basement is thus a potential

candidate to explain the smaller-than-predicted poroelastic displacements observed

near aquifer boundaries. This is especially true for GNSS stations in close proximity

to the Sierra Nevada mountains.

This model alone, however, cannot explain the large horizontal displacements ob-

served towards the center of the aquifer. We hypothesize that these large displace-

ments might be accommodated by readily-deformable materials at the base of the

aquifer. The clay lenses that make up a significant part of the continental deposits

(Figure 3.1c) are a likely candidate. Considering a typical cross-section from Faunt

(2009)’s texture model which shows the percentage of coarse-grain materials (Fig-

ure 3.14), fine-grained materials such as clays do appear to be present close to the

base of the aquifer.

3.5 Conclusions

To summarize, in this study, we were able to reconcile independent measurements

from in situ groundwater monitoring wells and space-based GNSS and GRACE

techniques by accounting for both hydrological loading and poroelastic deformation

in the Sacramento Valley, California. In particular, we recovered point estimates of
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Figure 3.13: Horizontal poroelastic displacements predicted for a two-layer model
with a basement Young’s modulus of 35 GPa.

Figure 3.14: Typical cross-section through the texture model of Faunt (2009) show-
ing the percentage of coarse-grained materials within the layer of continental de-
posits.

3D poroelastic displacements by projecting GNSS residual time series, corrected

for GRACE-estimated hydrological loading, onto the dominant temporal function

characterizing groundwater variations in the region. The resulting displacements

can be reasonably well explained by analytical poroelastic solutions, suggesting

that the deformation remains in the (poro)elastic regime. The modeling also led
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to an estimate of average compressibility associated to seasonal and multiannual

variations, reflecting the aquifer basin’s elastic storage capacity.

Further work is necessary to assess whether this seasonal/multiannual compress-

ibility is consistent with longer-term deformation, which is important to predict

the aquifer’s response to prolonged declines in groundwater levels (assuming that

it remains in the elastic regime). Future work will also focus on incorporating

InSAR measurements into this framework to improve spatial resolution. This study

illustrates that, given proper calibration, space-based GNSS, InSAR and GRACE

techniques can be used to monitor basin-scale groundwater variations in areas where

monitoring wells are sparse or nonexistent.
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4.1 Introduction

Earthquakes induced by fluid injection into the subsurface pose a major challenge

for the geoenergy industry and society in general (Ellsworth, 2013; Grigoli et al.,

2017). Tectonically-quiescent regions where dormant faults could be reactivated

are particularly challenging, as their infrastructure is often not designed for large-

magnitude induced earthquakes (McGarr et al., 2015). At the same time, some

faults have been observed to slip stably at aseismic speeds of 10�7 – 10�2 m/s in

response to fluid injection (Cornet et al., 1997; Duboeuf et al., 2017; Guglielmi

et al., 2015; Scotti and Cornet, 1994; Wei et al., 2015). While induced earthquakes

have been located anywhere from a few meters to tens of kilometers from injection

wells (Goebel and Brodsky, 2018), the spatial extent of fluid-induced aseismic slip

is not as well characterized due to the paucity of direct observations. Understanding

what conditions lead to seismic versus aseismic and localized versus widespread

fault reactivation is central to physics-based hazard forecasting.

An outstanding opportunity to investigate these questions is o�ered by a decametric-

scale fluid injection experiment recently conducted in an underground tunnel inter-

cepting a dormant fault in a carbonate formation (Guglielmi et al., 2015) (Figure

4.1A). During the experiment, the fluid pressure and fault slip were recorded at the

injection site. Although the observed slip was mostly aseismic, it is important to

understand if the observations contained su�cient information to determine whether

slip would have accelerated into an earthquake rupture if injection had continued.

Previous e�orts to model the field experiment with a slip-weakening friction law

concluded that aseismic slip outgrew the pressurized zone, potentially leading to a

runaway earthquake with continued injection (Bhattacharya and Viesca, 2019).
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Figure 4.1: In situ measurement and modeling of fault slip induced by fluid injec-
tion. (A) Schematic of the field experiment presented in Guglielmi et al. (2015)
in which fluid injected into a borehole crossing a natural but inactive fault caused
its reactivation. A special borehole probe (SIMFIP) was used to measure the fault
displacements directly at the injection site. (B) Pressure, flow rate, and fault slip
measured during the field experiment. The colored lines and associated parameters
correspond to the three di�erent hydrological models considered in this study. The
grey area indicates the depressurization stage that has not been shown nor modeled
in prior studies. (C) Schematic of the model used to simulate slip on a fault plane
embedded in an elastic bulk medium. Snapshots of a sample fluid pressure di�u-
sion scenario and its resulting fault slip are shown for illustration (the darker colors
indicate later times). Schematics (A) and (C) are not to scale.
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Here, we use the data from the field experiment to examine the issue of slow and

confined vs. fast and runaway slip in models with more realistic, laboratory-derived

rate-and-state friction laws (Dieterich, 1979, 2007; Ruina, 1983) consistent with

laboratory results on materials from this specific fault zone (Cappa et al., 2019).

Furthermore, we use the modeling to identify promising avenues to quantify the

fault properties and control injection-induced seismicity hazard. We adopt a fully-

dynamic computational framework that resolves both aseismic and seismic slip on

faults. We keep other model ingredients relatively simple to better understand fric-

tional e�ects in the presence of a di�using fluid. For example, we do not explicitly

model the change in fault permeability induced by slip as in previous studies (Bhat-

tacharya and Viesca, 2019; Cappa et al., 2019; Guglielmi et al., 2015). Nonetheless,

we find that multiple frictional scenarios of varying spatial behavior and proneness

to large earthquakes match the slip observations of the field experiment equally

well during fault pressurization. We also find that depressurization provides further

constraints that could help identify potentially hazardous faults.

4.2 Data and Methods

4.2.1 A Unique Fluid-Injection Experiment on a Natural Fault

The unprecedented field experiment involved injecting water directly into the fault

zone and measuring the resulting fault slip at a depth of 280 m with a specially

designed borehole probe (Guglielmi et al., 2015) (Figure 4.1A). Prior to the exper-

iment, the shear and normal stress acting on the fault were estimated at 1.65 ± 0.5

and 4.25 ± 0.5 MPa, and the permeability and bulk modulus of the initially dry

fault at 7 x 10�12 m2 and 13.5 ± 3.5 GPa, respectively. Figure 4.1B summarizes

the main observations of the experiment, including the deceleration of slip asso-

ciated with depressurization not discussed in previous works. The slip measured

during the pressurization phase displays three distinct slip stages. At first, the fault

is inactive and no significant slip is recorded. The second stage initiates between

300 and 400 s when slip rates attain ⇠10�7 m/s and the accumulated slip becomes

measurable within the timeframe of the experiment. Stage 3 corresponds to the

sharp acceleration to slip velocities of ⇠10�6 m/s without any significant increase in

injection pressure at ⇠1200 s. Hydromechanical modeling suggests that 70% of the

20-fold increase in permeability during the experiment occurred prior to this accel-

eration (Guglielmi et al., 2015). Laboratory experiments were also performed on

grinded materials from the fault zone to further constrain the rate-and-state frictional

properties (Cappa et al., 2019).
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4.2.2 Di�usion of Pore Fluid Pressure into the Fault Zone

We model the field experiment as a fluid injection into a planar fault embedded in

an elastic medium (Figure 4.1AC). We simulate the fluid injection by prescribing an

evolution of pore pressure at the center of the fault that approximates the pressure

history of the field experiment (Figure 4.1B, top). Simulations with a smooth

pressure evolution result in similar but easier to interpret simulation results than

those with the exact pressure history (Figures C.1-C.2).

The imposed pressure di�uses axisymmetrically into the fault plane as follows:

m?(A, C)
mC

= U

✓
m2?(A, C)

mA2
+ 1
A

m?(A, C)
mA

◆
(4.1)

where ? is the pore pressure, A is radial distance, C is time, and U is the hydraulic

di�usivity. The di�usion is numerically implemented using a forward finite di�er-

ence scheme. Injection pressure is prescribed at a distance of A8= 9 = 0.05 m from the

center of the fault to mimic the experimental procedure. Although we prescribe zero

pressure boundary conditions far from the injection point to emulate the initially dry

fault, the choice of boundary condition is not essential here because the size of the

simulated fault (250 m) is larger than that of the pressure di�usion. Models with

larger fault domains produce nearly identical results (Figure C.3).

Although both pressure and flow rate are reported as part of the field experiment, the

exact value of the hydraulic di�usivity U is still uncertain because the spatial extent

of the pressurized zone and the fault thickness over which the di�usion occurs, 1,

are poorly constrained. The volumetric flow rate, &, depends on U and 1 as:

&(C) = �
U(B1(2cA8= 9 )

d6

m?

mA
(A8= 9 , C) (4.2)

where (( is the specific storage and d the density of water. Hence, for a given flow

rate, there is a trade-o� between the fault thickness 1 over which the fluid di�usion

occurs, the hydraulic di�usivity U and the specific storage (( of the fault zone (and

hence permeability : = U(([/d6 where [ is the dynamic viscosity of water). Note

that U a�ects &(C) via both the pre-factor and the m?/mA (A8= 9 , C) term in (4.2). In

Section 4.3, we use hydraulic di�usivities of 0.04, 0.20, and 0.85 m2/s to match

field experimental measurements of slip for di�erent friction regimes. Assuming

a specific storage of (( = 2 ⇥ 10�4 m�1 as in Bhattacharya and Viesca (2019),

for example, these hydraulic di�usivities correspond to permeability values of 0.8,

4, and 17 ⇥ 10�12 m2 that are within the ranges presented in previous studies that
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considered permeability enhancement: 0.8 to 1.3 ⇥ 10�12 m2 (Bhattacharya and

Viesca, 2019) and 7 to 100⇥ 10�12 m2 (Guglielmi et al., 2015). These permeability

values are also consistent with the flow rates measured in the field experiment, for

reasonable values of the fault thickness 1 of 29, 6.7, and 1.8 cm, respectively (Figure

4.1B). While considering permeability enhancement may be necessary to match the

finer features of the pressure and flow rate histories (unless the fault thickness 1

a�ected by fluid flow varies with time or with space), all three combinations of

the parameters we use reproduce the hydrologic observations to the first order. We

therefore consider a range of constant hydraulic di�usivity (and hence permeability)

values in our search for models that reproduce the main features of the experimental

observations.

4.2.3 Numerical Modeling of Fluid-Induced Fault Slip

As fluid pressure increases and di�uses into the fault plane, fault friction eventu-

ally decreases and measurable slip ensues (Figure 4.1C). We model this induced

fault slip using a fully-dynamic 2D antiplane boundary integral method capable of

simulating the complete seismic cycle including both aseismic and seismic defor-

mation (Lapusta et al., 2000; Noda and Lapusta, 2013). Fault slip is governed by

the following elastodynamic equation:

g(G, C) = 5 (f � ?(G, C)) = g8=8 + � [X(G, C)] � `

2B
+ (G, C) (4.3)

where g is the shear stress, 5 the friction coe�cient, f the normal stress, g8=8 the

initial (i.e., background) shear stress, � a linear functional which depends on the slip

history X, ` the shear modulus of the elastic medium, 2B the shear wave speed and

+ the slip rate. The friction coe�cient in (4.3) follows an empirical rate-and-state

formulation derived from laboratory experiments which describes the dependence

of 5 on the slip rate and a state variable \ (Dieterich, 1979, 2007; Ruina, 1983):

5 (+ , \) = 5 ⇤ + 0 ln
+

+⇤ + 1 ln
+⇤\
⇡'(

(4.4)

where 0 and 1 are the direct and evolutionary rate-and-state parameters, ⇡'( is the

critical slip distance and 5 ⇤ is a reference coe�cient of friction at reference slip rate

+⇤. The state variable is assumed to evolve according to the aging law (Marone,

1998; Ruina, 1983).

As the fault in the experiment is inactive prior to the fluid stimulation, the modeled

fault is not loaded tectonically. Fault slip is thus purely fluid-induced, i.e., no
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significant slip would occur without the injection within the time scales considered

in the simulations. To initialize the models, we impose shear and normal stresses

in agreement with the values reported at the field site prior to the experiment

(Guglielmi et al., 2015) and initial state variable values consistent with a dormant,

highly healed fault (Section C.1, Figures C.4-C.7). The corresponding initial slip

rate is then computed from Eq. (4.4).

4.3 Results

4.3.1 Models in Agreement with the Slip Observations during Pressurization

By first limiting our analysis to the pressurization stage of the experiment (up to

1400 s), we find that the observations are equally well reproduced by a family of

models. Three representative cases, which we denote lower-, intermediate- and

higher-friction models, are shown in Figures 4.2A-C and C.8 to C.11 and Table C.1.

Below we explain how we constrained these models by examining how the various

parameters govern the transitions between the di�erent slip stages and considering

the trade-o� between friction and fluid pressure.

At the beginning of all simulations, slip rates are low and both inertial e�ects and

elastic stress transfers are negligible. Eq. (4.3) then reduces to:

5 (+ , \) (f � ?(G, C)) = g8=8 . (4.5)

As ? increases and g8=8 remains constant over time, 5 must increase via growing

slip rates in order for (4.5) to remain true, resulting in a balance between the direct

frictional e�ect and changes in pore pressure (Dublanchet, 2019). Slip rate and

friction continue increasing until slip becomes significant at + ⇠ 10�7 m/s. The

onset of significant slip thus approximately coincides with the maximum friction

reached during the simulations (Figures 4.2AB, C.8). The peak friction, 5 ?, can be

approximated as:

5 ? ⇠ 5 ⇤ + 0 ln
+B

+⇤ + 1 ln
+⇤\8=8
⇡'(

(4.6)

where +B = 10�7 m/s. The state variable remains at its initial value, \8=8, as it has

not evolved significantly yet due to negligible slip and short healing time compared

to its large initial value. Moreover, because the fluid pressure at the injection site is

known at all times, we can relate 5 ? to the timing of slip initiation, CB:

5 ? =
g8=8

f � ?(0, CB)
. (4.7)
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Figure 4.2: Multiple simulated scenarios match the pressurization stage of the
experiment but respond di�erently to depressurization. (A) Temporal evolution of
pore fluid pressure, slip and slip rate for three model scenarios (solid curves) that
reproduce the observations (black dots) during the field-experiment pressurization.
(B) Simulated evolution of friction with slip at the injection site; the three scenarios
correspond to lower (red), intermediate (green), and higher (blue) residual friction in
comparison to the fault prestress (black dashed line). Note that only the intermediate
and higher-friction faults result in slip consistent with the depressurization part. (C)
Key frictional and hydraulic properties of the three scenarios. (D) Similar to (A)
but for an improved depressurization: Reducing injection pressure once slip starts
to accelerate would allow to distinguish between all three cases, helping to constrain
the fault friction properties.
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It is thus possible to control CB by computing the corresponding 5 ? with Eq. (4.7) and

selecting 5 ⇤, 0, 1, \8=8 and ⇡'( such that Eq. (4.6) is satisfied. The three example

models have CB between 300 and 400s and 5 ? between 0.84 and 0.99 (Figures 4.2B,

C.8).

Once significant slip starts accumulating, the fault begins weakening until it reaches

steady state and friction reaches its quasi-static residual value of 5 A = 5 ⇤ + (0 �
1) ln+/+⇤ at the latest stage of the fault pressurization experiment (Figure 4.2B,

C.8). As in Dublanchet (2019)’s rate-strengthening models, we find that this tran-

sition to steady state is accompanied with a marked acceleration in slip rate (Phase

II in Dublanchet (2019)) which we assume to explain the acceleration observed at

1200s.

The critical slip distance, X2, over which friction weakens from 5 ? to 5 A can be

approximated as:

X2 ⇠
5 ? � 5 A

1/⇡'(
(4.8)

since m 5 /mX ⇠ 1/⇡'(. Furthermore, from elasticity, slip is related to stress drop

by:

�X / �g⌘
`

(4.9)

where ⌘ is the length of the slipping zone. By equating Eq. (4.8) and (4.9) at the

center of the fault, we can estimate the slipping zone size, ⌘02, at which steady state

is reached and Stage 3 initiates:

⌘02 /
`⇡'(

1

5 ? � 5 A

�g
. (4.10)

Moreover, by choosing +⇤ to be on the same order of magnitude as the fastest slip

rate measured during the field experiment (+⇤ = 10�6 m/s), we can approximate 5 A

with 5 ⇤ since the contribution of (0 � 1) ln+/+⇤ becomes small compared to that

of 5 ⇤. Eq. (4.10) can then be rewritten in terms of known parameters as:

⌘02 /
`⇡'(

1

0 ln +B
+ + 1 ln +⇤\8=8

⇡'(

g8=8 � 5 ⇤(f � ?(0, C02))
(4.11)

where C02 denotes the onset of Stage 3. For all the simulations presented in this work,

we find that adding a pre-factor of 3 to Eq. (4.11) provides a good estimate of the

slipping zone size at C02 (Section C.2). Remarkably, ⌘02 only depends on quantities
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Figure 4.3: Whether the slipping zone is contained within or outruns the pressurized
zone depends on fault friction. Spatial and temporal evolution of (A-C) pore fluid
pressure and (D-F) slip rate for the three scenarios of Figure 4.2 during pressuriza-
tion. The purple line shows the estimate ⌘02 of the slipping zone for the acceleration
stage. Black dashed lines indicate the extent of the pressurized zone defined by
0.5 MPa fluid pressure contours. During the pressurization stage, the slipping zone
of the lower-friction case outruns the pressurized zone while the intermediate- and
higher-friction cases remain confined to the pressurized zone.

at the injection site. We can thus control the initiation of Stage 3 in our simulations

by tuning the model parameters such that the slipping zone reaches length ⌘02 at

⇠1200 s as is the case for our three representative models in Figure 4.3.

Another critical aspect in these simulations is the balance between friction and the

pore pressure forcing. Figures C.20-C.23 illustrate how the aseismic slip zone grows

with decreasing 5 ⇤ and increasing U, respectively. In particular, during Stage 3, the

spatial extent of the slipping zone with respect to the pressurized zone and the slip

rate at the injection site depend on the di�erence between the residual and initial

friction, 5 A � 58=8, which controls the elastic energy available to drive fault rupture

once initiated (Bhattacharya and Viesca, 2019; Dublanchet, 2019; Galis et al., 2017;

Garagash and Germanovich, 2012) (Figure C.19A-C). Note that this is distinct from

the di�erence between peak and initial friction, 5 ?� 58=8 (e.g., Gischig, 2015), which

controls the timing of fault reactivation as discussed above.

Given all these consideration, for each di�usion scenario presented in Figure 4.1B,

we find a corresponding frictional model by adjusting 5 ⇤ such that the simulated slip
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matches the observations during the first 2 slip stages and produces a su�ciently

large slip transient during Stage 3. To be able to use 5 A (and hence 5 ⇤) values in

agreement with the range 0.55 - 0.65 inferred from laboratory experiments on the

grinded fault zone material (Cappa et al., 2019), we set 58=8 to 0.54 (g8=8 = 2.15

MPa, f = 4.00 MPa), which is within the uncertainty range of the initial stress

measurements. A smaller 58=8 would require smaller values of 5 ⇤ outside of this

range to obtain the same slip at the injection site. Moreover, the selected values of 5 ⇤

restrict the range of possible values for the term 1 ln+\8=8/⇡'( in Eq. (4.6) in order

for slip to initiate between 300 and 400 s, which in turn restricts factor `⇡'(/1 in

Eq. (4.11) in order for Stage 3 to initiate at 1200s. The factor `⇡'( which appears

in estimates of critical nucleation lengths also needs to be large enough to avoid

nucleation of dynamic events within the experimental time (e.g., Rice and Ruina,

1983; Rubin and Ampuero, 2005). Finally, we fine tune parameters 0 and \8=8 to

adjust the slope and timing of the acceleration, respectively. Note that decreasing

0 while keeping 1 constant increases the slope of the slip acceleration — due to

the (weak) dependence of 5 A on (0 � 1) – and eventually leads to the nucleation of

a dynamic event right at C02 (Figure C.16 and C.19D-F). This procedure results in

a family of models with 5 ⇤= 0.48 to 0.60, 0 � 1 = �0.001 to -0.005 (1 = 0.016),

\8=8 = 1.2 ⇥ 1012 to 7.0 ⇥ 1012 s and U = 0.04 to 0.85 m2/s that match the slip

observations equally well during pressurization.

Although the three models exhibit comparable slip histories at the injection site, they

di�er in features that were not directly accessible to field observation. In particular,

their spatial behaviors di�er qualitatively (Figure 4.3, C.9-C.11). Defining the

pressurized zone with 0.5 MPa pressure contours as in previous works, the lower-

friction scenario produces an aseismic front that outruns the pressurized region,

within 1400 s, as in slip-weakening models (Bhattacharya and Viesca, 2019) (Figure

4.3D). By contrast, in the higher-friction model, which reproduces the observations

equally well, aseismic slip remains confined well within the pressurized area (Figure

4.3F). Our models demonstrate that slip did not necessarily extend beyond the

pressure perturbation during the experiment; that explaining a slip history at a

single point in space is a non-unique problem; and that further hydro-mechanical

complexity is not required to explain the observed slip to first order. Monitoring fault

slip and fluid pressure along the length of the fault, directly with additional probes or

remotely with geophysical methods, would help distinguish between these di�erent

scenarios and would allow to study additional fault processes such as permeability

evolution and inelastic dilatancy (Segall and Rice, 1995).
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4.3.2 Distinguishing between Models with Depressurization

We find that the depressurization stage of the field experiment, which was not dis-

cussed or modeled in previous studies (Bhattacharya and Viesca, 2019; Cappa et al.,

2019; Derode et al., 2015; Guglielmi et al., 2015), contains valuable information on

fault properties. In this pressure-reduction stage, the lower-friction model features

a pronounced delayed slip response that is not observed in the experiment or in the

other two cases (Figure 4.2A). The intermediate- and higher-friction models, which

also have higher hydraulic di�usivities, thus explain the entire set of observations

better than the lower-friction model. Further discriminating between these two

models is not possible with the current dataset because, by the time depressurization

is initiated, the slip rates in these simulations are too low to produce a detectable

di�erence in incremental slip. However, if the injection pressure is decreased more

gradually and earlier in the acceleration phase – at which point the intermediate-

and higher-friction scenarios have approximately the same (and higher) slip rate –

the three scenarios lead to diverging levels of incremental slip (Figure 4.2D). As we

only investigate a limited portion of the rate-and-state parameter space in this study,

we cannot conclude that timely depressurization can uniquely discriminate between

all possible frictional scenarios. However, it is clear that timely depressurization

can provide additional constraints on the frictional and hydromechanical properties

of fault zones.

In addition to fitting the entire set of slip observations better, models with 5 ⇤ of

0.55 and 0.60 are also more consistent with the range of residual friction values of

0.55 to 0.65 derived from laboratory experiments on grinded fault gouge (Cappa

et al., 2019). Moreover, the initial fault conditions implied by these higher-friction

cases are fully consistent with those of a dormant fault whereas the low-friction

case is not (Text C.1). Our preferred model for the site of the injection experiment

is thus a rate-weakening fault with 0.55 < 5 ⇤ < 0.60, 0.20 < U < 0.85 m2/s, 0 =

0.011 and 1 = 0.016. This is in contrast to the original Guglielmi et al. (2015)

study in which the authors inferred a rate-strengthening fault from a spring-slider

model with permeability enhancement. Within the limited parameter space that

we explored through the procedure outlined in Section 4.3.1, we could only find

rate-strengthening models with relatively low 5 ⇤ and hence ones that only match the

pressurization stage of the experiment (Figure C.24). It is possible that there are rate-

strengthening models that match the entire slip history that we have not considered

here but that would not change our conclusions that the field measurements can be
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matched with multiple friction scenarios and that the depressurization stage provides

further constraints than pressurization alone.

4.3.3 Diverging Fault Stability with Sustained Injection

Modeling what would have happened if the fluid injection had continued for longer

highlights why distinguishing between the three qualitatively di�erent scenarios

identified in this study is crucial. In response to an extended constant-pressure

injection (Figure 4.4, Figures C.3, C.25-C.27), the low-friction fault nucleates an

earthquake almost immediately, while the intermediate and higher-friction faults de-

celerate and continue slipping aseismically before eventually transitioning to seismic

slip rates. Once a seismic rupture initiates, whether it is self-arrested or run-away

depends on the dynamic residual friction, 5 3 , which is generally slightly lower than

5 A (Galis et al., 2017; Garagash and Germanovich, 2012). If 5 3 < 58=8, as in the low-

and intermediate-friction cases (Figure 4.4B), the rupture may release enough elastic

energy to propagate beyond the fluid-a�ected regions and would only be stopped by

less favorably stressed fault patches, geometrical barriers, or more stable materials

not present in the current model (Figures 4.4C,D). Such runaway ruptures may be

preceded by smaller ruptures or aseismic slip transients (Figures C.15 and C.19A);

indeed, in fracture mechanics models (Galis et al., 2017), the transition to runaway

rupture requires a certain balance between fluid pressurization and background stress

to be reached. If 5 3 > 58=8, as in the high-friction case, the rupture self-arrests once

out of the pressurized zone (Figure 4.4E). For low- to intermediate-friction faults,

the maximum expected earthquake magnitude, "<0G , is thus controlled by hydro-

mechanical and geometrical fault properties as opposed to injection attributes (e.g.,

cumulative volume injected) (van der Elst et al., 2016; Galis et al., 2017; Gischig,

2015; McGarr, 2014). For example, varying the injection rate in our simulations

does not alter the event size (Figure C.28). In the intermediate-friction case, the fault

ultimately undergoes a runaway earthquake despite having stably released energy

for over an hour, thus demonstrating that aseismic slip does not signify an absence

of earthquake hazard. Fortunately, comparing the depressurization and prolonged

injection scenarios reveals that reducing the injection pressure might be su�cient

to suppress earthquake nucleation at the injection site. The lower the friction on the

fault, the faster the rate of this depressurization needs to be (Figure C.29). Note,

however, that earthquakes could still be triggered by aseismic slip itself on more

unstable heterogeneities away from the injection site (Eyre et al., 2019; Guglielmi

et al., 2015).
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Figure 4.4: Prolonged injection reveals the diverging stability of the di�erent fault
models. Same as Figure 4.2(A-B) and Figure 4.3(C-E) but for a longer injection
scenario, keeping the pressure at the center of the fault constant past 1400 s instead
of decreasing it. The low-friction case (red in A, C) produces a runaway earthquake
rupture much sooner than the intermediate-friction case (green in A, D), while
the higher-friction case (blue in A, E) — which is consistent with most known
information about the fault — results in a self-arresting earthquake confined to the
pressurized zone (blue).
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4.4 Discussion and Conclusions

To summarize, our modeling of a fluid-injection experiment into a fault zone reveals

that the di�erence between fault prestress and quasi-static or dynamic fault friction

controls whether slip is confined to the fluid-a�ected zone or outruns it. We find

that: (i) multiple scenarios with di�erent hydrologic assumptions and friction levels

are consistent with the measured slip at the injection site during the pressurization

phase, (ii) the low-friction scenario in which slow slip outruns the pressurized region

is inconsistent with slip during the depressurization phase, and (iii) the high-friction

scenario, in which the slipping zone is well confined within the pressurized region, is

most consistent with the full range of information from the experiment, including the

fault behavior during fault depressurization and laboratory friction measurements

on the materials from the fault zone. Key hydro-mechanical parameters such as the

di�erence between quasi-static friction and initial normalized prestress, 5 A � 58=8,

the rate dependence of friction, 0 � 1, and the hydraulic di�usivity, U, exercise

a first-order control on the stability and spatial extent of a fault response to fluid

injections. Further constraining these parameters is thus critical for seismic hazard

management. In the geoenergy industry, test injections with timely depressuriza-

tion and spatiotemporal monitoring of fluid pressure and aseismic slip could be

performed prior to exploitation to ensure that there are no low-friction faults nearby.

Our findings show that augmenting fault-pressurization experiments with suitably

designed depressurization phases and multiple monitoring locations along the fault

could provide invaluable insight into the physics of both induced and natural earth-

quakes Savage et al. (2017) and friction properties of dormant faults. Such more

advanced injection experiments and corresponding modeling work will potentially

be able to assess the e�ects and relative importance of additional mechanisms such

as poroelastic stresses (Deng et al., 2016; Goebel et al., 2017; Segall and Lu, 2015),

slip-induced dilatancy (Cappa et al., 2019; Segall and Rice, 1995), bulk fluid di�u-

sion, enhanced dynamic weakening and material heterogeneities (e.g., Eyre et al.,

2019).
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C h a p t e r 5

FAULT REACTIVATION AND EARTHQUAKE NUCLEATION
DUE TO FLUID INJECTION

To be submitted as:

S. Larochelle, J.-P. Ampuero, V. Lambert, and N. Lapusta. Fault reactivation and
earthquake nucleation due to fluid injection.

5.1 Introduction
In the previous chapter, we presented a number of simulations highlighting the

wide range of possible slip behaviors when faults are subjected to fluid injections,

from steady aseismic slip to runaway earthquakes. The conditions that give rise

to these distinct responses and, in particular, what controls whether the induced

slip is seismic or aseismic are still poorly understood. Of special interest is the

so-called nucleation length which describes the size of the slipping zone as it ap-

proaches dynamic speeds and produces an earthquake. A number of lengthscales

(e.g., see Table 5.1) have been proposed to explain the process of earthquake nucle-

ation observed in di�erent tectonically-loaded fault models and analog laboratory

experiments. However, whether and how these various lengthscales apply in the

context of fluid-induced slip is still an open question, notably because fluid injec-

tions lead to spatially- and temporally-variable e�ective normal stress. At the same

time, the e�ective normal stress — a key parameter in nucleation lengthscales —

was assumed to be constant in space and time in their derivations.

In this chapter, we investigate these questions by considering simulations similar

to those of Chapter 4 but for the simpler case of a fixed-length pressurized zone

with changing pore fluid pressure. The manuscript is organized as follows: We

first establish the close similarity of the slip behavior in di�usive and fixed-length

pressurization models before focusing on the latter. We then proceed to identify

key lengthscales and derive additional closed-form solutions to explain the slip

behaviors observed throughout the di�erent stages of the simulations.

5.2 Study Scope
Let us first consider the evolution of slip induced by two di�erent fluid injection

scenarios in fault slip models similar to those presented in Chapter 4. In the
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Table 5.1: Definition of important (half-)lengthscales and their values for the refer-
ence parameters listed in Table 5.2

Description Symbol Formula C = 0 Stage 2

Fixed-length pressurized zone !? - 1.25 m 1.25 m

Crack expansion lengthscale !BB Eqs. (5.24), (5.25) 0 m 1.43 m

Nucleation lengthscales
Dieterich (1992) and
Rubin and Ampuero (2005)
above steady state lengthscale

!1 1.377
`⇡AB

1(f � ?) 0.69 m 0.98 m

Uenishi and Rice (2003) universal
slip weakening lengthscale

!*' 0.579
`⇡AB

1(f � ?) 0.29 m 0.41 m

Rice and Ruina (1983)
linear stability lengthscale

!''

c

8

`⇡AB

(1 � 0) (f � ?) 0.98 m 1.38 m

Rubin and Ampuero (2005)
steady-state crack lengthscale

!'�

1

c

1`⇡AB

(1 � 0)2(f � ?) 3.98 m 5.59 m

first one, the fault is subjected to pore pressure increasing as ?(C) = AC = 5000C,

where A is a pressurization rate, over a fixed zone of half-length !? = 1.25 m

(Figure 5.1a). In the second one, the same pressure increase is applied over a

(much smaller) injection interval !8= 9 = 0.1 m but pore pressure is allowed to

di�use along the fault plane (as in Chapter 4) with hydraulic di�usivity U = 0.01

m2/s (Figure 5.1b). We simulate fault slip resulting from these two pressurization

scenarios for di�erent values of 0 while keeping 1 constant at 0.01 and the parameter

values listed in Table 5.2 (Figure 5.1, panels b-j). Despite clear di�erences at early

times, the two sets of simulations show qualitatively similar overall behaviors:

Faults with 0 = 0.004 undergo a spontaneous runaway seismic event that propagate

through the entire modeled domain; faults with 0 = 0.007 produce a series of

smaller, contained earthquake ruptures that approximately track the steady crack

expansion half-length estimate !BB (see Section 5.3.3); faults with 0 = 0.008 first

slip aseismically following !BB before nucleating a contained earthquake rupture

and, finally, faults with 0 = 0.01 slip aseismically throughout the simulated time.

The similarities between the two sets of simulations result from the following pa-

rameter choices. First, we focus on faults which are relatively well-stressed in

comparison to the reference friction (0.575 vs. 0.6), allowing for the slipping zone

to extend beyond the pressurized zone. Second, we consider low enough hydraulic
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Figure 5.1: Spatiotemporal evolution of pore pressure (a,f) and slip rates (b-j) for
simulations with a fixed-length pressurized zone (a-e) and a di�usive pressurized
zone (f-j), and di�erent values of 0. Note that since simulations with 0 = 0.004
generate runaway earthquakes that hit the model boundaries, we do not show these
simulations for timesteps after the seismic event. The blue lines indicate the steady-
state crack expansion lengthscale derived in section 5.3.3.1.
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Table 5.2: Reference parameter values. Unless otherwise indicated, the parameters
in the simulations shown throughout this manuscript are set to these values.

Parameter Symbol Value Units
Pressurization rate A 5000 Pa/s
Initial shear stress g8=8 5.75 MPa
Initial normal stress f8=8 10.00 MPa
Initial friction coe�cient 58=8 0.575
Reference friction coe�cient 5

⇤ 0.600
Reference slip rate +

⇤ 10�6 m/s
Dynamic slip rate +3H= 10�1 m/s
Rate frictional parameter 0 0.008
State frictional parameter 1 0.010
Critical slip distance ⇡AB 5 `m
Initial state variable \8=8 1010 s
Shear modulus ` 10 GPa

di�usivity in the cases with the expanding pressurized zone such that the (varying)

width of the pressurized zone remains comparable to the selected width of the fixed

pressurized zone for the duration of our simulations. The two factors taken together

ensure that the slipping zone is larger than the pressurized zone in both types of sim-

ulations for most of the simulated time, allowing for similar fault response. Third,

the evolving integrated pore pressure %(C) over the pressurized zone is similar in the

two cases.

Given these similarities, here we focus on understanding the simpler, fixed-pressurized

zone simulations to develop an intuition for these models. In order to isolate the

e�ects of fluid injections and examine earthquake nucleation, we focus on velocity-

weakening (VW) faults without tectonic loading (i.e., +?; = 0). As discussed in

Chapter 4 and Larochelle et al. (2021), long-term VW fault models with the aging

law and without tectonic or fluid loading indicate that the state variable \ should

be approximately equal to time (\ ⇠ C), the slip rate + should decay with time as

+ / C�1/0, and hence ⌦ = +\/⇡AB / C1�1/0. Velocity-weakening faults should thus

tend towards below steady-state conditions (⌦ < 1) for long periods of time without

loading since 1 � 1/0 < 0. In light of these expected initial conditions, this work

mostly focuses on VW faults that are initially well healed and below steady state.
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Figure 5.2: Evolution of the friction coe�cient (a,e), slip rate (b,f), state variable
(c,g) and ⌦ (d,h) with time (a-d) and slip (e-h) at the center of the fault for the
simulations with a fixed-length pressurized zone shown in Figure 5.1(a-e). The
di�erent stages of the simulations are indicated at the top of panels (a) and (e). The
left column shows the evolution of the quantities with time and the tight column
shows the beginning of their evolution with slip.
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5.3 Understanding Fault Slip due to Fixed-length Pressurization
Figure 5.2(a-d) shows the temporal evolution of key variables at the center of the

fault for the same fixed-zone simulations as in Figure 5.1. As indicated on top of

panels (a), all four simulations undergo three distinct stages. Stage 1 is characterized

by an increase in friction coe�cient 5 to its relatively high peak value appropriate

for a well-healed fault and with negligible slip and increasing but relatively small slip

rates, Stage 2 by pronounced frictional weakening to steady-state values, and Stage 3

by initially steady-state friction that subsequently oscillates around the steady-state

value, increasingly so for simulations with lower values of 0, as the slipping zone

extends. We examine each stage in more details in the following sections.

5.3.1 Stage 1: Increasing Friction and Slip Rate
As described in Larochelle et al. (2021) (also see Dublanchet (2019)), since initial

slip rates are very small (+8=8 < 10�15 m/s) (Figure 5.2b), slip and inertial e�ects are

negligible during Stage 1. The shear stress thus remains constant at g = g8=8 and:

g8=8 = 5 (f8=8 � ?). (5.1)

This implies that the increase in pore pressure ? must be entirely accommodated by

an increase in friction coe�cient 5 such that

5 =
g8=8

(f8=8 � ?)
. (5.2)

Figure 5.2a reveals that Eq. 5.2 (dashed line) remains true throughout Stage 1.

Moreover, since the state variable \ does not significantly evolve (Figure 5.2c) —

due to the negligible slip and relatively small simulated time (⇠ 500 s) compared to

its initial value of 1010 s — the increase in 5 has to come entirely from an increase

in slip rate + . Specifically,

+ = +⇤ exp

 
g8=8

(f8=8�?) � 5
⇤ � 1 ln +

⇤
\8=8
⇡AB

0

!
(5.3)

as indicated by the dashed lines in Figure 5.2b. Moreover since \ remains constant

at \8=8, ⌦ directly tracks the increase in + , bringing all four cases very much above

steady state by the end of Stage 1 (Figure 5.2d).

For a fault to overcome this regime, + has to increase up to a value, +B, at which

slip becomes significant, either (i) in comparison to the characteristic slip distance

⇡AB to allow for the evolution of the state variable, which would start to decrease
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towards steady-state values, or (ii) to decrease the shear stress in the middle of the

fault due to su�ciently larger slip there in comparison to the surrounding fault areas.

In Larochelle et al. (2021), we evaluated +B for (i) to be around 10�7 m/s. We see

(panel g) that condition (i) is reached at the same slip of several microns (comparable

to ⇡AB = 5 `m) for all cases. The friction coe�cient stays about constant over these

slips of the order of ⇡AB (panel e), resulting in further increase of slip rate and even

more slip, leading shortly to condition (ii) and decrease in shear stress and hence

friction coe�cient. Hence the friction is maximum at approximately + = +B and:

5
? ⇡ 5

⇤ + 0 ln
+B

+
⇤ + 1 ln

+
⇤
\>

⇡AB

. (5.4)

For the parameter values listed in Table 5.2, Eq. (5.4) evaluates to 5
? = 0.80.

Replacing this value in Eq. (5.1) yields an estimate of the critical pore pressure ??

necessary for fault reactivation by this mechanism:

?
? = f8=8 �

g8=8

5
?

(5.5)

equal to 2.77 MPa for the parameters listed in Table 5.2.

The spatio-temporal evolution of slip rate and friction up to the end of Stage 2

(Figure 5.3) shows that this increase of slip rate and friction coe�cient during stage

1 occurs uniformly throughout the (uniformly) pressurized region. This is one

di�erence from simulations with a di�usive pressurized zone, in which the slip zone

is expanding with the pressurized zone.

5.3.2 Stage 2: No-healing Frictional Weakening
Since the fault segment is far above steady state when the state variable starts to

evolve in stage 2, ⌦ � 1, the evolution of the state variable occurs in the no-

healing limit (Dieterich, 1992; Bizzarri and Cocco, 2003; Rubin and Ampuero,

2005; Ampuero and Rubin, 2008) as:

m\

mC

= 1 � +\

⇡AB

⇡ +\

⇡AB

(5.6)

implying that \ decays with slip X as:

\ = \8=8 exp(�X/⇡AB) (5.7)

as illustrated by the dashed line in Figure 5.2(g). Hence, friction evolves with slip

rate and slip as:

5 = 5
⇤ + 0 ln

+

+
⇤ + 1 ln

+
⇤
\8=8

⇡AB

� 1X

⇡AB

. (5.8)
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Figure 5.3: Alternative view of the spatiotemporal evolution of slip rate (a-d) and
friction coe�cient (e-h) to emphasize the nucleation process of the simulations
shown in Figure 5.1(a-e). Note that the colorbar now indicates time. The fixed-
length pressurized zone !? and lengthscale !1 (evaluated with the pore pressure
during Stage 2) are indicated with the lighter and darker gray boxes, respectively.
The simulations are plotted from C = 0 until they either produce a seismic runaway
event (0 = 0.004) or start decelerating (0 = 0.007, 0.008, 0.01).



129

For tectonically-loaded faults above steady state in the no-healing limit, Dieterich

(1992) and Rubin and Ampuero (2005) found that the nucleating zone localizes to

a lengthscale proportional to `⇡AB/1(f � ?). Here we use the definition of Rubin

and Ampuero (2005) derived by considering a fixed-length accelerating patch with

finite stresses:

!1 ⇡ 1.377
`⇡AB

1(f � ?) . (5.9)

Note that all lengthscales defined in this work refer to half-lengths. The spatio-

temporal evolution of slip rate and friction up to the end of Stage 2 (Figure 5.3)

reveals that this is also the case for these fluid-loaded faults. Indeed, all four

simulations show a slipping zone that localizes to !1 (evaluated with ? at the onset

of Stage 2) as slip rates approach dynamic values, here defined as + > +3H= = 0.1

m/s. Additional simulations in which we vary parameter 1 while keeping 0 � 1
constant (Figure 5.4) confirm that the localization scales with 1/1. Note that,

contrary to the cases studied by Rubin and Ampuero (2005), there does not appear

to be an upper limit on the value of 0/1 for which this lengthscale applies. This

is likely because the increase in pore pressure brings the perturbed zone far above

steady-state for all values of 0/1 considered here (e.g., Figure 5.2(d,h)).

When !? < !1 as in Figure 5.5, the slipping zone instead remains confined to the

pressurized zone. The size of the slipping zone as it approaches dynamic slip rates

during Stage 2 is thus equal to the smaller of !? and !1. As pointed out by Rubin and

Ampuero (2005), !1 is not the shortest slipping zone capable of reaching instability,

which implies that reaching dynamic speeds is possible even when !? < !1, as

is the case in Figure 5.5. We thus consider di�erent !? scenarios with respect to

lengthscale !1 to investigate the factors that control whether or not slip reaches

dynamic speeds during Stage 2.

5.3.2.1 The Case of !? = !1

Figure 5.6 shows the evolution of key variables with slip for simulations with

!? = !1 (achieved by 1 = 0.01) and di�erent values of 0. Note that, for some of

these cases, the fault is velocity-neutral (VN) (a = 0.01) or velocity-strengthening

(VS) (a = 0.012) in steady state, with 0 � 1. As discussed in Rubin and Ampuero

(2005), a fault slipping with fixed size !1 is equivalent to a spring-block slider

system with an e�ective sti�ness of :1 = 0.622`/!1. Frictional weakening from

the peak friction 5
? while the slipping zone ! is equal to !1 can then be described
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Figure 5.4: Similar to Figure 5.3 but for cases with 1 = 0.005, 0.010 and 0.020,
keeping 0 � 1 constant at -0.002 and !? = 3 m.
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Figure 5.5: Similar to Figure 5.3 but for a case with 0 = 0.003, 1 = 0.005 and
!? = 1 m < !1.

Figure 5.6: Similar to Figure 5.2(e-h) but for simulations with !? set to !1 and 0 =
0.005, 0.008, 0.010 and 0.012 with 1 = 0.010. The di�erent frictional weakening
slopes and the slip rate prediction of Eq. 5.12 are indicated in panels (a) and (b).
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with:

5 = 5
? � :1

(f � ?) X. (5.10)

Panels a and b show that friction indeed initially weakens with slip with a slope

of �:1/(f � ?). Once dynamic speeds are reached, however, frictional weaken-

ing occurs with slope �1/⇡AB since the direct e�ect’s contribution to weakening,

(0(f � ?) §+/+2, see Rubin and Ampuero (2005)), becomes negligible for the lower

acceleration and higher slip rates associated with + > +3H=.

Equating (5.10) to a rate-and-state friction coe�cient in the no-healing limit (Eq.

5.8) and substituting for 5 ? (Eq. 5.4) yields:

5
⇤ + 0 ln

+B

+
⇤ + 1 ln

+
⇤
\8=8

⇡AB

� 0.622
1X

⇡AB

= 5
⇤ + 0 ln

+

+
⇤ + 1 ln

+
⇤
\8=8

⇡AB

� 1X

⇡AB

(5.11)

from which we can obtain an estimate of slip rate evolution by solving for + :

+ = +B exp
✓
0.378

1

0

X

⇡AB

◆
. (5.12)

Eq. (5.12) adequately describes the evolution of slip rate with slip as it approaches

the dynamic threshold (Figure 5.6b). Note that, here, +B had to be set to 10�6 m/s

instead of the +B = 10�7 m/s used to evaluate 5
? in Eq. (5.4) to provide a better

match to the observed slip rates. Further work is required to estimate this best-fitting

+B a priori.

Eq. (5.12) can be used to infer whether a fault would reach +3H= during stage 2.

Specifically, for an earthquake to nucleate during Stage 2, + must reach +3H= before

X reaches X2 — the e�ective characteristic slip distance — at which point the fault

reaches steady state and thus enters Stage 3. In this regime, X2 can be estimated as

(Bizzarri and Cocco, 2003; Rubin and Ampuero, 2005):

X2 = ⇡AB ln
+\8=8

⇡AB

. (5.13)

Setting X = X2 and + = +3H= in Eq. (5.12) and solving for 0/1 yields a critical value

of 0/1 below which seismic slip occurs during Stage 2:

0

1

= 0.378
ln+3H=\8=8/⇡AB

ln+3H=/+B
. (5.14)

For the parameters listed in Table 5.2, except for !? which is set to !1 and+B to 10�6

m/s, we find that seismic slip rates are reached during Stage 2 for 0/1  1.1 (i.e.,
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0  0.011). This is in agreement with the simulations in Figure 5.6b which shows

that a fault with 0 = 0.010 reaches seismic speeds while a fault with 0 = 0.012 does

not.

Hence Eq. (5.14) suggests that (i) fault friction does not necessarily have to be

velocity weakening for the fault to host seismic slip during Stage 2 and (ii) the

critical 0/1 value depends on \8=8: the longer a fault heals (higher \8=8), the less

velocity-weakening and (more velocity-strengthening) the fault friction can be and

still generate seismic slip in the presence of fluid injection. Note that fault shear

resistance still experiences significant weakening overall, due to increasing pore

fluid pressure, and that, for less velocity-weakening faults, the seismic slip would be

more self-limiting once the slip exits the pressurized patch. Furthermore, the basic

assumption of the modeling in this study — that the fault is healing before the fluid

injection — is theoretically inconsistent with velocity-strengthening (VS) faults. A

VS fault would be expected, theoretically speaking, to respond to shear loading with

steady-state slip (often called creep) and not be progressively healing, resulting in

qualitatively di�erent initial conditions than considered in this study. So Eq. (5.14),

theoretically speaking, is not applicable to VS faults. Practically speaking, friction

properties of a fault can change, with a VW fault experiencing an earthquake and

getting into a healing regime as considered here, and then exhibiting VS upon fluid

stimulation, in which case Eq. (5.14) would still apply. Another caveat of Eq. (5.14)

is that +B may not be the same for di�erent friction properties.

To verify the dependence on the initial state variable (and hence on fault healing),

we reduce \8=8 to 106 s instead of 1010 s (Figure 5.7) and find that this indeed lowers

the critical 0/1 to ⇠ 0.8 and thus results in some VW faults (e.g., 0 = 0.009)

not reaching +3H=. Nevertheless, Eq. (5.14) suggests that all velocity-weakening

to velocity-neutral faults that have healed for at least a few years (⇠ 5 years) for

relatively small ⇡AB (⇠ 1 `m) and at least a few hundred years (⇠ 500 years) for

relatively large ⇡AB (⇠ 100 `m), should reach +3H= during Stage 2 for !? = !1.

5.3.2.2 The case of !? > !1

Increasing the size of the pressurized zone further promotes nucleation of seismic

slip during Stage 2. Indeed, Figure 5.8 shows that increasing !? brings the VS,

0 = 0.012 fault above the dynamic threshold. For !? > !1, the evolution of friction

with slip (Figure 5.8a) "curves out" from the constant :1 sti�ness line because the

slipping zone first has to localize to !1. This causes the slip rate to increase more
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Figure 5.7: Similar to Figure 5.6 but for simulations with a lower \8=8 of 106 s and
0 = 0.006, 0.007, 0.008 and 0.009 with 1 = 0.010.

rapidly than the Eq. (5.12) prediction and enables it to reach +3H= before X reaches

X2.

5.3.2.3 The case of !? < !1

As noted earlier and as evidenced by Figure 5.9 showing cases with !?  !1,

dynamic slip rates can still be reached even when !? < !1 (e.g., see !? = 0.75 m

case). Reducing !? and hence the size of the slipping zone ! increases the e�ective

sti�ness of the system (increasing slope in 5 vs X plot) and hence slows down the

acceleration of slip to dynamic speeds. Notice, however, that cases with !? = 0.20

m and !? = 0.35 m display very similar sti�nesses of : ⇡ 1(f � ?)/⇡AB. The

pressurized zone size !? at which this maximum sti�ness occurs approximately
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Figure 5.8: Similar to Figure 5.6 but for simulations with 0 = 0.012, 1 = 0.01 and
!? = !1, 1.25 m, 2.00 m and 5.00 m.

corresponds to the lengthscale !*' (= 0.41 m in this case):

!*' = 0.579
`⇡AB

1(f � ?) (5.15)

derived by Uenishi and Rice (2003) for slip-weakening faults and recovered by

Rubin and Ampuero (2005) for a rate-and-state fault with 0 = 0. The slip-weakening

lengthscale applies in this case because friction weakens solely with slip, i.e., with

slope �1/⇡AB. Indeed, rewriting Eq. (5.16) with a sti�ness : of 1(f � ?)/⇡AB
yields:

5
⇤ + 0 ln

+B

+
⇤ + 1 ln

+
⇤
\8=8

⇡AB

� 1X

⇡AB

= 5
⇤ + 0 ln

+

+
⇤ + 1 ln

+
⇤
\8=8

⇡AB

� 1X

⇡AB

(5.16)

and hence+B = + , meaning that there is no acceleration during frictional weakening

(as can be seen in Figure 5.9b for !? = 0.20 m and !? = 0.35 m). The minimum

possible !? that can induce seismic slip during Stage 2 is thus !*'.
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Figure 5.9: Similar to Figure 5.6 but for simulations with 0 = 0.008, 1 = 0.01, !? =
0.20 m, 0.35 m, 0.75 m and !1.

5.3.2.4 Summary of nucleation of seismic slip during Stage 2

To summarize, for a well-healed VW fault, seismic slip rates occur for !? � !1 and

may occur for !*'  !? < !1 for small enough 0/1. Nucleation on VS faults is

also possible at this stage — with the caveat that the starting point of a well-healed

fault may not be applicable to VS faults — for faults with relatively high \8=8/⇡AB
and subjected to relatively large !?’s.

5.3.3 Stage 3: Expansion of the Slipping Zone
5.3.3.1 Crack expansion lengthscale, !BB

At the end of Stage 2, steady state (⌦ = 1) is reached at the center of the fault, with

the subsequent expansion of the slipping zone marked by smaller to no variations in

the fault friction compared to stages 1 and 2, depending on the friction properties.
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For cases with smaller 0, the expansion proceeds through a series of increasingly

larger seismic events, with more variations in fault friction. For cases with larger

0, the expansion proceeds as a steady quasi-static crack, with near-constant slipping

rates inside the slipping zone.

To get some insight into the extent of the slip-zone expansion, let us consider a

quasi-static stress intensity balance for a quasi-static expanding crack adapted for

fluid-driven cracks. This consideration should be directly applicable to the cases

with larger 0 that result in such behavior. Note that Dublanchet (2019) found a

similar regime for velocity-strengthening faults. As in previous work with slip-

weakening (Garagash and Germanovich, 2012; Galis et al., 2017) and rate-and-state

friction (Garagash, 2021), we approximate the fluid perturbation as a hypocentral

point load %. For the fixed-length pressurized zone considered here, % is simply

equal to the injection pressure ? multiplied by twice the fixed half-length !?:

%(C) = 2?(C)!? . (5.17)

We can then approximate the resulting stress intensity factor,  , by superimposing

the contributions of a uniform background stress drop,  B, and that of a hypocentral

pressure point load,  % (Garagash and Germanovich, 2012; Galis et al., 2017):

 =  B +  % = ( 58=8 � 5BB)f0
8=8

p
c! + 5BB%p

c!

(5.18)

where 58=8 is the initial friction coe�cient equal to the ratio of initial shear to normal

stresses, f0
8=8

is the initial e�ective normal stress, ! is the half-length of the slipping

zone, and 5BB is the residual, steady-state friction coe�cient in the interior of the

slipping zone:

5BB = 5
⇤ + (0 � 1) ln

+BB

+
⇤ . (5.19)

This stress intensity factor balances the fracture toughness,  ⇤, computed from the

estimate of energy release rate, ⌧⇤, derived in Rubin and Ampuero (2005):

⌧
⇤ =

f
0
8=8
1⇡AB

2

✓
ln
+\8=8

⇡AB⌦

◆2

(5.20)

for the aging evolution law, assuming that the slipping region is much larger than

the pressurized zone so that f0
8=8

is the relevant e�ective normal stress. The fracture

toughness can then be estimated as:

 
⇤ =

p
2`⌧⇤ =

q
f
0
8=8
1⇡AB`

✓
ln
+\8=8

⇡AB

◆
(5.21)
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assuming that ⌦ = 1. The resulting stress intensity balance is then:

q
f
0
8=8
1⇡AB`

✓
ln
+
⇤
\8=8

⇡AB

+ ln
+

+
⇤

◆
=

✓
58=8 � 5

⇤ + (1 � 0) ln
+

+
⇤

◆
f
0
8=8

p
c!+

✓
5
⇤ + (0 � 1) ln

+

+
⇤

◆
%p
c!

(5.22)

If we set the reference slip rate +⇤ as the approximate quasi-static slip rate +BB
reached at the interior of the crack, then 5

⇤ becomes a proxy for the quasi-static

residual friction and ln(+BB/+⇤) ⇡ 0. In the limit ln(+BB/+⇤) ! 0, Eq. (5.22)

simplifies to:

q
f
0
8=8
1⇡AB`

✓
ln
+
⇤
\8=8

⇡AB

◆
= ( 58=8 � 5

⇤) f0
8=8

p
c! + 5

⇤
%p
c!

. (5.23)

Solving for the quadratic equation in !, we get solutions:

!BB =
1
2

⇣
�

2 � 2⌫ ± �
p
�

2 � 4⌫
⌘

(5.24)

where

� =
q
f
0
8=8
1⇡AB`

✓
ln
+
⇤
\8=8

⇡AB

◆
1

( 58=8 � 5
⇤)f0

8=8

p
c

and ⌫ =
5
⇤
%

( 58=8 � 5
⇤)f0

8=8
c

.

(5.25)

Equations 5.24 and 5.25 thus provide an expression for the crack expansion as a

function of frictional properties, initial fault healing, prestress and the integrated

pore pressure force %. Moreover, in the special case where the reference coe�cient

5
⇤ corresponds to the initial friction 58=8, Equation (5.23) simplifies to:

q
f
0
8=8
1⇡AB`

✓
ln
+
⇤
\8=8

⇡AB

◆
=
5
⇤
%p
c!

(5.26)

and !BB to:

!
⇤
BB
=

1
cf

0
8=8
1⇡AB`

✓
5
⇤
%

ln (+⇤
\8=8/⇡AB)

◆2

. (5.27)

The !BB estimate indeed tracks very well the expansion of the slipping zone during

Stage 3 in cases with larger 0 that result in such behavior, for both the fixed-length

and di�usive injection scenarios (Figure 5.1). !BB works not only for aseismically

slipping zones (e.g., 0 = 0.010) but also for those slipping via small, contained

earthquakes (e.g., 0 = 0.007). Note that dynamic events consistently overrun the

extent predicted by !BB, as would be expected due to inertial e�ects and larger

stress changes within the (faster) slipping zone not accounted for by the current

derivation, both of which would tend to concentrate stress more e�ciently at the
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slipping zone front. Since Stage 2 nucleation on the 0 = 0.004 fault results in a

runaway earthquake event that ruptures the entire modeled domain, !BB does not

apply in this case. For the simulations shown in Figure 5.1, we use the full quadratic

equation from Eqs. 5.24 and 5.25 since the initial friction coe�cient 58=8 = 0.575

is not equal to the reference friction 5
⇤ = 0.6. Figure 5.10 shows that !BB holds for

di�erent cases with 58=8 <= 5
⇤, including a case where 58=8 = 5

⇤ for which the !⇤
BB

simplification from Eq. 5.27 is used. Notice that, for 58=8 = 0.625, !BB only has real

solutions up to ⇠ 300 s because the radicand �2 � 4⌫ in Eq. 5.24 becomes negative.

However, like the 0 = 0.004 case from Figure 5.1, !BB does not apply here because

the fault undergoes a runaway event during stage 2.

As discussed in previous studies (e.g., Garagash and Germanovich, 2012; Galis

et al., 2017; Dublanchet, 2019; Bhattacharya and Viesca, 2019; Larochelle et al.,

2021), runaway earthquake events occur when there is su�cient stress drop available

outside the pressurized zone to drive the seismic rupture, which happens when 53H=,

the dynamic residual friction coe�cient, remains su�ciently lower than 58=8 to enable

a su�ciently high stress drop. Hence the necessary (but not su�cient) condition for

ruptures to run away outside the pressurized region is given by:

58=8 > 53H= ⇡ 5
⇤ + (0 � 1) ln

+3H=

+
⇤ . (5.28)

This explains why lower values of 0 (e.g., Figure 5.1bg) and higher values of

58=8 (e.g., Figure 5.10dh) promote runaway behavior. Note that 58=8 needs to be

su�ciently higher than 53H= to enable su�cient seismic stress drop. However, if

58=8  53H=, the dynamic rupture would be definitely arresting, as there is no stress

drop, making !BB clearly relevant.

5.3.3.2 Earthquake nucleation during Stage 3

While the overall expansion of the slipping region can be characterized by !BB for a

range of cases, we find that whether this expansion occurs aseismically or seismically

is related to the critical lengthscale !'' (Rice and Ruina, 1983) which describes the

critical half-length of a perturbation such that larger perturbations would be growing

on a steadily slipping fault:

!'' =
c

8
`⇡AB

(1 � 0) (f � ?) . (5.29)

Figure 5.11 compares the temporal evolution of !BB and !'' (evaluated with the

prescribed pressure ?) to the spatiotemporal evolution of slip rate for an 0 = 0.008

fault subjected to injections with di�erent sized !? of the pressurized zone.
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Figure 5.10: Temporal evolution at the center of the fault (a-d) and spatiotemporal
evolution (e-h) of slip rate for simulations with di�erent 58=8 ( 5 ⇤ = 0.60). The fixed-
length pressurized zone !?, crack expansion lengthscales !BB and !⇤

BB
as well as the

linear stability lengthscale !'' are indicated in panels (e-h). The arrows indicates
the transition from a stationary to expanding crack described in Section 5.3.3.2.
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Figure 5.11: Similar to Figure 5.10 but for the reference case with !? of 0.98 m,
1.25m, 1.50 m and 2.00 m.
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We observe two features relevant to slip instability, which we intend to study more

in the future. First, the relation between !BB and !'' overall seems to predict how

unstable the slip would be during the expansion. When !'' is tracing !BB, the

slip remains aseismic and steady (Figures 5.10e, 5.11e, 5.12e). This is consistent

with the findings of Dal Zilio et al. (2020) that the VW slipping zone needs to be

larger than !'' for slip to spontaneously accelerate. The larger the slipping zone

in comparison to !'', the larger the unstable wavelengths involved with the higher

growth rates, and the more unsteady or unstable the slip. Consistently, we see that

as !BB becomes increasingly larger than !'' for di�erent cases, they become more

unsteady, all the way to accumulating slip through sequences of unstable events

(Figures 5.10-5.12). Note that !'' evaluated at the evolving pore fluid pressure

in the presurized zone, as plotted in Figures 5.10-5.12, is actually an upper bound

for the critical wavelength which becomes increasingly inaccurate as !'' becomes

larger than the pressurized region and involves more and more fault locations with

the lower background pore fluid pressure. That is why this upper bound becomes

larger than the slipping zone at the end of all simulations; the more precise !''
would account for the distribution of the pore fluid pressure in the slipping zone.

This merits a closer look at the relation between !'' and the size of !? early in

the simulation and leads us to the second observation. When seismic slip occurs

during Stage 2, the beginning of Stage 3 is characterized by a stationary slipping

zone which only starts expanding once !BB catches up with it. The time at which this

happens is indicated by the black arrows in Figure 5.11(e-h). Panels (e-h) suggest

that if !? > !'' at that point in time, then the crack expands through seismic

events (e.g., !? = 2.00 m case). If !? < !'' as is the case for the !? = 0.98 m

and !? = 1.25 m cases, on the other hand, the crack expands aseismically. The

!? = 1.50 m ⇡ !'' case is clearly at the boundary between these two regimes

with small transient acceleration events modulating the aseismic expansion. Figure

5.12 illustrates the same transition from purely aseismic expansion (!? = 0.55 m)

and transient-modulated aseismic expansion (!? = 0.75 m) to seismic expansion

(!? = 0.98 m and !? = 1.25 m) for a fault with 0 = 0.006. Figure 5.13 with

0 = 0.01 and !? = 5 m confirms that seismic expansion during Stage 3 does not

occur for 0 � 1 even for a relatively large !?. This is consistent with Stage 3

expansion being controlled by 1/(1 � 0) as opposed to 1/1 in Stage 2. Moreover,

whenever !? > !'' (e.g., Figure 5.12(d,h)), transient acceleration events can also

occur within the confines of the main stationary crack. In fact, these transient

acceleration events can even grow into small seismic events in models with large
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Figure 5.12: Similar to Figure 5.11 but for simulations with 0 = 0.006 and 1 = 0.01
with !? of 0.55 m, 0.75m, 0.98 m and 1.25 m.
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Figure 5.13: Similar to Figure 5.11 but for a simulation with 0 = 1 = 0.01 and
!? = 5.00 m.

Figure 5.14: Similar to Figure 5.11 but for a simulation with 0 = 0.003, 1 = 0.005
and !? = 5.00 m.

enough !? and small enough 0 as can be seen for the case with !? = 5 m, 0 = 0.003

and 1 = 0.005 in Figure 5.14.

5.3.3.3 Nucleation in non-pressurized zones

Finally, notice that some simulations which expand aseismically for some time

during Stage 3 do eventually end up producing an earthquake even if !? ⌧ !'' (e.g.,

Figure 5.11(b,f)). We hypothesize that, in this case, seismic slip nucleation involves

significant non-pressurized portions of the expanding crack and hence would be

more closely governed by instability scales evaluated at the background pore fluid

pressure. Indeed, while the low e�ective normal stress within the pressurized zone

precludes nucleation, the rest of the crack has much higher e�ective normal stress
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and hence might be able to host seismic events if it grows su�ciently large. Given

that, in these cases, the expansion initially proceeds as an expanding steady-state

crack, we would expect nucleation to be controlled by Rubin and Ampuero (2005)’s

lengthscale:

!'� =
1

c

1`⇡AB

(1 � 0)2(f � ?). (5.30)

Indeed, Figure 5.15 showing similar simulations with di�erent 0 and !? reveals that

the slipping zone half-length at the time of nucleation approximately corresponds

to 2!'� evaluated with ? = 0, suggesting that each side of the crack must be able

to accommodate a full crack of length 2!'� to be able to slip seismically. In this

regime, it thus appears that the pressurized zone acts as a nucleation barrier between

the two halves of the crack. Further investigation into this nucleation regime is

warranted.

5.4 Discussion and Conclusions
Our analysis illustrates that even relatively simple fluid injection scenarios such as a

linearly increasing pressure over a fixed zone can give rise to a wide variety of fault

slip behaviors. Fortunately, all simulations shown here go through the same 3 stages

that can each be understood in terms of key lengthscales and parameters. During

Stage 1, friction balances out the increase in pore pressure through increasing slip

rates, bringing the fault above steady state in the process. Stage 2 corresponds

to a no-healing frictional weakening regime from above steady-state conditions

down to steady state. Seismic slip may be reached during this stage depending on

parameters 0/1 and \8=8/⇡AB and on the size of the pressurized zone, !?, with respect

to lengthscales !1 and !*'. Stage 3 is characterized by an expanding slipping zone

which can be approximated by a steady-state quasi-statically expanding crack driven

by the integrated pore pressure force %, unless the fault prestress is high enough to

result in a run-away fault rupture. Whether the expansion is aseismic or seismically-

modulated is controlled by the linear stability analysis lengthscale !''. Earthquake

nucleation during Stage 3 may also occur as a result of the slipping zone over

the non-pressurized portions of the fault reaching the nucleation lengthscale 2!'�.

Hence, our work clearly shows that fault slip induced via fixed-length pressurization

is not governed by a single nucleation length, but rather by a combination of several

stability lengthscales that reflect di�erent fault conditions.

In terms of injection parameters, our modeling reveals that the increase of pore

pressure ?, the size of the pressurized zone !? and the integrated pore pressure %—
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Figure 5.15: Similar to Figure 5.11 but for simulations with di�erent 0 and !? that
undergo a seismic event after slipping aseismically for a while during Stage 3. The
green lines indicate the lengthscale 2!'� discussed in Section 5.3.3.3.
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Figure 5.16: Similar to Figure 5.11 but for simulations with the reference parameters
listed in Table 5.2, varying the pressurization rate A. Note the di�erent timescale for
each simulation.

proportional to fluid volume (Galis et al., 2017) — a�ect the slip behavior in Stages

1-3, 2-3 and 3, respectively. The rate of pressurization A, on the other hand, does not

appear to be a controlling parameter as far as these simplified pressurization models

with quasi-static pressurization rates go. In fact, changing the rate to A = 2500

and A = 10000 Pa/s in Figure 5.16 reveals nearly identical simulation results as

the reference case with A = 5000 Pa/s. Injection rates would be more important in

di�usive scenarios since it a�ects the size of the pressurized zone.

While the analysis presented here focuses on the simpler case of fixed-length in-

jection, it provides significant insights into di�usive pressurization scenarios. In
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particular, given the similarities of the simulations shown in Figure 5.1 during Stage

3, lengthscales !'' and !'� — or some variant of these lengthscales — would be

relevant to understanding the behavior observed in the di�usive cases as well. Stage

2 frictional weakening also occurs for the di�usive scenario but the e�ective pres-

surized zone in the case of 0 = 0.007, 0.008 and 0.01 might not be large enough in

comparison to !1 and !*' to reach seismic speeds. Increasing hydraulic di�usivity

U may promote earthquake nucleation during this stage. Finally, since in practice

fluids are usually not injected directly into a fault zone but rather at some distance

from it, by the time the fluids reach the fault, the pressurized zone may be closer to

the uniform !? scenario investigated here than to the sharply-peaked pore pressure

distribution associated with in-fault injection scenarios.

Overall, this study provides additional insight with which to interpret and design

fluid-injection experiments, both in the field (Guglielmi et al., 2015) and in the

laboratory (e.g., Gori et al., 2021). For the field experiment described in Chapter 4,

for example, our analysis suggests that the pressurized and slipping zones were large

enough to induce significant slip acceleration at 1200 s, but smaller than the di�erent

stability lengthscales such that no seismic slip events nucleated at the injection site.

More generally, our study has important implications for understanding how fluids

and fault friction interact to give rise to seismic and aseismic slip. Such interactions

are central to understanding both fluid-induced and tectonic fault processes.
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CONCLUSIONS AND PERSPECTIVES

In this thesis, we developed methodologies and models to probe water-solid Earth

interactions in the context of hydrological loading, aquifer poroelasticity and fluid-

induced fault slip. Here we highlight directions of ongoing and future work in each

of these areas.

In Chapter 1, we used Independent Component Analysis (ICA) and a global GRACE-

based deformation model to extract seasonal signals due to redistribution of con-

tinental water mass in GNSS time series. The resulting vertical and horizontal

deformation field could be used to refine the temporal and spatial resolution of con-

tinental water storage estimates in regions equipped with GNSS networks denser

than GRACE’s limited spatial resolution of 300-400 km. For example, Figure 6.1

shows the dominant vertical hydrological loading signal extracted from Califor-

nia’s high-density GNSS network. We note, however, that care should be taken

to isolate the contribution of loads hydrological loads from that of loads outside

the study area by inverting the spatial discrepancies between the extracted GNSS

and GRACE-model independent components. This inversion would also require

accounting for poroelastic e�ects, which is the point addressed in Chapters 2 and 3.

In Chapters 2 and 3, we presented a methodology to extract poroelastic defor-

mation associated with aquifer groundwater level variations from GNSS datasets.

While GNSS can provide a high-precision, high-frequency record of poroelastic

deformation, GNSS lacks the high spatial resolution of Synthetic Aperture Radar

interferometry (InSAR). Indeed, although InSAR measurements come with their

own set of technical challenges and systematic errors, they provide the continuous

spatial coverage necessary to capture poroelastic deformation directly at the moni-

toring wells locations. Combining GNSS and InSAR measurements (e.g., Riel et al.,

2018; Hu and Bürgmann, 2020; Gualandi and Liu, 2021) is beneficial to minimize

the e�ect of systematic errors as well as to better separate the vertical and horizontal

deformation fields which, as discussed in Chapters 2 and 3, are a�ected by variations

in groundwater levels and elastic properties in di�erent ways. The preliminary anal-

ysis shown in Figure 6.2, for example, reveals a generally good agreement between

GNSS and InSAR-inferred seasonal displacements in and around the Sacramento

Valley in California. We thus believe that the future of aquifer monitoring lies in

combining GNSS, InSAR and GRACE techniques to track groundwater variations

primarily from space.
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Figure 6.1: Comparison of the dominant seasonal and multiannual hydrological
loading signals extracted from vertical GNSS and GRACE-model time series in
California with ICA.

More generally, the methodologies we developed here for seasonal and multiannual

hydrogeodetic signals could be extended to secular deformation fields in order to

monitor long-term changes in water resources. Beyond hydrogeodesy, our refined

hydrogeodetic signals could also be helpful in improving the recovery of other

important geodetic signals related to tectonic (Vergnolle et al., 2010; Michel et al.,

2019), volcanic (Montgomery-Brown et al., 2015) and thermoelastic (Ben-Zion and

Leary, 1986; Tsai, 2011) processes, for example. Our hydrological loading and

poroelastic deformation fields could also be used to evaluate the relative importance

of these mechanisms in modulating background seismicity (Bettinelli et al., 2008;

Craig et al., 2017; Johnson et al., 2017; Hu and Bürgmann, 2020).

Then, in Chapter 4, we developed a numerical model for simulating fault slip due

to crustal water injections. Calibration of the model against a field experiment

on a natural fault revealed that frictional scenarios with di�erent inherent stability
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Figure 6.2: Seasonal oscillation of ground displacement measured by InSAR (color
map) and GPS (colored triangles) along ascending (left) and descending (right)
InSAR tracks in the Sacramento Valley, California. InSAR amplitudes with standard
deviations larger than 3 mm are excluded. (Preliminary InSAR data processed by
Manon Dalaison and Romain Jolivet at École normale supérieure (ENS) Paris.)

could equally well explain the slip observations during pressurization, highlighting

the importance of constraining fault frictional properties for forecasting seismic

hazard associated with fluid injections. In that regard, we have been developing

a new procedure to constrain the frictional properties of sliding interfaces through

frictional healing experiments in the laboratory (In preparationSirorattanakul et al.In

preparation). Indeed, as illustrated in Figure 6.3, fitting the temporal evolution of

micrometric slip during interface healing with rate-and-state friction relationships

restricts the set of possible parameter values. Such constraints can then inform the

modeling of fluid-injection experiments performed on these interfaces (Gori et al.,

2021).

Finally, in Chapter 5, we presented a theoretical analysis of fluid-induced fault

slip simulations for the case of a fixed-length pressurized zone. Further work in

this direction is certainly needed to better understand the behavior of di�usive

pressurization scenarios and, eventually, of models with additional fluid e�ects such

as thermal pressurization (Sibson, 1973; Noda and Lapusta, 2010), slip-induced
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Figure 6.3: Exploration of the rate-and-state parameter space for the slip evolution
(black dots) shown on the top right, measured during an interface healing laboratory
experiment. The lower the standard error (white to red colormap), the better the fit
to the data. The red line shows the slip associated with the set of parameter that
minimizes the standard error. (Slip data from laboratory experiment performed by
Pond Sirorattanakul, Vito Rubino and Ares Rosakis at Caltech.)

dilatancy (Segall and Rice, 1995; Liu and Rubin, 2010; Yang and Dunham, 2021;

Heimisson et al., 2022) and poroelastic stresses (Segall and Lu, 2015; Heimisson

et al., 2019). Such theoretical insight could help guide the design of future fluid-

injection fault slip experiments, in both the field and the laboratory, as well as help

interpret seismic and geodetic observations associated with geoenergy activities.

To conclude, understanding mechanical interactions between water and the solid

Earth will no doubt become even more important in years to come given our changing

climate and increasing reliance on groundwater and geoenergy resources. Similar in-

teractions between water, ice and the solid Earth are also occurring in the cryosphere

(Figure 6.4): Meltwater-driven fractures are thought to promote ice-shelf collapse

(Lai et al., 2020); sub-glacial hydrology is thought to control frictional sliding at the
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Figure 6.4: Schematic diagram illustrating various mechanical interactions between
water, ice and solid Earth at play on the Antarctic Ice Sheet (from Bell et al. (2018)).

base of fast-flowing glaciers (Bartholomew et al., 2010; Stevens et al., 2022; Tsai

et al., 2022); and so-called firn aquifers are being discovered on ice sheets (Miller

et al., 2020; Montgomery et al., 2020). My hope is that some of the methodologies

and insight we have derived in this thesis can also help address pressing questions

in glaciology.
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A p p e n d i x  A  
 
 

SUPPLEMENTARY MATERIALS FOR CHAPTER I 
 
 

 
A.1 Moving load derivation 

We show through an analytical proof that a deformation field induced by a single 

load moving at constant velocity can be well explained by only 2 ICs.  

The vbICA algorithm assumes that the ICA reconstruction matrix !(#, %) is a linear 

mix of sources: 

where # is the position vector of recording stations, % is time, ' is the number of 

components, () and *) are the mixing factor and temporal function of source +, 

respectively. In the case of a two-component ICA decomposition, 

 !(#, %) = (-(#)*-(%) + (/(#)*/(%). (A.2) 

We can express an arbitrary deformation field	1 as a Fourier series:    

 1(2) =
34
2
+6738 cos

<=2
>

+ ?8 sin
<=2
>
B

C

8D-

 (A.3) 

where 2 is an arbitrary variable, 38 and ?8 are the Fourier series coefficients and > 

is the load wavelength. Note that 34 = 0 here since the time series are detrended 

and oscillate around 0. In general the deformation field recorded by the stations 

depends on the relative distance between the stations and the source, that is, 1 =

1(# − G, %)	where G is the position vector of the source. However, if we assume 

that the source velocity H is constant, then G and % are related by G = H% and thus 

1(# − G, %) = 1(# − H%).  We can then set the dummy variable 2 in equation (A.3) 

to be # − H%: 

 J(# − H%) = 638 cos
<=(# − H%)

>
+6?8 sin

<=(# − H%)
>

C

8D-

.

C

8D-

 (A.4) 

Then, by Ptolemy’s trigonometric identities: 

 !(#, %) = 6()(

K

)D-

#)*)(%) (A.1) 
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J(# − H%) = 638 Lcos
<=#
>

cos
<=H%
>

+ sin
<=#
>
sin

<=H%
>

M

C

8D-

+6?8

C

8D-

Lsin
<=#
>
cos

<=H%
>

− cos
<=#
>

sin
<=H%
>

M. 

(A.5) 

Reorganizing Equation (5), we obtain: 

 
J(# − H%) = 6738 cos

<=#
>

+ N8 sin
<=#
>
B cos

<=H%
>

C

8D-

+67?8 sin
<=#
>

− N8 cos
<=#
>
B sin

<=H%
>

C

8D-

. 

 

(A.6) 

Equating the ICA reconstruction (equation (A.2)) to the deformation field (equation 

(A.6)), we obtain:  

 (-(#)*-(%) +	(/(#)*/(%)

= 6738 sin
<=#
>

− ?8 cos
<=#
>
B sin

<=H%
>

C

8D-

+6738 cos
<=#
>

+ ?8 sin
<=#
>
B cos

<=H%
>

C

8D-

. 

 

(A.7) 

Implying that: 

 
(-(#)*-(%) = 6738 sin

<=#
>

− ?8 cos
<=#
>
B

C

8D-

sin
<=H%
>

 (A.8) 

 
(/(#)*/(%) = 6738 cos

<=#
>

+ ?8 sin
<=#
>
B

C

8D-

cos
<=H%
>

. (A.9) 

If we further assume that the < = 1 terms explain most of the deformation, then: 

 (-(#)*-(%) ≅ 73- sin
=#
>
− ?- cos

=#
>
B sin

=H%
>

 (A.10) 

 (/(#)*/(%) ≅ 73- cos
=#
>
+ ?- sin

=#
>
B cos

=H%
>

 (A.11) 

and thus, 

 (-(#) = 73- sin
=#
>
− ?- cos

=#
>
B (A.12) 

 *-(%) = sin
=H%
>

 (A.13) 
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 (/(#) = 73- cos
=#
>
+ ?- sin

=#
>
B (A.14) 

 */(%) = cos
=H%
>
. (A.15) 

The fact that the deformation field can be expressed in terms of (-(#)*-(%) and 

(/(#)*/(%) implies that two ICs suffice to fully explain it. We also note that the 

temporal source */(%) is proportional to the derivative of *-(%) and vice-versa. If 

the temporal sources are normalized (as is the case with the Qs presented in this 

study), then they should be derivatives of one another. 
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A.2  Supplementary Tables and Figures

Figure A.1(i): Same as Figure 1.2 in the main text but for station BYNA in Nepal. 
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Figure A.1(ii): Same as Figure 1.2 in the main text but for station GRHI in Nepal. 
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Figure A.1(iii): Same as Figure 1.2 in the main text but for station LHAZ in Tibet. 
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Figure A.1(iv): Same as Figure 1.2 in the main text but for station NPGJ in Nepal. 
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Figure A.1(v): Same as Figure 1.2 in the main text but for station ALWJ in Saudi 
Arabia. 
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Figure A.1(vi): Same as Figure 1.2 in the main text but for station HALY in Saudi 
Arabia. 

c d

a b

−5

0

5

2007 2008 2009 2010 2011 2012

−5

0

5

2007 2008 2009 2010 2011 2012

−20
−10

0
10
20

2007 2008 2009 2010 2011 2012

Ea
st

 (m
m

)
N

or
th

 (m
m

)
Ve

rti
ca

l (
m

m
)

Time (year)

−5

0

5

2007 2008 2009 2010 2011 2012

−5

0

5

2007 2008 2009 2010 2011 2012

−20
−10

0
10
20

2007 2008 2009 2010 2011 2012

Ea
st

 (m
m

)
N

or
th

 (m
m

)
Ve

rti
ca

l (
m

m
)

Time (year)

MAE = 0.74

MAE = 1.00

MAE = 1.77

−5

0

5

2007 2008 2009 2010 2011 2012

−5

0

5

2007 2008 2009 2010 2011 2012

−20
−10

0
10
20

2007 2008 2009 2010 2011 2012

Ea
st

 (m
m

)
N

or
th

 (m
m

)
Ve

rti
ca

l (
m

m
)

Time (year)

MAE = 1.22

MAE = 1.39

MAE = 1.77

−5

0

5

2007 2008 2009 2010 2011 2012

−5

0

5

2007 2008 2009 2010 2011 2012

−20
−10

0
10
20

2007 2008 2009 2010 2011 2012

Ea
st

 (m
m

)
N

or
th

 (m
m

)
Ve

rti
ca

l (
m

m
)

Time (year)



 
 

 

167 

 
Figure A.1(vii): Same as Figure 1.2 in the main text but for station JIZN in the Red 
Sea. 
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Figure A.1(viii): Same as Figure 1.2 in the main text but for station ISNA in Iraq. 
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Figure A.2: Sum of sinusoidal fit for Q/RSTT in the Arabian Peninsula for the (a,b) 
degrees > 1 and (c,d) all degrees cases. (a) Detrended Q/RSTT (black) and least-
square best-fit function (blue) made of sinusoidals with frequencies corresponding 
to the first 6 draconitic harmonics. (b) Amplitude of each sinusoidal in the best-fit 
function. The best-fit function explains 46.5% of Q/RSTT variance for the degrees > 
1 case and 48.0% for the all degrees case.  
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Figure A.3: Q/RSTT is approximately the derivative of Q-RSTT in the Nepal Himalaya 
case. (a) Q-RSTT as in Figure 1.5a in the main text (black) and lowpass-filtered Q-RSTT 
(yellow). (b) Q/RSTT as in Figure 1.5d in the main text (black) and derivative 
(orange) of the lowpass-filtered Q-RSTT in (a). (c) and (d) Same as (a) and (b) but 
for the all-degrees case.  
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Figure A.4: Same as Figure 1.5 in main text but for a 3-component ICA.  
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Figure A.5: Same as Figure A.2 but for Q/RSTT for the Nepal Himalaya for the (a,b) 
degrees > 1 and (c,d) all degrees cases. Annual and bi-annual sinusoidal signals are 
now included in the best-fit function as indicated by the white-filled vertical bars 
in (b). The best-fit function explains 81.4% of the variance of Q/RSTT for the degrees 
> 1 case and 79.5% for the all degrees case.  
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Figure A.6: Same as Figure A.5 but for QURSTT for a 3 components decomposition 
of the Nepal Himalaya case (degrees > 1). The best-fit function explains 40.0% of 
the variance of QURSTT. 
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Figure A.7: Close-up on Nepal for combined case with all degrees.  
 

 
Figure A.8: Example of ICA reconstruction using (a) the combined analysis versus 
(b) the horizontal/vertical analysis (with degree 1) at station NAMA in the Arabian 
Peninsula.  
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Figure A.9: Mean absolute error values between the GNSS data and the combined 
ICA reconstruction with all degrees in the Arabian Peninsula for (a) east, (b) north, 
and (c) vertical components.  
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Figure A.10: Same as Figure A.9 but for the Nepal Himalaya. 
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Table A.1: List of extra offsets prescribed in the GNSS time series (in addition to 
those prescribed by NGL).  
 
Station Epoch(s) 
Arabian Peninsula 
FG31 2010.00 
YIBL 2008.00 
Nepal Himalaya 
IISC 2009.02 
JMLA 2012.49 
JMSM 2011.28 
KKN4 2011.00 
LHAZ 2007.16 
MANM 2009.81, 2010.71, 

2011.07 
 
 
Table A.2: Values of hyper-parameters used for the vbICA. 

 

 

 

 

 
 

Note: The hyper-parameters reported in Table A.2 control the strength of the a 
priori assumption on the precision (i.e., the inverse of the variance) of the normal 
distributions relative to the Gaussians in the MoG which describe the sources (VW, 
XW), the noise (VYW, XYW), and the mixing matrix (VZW, XZW). In practice, each random 
variable from the set of parameters W which describes the precision of a normal 
distribution is described by a Gamma distribution, for which two parameters are 
needed: the scale V and the shape X. The Gamma distribution is selected because it 
is the conjugate prior distribution associated with a normal distribution with known 
mean (https://en.wikipedia.org/wiki/Conjugate_prior, see table “Continuous 
distributions”). By selecting V = [W\ and X = [W]\, we are forcing the distribution 
of the precision to be highly peaked around 0, meaning that we think our a priori 
precision is likely to be around 0. As a consequence, we allow for a large variance 
which gives the data the power to change the decomposition result.  
  

Hyper-
Parameter 

Data (GNSS) 
Values 

Model (GRACE) 
Values 

N^4 103 103 
_^4 10-3 10-3 
N`4 103 10-1 
_`4 10-3 101 
N4 103 103 
_4 10-3 10-3 
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Table A.3: Correlation coefficients between aGNSS and aGRACE in the Arabian 
Peninsula.  

 

Note: QGNSS- QGRACE pairs that are selected as good matches are highlighted in 
yellow.  

 

Table A.4: Same as Table A.3 but for the Nepal Himalaya. 

 

 

 

 

 

 

 

 

 
 

Degrees > 1 All Degrees 

Combined Analysis 

1) Q1
GNSS - Q1

GRACE: 0.692 1) Q1
GNSS - Q1

GRACE: 0.747 
2) Q1

GNSS - Q2
GRACE: 0.347 2) Q1

GNSS - Q2
GRACE: -0.141 

3) Q2
GNSS - Q2

GRACE: 0.164 3) Q2
GNSS - Q2

GRACE: 0.115 
Horizontal Analysis 
1) Q1

GNSS - Q1
GRACE: -0.012 1) Q1

GNSS - Q1
GRACE: 0.523 

2) Q1
GNSS - Q2

GRACE: -0.378 2) Q1
GNSS - Q2

GRACE: -0.261 
3) Q2

GNSS - Q1
GRACE: 0.109 3) Q2

GNSS - Q2
GRACE: -0.013 

4) Q2
GNSS - Q2

GRACE: -0.030   
Vertical Analysis 
1) Q1

GNSS - Q1
GRACE: 0.623 1) Q1

GNSS - Q1
GRACE: 0.581 

2) Q1
GNSS - Q2

GRACE: 0.268 2) Q1
GNSS - Q2

GRACE: 0.287 
3) Q2

GNSS - Q2
GRACE: 0.039 3) Q2

GNSS - Q2
GRACE: -0.013 

Degrees > 1 All Degrees 
Combined Analysis 

1) Q1
GNSS - Q1

GRACE: 0.825 1) Q1
GNSS - Q1

GRACE: 0.843 
2) Q1

GNSS - Q2
GRACE: -0.171 2) Q1

GNSS - Q2
GRACE: -0.047 

3) Q2
GNSS - Q2

GRACE: 0.648 3) Q2
GNSS - Q2

GRACE: 0.528 
Horizontal Analysis 
1) Q1

GNSS - Q1
GRACE: 0.837 1) Q1

GNSS - Q1
GRACE: 0.699 

2) Q1
GNSS - Q2

GRACE: -0.114 2) Q1
GNSS - Q2

GRACE: -0.209 
3) Q2

GNSS - Q1
GRACE: 0.667 3) Q2

GNSS - Q2
GRACE: 0.019 

Vertical Analysis 
1) Q1

GNSS - Q1
GRACE: 0.841 1) Q1

GNSS - Q1
GRACE: 0.845 

2) Q1
GNSS - Q2

GRACE: -0.102 2) Q1
GNSS - Q2

GRACE: -0.079 
3) Q2

GNSS - Q2
GRACE: 0.745 3) Q2

GNSS - Q2
GRACE: 0.747 
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A p p e n d i x B

SUPPLEMENTARY MATERIALS FOR CHAPTER II

B.1 Arbitrary 2D Poroelastic Eigenstrains in an Elastic Half-space
When the 2D spatial distribution is arbitrary, quantity � defined in Equation (2.14)

can be rewritten in Cartesian coordinates as:

� (G, H) =
π

1

0

⇢0@ (G, H)Y486 (G, H) � a(G, H)fII (G, H)

1 � a(G, H)
mI. (B.1)

We can decompose � (G, H) into its Fourier components as:

� (G, H) =
’
:G ,:H

�1(:G , :H) cos(:GG) cos(:HH) + �2(:G , :H) cos(:GG) sin(:HH)

+�3(:G , :H) sin(:GG) cos(:HH) + �4(:G , :H) sin(:GG) sin(:HH) (B.2)

where :G and :H are the wavenumbers in the G and H directions. Similar to Equation

(2.22), the horizontal displacement field can then be computed as:

DG =
2(1 � a

2
)

⇢344?

’
:G ,:H

��1(:G , :H) sin(:GG) cos(:HH) � �2(:G , :H) sin(:GG) sin(:HH)

+�3(:G , :H) cos(:GG) cos(:HH) + �4(:G , :H) cos(:GG) sin(:HH) (B.3)

DH =
2(1 � a

2
)

⇢344?

’
:G ,:H

��1(:G , :H) cos(:GG) sin(:HH) + �2(:G , :H) cos(:GG) cos(:HH)

��3(:G , :H) sin(:GG) sin(:HH) + �4(:G , :H) sin(:GG) cos(:HH). (B.4)

B.2 Analytical Elastic Loading Solution for A ! 0

Since K(:) in Equation (2.22) diverges when A = 0, the solution diverges at A = 0.

However, we can express and evaluate the K(:) and E(:) terms with infinite series

truncated for an arbitrary = to numerically approach the solution at A = 0:

✓
2
:

2
� 1

◆
K(:) �

2
:

2
E(:) =

c

2

1’
==0

=

= + 1

✓
(2=)!

22= (=!)2

◆2

:
2=
. (B.5)
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B.3 Supplementary Table and Figures

Table B.1: Elastic properties from Ge and Garven (1992). Note that the Young
moduli were computed from the reported values of Poisson ratio and bulk modulus.

Rock Confining Poisson’s Matrix bulk Young
Type stress [MPa] ratio modulus [MPa] modulus [MPa]

Blair Dolomite 0 0.25 83 125
Maxville Limestone 0 0.23 42 68

Berea Sandstone 10 0.25 6 9
Chattanooga Shale 0 0.16 5 11

Figure B.1: Groundwater time series excluded from the analysis. Black dots are the
raw daily data and the red lines are the monthly averages. Stations 372958094161001
and 372338095042801 likely reflect local pumping e�ects.
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Figure B.2: Additional examples of extracted poroelastic signals at di�erent GNSS
stations as in Figure 2.7. Note the di�erent scales for station OKMU.
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Figure B.3: Modeled hydrological elastic loading displacements with di�erent
GRACE solutions. The mean absolute deviation between the di�erent solutions are
indicated in each subplot.
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Figure B.4: Names of the 86 GNSS stations retained for the analysis.
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Figure B.5: IC4 and IC5 of a 5-component groundwater ICA. IC1, IC2, and IC3 are
similar to the 3-component ICA in Figure 2.5.
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Figure B.6: Comparison between the spatial distributions of sinkholes (proxy
for karstification) and groundwater IC1. Purple dots indicate the location of
known sinkholes in Missouri as reported by the Missouri Geological Survey
(https://dnr.mo.gov/geology/geosrv/envgeo/sinkholes.htm). The spatial distribution
of IC1 groundwater (same as Figure 2.4B) is shown for comparison.
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Figure B.7: Common mode poroelastic signal from neighbouring aquifers. (A,B)
Similar to Figure 2.7 but without removing horizontal common mode. (C) Hori-
zontal poroelastic displacements inferred by projecting onto ,1 without removing
common mode. (D) Modeled horizontal displacements due to poroelastic eigen-
strains outside OPAS in turquoise (�⌘ = 10m, 1 = 1000m).
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Figure B.8: Original groundwater V’s vs orthogonalized W’s.
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Figure B.9: Coe�cient of determination for stations shown in Figure 2.10. Param-
eter 0 is the slope of the best-fit line.
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A p p e n d i x C

SUPPLEMENTARY MATERIALS FOR CHAPTER IV

C.1 Long-term Simulations without Tectonic or Fluid Pressure Loading

In the models presented in this study, we prescribe initial conditions that are con-

sistent with a dormant fault by starting with a highly healed fault (i.e., high initial

value of the state variable \8=8). This choice of initial conditions is justified by the

long-term simulations without tectonic or fluid pressure loading shown in Figures

C.4-C.7. The initial values a�ect some initial behavior/slip of the fault but, long-

term, the fault heals under the near-constant values of shear stress, with a power-law

decrease in slip rate as well as an increase in state variable over time; at long times,

the value of the state variable is approximately equal to the healing time of the fault.

This behavior can be predicted analytically: When the fault is well below steady-

state (+\/⇡'( ⌧ 1), §\ ⇠ 1 and thus \ ⇠ C. Moreover, with shear stress being almost

constant, the rate-and-state friction coe�cient is fixed and §5 = 0 §+/+ + 1/C = 0,

implying that+ / C�1/0. The initial conditions in the intermediate- and high-friction

cases in this study are consistent with this behavior. In the low-friction case, al-

though we do prescribe a high initial state variable and a low initial slip rate, the

fault needs to be initially above steady state to match the measured slip behavior at

the injection size and therefore not consistent with the behavior described above.

C.2 hac: Estimate of Slipping Zone Length at Slip Acceleration

In the main text, we derived an estimate of the slipping zone length at the time of

slip acceleration (beginning of Stage 3). If (f � ?) remained constant throughout

the simulation, Eq. (4.11) would reduce to ⌘02 / `⇡'(/1 which is similar to the

condition for acceleration : < :1 (where : is sti�ness) in the spring-block slider

model (Dieterich, 1992; Helmstetter and Shaw, 2009) and to the condition ⌘ > !1

for acceleration on continuum fault segments that are far above steady-state (Rubin

and Ampuero, 2005). Eq. (4.11) is also similar to the findings for seismic slip

nucleation in slip-weakening friction models (Uenishi and Rice, 2003; Viesca and

Rice, 2012) except that ⌘02 depends on pressure; specifically on the maximum value

of pressure (at the injection site). The fact that this lengthscale does not depend —

at least to first order — on the extent or shape of the pore pressure distribution is also

consistent with prior findings (Uenishi and Rice, 2003; Viesca and Rice, 2012). At
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the same time, ⌘02 is di�erent from some of the discussed critical lengthscales, since

it does not signify the transition to dynamic, inertially-controlled earthquake slip,

but rather corresponds to the beginning of the di�erent quasi-static slip stage in this

particular experiment. The existence of ⌘02 is linked to the two-stage quasi-static

slip process in the field experiment which the simulations are trying to emulate.

The associated evolution of the friction coe�cient — with sharp increase to a peak

value, then near-linear decrease vs. slip with the slope of 1, and then near-constant

value — is likely related to the relatively rapid increase of the pore pressure at the

injection site compared to the timescale of state variable evolution considered in

this work.

To demonstrate that Eq. (4.11) holds, in Figures C.12 and C.14(A-C) we show 3

simulations in which ⌘02 is increased compared to the intermediate-friction case

by increasing ` (pink), increasing ⇡'( (yellow) or decreasing 1 (turquoise) while

keeping CB constant. Figures C.13 and C.14(D-E) show simulations in which both

CB and ⌘02 are increased by increasing 5 ⇤ (pink) or \8=8 (yellow). Figures C.13 and

C.14(F) also show a case (turquoise) in which both CB and ⌘02 are kept the same as

in the intermediate-friction reference case but C02 is delayed due to the decreased

hydraulic di�usivity U which controls how fast the slipping zone expands during

Stage 2. In all cases, the onset of Stage 3 is delayed compared to the intermediate-

friction reference case. Thus, parameters `, ⇡'(, 1, CB and U have a primary control

on the onset of Stage 3 observed in all simulations shown in this work.

As for the amplitude and slope of the slip acceleration, four parameters — 5 ⇤, 0� 1,

` and U — have been identified to play a key role in controlling them as shown in

Figures C.15 to C.19.
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C.3 Supplementary Tables and Figures 

Table C.1: Model parameters for the three cases presented in Figures 4.2-4.4 in the 
main text.  

Properties Symbol Low 
Friction 

Intermediate 
Friction 

High 
Friction 

Total fault length [m] !"#" 250 250 250 
Frictional interface length [m] !$% 200 200 200 
Initial shear stress [MPa] &'(' 2.15 2.15 2.15 
Initial normal stress [MPa] )'(' 4.00 4.00 4.00 
Initial coefficient of friction *'(' 0.5375 0.5375 0.5375 
Reference coefficient of friction *∗ 0.4815 0.5500 0.6000 
Reference slip rate [m/s] ,∗ 10-6 10-6 10-6 
Direct effect frictional parameter - 0.01500 0.01125 0.01125 
Evolutionary friction parameter . 0.01600 0.01600 0.01600 
Critical slip distance [/m] 012 16.75 16.75 16.75 
Hydraulic diffusivity [m2/s] 3 0.04 0.20 0.85 
Initial state variable [s] 4'(' 1.21e12 2.38e12 7.00e12 
Shear modulus [GPa] / 10 10 10 
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Figure C.1: Temporal evolution of pore pressure, slip and slip rate and evolution of 
friction as a function of slip as in Figure 4.2AB in the main text but for the exact 
pressure history. The simulated slip rate is similar but noisier and harder to 
interpret.   
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Figure C.2: Spatial and temporal evolution of pore pressure and slip as Figure 4.3 
in the main text but for the exact pressure history as in Figure C.1 and including the 
depressurization stage.  
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Figure C.3: Temporal evolution of several quantities at the injection site for the 
prolonged injection simulations (Figure 4.4) with domain sizes of 250 m (solid 
lines) and 300 m (dashed lines). From top to bottom: the normalized effective 
normal stress, slip, normalized slip rate (,567  = 10-2 m/s), state variable, friction 
coefficient, normalized shear stress and closeness to steady state at the injection 
site. Changing the domain size slightly changes the timing of the dynamic events 
but not the overall behavior.  
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Figure C.4: Simulations that illustrate long-term fault healing in the absence of slip, 
with *∗ = 0.550, *878  = 0.525, - = 0.011, and . = 0.016, varying the initial closeness 
to steady state (Ω878 = ,8784878/012). No matter what the initial values are, all cases 
eventually undergo a logarithmic decrease in slip rate and an increase in state 
variable with time. Note that the time axis is logarithmic. The thick dashed lines 
indicate the slopes discussed in Section C.1. 
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Figure C.5: Simulations that illustrate long-term fault healing in the absence of slip, 
with *∗ = 0.550, *878  = 0.575, - = 0.011, and . = 0.016, varying the initial closeness 
to steady state (Ω878 = ,8784878/012). No matter what the initial values are, all cases 
eventually undergo a logarithmic decrease in slip rate and an increase in state 
variable with time, even the initially above steady-state case which experiences a 
run-away earthquake a few minutes into the simulation. Note that the time axis is 
logarithmic. The thick dashed lines indicate the slopes discussed in Section C.1. 
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Figure C.6: Simulations that illustrate long-term fault healing in the absence of slip, 
with *∗ = 0.550, Ω878  = 1, - = 0.011, and . = 0.016, varying the initial friction 
coefficient, *878 . No matter what the initial values are, all cases eventually undergo 
a logarithmic decrease in slip rate and an increase in state variable with time. Note 
that the time axis is logarithmic. The thick dashed lines indicate the slopes 
discussed in Section C.1. 
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Figure C.7: Simulations that illustrate long-term fault healing in the absence of slip, 
with *∗ = 0.550, - = 0.015, and . = 0.016, varying the initial closeness to steady 
state (Ω878 = ,8784878/012) and initial friction coefficient *878 . No matter what the 
initial values are, all cases eventually undergo a logarithmic decrease in slip rate 
and an increase in state variable with time, even the initially above steady-state case 
which experiences a run-away earthquake a few minutes into the simulation. Note 
that the time axis is logarithmic. The thick dashed lines indicate the slopes 
discussed in Section C.1. 
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Figure C.8: Simulated temporal evolution of several quantities at the injection site 
for the cases of Figure 4.2A in the main text. From top to bottom: the normalized 
effective normal stress, slip, normalized slip rate (,567 = 10-2 m/s), state variable, 
friction coefficient, normalized shear stress and closeness to steady state at the 
injection site. Note that no earthquakes occur in these simulations as opposed to 
cases in which the pressure is kept constant at the injection site (Figure 4.4 in the 
main text).  
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Figure C.9: Spatial and temporal evolution of the same quantities as in Figure C.8 
for the low-friction case (plotted every 2000 time steps).   
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Figure C.10: Spatial and temporal evolution of the same quantities as in Figure 
C.8 for the intermediate-friction case (plotted every 6000 time steps).  
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Figure C.11: Spatial and temporal evolution of the same quantities as in Figure C.8 
for the high-friction case (plotted every 20000 time steps).  
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Figure C.12: Temporal evolution of quantities at the injection site and friction vs. 
slip for prolonged injection but for cases in which the onset of Stage 3 is delayed 
by increasing / (pink), increasing 012 (yellow) or decreasing . (turquoise) 
compared to the intermediate-friction reference case (green). Note the delay in the 
transient acceleration compared to the reference case. Parameter values modified 
from the intermediate-friction scenario are listed at the top right corner. 
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Figure C.13: Temporal evolution of quantities at the injection site and friction vs. 
slip for prolonged injection but for cases in which the onset of Stage 3 is delayed 
by increasing *∗ (pink), increasing 4878 (yellow) or decreasing 3 (turquoise) 
compared to the intermediate-friction reference case (green). Note the delay in the 
transient acceleration compared to the reference case. Parameter values modified 
from the intermediate-friction scenario are listed at the top right corner. 
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Figure C.14: Spatial and temporal evolution of slip rate for the modified prolonged 
injection cases shown in Figures C.12 and C.13 in which the onset of Stage 3 is 
delayed by (A) increasing /, (B) increasing 012, (C) decreasing ., (D) increasing 
*∗, (E) increasing 4878, (F) decreasing hydraulic diffusivity 3. Note that ℎ=> 
provides a good estimate of the extent of the sliding region before the onset of Stage 
3 in all these cases.    
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Figure C.15: Temporal evolution of quantities at the injection site and friction vs 
slip of 2 cases showing the effect of varying *∗ while keeping *?	constant. 
Increasing *∗ reduces the amplitude and slope of the transient acceleration. 
Parameter values modified from the intermediate-friction scenario are listed at the 
top right corner. 
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Figure C.16: Temporal evolution of quantities at the injection site and friction vs 
slip of 2 cases showing the effect of varying -. Increasing - reduces the amplitude 
and slope of the transient acceleration. Parameter values modified from the 
intermediate-friction scenario (green) are listed at the top right corner.   
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Figure C.17: Temporal evolution of quantities at the injection site and friction vs 
slip of 2 cases showing the effect of varying / while keeping ℎ=> and *? constant. 
Increasing / reduces the amplitude and slope of the transient acceleration. 
Parameter values modified from the intermediate-friction scenario (green) are listed 
at the top right corner.   
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Figure C.18: Temporal evolution of quantities at the injection site and friction vs 
slip of 2 cases showing the effect of varying 3 while keeping A=> and *? constant. 
Increasing 3 increases the amplitude and slope of the transient acceleration. 
Parameter values modified from the intermediate-friction scenario (green) are 
listed at the top right corner.   
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Figure C.19: Spatial and temporal evolution of rate for the cases shown in Figures 
C.15 – C.18 in which the slope and/or amplitude of the transient acceleration is 
altered by varying (A,C) *∗, (D,F) -, (G,I) / and (J,L) 3. Panels B, E, H, and K all 
show the reference intermediate-friction case for comparison purposes.  
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Figures C.20: Simulated temporal evolution of several quantities at the injection 
site varying *∗, keeping all other parameter values as in the intermediate-friction 
scenario (green).  
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Figures C.21: Simulated temporal evolution of several quantities at the injection 
site varying 3,	keeping all other parameter values as in the intermediate-friction 
scenario (green).  
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Figure C.22: Spatial and temporal evolution of rate for the cases shown in Figure 
C.20. Keeping everything else constant, varying *∗ affects the spatial extent of the 
slipping zone compared to the pressurized zone.  
 
 

 
Figure C.23: Spatial and temporal evolution of rate for the cases shown in Figure 
C.21. Keeping everything else constant, varying 3 affects the spatial extent of the 
slipping zone. 
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Figure C.24: Simulated temporal evolution of several quantities at the injection site 
for a scenario similar to the low-friction case in the main text but for a slightly rate-
strengthening fault with - = 0.017, . = 0.016, *∗ = 0.475 and 4878 = 1.8e12s. Note 
that in this case an earthquake still nucleates after the injection stopped due to the 
relatively low residual friction *C compared to *878 . 
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Figure C.25: Spatial and temporal evolution for the low-friction prolonged 
injection case (plotted every 7000 time steps for	, < ,dyn and every 2000 time 
steps for , > ,dyn).    
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Figure C.26: Spatial and temporal evolution for the intermediate-friction prolonged 
injection case (plotted every 15000 time steps for	, < ,dyn and every 1000 time 
steps for , > ,dyn).    
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Figure C.27: Spatial and temporal evolution for the high-friction prolonged 
injection case (plotted every 35000 time steps for	, < ,dyn and every 750 time steps 
for , > ,dyn).    



 
 

 
 

221 

 
Figure C.28: Effect of varying pressurization rate on the intermediate-friction case. 
The timing of events is altered but not the overall behavior, i.e., all simulations still 
show a transient acceleration followed by a run-away dynamic event.   
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Figure C.29: Effect of varying depressurization rate on a case similar to the low-
friction case but with an even lower *∗of 0.46. In this case, the depressurization 
applied as in Figure 2 in the main text is not sufficient to prevent earthquake 
nucleation (yellow curve). The other two faster depressurization rates successfully 
suppress the earthquake (pink and turquoise curves).   


