
Nonlinear dynamics and stability of viscous free-surface microcapillary
flows in V-shaped channels and on curved surfaces

Thesis by
Nicholas C. White

In Partial Fulfillment of the Requirements for the
Degree of

Doctor of Philosophy

CALIFORNIA INSTITUTE OF TECHNOLOGY
Pasadena, California

2022
Defended May 24, 2022



ii

© 2022

Nicholas C. White
ORCID: 0000-0002-7603-9329

All rights reserved



iii

ACKNOWLEDGMENTS

I am very grateful to the NASA Space Technology and Research Fellowship (Grant no.
80NSSC17K0139) not only for funding my studies from 2017, but also for giving me the opportu-
nity to meet and work with so many amazing people at JPL: Jay Polk, Colleen Marrese-Reading,
Nan Yu, Jeff Jewell, Curt Cutler, and Sheng-wey Chiow. I wish to especially thank Jay Polk, for
his support and feedback on many early thesis drafts.

I had the privilege of receiving the Philip G. Saffman Graduate Fellowship in my first year,
established by Ruth Saffman. I am grateful not only for her financial generosity, but also for the
time we spent together. Although I was never able to meet Dr. Saffman, seeing his notes and
books and hearing stories about him made me wish I had been able to come to Caltech earlier.

I feel lucky to have had such wonderful labmates, Teddy Albertson, Dillon Chang, Kevin Fiedler,
Cheolmin Im, Hiroki Kaifu, Zack Nicolaou, and Chengzhe Zhou, as well as the brilliant summer
students Vilda Markeviciute, Kishan Makwana, Ishani Karmarkar, and Lorenzo Van Muñoz.
Working together was delightful, and I have missed our interactions in the last few years.

I would like to give special thanks to Teddy Albertson, Chengzhe Zhou, and Yuchen Wei. I
certainly learned more from our discussions over the years than from any class or textbook.
Even after Teddy and Chengzhe graduated, I frequently mined their theses for insights, and
pestered both of them in their post-graduate life to help me understand various problems. And
I relied on Yuchen for discussion of every topic, from control theory and differential geometry to
software engineering and numerical methods to materials science and fluid and solid mechanics.

I was able to smoothly conduct research thanks to the behind-the-scenes work of the Caltech
and APh/MS staff, especially Mabel Chik, Christy Jenstad, Connie Rodriguez, and Jennifer
Blankenship. I wish to thank my advisor, Sandra Troian. I also wish to thank the members of
my committee, Oscar Bruno, Brent Fultz, Thomas Hou, Beverley McKeon, and Jay Polk, for
taking the time to read this thesis.

I am grateful to have had the opportunity to take the outstanding courses taught by Marina
Agranov, Philip Hoffman, and Feng-Ying Ming; thanks to them, I can say I am glad I attended
Caltech. I am very fortunate to have had many wonderful teachers before graduate school as
well; I would particularly like to thank Jens Martin Berling for introducing me to the worlds of
mathematics and physics many years ago.

I would also like to express my gratitude to Valentina Quezada, Nancy Lan, and all the staff of
the USC Pacific Asia Museum. I highly encourage anyone living in the Pasadena area to visit.

Finally, I could not have completed my graduate studies without the support of my family and
my dear friends, Yuhan Chen, Xiuyuan Cheng, John DeBrota, Dongwan Kim, Jarno Sun, Yichen
Wu, and Shuyi Zhang.



iv

ABSTRACT

The last two decades have brought a revolution in miniaturization of space technology. Thanks
to improved microelectronic sensors and MEMS devices, nanosatellites can perform communica-
tion and scientific studies previously limited to large satellites, significantly reducing the financial
barriers to space access. But development of a reliable, long-running, small-scale propulsion sys-
tem for orbital maneuvers remains a key challenge. One solution is the microfluidic electrospray
propulsion (MEP) thruster under development at NASA’s Jet Propulsion Laboratory (JPL).

This thesis analytically addresses aspects of the MEP system’s propellant management, specif-
ically, capillary flow in the groove network delivering fluid propellant from the reservoir to the
emitters. Building upon the reduced-order model of viscous capillary flow in straight V-shaped
channels (“V-grooves”) of Weislogel (1996) and Romero and Yost (1996), we prove stability
of steady-state and self-similar flows. Because the MEP design requires an electric field above
the grooves and further calls for grooves which curve and bend in three dimensions, we ex-
tend earlier V-groove models to include these effects, and also perform stability analyses of the
new models. The results not only validate the use of V-grooves as a robust propellant delivery
system, but also provide a theoretical basis for the design of future microfluidic devices with
compact, three-dimensional designs and electric fields.

In order to lay the groundwork for future studies of early-time behavior of propellant on emitter
tips before the Taylor cone necessary for ion emission is formed, we develop the technique of
generalized linear stability analysis (Farrell and Ioannou, 1996) of capillary flow of thin viscous
films coating curved surfaces (governed by the equation first developed by Roy and Schwartz,
1997). This methodology was first applied to films coating cylinders and spheres by Balestra et
al. (2016, 2018); we instead apply the technique and analyze for the first time a viscous-capillary
instability arising on a torus coated with a uniform thin film.

Besides the capillary fluid dynamics results, two additional pieces of work are included in the
thesis. First, in an unorthodox application of Noether’s Theorem to non-Lagrangian gradient
flow equations, we show that each variational symmetry of the governing functional induces a
constraint on the evolution of the system. Second, to support JPL’s efforts to directly detect
a “fifth force,” we introduce and implement numerical methods for computation of the scalar
Cubic Galileon Gravity (CGG) field at solar system scales.
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C h a p t e r 1

INTRODUCTION

1.1 Motivation
The last two decades have brought a revolution in miniaturization of space technology. Beginning
with the first nanosatellites in 1998, nearly three thousand satellites weighing under 10kg have
since been launched, two of which were sent on interplanetary missions (Kulu, 2020). Thanks to
improved microelectronic sensors and MEMS devices, these nanosatellites can perform commu-
nication and scientific studies previously limited to large satellites. Because launching material
to orbit costs thousands of dollars per kilogram (Jones, 2018), small satellites significantly re-
duce the financial barriers to space access, in particular making space-based experiments more
accessible to universities across the globe.

However, development of a reliable, long-running, small-scale propulsion system for attitude
correction and orbital maneuvers remains a key challenge. One solution is the microfluidic
electrospray propulsion (MEP) thruster under development at NASA’s Jet Propulsion Laboratory
(JPL). Electrospray propulsion operates by creating an electric field above a conducting or
dielectric liquid propellant; if this electric field is sufficiently strong, it overcomes surface tension
and pulls the liquid surface into a cusp or cone, often called a Taylor cone. As the tip of this
cone becomes increasingly sharp, the local surface curvature and electric field strength each
begin to diverge. After a critical field strength is surpassed, ions or droplets are emitted from
the cone, providing propulsive force (Wright and Ferrer, 2015). Electrospray propulsion has been
successfully tested on the LISA Pathfinder mission (Ziemer and Merkowitz, 2004), and a number
of miniaturized designs are currently being tested, including porous colloid thrusters, in which
ionic liquids diffuse through a porous, sponge-like structure to the tips of emitters (Courtney
et al., 2012; Legge and Lozano, 2011), and JPL’s MEP device, which relies on external propellant
flow along grooves on the surface of an emitter needle (see Figures 1.1 and 1.2).

The MEP thruster under development at JPL consists of an array of several hundred emitter
needles, each around 200 microns in height, arranged on a flat silicon substrate. Liquid indium
propellant is delivered from a reservoir under the substrate to the substrate surface and thence to
the emitter needles by means of grooves etched into the substrate surface. A counter-electrode
plate sits approximately 50 microns above the emitter array, and has a circular aperture above
each emitter; this counter-electrode produces an electric field which is naturally concentrated
at the emitter tips, and it is there that Taylor cones form and ultimately emit ions (Figure 1.1).

There is no shortage of hydrodynamic research on Taylor cone formation and the resulting
emission process, from Taylor’s initial static analysis (Taylor, 1964) and subsequent refinements
generalizing the model to include rounded cones (Gomer, 1979; Thompson and Prewett, 1984;
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Figure 1.1: Schematic of single emitter on microfluidic electrospray propulsion (MEP) thruster.
Liquid indium (blue) is delivered from reservoirs beneath the flat silicon substrate (gray) through
vias to the substrate surface, then up the sides of emitter needles. Delivery occurs by capillary
action due to triangular grooves etched into the via walls and substrate surface (the grooves
themselves are not drawn in the diagram). The voltage gap between a counter electrode with a
circular aperture (pink) above the emitter needle generates an electric field (orange lines), which
is strongest at the tip of the emitter, at which point a Taylor cone forms and ions or droplets are
emitted. This diagram shows a single emitter needle; the actual device has an array of several
hundred such emitters.

Figure 1.2: Photographs of JPL MEP thruster emitter array. Left: Emitter array on the MEP
thruster. Black squares are vias leading to the propellant reservoir. In this photograph, grooves
have not yet been etched into the array substrate between the vias and the needles. Note also
that the counter electrode is not shown (Marrese-Reading, 2016).
Right: Closeup of emitter needle tip on the MEP thruster (Marrese-Reading, 2016).

Wagner, 1982) and space charge (Mair, 1984), to the identification of self-similar cone sharp-
ening in the inviscid (Zubarev, 2001) and viscous (Betelú et al., 2006) limits.

But understanding the emission process itself is not enough to design a functional electrospray
thruster. In particular, a regular, steady, and stable flow of propellant must be delivered to the
emission site before and during operation. While large thrusters can rely on electric pumps and
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mechanical valves, such components are impractical at micro scales, and instead capillary action
can be harnessed to manage propellant flow. This thesis therefore develops new analytic models
for a variety of relevant aspects of the MEP propellant management system. These low-order
models are developed from first principles and carried out perturbatively based upon our declared
assumptions; we endeavor to maintain a modicum of rigor, and avoid ad-hoc addition of terms
to existing low-order models.

This thesis focuses on the propellant delivery aspect of the MEP system, specifically, capillary
flow in the groove network delivering fluid propellant from the reservoir to the emitters. A
reduced-order model of viscous capillary flow in straight V-shaped channels (“V-grooves”) has
already been developed by Romero and Yost (1996) and Weislogel (1996); this model demon-
strates the effectiveness of V-grooves at wicking fluid and motivated the use of V-grooves for
propellant transport in the MEP thruster1. But the MEP design induces an electric field above
the grooves, and further calls for grooves which curve and bend in three dimensions (see Fig-
ure 1.1). We extend earlier models to include these effects, and also perform stability analyses of
both the original model and the new models. The results not only validate the use of V-grooves
as a propellant delivery system, but also provide a theoretical basis for the design of future
microfluidic devices with compact, three-dimensional designs and electric fields.

In order to lay the groundwork for future studies of early-time behavior of propellant on emitter
tips before the Taylor cone necessary for ion emission is formed, we develop the technique of
generalized linear stability analysis (Farrell and Ioannou, 1996a,b) applied to capillary flow of
thin viscous films coating curved surfaces (governed by the equation first developed by Roy and
Schwartz, 1997). This methodology was first applied to films coating cylinders and spheres by
Balestra et al. (2016, 2018); we instead apply the technique and analyze for the first time a
viscous-capillary instability arising on a torus coated with a uniform thin film.

The analyses of capillary-driven flow in V-grooves and on curved substrates are primarily moti-
vated by the MEP thruster, but have wide-ranging applications. Various propellant management
devices for spacecraft (not only those with electrospray thrusters) already rely upon open chan-
nels and corner flow for liquid propellant delivery (Jaekle, 1991, 1997; Rollins et al., 1985).
The analytical description of flow dynamics and stability in straight and curved V-groove will
enable both more accurate modeling of existing propellant management devices and design of
new systems with specific flow requirements. Open channel capillary flow has been applied to
heat pipes for cooling microelectronics (Mallik et al., 1992), and in microfluidic lab-on-a-chip
devices for medical and chemical assays (Berthier et al., 2015; Oliveira et al., 2019). The curved
V-groove analysis in particular could be used to design serpentine heat pipes covering greater
surface area, as well as more compact labs-on-chips. Furthermore, such devices with conducting

1Fabrication challenges have recently led the MEP thruster design to switch to rounded “U-grooves” rather
than sharp V-grooves. The behavior of fluid in U-grooves is qualitatively similar to that in V-grooves, but the latter
is far more analytically tractable (Chen et al., 2006). This thesis exclusively analyzes V-grooves, but extension of
the results to U-grooves will be discussed briefly in each relevant chapter.
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liquids can be designed to use electric fields to direct fluid flow without requiring the addition
of extra particles for electrophoresis. The analysis of fluid delivery to emitter needles is directly
applicable to electrospray, which is useful not only for space propulsion but also for lithography,
deposition, and other aspects of microfabrication (Mackenzie and Smith, 1990). Besides elec-
trospray, the coating of solid substrates with thin liquid films such as lubricants and paints is
applicable to a variety of manufacturing processes.2

In addition to the capillary fluid dynamics results, two additional pieces of work are included
in the thesis. First, in a novel application of Noether’s Theorem to non-Lagrangian gradient
flow equations, we show that each variational symmetry of the governing functional induces a
constraint on the evolution of the system. Second, to support JPL’s efforts to directly detect
a “fifth force,” we introduce and implement numerical methods for computation of the scalar
Cubic Galileon Gravity (CGG) field at solar system scales.

1.2 Organization
The thesis is organized as follows. Part I contains background material which is useful for
understanding the subsequent results. Chapter 2 discusses the mathematical origin of surface
tension, in a slightly unorthodox fashion reflecting the author’s intuition. Chapter 3 discusses
non-normality and generalized linear stability analysis, as well as Lyapunov stability. Some
additional notes on covariant notation and fundamental results in fluid mechanics may be found
in Appendix A.

Part II covers capillary flow in slender V-grooves. Chapter 4 introduces the topic and discusses
the original reduced-order model describing flow of a wetting liquid in a slender V-groove,
following Romero and Yost (1996) and Weislogel (1996). Chapter 5 proves (for the first time)
nonlinear exponential stability for steady-state V-groove flows and generalized linear stability for
self-similar advancing and receding flows (a subset of the material in this chapter was published
in Physical Review Fluids as White and Troian, 2019). Chapter 6 develops a novel extension of
the V-groove model to include the effects of external electric fields on a perfectly conducting
liquid in a V-groove with conducting walls higher than the fluid thickness. Electric fields are
found to enhance the flow rate in grooves, and it is found that fluid above a critical thickness
may become unstable, while fluid below that thickness remains stable. Steady state and self-
similar solutions are described and analyzed. Chapter 7 describes another new variation of the
V-groove model, for grooves following curved trajectories. Grooves with positive curvature are
found to enhance the flow rate, while grooves with negative curvature depress it. Steady state
and self-similar solutions are again described and analyzed, and stability analyses show that the
flow remains stable.

Part III is devoted to thin film flows on curved substrates. Chapter 8 derives the thin film
equation on a curved substrate, reproducing the equation first developed by Roy and Schwartz

2Indeed, much analytical research in thin film theory has been performed by researchers employed (Orchard,
1963) or funded (O’Brien and Schwartz, 2002; Schwartz and Weidner, 1995) by the paint industry.
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(1997) and expanded on by Roy et al. (2002). The result itself is not new, but the derivation
differs from earlier work by using covariant notation and showing each step in detail. Chapter 9
describes and analyzes for the first time a viscous capillary instability arising in thin films coating
tori (doughnuts). The existence of this instability was first discovered by Roy and Schwartz
(1997), in whose nonlinear simulations the instability arose. While similar to instabilities of films
uniformly coating cylinders previously studied by Goren (1962), the torus case turns out to be
much more complicated, and the limit of tori with infinitely large radii does not converge to the
known cylinder result. The reason for the convergence to a different wavenumber is explained
analytically.

Part IV contains additional new results in cosmology and mathematical physics. While not
directly related to the microfluidic applications of the previous sections, these results require
similar analyses of nonlinear PDEs.

Chapter 10 describes the role of variational symmetries in gradient flow PDEs. While Noether’s
theorem has traditionally been used to find conserved quantities in Lagrangian systems, it is
applied here to gradient flow PDEs, which are not Lagrangian. Variational symmetries in these
systems correspond to constraints on the evolution vector, and, in certain special cases, give
rise to conserved quantities. These symmetry-driven evolutionary constraints may be used as
a metric for the validity of numerical simulation. After proving these results, we demonstrate
their application to the thermocapillary thin film equation.

Chapter 11 (published in Physical Review D as White et al., 2020) presents a computation of
the scalar field from the Cubic Galileon Gravity (CGG) model in the Sun-Earth-Moon system.
The CGG model, which arises in various massive gravity models including the Dvali-Gabadadze-
Porrati (DGP) braneworld model (Dvali et al., 2000), describes modified gravity incorporating
a nonlinear Vainshtein screening mechanism which suppresses the field near regions of high
density. The CGG field had previously been computed on galactic and cosmological scales
(Barreira et al., 2013; Chan and Scoccimarro, 2009; Li et al., 2013; Schmidt, 2009), where the
linear term dominates, and in idealized 2D planetary systems with an artificially large linear
term (Hiramatsu et al., 2013). We develop a stable, accurate, and rapidly converging iteration
scheme enabling computation of the field in realistic nonlinear-term-dominated systems, and
implement it using a nested-grid finite difference scheme to enable high resolution around the
Sun, Earth, and Moon, while capturing field variation on a coarser mesh between those bodies.

Chapters describing novel results are marked with * symbols; these are Chapters 5, 6, 7, 9, 10,
and 11. All other chapters (Chapters 2 to 4 and 8) provide results based on work by other
researchers (although the derivation sometimes differs significantly from the original), and are
included to provide context and background for the novel work in this thesis.

We endeavor throughout the thesis to give full derivations to ensure that the results can be
reproduced as easily as possible. We also provide several chapters of introductory material in
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the hopes that the thesis can be read and understood by a physics graduate student without
requiring significant additional reference.
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C h a p t e r 2

SURFACE TENSION

Surface tension comprises an integral part of the phenomena discussed in this thesis, so a brief
introduction to its mathematical origin will be presented here. This is a macroscopic view of
surface tension, in which molecular details are ignored and we simply consider what properties a
manifold embedded in a higher dimensional space must have in order to maintain conservation
of mass and momentum. The approach is relevant not only in fluid mechanics, but also in other
areas of physics such as brane models of cosmology and string theory.

Among the first to study surface tension were Young and Laplace, who at the turn of the 19th
century established the relationship between a droplet’s curvature and its internal pressure in
what is now called the Young-Laplace equation (Maxwell and Strutt, 1911):

p = 1
2γ
( 1
r1

+ 1
r2

)
. (2.1)

Here p is the pressure, γ is the surface tension, and r1 and r2 are the principal radii of curvature
of the fluid interface. Thus, the smaller a droplet is, the higher is its capillary pressure (pressure
due to surface tension).

Young further established the Young equation, which sets the contact angle of a liquid drop on
a solid surface surrounded by a gas to be θ, satisfying

γLG cos θ = γSG − γSL, (2.2)

where γLG represents the surface tension of the liquid-gas interface, γSG that of the solid-gas
interface, and γSL that of the solid-liquid interface (Maxwell and Strutt, 1911).

Equations (2.1) and (2.2) hold only for static (motionless) fluids with constant surface tension;
a more general derivation shows them to be somewhat more complicated, as will be seen shortly.

2.1 Conservation laws and the geometry of surface tension
In this section we will consider the general problem of maintaining conservation of mass and
momentum across a smooth surface. We will begin by setting up the mathematics necessary to
describe a general surface and conservation laws across that surface. From this general setup,
we will gradually impose restrictions, first requiring that the surface be bounded by fluids, next
requiring that mass not be transferred across the surface, then requiring that the surface be
massless, and finally requiring that it be isotropic. It will be seen how each of these conditions
constrains the form of the conservation laws. The final result, the conservation laws for an
impenetrable, massless, isotropic surface bounded by fluids, will be recognizable as the classical
boundary conditions for immiscible fluids with surface tension.
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The results presented here are similar to those of Waxman (1984), and, to a lesser degree, those
of Scriven (1960) and Aris (1989). Both Scriven and Aris assume Newtonian fluid stress tensors
early in their analyses; Waxman maintains generality by assuming an arbitrary stress tensor, but
also keeps the momentum terms (e.g., ρujuk) and shear stress resultant separate from the stress
tensor. The derivation presented below will instead keep everything inside a single stress-mass
tensor, as Vinokur (1974) did for the bulk Navier-Stokes, before considering specific cases.

2.1.1 Setup
Let M be some 2+1-dimensional manifold embedded in 3+1 dimensional space, described by
x⃗ = σ⃗(ξ, ζ, t). Without loss of generality, we may choose the parametrization of σ⃗ so that the
manifold velocity, uj

M = ∂tσ
j , is always normal to the manifold. For now, we assume that the

manifold is unbounded (manifolds with edges will be addressed later in Section 2.1.6). Our
goal is to enforce conservation of mass and momentum, quantities which may be represented
by a stress-mass tensor field, the non-relativistic counterpart of the stress-energy tensor field
(Vinokur, 1974). Suppose that the region on one side of the manifold (which we may think of
as “below” the manifold) has stress-mass tensor TΞΛ

(1) , the other side (“above”) has stress-mass
tensor TΞΛ

(2) , and the manifold itself has stress-mass tensor SΞΛ (see Figure 2.1), so that the
total stress-mass field can be described by

TΞΛ = TΞΛ
(1) Θ(x⃗ < σ⃗) + TΞΛ

(2) Θ(x⃗ > σ⃗) + SΞΛδ(x⃗− σ⃗), (2.3)

where Θ is the three-dimensional Heaviside step function and δ is the Dirac delta. We want to
know what constraints exist on these three tensors if mass and momentum are to be conserved.

In this section we will use capital Greek letters (Ξ, Λ, . . . ) to denote the 4D space and time
coordinates, lowercase Latin letters (i, j, . . . ) to denote the 3D spatial coordinates alone,
uppercase Latin letters (I, J , . . . ) to denote 3D spatial coordinates in the manifold-centered
coordinate system (to be described), and lowercase Greek letters (µ, ν, . . . ) to denote the local
2D spatial coordinates on the manifold.

The demand that mass and momentum be conserved can be expressed as ∇ΞT
ΞΛ = 0 (Misner

et al., 1973; Vinokur, 1974). From now on, time and space will be considered separate and
metrics will be written only with respect to the spatial coordinates, so that we can write explicitly

T 

XL

(1)

S 

XL

T 

XL

(2)

Figure 2.1: Cross-section of a 2+1D manifold in 3+1D space, with stress-mass tensor SΞΛ on
the manifold and TΞΛ

(1) , TΞΛ
(2) on either side.
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∂tT
tt + ∇jT

jt = 0 (conservation of mass), (2.4a)

∂tT
ti + ∇jT

ji = 0 (conservation of momentum), (2.4b)

where ∂t indicates the usual partial derivative with respect to time and ∇j the covariant deriva-
tive with respect to coordinate j (note that our 3D spaces are always flat and Euclidean). These
results hold pointwise even with the stress-mass tensor defined as in Equation (2.3). Angular
momentum is typically derived to be T ij = T ji, but we will see that this pointwise statement
holds only in the bulk.

Note: discontinuous body forces in the stress-mass tensor
The stress-mass tensor provides an elegant encapsulation of the physics of momentum
and mass transfer, but discontinuous body forces must be handled carefully. For example,
suppose the regions on two sides of a partitioning manifold have conservative force potentials
Φ(1) and Φ(2). Naïvely, each might be added to the respective region’s stress tensor T ji as an
additional τ ji = gjiΦ , so that the contribution to the momentum equation is ∇jτ

ji = ∇iΦ.
This is fine within each region, but leads to problems across the interface, as the two
potential terms must be normally continuous, i.e., njτ

ji
(1) = njτ

ji
(2). In order to rectify the

discontinuity, the body force term in one region (say, region 1) may instead by written as
τ ji

(1) = gjiΦ(1) + ∇iαj + ∇jαi, where αi is a vector field satisfying ∇i∇iαj + ∇i∇jαi = 0
in the bulk and ni(∇iαj + ∇jαi) = nj(Φ(2) − Φ(1)) on the boundary. The bulk body forces
will thus not have any effect on the balance across the manifold, and can be ignored. This
complication is perhaps the most significant drawback to the approach of bundling all the
physics into a single stress-mass tensor.

2.1.2 Integral quantities: Mass and momentum
Let Vc(t) be a comoving control volume enclosing an ε-thin slice around a section of manifold,
and Ac(t) be the intersection of Vc(t) with the manifold (as in Figure 2.2). We use “comoving”
only to mean with respect to normal motion of the manifold, uj

M . In particular, the volume does
not respect any fluid flow within the manifold. By the Reynolds Transport Theorem (Reynolds,
1903),

d

dt

∫
Vc

TΞtdV =
∫

Vc

∂tT
ΞtdV +

∫
∂Vc

TΞtuj
cn̄jdA

=
∫

∂Vc

(
−TΞj + TΞtuj

c

)
n̄jdA, (2.5)

where n̄j is the outward-pointing normal on the surface of Vc (not to be confused with n̂j , the
upward pointing normal on the manifold), and uj

c is the local velocity of the control volume
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Figure 2.2: Cross-section of a control volume Vc(t) enclosing a section Ac(t) of a manifold with
a buffer region of ε on each side. n̄j represents the outward-pointing normal vectors on the
control volume boundary ∂Vc; ν̂j are vectors tangent to the manifold at the ends of the control
volume; n̂j represents the upward-pointing normal on the manifold.

boundary. In the limit as ε → 0, Equation (2.5) reduces to
d

dt

∫
Ac

SΞtdA =
∫

Ac

[
−
(
TΞj

(2) − TΞj
(1)

)
+
(
TΞt

(2) − TΞt
(1)

)
uj

M

]
n̂jdA

+
∮

Γc

(
−SΞj + SΞtuj

M

)
ν̂jdc. (2.6)

We now must be very careful with the time derivative of the integral on the manifold, as the
area of the manifold may be changing in time. The time derivative of the area element is given
by ∂tdA = uk

M n̂k(∇jn̂
j)dA = −2κmuMdA, where κm is the mean curvature of the manifold

and uM = uk
M n̂k is the magnitude of the manifold’s normal velocity (Aris, 1989). Hence,∫

Ac

[
∂tS

Ξt − 2κmuMSΞt
]
dA =

∫
Ac

[
−
(
TΞj

(2) − TΞj
(1)

)
+
(
TΞt

(2) − TΞt
(1)

)
uj

M

]
n̂jdA

−
∮

Γc

SΞj ν̂jdc, (2.7)

where Γc is the closed curve forming the boundary of Vc ∩ M and ν̂j is the outward-pointing
normal on Γc (so that ν̂j is in the tangent space of M at each point). Due to our assumption that
the control volume is comoving, we replaced the control volume velocity uj

c with the manifold
velocity uj

M = ∂tσ
j at the interface.

Next, we apply Stokes’s Theorem to convert the Γc contour integral into an area integral. If ℓ̂j
is the unit tangent to Γc, then Stokes’s Theorem states that for any vector F j ,∮

Γc

F j ℓ̂jdc =
∫

Ac

n̂ · (∇ × F ) dA =
∫

Ac

n̂jεjkr∂
kF rdA. (2.8)

Using the fact that ν̂ = ℓ̂× n̂, i.e., ν̂j = εjspℓ̂
sn̂p,∮

Γc

SΞj ν̂jdc =
∮

Γc

(
SΞqεqjpn̂

p
)
ℓ̂jdc =

∫
Ac

n̂jεjkr∂
k
(
SΞqε r

q pn̂
p
)
dA

=
∫

Ac

[(
∂k − n̂kn̂

j∂j

)
SΞk − SΞjn̂j∂kn̂

k
]
dA

=
∫

Ac

[
∇SjS

Ξj − SΞjn̂j∂kn̂
k
]
dA

=
∫

Ac

∇Sj

[(
δj

i − n̂jn̂i

)
SΞi

]
dA, (2.9)
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where ∇S ≡ (∇ − n̂ n̂ · ∇) is the surface gradient (Aris, 1989).

Thus the conservation equation Equation (2.7) can be rewritten as∫
Ac

[
∂tS

Ξt − 2κmuMSΞt
]
dA =∫

Ac

{[
−
(
TΞj

(2) − TΞj
(1)

)
+
(
TΞt

(2) − TΞt
(1)

)
uj

M

]
n̂j − ∇Sj

[(
δj

i − n̂jn̂i

)
SΞi

]}
dA. (2.10)

Since the integral was valid regardless of the comoving control volume chosen, then it must be
that

∂tS
Ξt − 2κmuMSΞt = − ∇Sj

[(
δj

i − n̂jn̂i

)
SΞi

]
+
[
−
(
TΞj

(2) − TΞj
(1)

)
+
(
TΞt

(2) − TΞt
(1)

)
uj

M

]
n̂j . (2.11)

Recall that the conservation of mass and momentum in the entire region had the form ∂tT
Ξt =

−∇jT
Ξj . The conservation of mass and momentum on the manifold M has a similar form,

but there is an extra term to account for dilation of the manifold, the divergence term is now
a surface divergence (∇S), and there is an additional forcing term coming from mass and
momentum imbalances between the two regions sandwiching M.

2.1.3 Integral quantities: Angular momentum
While conservation of angular momentum can be written for the bulk regions as T ij

(1) = T ji
(1) and

T ij
(2) = T ji

(2), we need to be a bit more careful on the manifold. Letting Xj be a position vector
from an arbitrary origin,

d

dt

∫
Vc

εijkX
jT ktdV =

∫
Vc

εijkX
j∂tT

ktdV +
∫

∂Vc

εijkX
jT ktuℓ

cn̄ℓdA

= −
∫

Vc

εijkX
j∇ℓT

kℓdV +
∫

Ac

εijkX
j
(
T kt

(2) − T kt
(1)

)
uℓ

cn̄ℓdA+
∮

Γc

εijkX
jSktuℓ

M ν̂ℓdc

= −
∫

∂Vc

εijkX
jT kℓn̄ℓdA+

∫
Vc

T kℓεijk∇ℓX
jdV +

∫
Ac

εijkX
j
(
T kt

(2) − T kt
(1)

)
uℓ

M n̂ℓdA

=
∫

Vc

T kjεijkdV +
∫

Ac

εijkX
j
[
−
(
T kℓ

(2) − T kℓ
(1)

)
+
(
T kt

(2) − T kt
(1)

)
uℓ

M

]
n̂ℓdA

−
∮

Γc

εijkX
jSkℓν̂ℓdc

=
∫

Ac

SkjεijkdA+
∫

Ac

εijkX
j
[
−
(
T kℓ

(2) − T kℓ
(1)

)
+
(
T kt

(2) − T kt
(1)

)
uℓ

M

]
n̂ℓdA

−
∫

Ac

Skℓεijk∇SℓX
jdA−

∫
Ac

εijkX
j∇Sℓ

[(
δℓ

m − n̂ℓn̂m

)
Skm

]
dA, (2.12)

where we have dropped O(ε) terms in the control volume thickness (keep in mind that εijk is
the Levi-Civita tensor, not the ε measuring control volume thickness). Since

d

dt

∫
Ac

εijkX
jSktdA =

∫
Ac

εijkX
j
(
∂tS

kt − 2κmS
kt
)
dV, (2.13)
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then equating the two expressions yields

εijkX
j
(
∂tS

kt − 2κmuMSkt
)

= Skjεijk + εijkX
j
[
−
(
T kℓ

(2) − T kℓ
(1)

)
+
(
T kt

(2) − T kt
(1)

)
uℓ

M

]
n̂ℓ

− Skℓεijk∇SℓX
j − εijkX

j∇Sℓ

[(
δℓ

m − n̂ℓn̂m

)
Skm

]
. (2.14)

Substituting in conservation of momentum, Equation (2.11), yields

0 = Skjεijk − Skℓεijk∇SℓX
j

= Skjεijk − Skℓεijk

(
δj

ℓ − nℓn
j
)

= εijkn
jSkℓnℓ. (2.15)

That is, SαY , with α being a tangential index and Y being a normal index, must vanish.

To understand this result graphically, consider the two small volume cross-sections depicted in
Figure 2.3, each with width W and height H. On the left is a volume in the bulk. Here T ji is a
force in direction i acting on the top surface normal to j; similarly for T ji on the bottom (though
the direction is reversed). And each side has a T ij term, applying force in the j direction on
the faces normal to i. In order for the moments to balance, it must be that

0 = T ij

area︷︸︸︷
W

radius︷︸︸︷
H

2︸ ︷︷ ︸
right side moment

+ −T ij

area︷︸︸︷
W

radius︷ ︸︸ ︷
−H

2︸ ︷︷ ︸
left side moment

+ −T ji

area︷︸︸︷
H

radius︷ ︸︸ ︷
−W

2︸ ︷︷ ︸
top side moment

+ T ji

area︷︸︸︷
H

radius︷︸︸︷
W

2︸ ︷︷ ︸
bottom side moment

=
(
T ij − T ji

) HW
2 . (2.16)

This makes it clear that, in the bulk regions, T ij
(1) = T ji

(1) and likewise for region 2 (Lai et al.,
2009).

Consider now the plot on the right. Instead of arbitrary i and j coordinates, we now write α for
the coordinate tangent to the manifold and Y normal to it. The setup has 2 key differences:
first, the top half has T ij

(2) while the bottom half has T ij
(1) terms; second, there is an additional

force on the right and left sides, provided by SαY also acting in the Y direction. Note, however,
that there is no SY α counterpart. Counting up the terms, the T ij

(1) terms cancel themselves out,
as do the T ij

(2) terms, leaving the moment balance as only HSαY = 0.
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Figure 2.3: Cross-sections of a small volume with width W and height H enclosing a section of
a manifold.
Left: A volume in one of the bulk regions. Only the bulk stress tensor T acts on the surfaces.
Right: In this depiction, α is a coordinate tangent to the manifold and Y is normal. The region
1 stress tensor acts on the upper surface, the region 2 stress tensor on the lower surface, and
the manifold stress tensor S on the intersection of the volume boundary and the manifold. Note
that SY α does not appear.

2.1.4 Manifold-centered coordinates
Although SΞΛ is confined to M, we have written it so far with the 3+1 dimensional coordinate
system. In order to understand it more clearly, we must look at S in local coordinates on M.
We define a new set of manifold-centered coordinates to make projection onto the manifold
easier; such local coordinates are frequently used in shell theory (Niordson, 1985). With the
manifold being parametrized by ξ and ζ, the two-dimensional local metric is

g̃µν =
[
(∂ξσ⃗ · ∂ξσ⃗) (∂ξσ⃗ · ∂ζ σ⃗)
(∂ζ σ⃗ · ∂ξσ⃗) (∂ζ σ⃗ · ∂ζ σ⃗)

]
. (2.17)

As is usual in differential geometry, the inverse metric will be written with raised indices (g̃µν) and
raised indices on tensors indicate contraction with the inverse metric. For example, g̃µνFνα ≡
Fµ

α.

The shape tensor, or second fundamental form, describes the curvature of M and can be
expressed as

iiµν =
[
(∂ξξσ⃗ · n̂) (∂ξζ σ⃗ · n̂)
(∂ζξσ⃗ · n̂) (∂ζζ σ⃗ · n̂)

]
= −

[
(∂ξσ⃗ · ∂ξn̂) (∂ξσ⃗ · ∂ζ n̂)
(∂ζ σ⃗ · ∂ξn̂) (∂ζ σ⃗ · ∂ζ n̂)

]
, (2.18)

where again n̂ is the upward-pointing normal on M (that is, the normal pointing into region
2; see Figure 2.1). Note that ii encodes the mean curvature κm = (1/2)iiµµ, and the Gaussian
curvature κG = det[iiµν ] = 2κm

2 − (1/2)iiµν iiνµ.

Extending this 2D metric to 3D space can be accomplished by defining x⃗(ξ, ζ, Y ) ≡ σ⃗(ξ, ζ) +
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Y n̂(ξ, ζ), yielding a 3D metric (denoted by g without a tilde)

gIJ =


(
1 − Y iig̃−1) g̃ (1 − Y g̃−1ii

) 0
0

0 0 1

 =

g̃µν − 2Y iiµν + Y 2iiµαiiαν

0
0

0 0 1

 (2.19)

(Niordson, 1985) . The new (ξ, ζ, Y ) coordinates describe the same bulk 3D space as the original
coordinates; they are simply more convenient as the manifold M now sits at the origin in the
Y coordinate.

The Christoffel symbols of this flat 3D g metric are given by

ΓY
Y Y = 0 (2.20a)

ΓY
µY = 0 (2.20b)

Γµ
Y Y = 0 (2.20c)

ΓY
µν = 1

2g
Y Y (gY µ,ν + gY ν,µ − gµν,Y ) = −1

2gµν,Y

= iiµν − Y iiµρiiρν (2.20d)

Γµ
Y ν = 1

2g
µµ (gµY,ν + gµν,Y − gνY,µ) = 1

2g
µµgµν,Y

= −iiµν + Y det (iiµν) δµ
ν

1 − Y iiµµ + Y 2 det (iiµν)
= −iiµν

(
1 + Y iiµµ

)
+ Y det (iiµν) δµ

ν +O
(
(iiY )3

)
(2.20e)

Γµ
να = Γ̃µ

να + Y (· · · ) , (2.20f)

where Γ̃µ
να is the Christoffel symbol of the 2D metric g̃µν . The covariant derivative in the 3D

metric will be denoted by ∇J .

Surface gradient in local coordinates

Using these results, and letting Λj
J represent the coordinate transformation, consider the surface

gradient of a vector which lives only on the manifold (i.e., which has no Y component):

∇SjF
i = ΛJ

jΛi
I

(
∇J − nJn

K∇K

)
F I

= ΛJ
jΛi

I

(
∇JF

I − δ Y
J ∇Y F

I
)

= ΛJ
jΛi

I

(
∂JF

I + ΓI
JνF

ν − δ Y
J ΓI

Y νF
ν
)

= ΛJ
jΛi

I

(
δI

β∂JF
β + δI

βΓβ
JνF

ν + δI
Y ΓY

JνF
ν − δI

βδ
Y

J Γβ
Y νF

ν
)

= ΛJ
jΛi

I

(
δ α

J δI
β∇̃αF

β + δ α
J δI

Y ΓY
ανF

ν
)

= Λα
jΛi

β∇̃αF
β + Λα

jΛi
Y iiαβF

β,

where ∇̃ denotes the covariant derivative on M (as opposed to in the 3D space). The surface
gradient of a vector, then, is the manifold-restricted covariant derivative of that vector plus an
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extra piece normal to the manifold which is proportional to the second fundamental form. Thus,
unlike the covariant derivative, the surface gradient is an operator that lives in the bulk. Even
if the vector field F i is in the tangent bundle of M, its surface gradient may not be.

Now let us compute the surface gradient of a rank 2 tensor, also living exclusively on the
manifold:

∇SjF
ik = ΛJ

jΛi
IΛk

K

(
∇J − nJn

R∇R

)
F IK

= Λα
j

(
Λi

βΛk
λ∇̃αF

βλ + Λi
Y Λk

λiiανF
νλ + Λi

βΛk
Y iiανF

βν
)
.

The pattern is evident: each additional index yields an additional second fundamental form
term.

For a vector with a Y component, e.g. F i = fn̂i,

∇SjF
i = n̂i∇Sjf + f∇Sjn̂

i

= Λα
j

(
Λi

Y ∇̃αf − Λi
βii β

α f
)
. (2.21)

Finally, suppose that U iα is a rank 2 tensor whose second component, α, is only tangential, but
whose first component, i, may contain both normal and tangential pieces. In this case, it can
be written as U iα = n̂i ⊗ V α + Λi

βF
βα for some V and F . Then

∇Sj

(
n̂i ⊗ V k

)
= n̂i∇SjV

k + V k∇Sjn̂
i

= Λα
j

(
Λi

Y Λk
β∇̃αV

β + Λi
Y Λk

Y iiαβV
β − Λi

νΛk
βii ν

α V
β
)
, (2.22)

and hence

∇SjU
ik = Λα

j

(
Λi

Y Λk
β∇̃αV

β + Λi
Y Λk

Y iiαβV
β − Λi

νΛk
βii ν

α V
β
)

+ Λα
j

(
Λi

λΛk
β∇̃αF

λβ + Λi
Y Λk

λiiαβF
βλ + Λi

βΛk
Y iiανF

βν
)
. (2.23)

In the case where j and k are contracted,

∇SjU
ij = Λi

Y

(
∇̃αV

α + iiαβF
βα
)

+ Λi
β

(
∇̃αF

βα − ii β
α V

α
)

= Λi
Y

(
∇̃αU

Y α + iiαβU
βα
)

+ Λi
β

(
∇̃αU

βα − ii β
α U

Y α
)
. (2.24)

Note that in the last line we conveniently wrote UY α to indicate V α. It should be clear from
context when UY α is used as a tensor and when it is used as a vector.

Time derivatives in local coordinates

Equation (2.11) includes the term ∂tS
Ξt. Care must be taken when translating this term into

local coordinates on M, as the coordinates themselves are changing in time.
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ΛY
j∂tS

jt = n̂j∂tS
jt

= ṠY t − Sjt∂tn̂j

= ṠY t + Sβt∇̃βuM , (2.25)

and

Λα
j∂tS

jt = Ṡαt − Sjt∂tΛα
j

= Ṡαt − Sjt∇̃αuM j

= Ṡαt − Sjt∇̃α (uM n̂j)

= Ṡαt − uMSβtiiαβ − SY t∇̃αuM . (2.26)

Here a dot implies a partial derivative in time with respect to fixed coordinates.

2.1.5 Local conservation equations
We can now apply these results to Equation (2.11). Starting with the surface gradient term
within that equation, for the Ξ = t case, the surface gradient term is quite simple:

∇Sj

[(
δj

i − n̂jn̂i

)
Sti
]

= Λα
j

(
Λj

β∇̃α + Λj
Y iiαβ

)
Stβ

= ∇̃αS
tα. (2.27)

In the Ξ = k case,

∇Sj

[(
δj

i − n̂jn̂i

)
Ski
]

= Λk
Y

(
∇̃αS

Y α + iiαβS
βα
)

+ Λk
β

(
∇̃αS

βα − ii β
α S

Y α
)
. (2.28)

Substituting in these terms, Equation (2.11) reduces to three equations corresponding to mass
conservation, normal stress continuity, and tangential stress continuity. Letting uM = uj

M n̂j

(i.e., uM = |uj
M |) be the normal speed of the manifold,

∂tS
tt − 2κmuMStt = −∇̃αS

tα −
(
T tj

(2) − T tj
(1)

)
n̂j +

(
T tt

(2) − T tt
(1)

)
uM (2.29a)

ṠY t + Sβt∇̃βuM − 2κmuMSY t = −∇̃αS
Y α − iiναS

να

−
(
T Y j

(2) − T Y j
(1)

)
n̂j +

(
T Y t

(2) − T Y t
(1)

)
uM (2.29b)

Ṡνt − uMSβtiiνβ − SY t∇̃νuM − 2κmuMSνt = −∇̃αS
να + iiναS

Y α

−
(
T νj

(2) − T νj
(1)

)
n̂j +

(
T νt

(2) − T νt
(1)

)
uM .

(2.29c)

These equations are clearly analogous to the bulk conservation equations, Equation (2.4), except
that the mass and momentum living on the manifold see the external T(1) and T(2) as additional
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sources or sinks of mass and momentum, and some corrections must be made due to the
manifold’s curvature and motion. The right hand sides of the two momentum equations may
be compared to Eqs. (3.5)-(3.6) in Waxman (1984), with SY α playing the role of Waxman’s
qα.

Restriction 1: Fluids

Since our main interest is in fluid mechanics, let TΞΛ
(1) be the Cauchy stress-mass tensor (Vinokur,

1974):

TΞΛ
(1) =

[
−ρ −ρui

−ρui
(
τ ij − pgij − ρuiuj

)] , (2.30)

and similarly for T(2), where ui is the local fluid velocity, p is pressure, ρ is density, and τ ij is
the stress tensor comprising both fluid and additional effects such as electric fields (while it may
also contain body forces, such as gravity, these terms will not appear in the manifold equations).

Equation (2.30) is a particular form of the stress-mass tensor that encodes conservation of mass
and momentum for fluids (Vinokur, 1974). Plugging TΞΛ

(1) into Equation (2.4) yields the Cauchy
momentum equations of fluid dynamics, which in the special case of Newtonian fluids are known
as the Navier-Stokes equations. More details may be found in A.2.1.

To consistently require that mass only be transferred to mass and not other types of energy, we
make a similar demand on the form of S:

SΞΛ =


−χ −χuα 0

−χuα S̃αβ − χuαuβ 0
−χuM S̃Y α − χuMuα 0

 , (2.31)

where χ is the mass per unit area of the manifold. The term S̃Y α is related to the bending
moment of the manifold (Waxman, 1984). Note that we have separated the fluid velocity, uα,
which is in the tangent bundle of M, and the manifold velocity uj

M which acts only normal to
the manifold.

The mass conservation, Equation (2.29a), becomes

∂tχ− 2κmuMχ+ ∇̃α (χuα) = ρ(2)(uM − u(2)n
) + ρ(1)(u(1)n

− uM ). (2.32)
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The normal momentum equation, Equation (2.29b), reduces to

∂t(χuM ) + χuβ∇̃βuM − 2κmu
2
Mχ =

(
τY Y

(2) − τY Y
(1)

)
+
(
p(1) − p(2)

)
− ρ(2)u(2)n

(u(2)n
− uM ) + ρ(1)u(1)n

(u(1)n
− uM )

− ∇̃α (χuαuM ) + iiναS̃
να + ∇̃αS

Y α − iiναχu
αuν

=⇒ χ∂tuM + χuβ∇̃βuM − uM ∇̃β

(
χuβ

)
=
(
τY Y

(2) − τY Y
(1)

)
+
(
p(1) − p(2)

)
− ρ(2)(u(2)n

− uM )2 + ρ(1)(u(1)n
− uM )2

− ∇̃α (χuαuM ) + iiναS̃
να + ∇̃αS

Y α − iiναχu
αuν

=⇒ χ
(
∂tuM + 2uβ∇̃βuM + iiαβu

αuβ
)

=
(
τY Y

(2) − τY Y
(1)

)
+
(
p(1) − p(2)

)
− ρ(2)(u(2)n

− uM )2 + ρ(1)(u(1)n
− uM )2 + iiναS̃

να + ∇̃αS
Y α, (2.33)

and the tangential momentum equation, Equation (2.29c), becomes

∂t (χuα) − uMχuβiiαβ − 2κmuMχuα − χuM ∇̃αuM = ταY
(2) − ταY

(1)

+ ρ(2)u(2)
α(uM − u(2)n

) − ρ(1)u(1)
α(uM − u(1)n

)

+ ∇̃βS̃
αβ − iiαβS̃

Y β − ∇̃β

(
χuαuβ

)
+ χiiαβu

βuM

=⇒ χ∂tu
α − 2χiiαβu

βuM + χuβ∇̃βu
α − χuM ∇̃αuM = ταY

(2) − ταY
(1)

+ ρ(2)(u(2)
α − uα)(uM − u(2)n

) + ρ(1)(uα − u(1)
α)(uM − u(1)n

)

+ ∇̃βS̃
αβ − iiαβS̃

Y β . (2.34)

All together, the mass and momentum equations are thus

∂tχ− 2κmuMχ+ ∇̃α (χuα) = ρ(2)(uM − u(2)n
) + ρ(1)(u(1)n

− uM ), (2.35a)

χ
(
∂tuM + 2uβ∇̃βuM + iiαβu

αuβ
)

= iiναS̃
να + ∇̃αS

Y α

+
(
τY Y

(2) − τY Y
(1)

)
+
(
p(1) − p(2)

)
− ρ(2)(u(2)n

− uM )2 + ρ(1)(u(1)n
− uM )2, (2.35b)

χ
(
∂tu

α − 2iiαβu
βuM + uβ∇̃βu

α − uM ∇̃αuM

)
= ∇̃βS̃

αβ − iiαβS̃
Y β +

(
ταY

(2) − ταY
(1)

)
+ ρ(2)(u(2)

α − uα)(uM − u(2)n
) + ρ(1)(uα − u(1)

α)(uM − u(1)n
). (2.35c)

Note that no assumption was made that the interface move at the same velocity as the neigh-
boring fluid, i.e., we did not enforce a kinematic condition. Therefore, mass transfer to and
from the interface is possible. Thus the left-hand side of Equation (2.35a) describes the change
in density on the manifold due to changes in the area of the manifold itself and convection on
the manifold, while the right-hand side describes the transfer of mass between the manifold and
the bounding fluids (2) and (1).
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Equation (2.35b) describes the transfer of normal momentum between fluids (2) and (1); note
in particular that the manifold can indeed transfer momentum normal to itself. The convective
derivative has a multiplicative factor of 2; one half is due to fluid convection on the manifold,
while the second half is due to the change in direction of the normal vector over time.

Equation (2.35c) describes conservation of tangential momentum; the left-hand side and the
last term on the right-hand side simply form the Cauchy momentum equation on the manifold
itself; the remaining terms describe transfer of tangential momentum between the manifold and
the bounding fluids (2) and (1).

Restriction 2: Fluids and kinematic condition

In the present work, we will omit evaporation and condensation as negligible, and thus can
enforce the kinematic condition u(1)n

= u(2)n
= uM . This condition implies that the manifold

moves at the same velocity as the fluids bounding it, and so mass is not transferred between
the bulk fluids or between the bulk and the manifold. Then,

∂tχ− 2κmuMχ+ ∇̃α (χuα) = 0, (2.36a)

χ
(
∂tuM + 2uβ∇̃βuM + iiαβu

αuβ
)

= iiναS̃
να + ∇̃αS

Y α + τY Y
(2) − τY Y

(1) + p(1) − p(2), (2.36b)

χ
(
∂tu

α − 2iiαβu
βuM + uβ∇̃βu

α − uM ∇̃αuM

)
= ∇̃βS̃

αβ − iiαβS̃
Y β + ταY

(2) − ταY
(1) . (2.36c)

Now Equation (2.36a) governs only the mass confined on the manifold. Equation (2.36b)
balances the normal acceleration of the manifold with the pressure and normal stress of the
outer fluids and the tangential stress of the manifold, which acts normally due to the local
curvature. And Equation (2.36c) balances fluid acceleration on the manifold with tangential
stresses of the bounding fluids. The momentum equations are now exactly Eqs. (3.5)-(3.6) in
Waxman (1984).

Restriction 3: Fluids, kinematic condition, and massless interface

A further simplification comes from assuming that the interfacial manifold is massless (χ = 0),
or so thin as to be effectively massless (the interface mass could no longer be negligible if there
were a physical membrane, such as an oxidation layer or lipid bilayer on the surface of the fluid).
In this case of a massless interface, the conservation equations reduce to

0 = iiναS̃
να +

(
τY Y

(2) − τY Y
(1)

)
+
(
p(1) − p(2)

)
(2.37a)

0 = ∇̃βS̃
αβ +

(
ταY

(2) − ταY
(1)

)
. (2.37b)

S̃ can be decomposed into a diagonal and a trace-free component, S̃να = γg̃να + τ̃να. Without
mass or bending moment, it must be the case that S̃να = S̃αν and S̃Y α = 0 for angular
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momentum to be conserved (Waxman, 1984). Thus, the trace-free component τ̃να has only
two degrees of freedom. All together,(

τY Y
(1) − τY Y

(2)

)
+
(
p(2) − p(1)

)
= 2κmγ + iiνατ̃

να (2.38a)(
τνY

(1) − τνY
(2)

)
= ∇̃νγ + ∇̃ατ̃

να. (2.38b)

τ̃ is anisotropic, in the sense that it is not invariant under an orthogonal change of coordinates
(it is easy to verify by hand that the only matrices of dimension 2 which are invariant under the
action of the special orthogonal group SO(2) are multiples of the identity, and hence the only
such matrix which is trace-free is the zero matrix). We can imagine several potential sources
of anisotropy. The interface may be intrinsically anisotropic, as occurs in nematic liquid crystal
interfaces, for example (Rey, 2000).

Alternatively, the interface could gain its “sense of direction” from its own curvature. The
simplest nonzero form of τ̃ deriving from the curvature would be τ̃να ∝ (iiνα − 2κmg̃

να).
Indeed, such a deviatoric stress coupled to curvature was proposed by Helfrich (1973) in a
model of cell membranes, which also included curvature dependence in the trace of the stress by
letting γ = γ(κm, κG). Such higher order curvature terms would be expected to become larger
as the system size decreases, and Helfrich gave a rough estimate suggesting they would become
relevant at sub-nanometer scales. For fluids without membranes, the Tolman model (Tolman,
1949) describing immiscible fluid interfaces also includes the effect of curvature in γ, but not
in the deviatoric τ̃ . Tolman’s coefficient, which also reflects the scale at which this curvature
term becomes important, is known as the Tolman length, and is based on the length scale of
intermolecular forces for the relevant fluids (Tolman estimated it to be a few nanometers).

For an isotropic fluid interface at scales much larger than the Tolman length, τ̃ can be thrown
out and the classical boundary conditions for surface tension are recovered (see, e.g., Landau
and Lifshitz, 1987): (

τY Y
(1) − τY Y

(2)

)
+
(
p(2) − p(1)

)
= 2κmγ (2.39a)(

τνY
(1) − τνY

(2)

)
= ∇̃νγ. (2.39b)

For motionless bounding fluids, τY Y = 0 and Equation (2.39a) is exactly the Young-Laplace
equation. We can interpret Equation (2.39) as the interface manifold locally feeling an isotropic
negative pressure γ (which may be a function of temperature, surfactant concentration, etc.),
and not being aware of its own curvature at first order. Because the surface tension γ plays for
the surface exactly the same role that pressure p plays in the bulk, it can be used to construct
a free energy, with interfacial area as its conjugate variable.

2.1.6 Manifolds with edges (contact lines)
We have now seen how to deal with edgeless manifolds, like the surfaces of raindrops and
bubbles. Such surfaces were edgeless because they formed the interface between two distinct



24

V
c

e

Lc

M(1)

M(2)
M(3)

ν
j
ˆ (2)

ν
j
ˆ (1)

ν
j
ˆ (3)θ

Figure 2.4: A tubular control volume Vc of radius ε enclosing a section Lc of a contact line,
where three manifolds (M(1), M(2), M(3)) meet. ν̂(N)

j denotes the normal vector on Lc tangent
to manifold M(N). The contact angle between M(1) and M(2) is θ. The contact line Lc is
depicted as straight but that need not be the case.

volumetric domains; when there are three volumetric domains, an edge will appear. For example,
a water droplet sitting on a table has an edge where the water, air, and solid meet, often referred
to as the contact line.

Consider such a contact line formed by intersection of three 2D manifolds, M(1), M(2), and
M(3). Let the stress-mass tensor be restricted to the manifolds be given by SΞΛ

(1) , SΞΛ
(2) , and

SΞΛ
(3) , and let the stress-mass tensor restricted to the line be given by BΞΛ (in particular, we

ignore the line-bending moment a priori, as we will be assuming a massless line shortly). We
can now proceed with an argument similar to that of the previous section, but with the roles of
T and S replaced by S and B, respectively.

Consider a comoving tube of radius ε enclosing a section Lc of the contact line, as in Figure 2.4.
In the limit as ε → 0, Equation (2.5) reduces to

d

dt

∫
Lc

BΞtds =
∑

N=1,2,3

∫
Lc

(
SΞj

(N) − SΞt
(N)u

j
c

)
ν̂

(N)
j ds+

[(
−BΞj +BΞtuj

c

)
t̂j
]

∂Lc

+ lim
ε→0

∑
N=1,2,3

∫
∂Vc

(
−TΞj

(N) + TΞt
(N)u

j
c

)
n̄jdA, (2.40)

where ν̂(N)
j is the outward-pointing unit vector normal to the contact line and tangent to M(N),

ds is the measure of an arc-length parametrization of the contact line Lc, and t̂j is the unit
tangent along Lc. Although the surface area of the tube goes to 0 as ε → 0, we left in the
bulk stress tensors TΞj

(N) because they can form a singularity at a moving contact line if a no-slip
boundary condition is imposed. A number of resolutions are possible, including a slip boundary
condition, elastic movement of the solid wall, and non-Newtonian stress tensors; a slip condition
is perhaps the most plausible and leads to a complicated interface shape near the contact line
(Cox, 1986). Let us simply assume that the contact line is motionless and continue from there.
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In that case, ∫
Lc

∂tB
Ξtds =

∫
Lc

∂s

(
−BΞj t̂j

)
+

∑
N=1,2,3

SΞj
(N)ν̂

(N)
j

 ds. (2.41)

The most general form of B is

BΞΛ =
[

−β −βuµ

−βuν B̃t̂µt̂ν − βuµuν

]
, (2.42)

where β is the mass per unit length of the contact line. But let us restrict ourselves from the
start to the case where the contact line is massless, so that

BΞΛ =
[
0 0
0 B̃t̂µt̂ν

]
. (2.43)

Note that B̃, called the line tension, is now a scalar since there is only one spatial degree of
freedom on the line. This line tension is analogous to the surface tension, but on a 1-dimensional
manifold instead of a 2-dimensional manifold.

Letting α be an arc-length coordinate tangent to the contact line (corresponding to t̂j), and
letting µ refer to coordinates normal to it, the conservation of tangent momentum and normal
momentum are then

0 = −∇s(Bαα) +
∑

N=1,2,3
Sαj

(N)ν̂
(N)
j (2.44a)

0 = −∇s(Bµα) +
∑

N=1,2,3
Sµj

(N)ν̂
(N)
j , (2.44b)

or

0 = −∇sB̃ +
∑

N=1,2,3
Sαj

(N)ν̂
(N)
j (2.45a)

0 = −κn̂µB̃ +
∑

N=1,2,3
Sµj

(N)ν̂
(N)
j , (2.45b)

where κ is the curvature of Lc and n̂ is its normal (parallel to ∂st̂).

In the simplest case of isotropic manifolds with Sij
(N) = γ(N)g

ij , the momentum conservation
reduces further to

∇sB̃ = 0 (2.46a)

κn̂µB̃ =
∑

N=1,2,3
γ(N)ν̂

µ
(N). (2.46b)

Equation (2.46a) implies that in this case the line tension B̃ must be constant. Furthermore,
the balance of surface tensions determines the valid ν̂(N), and in turn the contact angle. For
the standard setup of a liquid drop on a flat solid surface, Equation (2.46b) reduces to

κB̃ = γSG − γSL − γLG cos θ, (2.47)
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where θ is the contact angle, and it is in this form that line tension is typically reported (Amirfazli
and Neumann, 2004). Setting B̃ = 0, i.e., assuming there is no line tension, recovers Young’s
Law for the contact angle, Equation (2.2).

Debate remains over both the sign and magnitude of line tension in real systems, and it will not
be considered for the work in this thesis. The interested reader is referred to the review article
by Amirfazli and Neumann (2004).
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C h a p t e r 3

STABILITY ANALYSIS

3.1 Non-normality and generalized linear stability analysis
A central question arising in the study of the behavior of time-dependent ordinary and partial
differential equations is whether a given solution is stable. That is, given a known solution for
some initial condition, will another solution starting from a nearby initial condition stay close
to the first solution, or will their trajectories diverge? The concept of stability analysis may be
traced back at least to the 1600s (Leine, 2010), and its application to hydrodynamic problems
is nearly as old: as early as 1738, Daniel Bernoulli described stable (“firm”) floating bodies: “a
minimal arbitrary force makes a body—although put in firm equilibrium—nod a little, but when
the force has been undergone [i.e., ceases to act], the body tends again to its natural position,
unless the nodding would have exceeded certain bounds” (Bernoulli, 1738, 1747; Leine, 2010).
By 1749, Euler was describing hydrodynamic stability with practically modern terminology: “the
stability of a floating body in equilibrium is determined by the restoring moment arising when
the body has been displaced from equilibrium by an infinitesimally small angle” (Euler, 1749;
Leine, 2010).

Bernoulli and Euler both realized that stability must be defined relative to the size of allowed
perturbations to a system. The idea of studying how infinitesimal perturbations grow or de-
cay naturally leads to linear stability analysis, in which the governing equations of a system
are linearized to provide differential equations ∂tu(t) = Au(t) describing the evolution of in-
finitesimal perturbations u, A being a matrix or differential operator (note that higher-order
derivatives in t such as ∂2

t or ∂n
t may be eliminated by introducing additional variables). As

long as the operator A is autonomous (independent of time), then modal linear stability analysis
can then be carried out in the following way. For every eigenvector vi of A with eigenvalue
λi, vi exp(λit) is a solution to the evolution equation. Assuming an initial perturbation may be
decomposed into the eigenvector basis as u(0) =

∑
i aivi, the evolution of u is then given by

u(t) =
∑

i aivi exp(λit). If any λi is positive, then a perturbation may grow exponentially, a
situation described as instability. If all λi are negative, then the perturbation decays, satisfying
limt→∞ u(t) = 0, and the linearized system is thus “stable.” When the maximum eigenvalue
λi is equal to 0, it becomes necessary to included nonlinear terms to determine the stability,
despite the infinitesimal perturbations being by definition in the linear regime.

Such modal linear stability analysis appeared at least as early as Maxwell’s analysis of flyball
governors in steam engines (Leine, 2010; Maxwell, 1868); though Maxwell did not explicitly cast
his analysis in terms of eigenvectors and eigenvalues, he connected the stability exponents to
the roots of a polynomial which is indeed the characteristic polynomial of the relevant matrix.
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Maxwell’s problem was a system of ordinary differential equations, but the same methodology
was applied to partial differential equations soon afterwards with Lord Rayleigh’s 1879 analysis
of an initially horizontal fluid interface between two layers of fluid moving in opposite directions
parallel to the interface (Rayleigh, 1879). Rayleigh, too, did not explicitly refer to eigenfunctions
of the linearized equation, but introduced an ansatz cos(κx) exp(λt) to describe perturbations.

Following Rayleigh, modal linear stability analysis was applied to a wide variety of problems
in hydrodynamics; historical overviews can be found in Drazin and Reid (2004); Schmid and
Henningson (2012). We will skip ahead to the cases where the analysis began to fail in certain
hydrodynamic systems, notably in Couette flow, the plane flow induced by an infinitely long
channel bounded by two parallel walls separated by a fixed distance, one motionless and one
moving at a constant tangent velocity. When Couette flow is inviscid, a naïve computation of the
eigenfunctions of the linearized system yields no solutions, and Case (1960) demonstrated that
stability can be effectively assessed instead by direct computation of the growth rate of arbitrary
perturbations. While Case went on to show that modal linear stability analysis could achieve the
same results if a singularity in the operator is dealt with carefully, the first approach of ignoring
eigenfunctions and tracking the growth of arbitrary perturbations presaged the methods that
would be necessary in later studies.

When viscosity is included, the singularity of Case (1960) is avoided, and here the linearized
Navier-Stokes equations are known as the Orr-Sommerfeld equation. In this case, a modal linear
stability analysis yields a set of eigenfunctions and corresponding growth rates which depend
on the Reynolds number Re. For Couette flow, all modes decay at all Reynolds numbers;
i.e., the flow is linearly stable (Romanov, 1973). For Poiseuille flow, which is flow between two
parallel motionless walls given fixed pressure boundary conditions to drive the flow, the system is
linearly stable for Re ≲ 5772, and unstable for higher Reynolds numbers (Orszag, 1971). These
computations at first seem like a success for modal linear stability theory, but experiments and
simulations of the Navier-Stokes equations reveal transition from laminar to turbulent flow at
far lower Reynolds numbers: around Re = 350 for Couette flow and Re = 1000 for Poiseuille
flow (Trefethen et al., 1993).

Clearly the modal linear stability analysis gives results that differ from observations of the full
nonlinear equations. The question then, is whether this failure is simply due to nonlinear effects
which cannot be captured by the linearized analysis, or whether some improvement can be made
within the linear system. Butler and Farrell (1992) and Reddy et al. (1993) identified the Orr-
Sommerfeld operator as non-normal under both L2 and energy density norms, meaning that
the operator does not commute with its adjoint and hence has nonorthogonal eigenfunctions.
Even for Couette flow, when the operators’ eigenvalues are all negative, the linear system can
drive certain initial conditions to hundreds or thousands of times their initial size in a finite time
before eventually decaying. While the growth is transient and not permanent, the idea is that the
linearized system can drive enough amplification of small perturbations to push them into the
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nonlinear regime. While simplified low-dimensional models have been developed which indeed
prove how transient non-normal growth can induce a transition to nonlinear chaos (Baggett
and Trefethen, 1997; Gebhardt and Grossmann, 1994), some disagreement remains over the
relative importance of non-normal effects in the onset of real fluid turbulence (Waleffe, 1995).
Undisputed, though, is the mathematical fact of transient growth in non-normal systems, which
has found a variety of applications.

Non-normal transient growth of perturbations in large-scale (thousands of km) atmospheric
flows was first demonstrated by Farrell (1989), who found that the optimal initial perturbations
(i.e., those that induce the greatest growth) can lead to cyclone formation. Non-normal growth
has also been shown in helically advected magnetic fields, and argued to be a potential source
of the large-scale magnetic field distribution of galaxies (Farrell and Ioannou, 1999). In ecology,
Neubert and Caswell (1997) took a linear model of nutrient cycles in tropical rainforests which
had earlier been shown to be modally stable, and found that the non-normality of the system led
to perturbations which could more than double their size over the “transient” period of a century.
The same authors later reexamined several nonlinear predator-prey and population models from
the ecology literature, finding that non-normality and transient growth are common features.
They found in particular that the predation rate has little effect on non-normality, but that it
increases significantly with the population growth rate of the prey (Caswell and Neubert, 2005).
Asllani et al. (2018) took a more general approach, computing the degree of non-normality in a
variety of networks’ adjacency matrices, which can be used to model the flow of quantities on the
network. While the road transportation networks they studied were nearly normal, they found
significant non-normality in microbiological metabolic and transcriptional regulation networks,
and in online social networks.

This thesis is concerned with the stability of capillary-driven viscous flows in slender grooves
and thin films, and prior research has indeed shown non-normal dynamics to be important in
these contexts. One early application was in the spreading of thin films coated with surfactants:
experiments had shown the formation of fingering patterns, but classical modal stability analysis
found only stable modes. Matar and Troian (1998) showed that the linearized system is highly
non-normal, with perturbations able to grow to over 3000 times their initial size. Another
example is the gravity-driven flow of a thin viscous film with a contact line down an inclined
plane. The moving front of such a film had already been shown to be unstable, leading to finger
formation (Troian et al., 1989). A later generalized linear stability analysis using the model
of Troian et al. (1989) showed that such films were even more unstable than expected and,
in particular, can experience fingering instabilities even on inclines shallower than the limiting
critical angle predicted by the modal theory (Bertozzi and Brenner, 1997). Non-normality was
subsequently shown to be important in the flow of thin films over a substrate containing bumps,
trenches, and other complex topology (Davis and Troian, 2005), and in thermocapillary thin
film spreading, in which an external temperature field induces variations in surface tension and
hence drives flow (Davis et al., 2003; Tiwari et al., 2007).
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As the classical modal linear analysis is insufficient for non-normal and time-dependent systems,
the methodology of Lyapunov has increasingly been adopted. Lyapunov (1907) defined a mea-
sure of stability in (not necessarily linear) differential equations by measuring the growth of a
perturbation as time t → ∞, without predicating that such a perturbation must be an eigenvec-
tor; the exponential growth rate of such a perturbation is now known as a Lyapunov exponent.
Goldhirsch et al. (1987) generalized the concept of Lyapunov exponents to finite-time growth
[as pointed out by Yoden and Nomura (1993), the same definition had earlier been developed by
Lorenz (1965) without reference to Lyapunov]. This finite-time Lyapunov exponent methodol-
ogy was laid out particularly nicely by Farrell and Ioannou (1996a,b) under the title generalized
stability theory, and the remainder of this section will for the most part follow their derivations
and terminology.

To know whether a perturbation is large or small and whether it is growing or decaying requires a
method of quantifying its size. It is mathematically convenient (and often physically natural) to
define an inner product norm for the purpose of this measurement. The behavior of the system
itself does not depend on what tool we use to measure it, but an observer’s understanding of
the system may vary drastically. In fact, a quantity may even decrease under one inner product
norm while increasing under another. The choice of inner product not only determines the size
of vectors, but also their orthogonality. The classical method of linear stability analysis rests on
simply computing the eigenvalues and eigenvectors of a linear operator, without any reference
to inner products or norms. However, assessing growth rates only from the eigenvalues of an
operator is implicitly equivalent to choosing an inner product under which the operator is normal,
i.e., commutes with its adjoint: LL† = L†L († represents the adjoint). This normalizing inner
product is not necessarily a good choice of measurement, either physically or mathematically;
worse, there are cases in which a normalizing inner product does not even exist.

Before continuing with arguments about stability, let us mention a few results from linear algebra
which can help us understand the meaning of normality. When two diagonalizable matrices A
and B commute, they are in fact simultaneously diagonalizable. That is, there is a basis V
such that V −1AV and V −1BV are both diagonal. This in turn implies that A and B have
the same set of eigenvectors. Therefore, if a matrix A is normal, then it shares eigenvectors
with its adjoint, and the eigenvalues of A† are complex conjugates of the eigenvalues of A. It
is then easy to see that the eigenvectors of A are orthogonal to each other: Av = λv and
Aw = µw with λ ̸= µ =⇒ µ ⟨v, w⟩ = ⟨v,Aw⟩ =

〈
A†v, w

〉
= λ ⟨v, w⟩ =⇒ ⟨v, w⟩ = 0.

Any eigenvectors which share the same eigenvalue can be split up into an orthogonal basis. A
matrix A is similar to a normal matrix if and only if A is diagonalizable, i.e., if and only if A has
a complete set of eigenvectors which form a basis of the relevant space. Thus for A to fail to
be normalizable, i.e., for there to be no inner product such that A is normal, then A must have
a set of defective eigenvalues. (These results can be found in linear algebra textbooks such as
Horn and Johnson, 1990).
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In this section, the inner product between two vectors u and v will be denoted ⟨u, v⟩, and the
induced norm will be denoted ∥u∥2 ≡ ⟨u, u⟩. The operator norm will use the same notation,
∥L∥ ≡ maxu (∥Lu∥/∥u∥). Specific choices of inner product and norm will be specified with
subscripts. Except where specified, we will not distinguish matrices from differential operators.
In the context of this thesis, generalized linear stability analysis is applied only to differential
operators with no singularities, and under L2 or weighted L2 inner products, i.e., inner products
of the form ⟨u, v⟩ =

∫
uvw, where w is some weight function1. Some discussion of the conditions

required for differential operators may be found in Trefethen and Embree (2005) and references
therein.

3.1.1 Autonomous systems
Let us consider the behavior of linear systems of the form

∂tu = Lu, (3.1)

where L is an autonomous linear operator, i.e., one independent of time. For an ordinary
differential equation, u in this expression would be a vector and L a matrix; for a partial
differential equation, u would be a function and L a linear differential or integral operator.
Autonomous linear systems frequently arise when linearizing about the steady state of a nonlinear
ordinary or partial differential equation (when linearizing about a time-dependent base state, the
resulting linear operator is typically also time-dependent, and thus nonautonomous).

Equation (3.1) can be solved formally by u(t) = exp(tL)u(0) using the operator exponential.
Assuming L is diagonalizable, u(t = 0) can be decomposed into a sum of eigenfunctions vi

of L: u(0) =
∑

i aivi, and the time-dependent u(t) can be immediately solved as u(t) =∑
i aivi exp(λit), where each λi is the eigenvalue of vi. In normal systems, the vi are all

orthogonal, and hence ∥u(t)∥2 =
∑

i a
2
i exp(2λit)∥vi∥2. Therefore, it is the eigenvalues λi that

bound the relative growth rate of u(t). But in non-normal systems, the cross-terms ⟨vi, vj⟩ do
not necessarily vanish for i ̸= j. In this case, the behavior can be complicated. Even if every λi

is negative, u(t) can still experience growth due to the cross-terms (Farrell and Ioannou, 1996b).

The time evolution of the magnitude of u, measured with a given inner product norm ∥ · ∥, can
be written out explicitly without any eigenvector decomposition as

g(t) = ∥u(t)∥
∥u(0)∥ = ∥ exp(tL)u(0)∥

∥u(0)∥ =


〈
exp(tL†) exp(tL)u(0), u(0)

〉
⟨u(0), u(0)⟩

1/2

≤ ∥ exp(tL)∥, (3.2)

where L† denotes the adjoint of L under the given inner product and ∥ exp(tL)∥ uses the
operator norm. Equality is achieved for an initial state u(0) = arg maxu (∥Lu∥/∥u∥) (Farrell
and Ioannou, 1996b).

1More complicated inner products, in particular those containing derivatives, such as the H1 inner product
⟨u, v⟩H1

=
∫

(uv + ∇u · ∇v), are beyond the scope of this work.
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The spectral abscissa of L, denoted βmax, is the real part of the eigenvalue of L with maximum
real part, i.e., βmax ≡ max re eig L. The spectral abscissa provides a lower bound on the
maximum growth of u:

exp (βmaxt) ≤ ∥ exp(tL)∥. (3.3)

Equality holds when L is normal, in which case the eigenvectors of L are orthogonal and thus
the contribution of each eigenvector to the magnitude measurement is independent of every
other eigenvector. In this case, exp(βmaxt) = ∥ exp(tL)∥, meaning that a vector cannot grow
faster than the rate of the spectral abscissa: g(t) = ∥u(t)∥/∥u(0)∥ ≤ exp(βmaxt) (Farrell and
Ioannou, 1996b).

In general, however, exp(βmaxt) is not an upper bound on the growth of vectors. When L is
diagonalizable (i.e., when L has a complete set of eigenvectors), it can be written as L = SΛS−1,
with Λ diagonal. Then we can construct a (typically not tight) upper bound on ∥ exp(tL)∥:

exp (βmaxt) ≤ ∥ exp(tL)∥ = ∥S exp(tΛ)S−1∥ ≤ ∥S∥∥S−1∥ exp (βmaxt) . (3.4)

Again, when L is normal, S is unitary in the given norm, and so the upper bound reduces to
exp(βmaxt). When S is not unitary, L is non-normal, and u(t) may achieve growth exceeding
exp(βmaxt) (Farrell and Ioannou, 1996b).

The instantaneous growth rate ω is given by

ω = ∂ ln g
∂t

= ∂t∥u(t)∥
∥u(t)∥ = ∂t [⟨exp(tL)u(0), exp(tL)u(0)⟩]1/2

∥u(t)∥

= ⟨L exp(tL)u(0), exp(tL)u(0)⟩ + ⟨exp(tL)u(0),L exp(tL)u(0)⟩
2∥u(t)∥2

= 1
∥u(t)∥2

〈
L + L†

2 u(t), u(t)
〉

≤ max eig
[

L + L†

2

]
≡ ωmax, (3.5)

where ωmax is the maximum instantaneous growth rate, known as the numerical abscissa. When
L is normal, the eigenvalues of L and L† are complex conjugates, and so ωmax = βmax (Farrell
and Ioannou, 1996b). When L is non-normal, βmax ≤ ωmax. That ωmax cannot be less than
βmax follows immediately from its definition. Letting v be a unit eigenvector of L corresponding
to βmax, ωmax ≥

〈
(L + L†)/2v, v

〉
= (⟨Lv, v⟩ + ⟨v,Lv⟩)/2 = βmax. Regardless of normality or

non-normality, limt→∞ ω ≤ βmax. Hence, the maximum asymptotic growth rate is the spectral
abscissa, while the maximum instantaneous growth rate at t = 0 is the numerical abscissa.
Indeed, it may be the case that βmax < 0 while ωmax > 0, indicating transient growth even
when all eigenvalues are negative.

It turns out that the initial condition u(0) which induces the maximum growth rate at t = 0
(i.e., the mode corresponding to the numerical abscissa) need not be the same as the initial
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condition which grows the most between t = 0 and a later time t. For any given t, the
maximum relative growth achievable at that time is simply ∥ exp(tL)∥. The initial condition, or
input mode inducing that maximum is umax,t(0) = arg maxu ∥ exp(tL)u∥/∥u∥. After evolving
from t = 0 to a later time t, the state of the system may look very different from the initial
condition; this output mode is given by vmax,t(t) = exp(tL)umax,t(0)/∥ exp(tL)umax,t(0)∥.
Numerically, the maximum-growth input and output modes can be computed from the singular
value decomposition (SVD) of exp(tL). In particular, if the SVD is given by exp(tL) = UΛV †,
then the columns of V give the input modes, the columns of U the output modes, and Λ the
total relative growth of each non-normal mode at time t (Farrell and Ioannou, 1996b).

Any matrix A which is non-normal under a given inner product and has no defective eigenvalues
may be made normal by changing to a particular different inner product (the converse is not true;
some matrices, such as the identity and zero matrices, are normal under any inner product).
Indeed, when a classical linear stability analysis is carried out, it is implicitly assumed that
ωmax = βmax, and thus that such a normalizing inner product is being used. But the choice
of inner product should not, in general, be arbitrary. For physical systems, there often exists a
natural choice of inner product norm which measures energy, volume distribution, or physical
height variation of an object. The normalizing inner product is frequently unbalanced, giving
certain parts of a physical system much more measurement weight than other parts (as will be
seen in the stability analysis of flow in V-grooves, in Chapter 5). In the case of linear stability
analysis of nonlinear systems, there may be a natural choice of measurement indicating when
a perturbation becomes large enough for nonlinear effects to become important. This occurs,
for example, in the destabilization of Couette flow in the laminar-turbulent transition (Butler
and Farrell, 1992). In this case, the normalizing inner product may not effectively measure the
nonlinear importance of small perturbations, whereas a different choice of inner product allows
better prediction of the nonlinear destabilization which may lead to turbulence.

Non-normal operators with significant differences between transient and asymptotic stability
are by no means rare occurrences. Chalker and Mehlig (1998) considered random matrices
drawn from either a Gaussian ensemble of complex matrices, or from a comparable ensemble of
Hermitian (self-adjoint) matrices. For the equation ∂tu = (A− 1)u, the normalized expectation
value

√
4π ⟨u(t), u(t)⟩ was equal to t−3/2 for the normal matrices and the much slower decaying

t−1/2 for the general matrices.

Fun Fact: Normal second-order ordinary differential operators
It is well-known (see, e.g., Birkhoff and Rota, 1989) that the Sturm-Liouville operator
LSL ≡ w−1(x)∂x [p(x)∂x]+w−1(x)q(x) is the unique second-order ordinary differential lin-
ear operator which is self-adjoint with weight w(x) (given the correct boundary conditions).
However it is not the unique normal second-order operator; normality is a more general con-



35

dition than self-adjointness (for example, skew-adjoint operators are also normal). Letting
L ≡ a(x)∂xx + b(x)∂x + c(x), the adjoint with weight w(x) is given by

L† ≡ a(x)∂xx +
[
−b(x) + 2a′(x) + 2a(x)w

′(x)
w(x)

]
∂x

+
[
c(x) − b′(x) − b(x)w

′(x)
w(x) + a(x)w

′′(x)
w(x) + 2a′(x)w

′(x)
w(x) + a′′(x)

]
.

Directly computing the commutator [L,L†] yields a result of the form (f1)∂xx+(f2)∂x+(f3),
where each f is a somewhat complicated expression. Solving for f1 = f2 = f3 = 0 yields
three distinct cases:

Case 1: L is Sturm-Liouville, i.e., a(x) = p(x)/w(x), b(x) = p′(x)/w(x). This is the only
case in which c(x) is a free function.

Case 2: L is skew-adjoint plus a constant (denoted c1 here). In this case,

L = b(x)∂x + 1
2

[
b′(x) + b(x)w

′(x)
w(x)

]
+ c1

L† = −b(x)∂x − 1
2

[
b′(x) + b(x)w

′(x)
w(x)

]
+ c1.

Case 3: L has the following specific form:

L = 1
w(x)∂x[p(x)∂x] + c1

√
p(x)
w(x)

[
∂x + p′(x)

4p(x) + w′(x)
4w(x)

]
+ c2

+ p′′(x)
4w(x) − [p′(x)]2

16p(x)w(x) + p′(x)w′(x)
8w2(x) − 5p(x)[w′(x)]2

16w3(x) + p(x)w′′(x)
4w2(x)

L† = 1
w(x)∂x[p(x)∂x] − c1

√
p(x)
w(x)

[
∂x + p′(x)

4p(x) + w′(x)
4w(x)

]
+ c2

+ p′′(x)
4w(x) − [p′(x)]2

16p(x)w(x) + p′(x)w′(x)
8w2(x) − 5p(x)[w′(x)]2

16w3(x) + p(x)w′′(x)
4w2(x) .

In this final case, L is a sum of a Sturm-Liouville operator with a specific value of q and a
skew-adjoint operator (the terms with coefficient c1). Incidentally, balancing the operator
leaves only a single functional degree of freedom, p, along with two constants. Clearly
this form is quite tuned and should not be expected to arise as often as Sturm-Liouville
operators. In general, given a second-order operator which is not Sturm-Liouville, it is very
likely to be non-normal.
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Example: An autonomous ODE

To get a better intuitive picture of normality and non-normality, let us consider a 2 × 2 matrix,
based on an example from Farrell and Ioannou (1996b):

A =
[
−1 6
0 −2

]
. (3.6)

Being upper triangular, A clearly has eigenvalues −1 and −2, and it has corresponding eigen-
vectors {1, 0} and {−6, 1}. The spectral abscissa is hence βmax = −1. The transient operator
is given by

A+A†

2 =
[
−1 3
3 −2

]
, (3.7)

which has eigenvalues (−3 ±
√

37)/2. Thus the numerical abscissa is ωmax = (−3 +
√

37)/2 ≈
1.54. Because ωmax > 0, the system ∂tu = Au will undergo transient growth for certain initial
u(0). The initial condition which grows the most at any time may be computed numerically
and turns out to be umax ≈ {0.334, 0.943}.

The maximum growth G(t) = maxu(0) ∥u(t)∥/∥u(0)∥ is shown in Figure 3.1 (orange line), with
the evolution of the magnitudes of the two eigenvectors, exp(−t) and exp(−2t), shown in green
and blue, respectively. Keep in mind that G(t) does not plot a single trajectory; instead at each
time it shows the maximum growth by any initial condition.

The left and center columns of Figure 3.2 show the evolution umax (red) and the two eigenvectors
(green and blue) over time, while the right column shows the optimal input and output modes
at each time (orange). The unit circle is denoted by the dotted black line. It is clear from
the first column that while the two eigenvectors quickly decay to the origin over time, umax

follows a curved trajectory, moving far to the right before turning around and falling back into the
origin. The middle column aims to elucidate this behavior by displaying the decomposition umax

(red arrow) into its eigenvector components (green and blue arrows). The key fact is that the
eigenvectors are nonorthogonal and, counterintuitively, the sum of two shrinking nonorthogonal
vectors may actually grow. The right column displays the optimal input and output modes at
each time, labeled V and U , respectively. At t = 0, the two points coincide, and represent
the point which experiences the fastest growth rate (the numerical abscissa). But the initial
condition that induces fastest growth at t = 0 is not the same as the one which grows the most
overall; it is evident from the plot that the initial condition which grows the most at t = 0.656
is much higher in y than the point which induces the fastest t = 0 growth. Finally, note from
the last plot of the right column that the optimal output mode at late times coincides with the
least-stable eigenvector. Thus, at late times, the modal stability result is restored.
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Figure 3.1: Maximum growth achievable at any time (orange line), as compared to the growth
of the two eigenvectors (blue and green lines), for the autonomous system ∂tu = Au, for
A = [−1, 6; 0 − 2]. Note that the orange line does not represent the magnitude of a single
initial condition evolved over time. Rather, at each time t, the orange line gives the greatest
magnitude of any initial condition up to that time.
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Figure 3.2: Evolution of the autonomous system ∂tu = Au, for A = [−1, 6; 0 − 2]. The top
row displays time t = 0, the center row t = 0.656, and the bottom row t = 6.56.
Left column: Background gray arrows display a stream plot of A. The eigenvector {1, 0} is
shown as a green dot on the unit circle (dotted line), and the evolution of the corresponding
initial condition u(0) = {1, 0} over time is the green line emerging from that dot. The second
eigenvector {0.986,−0.164} is shown as a blue dot on the unit circle (dotted line), and its
evolution over time is the blue line emerging from that dot. The red dot indicates an initial
condition of u(0) = {0.334, 0.943}, and the curved red line is its corresponding evolution.
Middle column: The red arrow now represents the evolution of the initial condition u(0) =
{0.334, 0.943} (as did the red line in the left column). The horizontal green and tilted blue
arrows show the eigenvector decomposition of the red arrow. These plots aim to emphasize that
the sum of two shrinking vectors is a transiently growing vector.
Right column: Green and blue lines represent the eigenvectors, as before. The orange dots now
represent the optimal input mode V and output mode U at each time. The orange line displays
the maximum growth achieved at any time.
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3.1.2 Nonautonomous systems
When a linear operator L(t) is time-dependent, it is still possible to perform generalized stability
analysis. In this case the formal exponential solution u(t) = exp(tL)u(0) used for autonomous
systems is no longer valid, but one can still define a linear propagation operator Φ(t) such that
u(t) = Φ(t)u(0). It thus still makes sense to ask how the magnitude of an initial state u(0)
evolves in time:

g(t) = ∥u(t)∥
∥u(0)∥ = ∥Φ(t)u(0)∥

∥u(0)∥ ≤ ∥Φ(t)∥. (3.8)

Furthermore, we can still ask what input mode (initial condition) will lead to the greatest growth
at time t by computing the SVD of Φ(t). Again, if the SVD is given by Φ(t) = UΛV †, then
the columns of V give the input modes, the columns of U the output modes, and Λ the total
relative growth of each non-normal mode at time t (Farrell and Ioannou, 1996a).

The numerical abscissa may be defined in a manner similar to the autonomous case:

ωmax = max
u(0)

[
∂t∥u(t)∥
∥u(t)∥

]
t=0

= max eig
[

L(0) + L†(0)
2

]
, (3.9)

though it now merely determines the maximum growth rate at t = 0 and not necessarily at all
times. But as L(t) changes in time, the late-time evolution depends on earlier states, and so
even if the limit as t → ∞ of L(t) is well-defined, the spectral abscissa based on its eigenvalues
does not necessarily provide useful information. Instead, the entire evolution history must be
taken into account, and the corresponding asymptotic value of interest is the first Lyapunov
exponent (Farrell and Ioannou, 1996a):

λ = lim
t→∞

sup ln(∥Φ(t)∥)
t

. (3.10)

Example: A nonautonomous ODE

Let us again consider a 2 × 2 matrix similar to the previous static example, but we now add
time dependence by letting the matrix rotate at a fixed speed ρ:

A(t) =
[

cos(ρt) sin(ρt)
− sin(ρt) cos(ρt)

] [
−1 6
0 −2

] [
cos(ρt) − sin(ρt)
sin(ρt) cos(ρt)

]
. (3.11)

A(t) still has the eigenvalues −1 and −2, and the transient operator is again given by

A(0) +A(0)†

2 =
[
−1 3
3 −2

]
, (3.12)

so that the numerical abscissa is unchanged from the autonomous example: ωmax = (−3 +
√

37)/2 ≈ 1.54.

We consider a slowly-varying case with ρ = 0.1 and quickly-varying case with ρ = 1. The
slowly-varying case has behavior somewhat similar to the static case. The maximum growth at
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any time is plotted in Figure 3.3; the transient growth and slow decay are clearly resemble the
static results in Figure 3.1. Figure 3.4 shows the evolution at three times: t = 0, t = 0.656,
and t = 6.56, just like the static case in Figure 3.2. Again, the optimal input mode moves
upwards as time progresses, and the optimal output mode decays at a rate close to the least-
stable eigenvalue at late times. Indeed, because the timescale of A’s variation is O(10) while
the timescale of the spectral and numerical abscissae of A(t) at any given time is O(1), it is to
be expected that the operator’s variation has a relatively small effect.

The quickly-varying case is completely different. Figure 3.5 shows the maximum growth, which
keeps increasing ad infinitum. Figure 3.6 shows the optimal input and output modes over time;
the evolution trajectory is far outside the frame in the third plot. The first Lyapunov exponent
can be numerically computed, and is approximately λ ≈ 0.8; which is positive and far different
from the spectral abscissa βmax = −1.

Figure 3.3: Maximum growth achievable at any time (orange line) for the nonautonomous
system ∂tu = A(t)u in the slowly-varying case ρ = 0.1. Note that the orange line does not
represent the magnitude of a single initial condition evolved over time. Rather, at each time t,
the orange line gives the greatest magnitude of any initial condition up to that time.
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Figure 3.4: Evolution of the nonautonomous system ∂tu = A(t)u, for the slowly-varying case
ρ = 0.1. The first plot displays time t = 0, the second t = 0.656, and the last t = 6.56.
Background gray arrows display a stream plot of A(t) (note that it rotates in time). Green
and blue dots represent the eigenvectors of A(t) at each time. The orange dots represent the
optimal input mode V and output mode U at each time. The orange line displays the maximum
growth achieved at any time.

Figure 3.5: Maximum growth achievable at any time (orange line) for the nonautonomous
system ∂tu = A(t)u in the quickly-varying case ρ = 1. Note that the orange line does not
represent the magnitude of a single initial condition evolved over time. Rather, at each time t,
the orange line gives the greatest magnitude of any initial condition up to that time.
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Figure 3.6: Evolution of the nonautonomous system ∂tu = A(t)u, for the quickly-varying case
ρ = 1. The first plot displays time t = 0, the second t = 0.656, and the last t = 6.56.
Background gray arrows display a stream plot of A(t) (note that it rotates in time). Green
and blue dots represent the eigenvectors of A(t) at each time. The orange dots represent the
optimal input mode V and output mode U at each time. The orange line displays the maximum
growth achieved at any time.
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3.2 Nonlinear stability analysis with Lyapunov’s direct method
The linear methods described in Section 3.1 can be applied to nonlinear equations via lineariza-
tion; stability results are then valid only for sufficiently small perturbations around the base state.
One method of proving stability of larger perturbations is Lyapunov’s direct method (La Salle
and Lefschetz, 1961). Consider an ordinary or partial differential equation

∂tu = N [u], (3.13)

where N [u] represents some nonlinear function of u and its spatial derivatives, and let u = u0

be the steady state of interest, with N [u0] = 0. A function or functional F[u] is said to be a
Lyapunov function(al) if (La Salle and Lefschetz, 1961)

1. F[u] is continuous and has continuous partial (functional) derivatives in a ball Ω around
u0,

2. F[u0] = 0,

3. F[u] > 0 for u ∈ Ω and u0 is an isolated minimum,

4. ∂tF[u] = N [u](δF/δu) ≤ 0 for all u ∈ Ω.

In this context, “isolated minimum” means that u0 is the only local minimum in Ω or its closure
(including ∞ if necessary). If a Lyapunov functional exists, then an initial condition u ∈ Ω will
not leave Ω. If ∂tF[u] < 0 for all u ∈ Ω \ {u0} holds, then u will asymptotically approach the
steady state u0, a situation we will call “stable” (note that in the dynamical systems literature,
this condition is typically referred to instead as asymptotic stability). If Ω spans the entire space
of u, then the system has global stability.

Geometrically, the Lyapunov functional generates a scalar landscape for different states of the
system, analogous to an energy landscape (though the functional need not correspond to a
physical energy). The requirement that u0 be the only minimum implies that the landscape
has a bowl-like shape. Then, so long as ∂tF[u] ≤ 0, any initial state cannot escape upwards
in the bowl, and if ∂tF[u] < 0 for all u ∈ Ω \ {u0}, then any initial state will keep traveling
down the bowl, asymptotically approaching u0. (The requirement that Ω be a ball prevented,
for example, Ω consisting of a region minus a single point at a second steady state u1 having
F[u1] > 0. In such a case, the condition ∂tF[u] < 0 for u ∈ Ω \ {u0} would be insufficient to
prove convergence to u0, as the system might converge instead to u1).

If one hopes to show that a steady state is stable, clearly a Lyapunov functional operating within
as large an Ω as possible would be ideal, so as to cover as many perturbations as possible. In
this sense, nonlinear stability is preferable to linear stability. Unfortunately, even when Lyapunov
functionals do exist they are not always easy to find.
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While this thesis relies only on generalized linear stability analysis and Lyapunov’s direct method
as described above, other stability analyses, such as adjoint methods, pseudospectral analysis,
and resolvent analysis, are likely to be useful for extending this work. A few notes on such
alternatives may be found in Appendix B.
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C h a p t e r 4

INTRODUCTION TO V-GROOVE FLOW

Note: portions of this chapter are adapted from published work (White and Troian, 2019).

4.1 Background and motivation
With modern day advances in microfabrication techniques, capillary action is being used as a
reliable form of flow control in numerous microfluidic devices as well, some involving capillary
action through porous substrates like paper or polymer films, and others relying on a combination
of capillary action, positive displacement pumping and electrophoresis. The number of such
applications is multiplying rapidly with emphasis on disposable inexpensive platforms beneficial
to global public health (Yager et al., 2006), drug discovery screening (Dittrich and Manz, 2006)
and specialized fluid based logic circuitry (Prakash and Gershenfeld, 2007; Thorsen et al., 2002).

While flow in enclosed capillaries is the most well-known capillary action, wetting liquids will in
fact rapidly and spontaneously creep along open surfaces containing grooves, interior corners,
crevices, or roughened areas, a process known as wicking. Since the late 1960s, researchers
have been incorporating this passive and reliable method of flow control in the design of novel
propellant management devices able to store, channel, and meter fuel in microgravity envi-
ronments (Hartwig, 2016, 2017; Jaekle, 1991; Levine et al., 2015; Rollins et al., 1985). Such
systems have significantly extended mission lifetimes of spacecraft and satellites, enabling future
interplanetary explorations as well. Modern propellant management systems consist of combi-
nations of sponges, traps, troughs, vanes, and wicks to channel propellant flow by capillary
action, systems which have been investigated extensively (Collicott and Chen, 2010; Darr et al.,
2017; Jaekle, 1991, 1997; Weislogel, 2001; Weislogel et al., 2002). Shown in Figure 4.1 are
two common structures designed in such a way that the liquid film thickness is much smaller
than the streamwise flow distance, a limiting ratio which leads to considerable simplification of
the governing equations of motion. However, even though the mechanism describing internal
capillary flow, whereby a liquid column spontaneously fills the interior of a slender capillary tube,
was well-understood by the 1920s, the mechanism driving spontaneous capillary flow along an
open grooved channel required a half century more to be deduced.

Ongoing efforts to miniaturize fluid management systems for many different applications con-
tinue to drive interest in the fundamentals of free-surface capillary flow along structured sub-
strates. Besides the aforementioned propellant management applications, open capillary grooves
are now being used for heat pipes to cool microelectronics, as open flows in each corner of a
triangular cross-section heat pipe provide a large surface area from which to evaporate (Mallik
et al., 1992). Open channels are also being explored for biomedical lab-on-a-chip devices. Ex-
periments by Berthier et al. (2015) showed that even viscous fluids such as blood and alginate
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(a)

(c) (d)

(b)

Figure 4.1: Two types of propellant management devices (PMDs) often found in satellite fuel
tanks and used for passively routing propellant within open grooved channels. (a) Sketch and (b)
fabricated structure showing vane-type PMDs. (c) Sketch and (d) fabricated structure showing
sponge type PMDs (see Jaekle, 2011).

solutions are quickly wicked into V-shaped grooves. An overview of open-channel microfluidic
biomedical devices may be found in the review article by Oliveira et al. (2019).

This chapter will first briefly review flow in closed capillaries, and then cover the derivation of the
low-order V-groove flow equation developed by Weislogel (1996) and Romero and Yost (1996).
Subsequent chapters will introduce new work: the first comprehensive stability analysis of flow
in straight V-grooves (Chapter 5), the behavior of conducting liquids in V-grooves under the
influence of an external electric field (Chapter 6), and the behavior of liquids in V-grooves with
curved backbones (Chapter 7).

4.1.1 Closed capillaries: Static equilibrium
The principle of capillary action in enclosed tubes has been well-known for centuries (Maxwell
and Strutt, 1911), and is familiar to many of us from the classic drinking straw experiment. In
that experiment, a straw of radius r is placed vertically in a large (radius ≫ r) container of
water (see Figure 4.2).

In static equilibrium, the Navier-Stokes equations reduce to ∇p = ρg⃗, g⃗ being the gravitational
acceleration vector. Taking gravity to operate along the z-axis, p = pext − ρgz, where z = 0 at
the fluid interface of the container, g is the magnitude of gravitational acceleration and pext is the
pressure of the surrounding vacuum or air; this is the well-known hydrostatic pressure (Landau
and Lifshitz, 1987). (Since ρair ≪ ρwater, hydrostatic variations in pressure in the air can be
neglected). Taking the fluid interface of the container (away from the straw) to have negligible
mean curvature, the normal stress balance Equation (2.39) is simply pext − (pext −ρgz)|z=0 = 0.
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Figure 4.2: A closed capillary tube (or drinking straw) of radius r in a reservoir. zs measures
the height of the fluid meniscus in the tube from the reservoir surface.

If the straw is wetting, i.e., is of a material that forms a contact angle of θ < 90◦ between
water and air, then a concave interface will be formed. In static equilibrium, this interface
conforms approximately to the surface of a sphere of radius r sec θ, and hence has mean curvature
κm ≈ cos θ/r. The interface balance Equation (2.39) then implies pext − (pext − ρgz)|z=zg =
2κmγ ≈ 2γ cos θ/r, where zg is the height of the fluid in the straw. Hence,

zg = 2γ cos θ
rρg

. (4.1)

Note that details of how to measure the height of the fluid and the non-spherical surface
curvature due to gravity were ignored; as we implicitly assumed r ≪ zg, or r ≪

√
γ/(ρg),

called the capillary length (Probstein, 1994). For water, which has ρwater = 103 kg/m3 and
surface tension γ ≈ 0.072 N/m (Dean, 1999), the capillary length comes out to approximately
0.27 cm. For straws with larger radii, a more careful analysis would be necessary to compute
an accurate height.

4.1.2 Closed capillaries: dynamics
In order to achieve the static equilibrium just described, fluid motion must occur. And, in the
limit of zero gravity (more specifically, in the limit of zero Bond number, Bo = ρgr2/γ → 0),
there is no steady state; the fluid will rise indefinitely.

Washburn (1921) appears to have been the first to derive the dynamics of capillary-driven
flow of a Newtonian liquid in an enclosed tube. Neglecting inertia and gravity and assuming
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unidirectional flow, the Navier-Stokes equations reduce to

0 = ∂zw, (4.2a)

0 = ∂xp = ∂yp, (4.2b)

0 = −∂zp+ µ(∂xx + ∂yy)w, (4.2c)

where w is velocity in the z direction, with boundary conditions

w|x2+y2=r2 = 0, (4.3a)

⟨w⟩z=zs = ∂tzs, (4.3b)

where zs is the position of the fluid meniscus in z (the height of the fluid in the straw; see
Figure 4.2) and ⟨w⟩ is the average velocity across the tube.1 The solution in the bulk is given
by

w = (2/r2)(r2 − x2 − y2)∂tzs, (4.4a)

∂zp = −2γ cos θ/r
zs

; (4.4b)

the velocity w has the parabolic cross-section typical of Poiseuille flow and the constant pressure
gradient is set by the capillary pressure divided by the fluid height. Balancing the momentum
equation, Equation (4.2c), yields 2γ cos θ/(rzs) = µ(8/r2)∂tzs, and hence

zs =
√(

r cos θ
2

)(
γ

µ

)
t, (4.5)

a result now known as the Washburn relation. Washburn broadened the application of his relation
by modeling porous media as collections of intertwined tubes and predicting that fluid fronts in
such media would also be proportional to

√
tγ/µ. Indeed, the Washburn scaling has since been

successful in describing a variety of capillary transport phenomena, ranging from blood flow in
microvascular hemodynamics (Jones, 1969; Skalak et al., 1989) to oil extraction from porous
rocks (Wooding and Morel-Seytoux, 1976) to capillary water uptake in wood (Johansson and
Kifetew, 2010), among others.

When gravity is included, the moving front no longer advances with the Washburn relation but
instead as

zs = zg

[
1 + W

(
−e−1−(gr2ρt)/(8zgµ)

)]
, (4.6)

where zg is the asymptotic height from Equation (4.1) and W is the Lambert W function, or
product log, defined by x = exp[W(x)]W(x) (Probstein, 1994). The time scale is thus revealed

1Note that imposing the no-slip boundary condition, w|x2+y2=r2 = 0, like this implies that the fluid cannot
actually wet the walls of the tube! In reality, both the unidirectional flow and no-slip wall assumptions are
simplifications, but as long as the length of the fluid in the tube is much greater than the radius of the tube (i.e.,
zs ≫ r), these issues can be ignored. For more information on the problem of the no-slip boundary condition and
the advance of a fluid’s leading edge on a solid, see Cox (1986).
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to be tg = 8zgµ/(ρgr2) = 8γ cos θµ/(ρg2r3). At early times t ≪ tg, the result can be expanded
as

zs =
√(

r cos θ
2

)(
γ

µ

)
t− ρgr2

12µ t+O(t3/2), (4.7)

recovering the gravity-free solution at lowest order, while at late times t ≫ tg it asymptotically
approaches zg as

zs = zg

[
1 − e−1−(gr2ρt)/(8zgµ)

]
+O

(
e−2(gr2ρt)/(8zgµ)

)
. (4.8)

4.1.3 Open capillary flow
Two features of closed capillary flow stand out in the prior derivations. First, a threshold
pressure pthreshold = −2γ cos θ/r is required to push fluid into the capillary. Such a threshold
pressure was achievable with a large fluid reservoir, but would make transfer of fluid from small
capillaries to larger ones impractical. Second, when gravity acts parallel to the capillary, the
height to which fluid can be transported is limited. This second issue could be avoided by
means of tapering capillaries, but the threshold pressure requirement at the base would remain.
A simpler solution, both conceptually and from a manufacturing standpoint, is the use of open
V-grooves (see Figure 4.3a). As shall be seen shortly, open V-grooves allow a fluid to reach
effectively arbitrarily small radii of curvature, and hence arbitrarily low pressure, eliminating both
the threshold pressure and the limit on flow height against gravity. Indeed, such grooves were
proposed in by Concus and Finn (1969) to explain how trees can carry water to their topmost
leaves despite the fact that their xylem conduits are too wide to allow closed capillary flow to
great heights.

The theoretical study of flow in V-grooves appears to begin with Concus and Finn (1969),
who studied the equilibrium shape of free fluid surfaces in sharp wedges. They found the
contact angle conditions necessary for a fluid to fill a V-groove, and also discovered that the
equilibrium surfaces are unbounded even in the presence of gravity, implying that fluid with
with a contact angle below the requisite value can flow arbitrarily far into a V-groove, even
against gravity. Ayyaswamy et al. (1974) then determined a semi-analytical series solution for
the streamwise velocity profile in a 2D cross-section of a fluid in a V-groove with a circular
free surface. While not a full equation of motion, this result demonstrated that the friction
factor coefficient 2D2

h/w, where Dh is a hydraulic diameter proportional to the groove width
and w is the mean streamwise velocity, increases with fluid contact angle θ but has a non-
monotonic relationship with interior groove half angle α. In the mid-1990s, Weislogel (1996),
Romero and Yost (1996), and Dong and Chatzis (1995) independently developed a low-order,
one-dimensional partial differential equation to describe the flow and found self-similar solutions
in which the fluid advances as t1/2, incidentally the same power as the Washburn relation for
closed capillaries. This differential equation was first order in time and second order in z, the
axial variable, describing the height of the fluid in the groove as a nonlinear diffusion process.
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Figure 4.3: Diagrams of V-groove flow system. (a) Schematic of a wetting liquid film (0 ≤
θ < π/2) flowing within a slender open triangular groove with constant cross-section. The inlet
midline film thickness at the origin is denoted by d = h(x = 0, z = 0, t) (note that we follow
Weislogel’s convention of measuring the midline film thickness, rather than Romero and Yost’s
convention of the film thickness at the wall) and the channel length by L where d/L ≪ 1. (b)
Cross-sectional view of the flow geometry depicted in (a) where h(z, t) denotes the local midline
film thickness, α is the groove internal half angle (note that we follow Weislogel’s convention of
α being the internal groove half angle, rather than Romero and Yost’s convention of α being the
exterior groove angle), rc is the radius of curvature of the liquid interface and θ is the contact
angle of the liquid wetting the channel sidewalls, which is assumed constant.

All three arrived at the same resulting equation by throwing out convective terms (i.e., assuming
purely viscous flow), and making the key assumption that the groove is much longer than it is
wide or deep, thus ignoring axial surface curvature. Romero and Yost (1996) explicitly assumed
unidirectional flow; although this was an oversimplification, it provided a shortcut to the end
result. Dong and Chatzis (1995) implicitly made a similar shortcut. Weislogel (1996) carried
out a formal perturbation analysis, setting the model on firm theoretical footing.

Experimental studies of V-grooves have been performed with various fluids, including solder (Rye
et al., 1996, 1998), silicone oil (Weislogel, 1996), methanol (Chen et al., 2009), acetone (Deng
et al., 2014), and blood (Berthier et al., 2015), confirming the t1/2 spreading rate predicted by
earlier theoretical studies.

4.2 Model for free surface capillary flow in slender open V-grooves
We now derive the slender-limit model of flow in V-grooves, following Weislogel (1996) and
Romero and Yost (1996).

4.2.1 Slender limit form of the hydrodynamic equations
In order to conserve mass and momentum, an incompressible Newtonian liquid of constant
density must satisfy the continuity and Navier-Stokes equations given by the set of coupled
equations
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∇ · u⃗ = 0, (4.9)

ρ

[
∂u⃗

∂t
+ (u⃗ · ∇) u⃗

]
= −∇p+ µ∇2u⃗+ ρg⃗, (4.10)

where the velocity field in Cartesian coordinates is represented by u⃗ = (u, v, w), the fluid
pressure by p(x, y, z), the gravitational acceleration by g⃗ and the constant fluid density by ρ.
Assuming flow in a slender channel such that ε = d/L ≪ 1 and a dominant balance between
the pressure gradient and the viscous force per unit volume leads to the characteristic scalings
and nondimensional variables listed in Table 4.1 along with the corresponding Bond number
(Bo), capillary number (Ca) and Reynolds number (Re) in the slender limit. The x, y, and
z directions, the d and L scales, and other geometric variables are shown on the diagram in
Figure 4.3.

To order ε2, the rescaled forms of Equations (4.9) and (4.10) are then given by

0 = ∂U

∂X
+ ∂V

∂Y
+ ∂W

∂Z
, (4.11a)

ε3ReDU
DT

= Bo
CaGx − ∂P

∂X
+ ε2∆U, (4.11b)

ε3ReDV
DT

= Bo
CaGy − ∂P

∂Y
+ ε2∆V, (4.11c)

εReDW
DT

= 1
ε

Bo
CaGz − ∂P

∂Z
+ ∆W, (4.11d)

where the substantial derivative D/DT and the Laplacian derivative ∆, respectively, are given
by

D

DT
= ∂

∂T
+ U

∂

∂X
+ V

∂

∂Y
+W

∂

∂Z
, (4.12a)

∆ = ∂

∂X2 + ∂

∂Y 2 + ε2 ∂

∂Z2 , (4.12b)

and G⃗ = g⃗/g. In the limits where ε2 ≪ 1, ε and Re ≪ 1, the governing equations reduce to
the form:

∂U

∂X
+ ∂V

∂Y
+ ∂W

∂Z
= 0, (4.13a)

∂P

∂X
= ∂P

∂Y
= 0, (4.13b)

∂P

∂Z
+ Ca−1

R̂
B = ∂2W

∂X2 + ∂2W

∂Y 2 , (4.13c)

where B = ε−1BoR̂(−Gz) is the rescaled Bond number, written with (−Gz) to suggest gravity
in the −z direction. When subject to the slender limit, the flow is therefore inertia-free and the
fluid pressure is constant throughout the (x, y) plane. The pressure gradient driving the flow,
which will stem solely from capillary forces and gravity in the z direction, can therefore only
vary along the streamwise axis and can only be counterbalanced the viscous force set in play by
the no-slip boundary condition applied along the groove sidewalls, namely U = V = W = 0 at
all liquid/solid interfaces.
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Quantity Scaling Rescaled
variable

Slender parameter ε = d/L ≪ 1

Coordinates xc = d X = x/xc

yc = d Y = y/yc

zc = L Z = z/zc

Velocity uc = ε2γCa/µ U = u/uc

vc = ε2γCa/µ V = v/vc

wc = εγCa/µ W = w/wc

Pressure pc = γCa/(εL) P = p/pc

Time tc = µL/(εγCa) T = t/tc
τ = ln(T )

Interface midline yc = d H = h(z, t)/yc

thickness
Interface shape yc = d Σ = σ(x, z, t)/yc

Interface radius yc = d R = rc/yc

of curvature

Stationary state HS(Z)
midline thickness

Self-similar variable η = Z/
√
T

Self-similar state S(η)
midline thickness

Bond number Bo = ρgd2/γ

Rescaled Bond number B = ε−1(−Gz)BoR̂
= (−Gz)ε−1(ρgd2γ−1)R̂

Slender limit capillary number Ca = µwc/(εγ) = Φ
Reynolds number Re = ρwcd/µ

= (εργd/µ2)Ca

Table 4.1: Characteristic scalings (lower case) and nondimensional variables (uppercase) used
to describe dimensionless system shown in Figure 4.3.
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4.2.2 Boundary conditions at the liquid interface
The two (dimensional) boundary conditions specifying the jump in normal and shear stresses
across the gas/liquid interface σ(x, z, t) are given by

[n̂ · (τ̃ − pI) · n̂+ γ(∇s · n̂)]y=σ(x,z,t) = 0, (4.14a)[
t̂i=1,2 · τ̃ · n̂

]
y=σ(x,z,t)

= 0, (4.14b)

where I is the 3×3 identity matrix, τ̃ = µ[∇u⃗ + (∇u⃗)T ] denotes the shear stress tensor,
∇s = ∇ − n̂(n̂ · ∇) denotes the surface gradient operator and the triad (n̂, t̂1, t̂2) denotes the
three unit vectors representing directions normal and tangent to the moving interface with the
convention that n̂ points away from the interface. In rescaled units, these unit vectors are given
by

N̂ = 1
[1 + (∂XΣ)2 + ε2(∂ZΣ)2]1/2


−∂XΣ

1
−ε∂ZΣ

 , (4.15a)

T̂1 = 1
[1 + (∂XΣ)2]1/2


1

∂XΣ
0

 , (4.15b)

T̂2 = 1
[1 + ε2(∂ZΣ)2]1/2


0

ε∂ZΣ
1

 , (4.15c)

where Σ(X,Z, T ) = σ(x, z, t)/d denotes the nondimensional interface function and subscripts
denote differentiation with regard to the rescaled coordinates. Specifying a system for which the
fluid pressure derives solely from variations in the local interface curvature of the flowing liquid,
the interfacial surface tension γ is everywhere constant since the liquid is isothermal and contains
no surfactant-like additives, and that the liquid remains in contact with a passive quiescent gas
of negligible viscosity and density with gauge pressure set to zero, the jump in normal stress is
then strictly due to capillary forces and the liquid interface is a surface of vanishing shear stress.
To order O(ε2) then, these dimensionless boundary conditions reduce to the form

0 = −P − Ca−1
(

∂2
XΣ

[1 + (∂XΣ)2]3/2

)
+O(ε2) (4.16a)

= −P − Ca−1K(Z, T ) +O(ε2), (4.16b)

0 = ∂Y W − (∂XΣ)∂XW +O(ε2), (4.16c)

0 =
[
1 − (∂XΣ)2

]
(∂Y U + ∂XV )

+ 2(∂XΣ)(−∂XU + ∂Y V )

− (∂ZΣ) [∂XW + (∂XΣ)∂Y W ] +O(ε2), (4.16d)
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where K(Z) represents the local curvature of the interface function Σ (defined to be positive for
a wetting liquid). It is clear from Equation (4.16b) that the curvature function K can in general
only depend on (Z, T ) since according to Equation (4.13b), the pressure P is independent of
(X,Y ). This then requires that the cross-sectional shape of the liquid interface be described by
a curve with constant curvature. This restriction limits the shape either to a flat interface or one
described by a segment of a circle. Since the liquid must also satisfy a prescribed contact angle
set by the particulars of the liquid/solid interaction, a flat profile is disallowed and Σ(Z, T ) must
therefore trace out a circular arc of constant curvature. The nondimensional radius of curvature
of the gas/liquid interface is then given by R(Z, T ) = H(Z, T ) sinα/(cos θ−sinα), or likewise,
the interface curvature is described byK(Z, T ) = 1/R(Z, T ) = (cos θ−sinα)(cscα)H−1(Z, T ).
(This relation differs slightly from that originally derived by Romero and Yost, 1996, who adopted
a sign convention for K opposite to ours and chose the reference liquid thickness to be the
height of the fluid intersecting the groove wall, not the inlet midline film thickness.) According
to Equation (4.16a), the capillary pressure is then given by

P (Z, T ) = − Ca−1

R̂(α, θ)H(Z, T )
, (4.17)

where
R̂(α, θ) = sinα

cos θ − sinα. (4.18)

The Concus-Finn condition α + θ < π/2 for liquid imbibition yields R̂(α, θ) > 0, or likewise
P (Z, T ) < 0, consistent with a liquid interface with positive curvature. The case α+ θ > π/2
is not relevant to our study since it ultimately leads to dewetting configurations resulting in a
cascade instability resembling a linear array of primary, secondary, and tertiary droplets (Yang
and Homsy, 2007).

4.2.3 Interface midline equation H(Z, T ) for capillary flow in slender open V-grooves
The fact that the interface shape can only be a segment of a circle, and is therefore independent
of the local coordinates (X,Y ), leads to simplification of the expression for the streamwise
volumetric flux Q(Z, T ). The relevant variables are then scaled by H according to

X̃ = X

H
and Ỹ = Y

H
, (4.19)

W̃ (X̃, Ỹ ) =
[
−Ca−1

R̂

(
∂H

∂Z
+BH2

)]−1

W, (4.20)

Σ̃(X̃) = 1 + R̂−
√
R̂2 − X̃2. (4.21)

This rescaling allows for solution of W̃ independently of the local value of H. As a result, the
flux factor

Γ(α, θ) =
∫∫

W̃dX̃dỸ (4.22)
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depends only on α and θ and need only be computed numerically once (note that the flux
factor, Γ(α, θ), is inversely proportional to the friction factor of Ayyaswamy et al. [1974]).
The dimensionless streamwise flux which traverses the local cross-sectional area A can then be
re-expressed as

Q(Z, T ) =
∫∫

A
W dXdY (4.23)

= − Ca−1

R̂(α, θ)
Γ(α, θ)H2

(
∂H

∂Z
+BH2

)
, (4.24)

where A = Â(α, θ)H2 and

Â = cos θ sinα cos(α+ θ) − (π/2 − α− θ) sin2 α

(cos θ − sinα)2 (4.25)

(Romero and Yost, 1996; Weislogel, 1996). As first derived in Appendix 2 of Lenormand and
Zarcone (1984), the streamwise gradient in liquid flux is directly related to the temporal variation
in the liquid cross-sectional area through the relation ∂A/∂T = −∂Q/∂Z, which yields the
governing nonlinear diffusion equation for the midline height H(Z, T ), namely

Â(α, θ)∂H
2

∂T
= Ca−1

R̂(α, θ)
Γ(α, θ) ∂

∂Z

(
H2∂H

∂Z
+BH4

)
. (4.26)

Without loss of generality and to recast this equation into parameter-free form, the remaining
scaling for the streamwise velocity is chosen to be wc = (εγ/µ)Φ, where Φ(α, θ) = Ca (see
Table 1) is defined by

Φ(α, θ) = Γ(α, θ)
Â(α, θ) R̂(α, θ)

. (4.27)

The fact that the capillary number, Ca, depends only on geometric factors may at first seem
odd. The formulation of Ca = µwc/(εγ) measures the relative importance of capillarity to
whatever force is driving the fluid to move at velocity wc. In this case, the fluid is driven by
capillary forces alone; thus wc ∝ γ/µ, and γ and µ drop out of the formula for Ca. In other
words, because there is nothing to compare the capillary forces to, the capillary number becomes
a geometric factor. The following work uses Φ(α, θ) instead of Ca to avoid confusion.

The resulting interface equation is then given by

∂H2

∂T
− ∂

∂Z

(
H2∂H

∂Z
+BH4

)
= 0, (4.28)

subject to the constraint that H(Z, T ) is everywhere always positive. As noted by Weislogel and
Lichter (1998), Equation (4.28) is equivalent to the foam drainage equation derived by Verbist
et al. (1996).

Except when explicitly specified otherwise, the rest of this work will consider only the case
of negligible gravity, i.e., Bo/(εΦ) ≪ 1 (or, for a groove oriented perpendicular to gravity,
Bo/Φ ≪ 1), so that

∂H2

∂T
− ∂

∂Z

(
H2∂H

∂Z

)
= 0. (4.29)
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In Figure 4.4 are plotted the scaled functions Â(α, θ), R̂(α, θ), Γ(α, θ) and Φ(α, θ) for four
values of the liquid contact angle θ = 0◦, 20◦, 40◦ and 60◦ as a function of increasing groove
internal half angle α. While Â(α, θ), R̂(α, θ) and Γ(α, θ) are of order O(10) or less, the values
of Φ(α, θ) are far smaller and tend toward O(10−2) or less. Note too that since R̂(α, θ) and
Γ(α, θ) are non-negative functions for systems obeying the Concus-Finn condition, the direction
of the liquid flux specified by Equation (4.23) is then strictly determined by the sign of the
local interface slope ∂H/∂Z in the absence of gravity. Interfaces with ∂H/∂Z < 0 engender a
positive local flux Q and vice versa. A vanishing local flux will result whenever ∂H/∂Z = 0.

The form of Equation (4.29) falls within a class known as the porous medium equation (PME)
generally given by ∂C(Z, T )/∂T = ∂2Cm/∂Z2, where C(Z, T ) is a non-negative scalar function
and m is a constant larger than one (Newman, 1984; Otto, 2001; Ralston, 1984; Vázquez, 2007).
As discussed in (Vázquez, 2007), this nonlinear diffusion equation describes the relaxation of
the order parameter C(Z, T ) relevant to various phenomena which arise in different branches of
science and mathematics and exhibiting properties such as scale invariance and self-similarity. To
help track the energy flow associated with the evolution of C, Newman (1984) outlined a general
method for constructing Lyapunov functionals for systems sustaining traveling wave solutions.
He used that method to establish the actual rate of convergence of an initial configuration
to solutions exhibiting self-similarity. Ralston (1984) complemented this work by showing that
Newman’s choice of Lyapunov function allowed proof that initial conditions with finite mass
converge to self-similar solutions asymptotically in time. When applied to our system, these
results indicate that self-similar states which result from the spreading of an initial finite drop
within a slender open V-groove are asymptotically globally stable. However, despite longstanding
interest in the porous medium equation and wicking phenomena in general, there has been no
prior study of which we are aware of the general stability of stationary or transient solutions
corresponding to unconstrained volume states.
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Figure 4.4: H-independent functions pertinent to capillary flow of a Newtonian liquid film with
constant contact angle θ in a slender open V-groove with half opening angle α satisfying the
Concus-Finn condition α + θ < π/2. Plotted are the functions (a) Â(θ, α), (b) R̂(θ, α), (c)
Γ(θ, α), and (d) Φ(θ, α) described in the text.

4.3 Notable solutions
4.3.1 Stationary states for time-independent Dirichlet, Neumann, and volume condi-

tions
Stationary states of Equation (4.29) correspond to those solutions for which ∂H2/∂T = 0, which
reduces the governing equation to a second order, ordinary differential equation requiring two
boundary conditions. So long as the interface slope does not vanish, such stationary interfaces
HS(Z) are possible because the subsurface flow of liquid establishes a balance between the local
capillary and viscous stresses generates a constant flux Qo, which according to Equation (4.26)
is given by

Qo = − Ca−1

R̂(α, θ)
Γ(α, θ)H2

S

dHS

dZ
(4.30)

= −Â(α, θ)H2
S

dHS

dZ
. (4.31)

The general form of these stationary solutions is then represented by

HS =
[
const − 3QoZ

Â(α, θ)

]1/3

> 0 (4.32)

described by a power law decrease of Z1/3 for positive flux and power law increase for negative
flux. Particular solutions, of course, require specification of two boundary conditions for setting
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the values of const and Qo. For a V-groove with fixed corner angle and liquid contact angle
(i.e., constant value of Â(α, θ)) extending between endpoints Z1 and Z2, stationary solutions
HS correspond to

HS =
[
H3

1 − 3QS

Â(α, θ)
(Z − Z1)

]1/3

(4.33)

for Dirichlet and Neumann conditions HS(Z1) = H1 and Q2 = QS , respectively. Alternatively,
Dirichlet conditions imposed at both endpoints, such that HS(Z1) = H1 and HS(Z2) = H2,
yield

HS(Z) =
[
H3

2
Z − Z1
Z2 − Z1

+H3
1
Z2 − Z

Z2 − Z1

]1/3
. (4.34)

Note from Equation (4.17) and the scaling for the streamwise flow speed wc that specification
of the boundary film thickness is equivalent to specification of the boundary fluid pressure.
Solutions HS to Equation (4.32) can also be generated subject to constant flux QS at one
boundary (Q1 = QS or Q2 = QS) and conservation of volume VS , which sets the constant
value CS in the implicit relation :

VS = Â

∫ Z2

Z1
H2(Z)dZ (4.35)

= 35/3Â1/3

5QS

[
(CS −QSZ1)5/3 − (CS −QSZ2)5/3

]
. (4.36)

Likewise, constant volume and fixed liquid height at one endpoint yield similar forms.

Representative solutions HS(Z) are plotted in Fig. 4.5 for Dirichlet conditions which pin the inlet
height to H1 = 1.0 and pin the outlet height H2 to the five values shown. From the expression
for the flux given by Equation (4.30), it is evident that the solution with H2 = 1.33, which
exhibits interface slope values dH/dZ which are everywhere positive, describes a stationary
solution with net streamwise flux QS < 0, i.e., net flow directed from right to left. The uniform
solution H2(Z) = 1.0 clearly then represents a case with no flux and no subsurface flow, i.e., a
quiescent liquid filament. The remaining curves with negative interface slopes throughout the
domain correspond to stationary solutions with positive flux, i.e., net flow directed from left to
right. Other boundary conditions yield similar shapes with characteristic scaling Z1/3.
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Figure 4.5: Representative stationary solutions subject to Dirichlet conditions HS(Z1) = H1 =
1.0 and HS(Z2) = H2 = 0.01, 0.33, 0.67, 1.00, and 1.33 for the range Z ∈ [Z1, Z2] = [0, 3.0].

4.3.2 Self-similar spreading and draining solutions with fixed boundary pressure
Previous studies have delineated the conditions leading to existence and uniqueness of self-similar
solutions as well as the attraction of spatially confined initial distributions toward self-similar base
states (Vázquez, 2007). Here we focus on volume non-conserving positive states S(η) consistent
with time-independent Dirichlet boundary conditions imposed at the domain endpoints, namely
S(0) = 1 and S(η → ηB) = const where ηB denotes a location far downstream of the origin.
The Dirichlet condition at the origin can be set to unity without loss of generality since as
evident from Equation (4.42), a rescaling involving a multiplicative factor of S(0) leaves the
governing equation unchanged.

In general, for self-similarity to hold, there can be no intrinsic length or time scale imposed
on the flow, in contrast to the steady state solutions examined in the previous section which
depend on the groove length Z2 −Z1 . A simple scaling analysis of Equation (4.29) reveals that
self-similar solutions may be possible whenever T << L2/H ∼ O(L/ε). To find such solutions,
it is convenient to expand and rewrite Equation (4.29) in the form

∂H

∂T
− H

2
∂2H

∂Z2 −
(
∂H

∂Z

)2
= 0. (4.37)

The ansatz Hsim(η, T ) defined by

Hsim(η) = T 2β−1S(η) where (4.38)

η = Z

T β
for β > 0, (4.39)

allows for a large class of self-similar solutions (Vázquez, 2007; Weislogel and Lichter, 1998)
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satisfying the general second order nonlinear differential equation

S

2 Sηη + (Sη)2 + βηSη + (1 − 2β)S = 0. (4.40)

Inspection of the asymptotic behavior of S(η) as η → ∞ helps ascertain what range of ex-
ponents β are required for bounded non-terminating (i.e., S > 0) states such that Sηη and
Sη asymptotically approach zero as η → ∞ . While the first two terms on the left side of
Equation (4.40) then vanish identically, care must be taken with regard to the third term which
couples an increasingly large value of η with an increasingly small term Sη. Balancing the
third and fourth terms yields the proper asymptotic scaling, namely dS/S ∼ [(2β − 1)/β]dη/η,
and hence S(η → ∞) ∼ η(2β−1)/β. Therefore, only the range 0 < β ≤ 1/2 yields bounded
non-terminating self similar states.

Boundary conditions also impose constraints on the allowable values of the exponent β. For
example, enforcement of constant liquid volume V ≃

∫ Z2
Z1
H2dZ = T 5β−2 ∫ Z2

Z1
S2dη is only

consistent with β = 2/5. According to Equation (4.30), enforcement of a constant flux boundary
condition Q = −Â(α/θ)H2(∂H/∂Z) = const = −Â(α/θ)T 3β−2S2Sη is only consistent with
β = 3/5. Clearly then, a constant flux boundary condition (Neumann condition) is therefore
inconsistent with bounded solutions.2

In what follows, we restrict attention to the value β = 1/2, which accords with the Washburn
relation and allows enforcement of time-independent Dirichlet boundary conditions. For this
category of solutions, the nondimensional flux defined in Equation (4.23) is represented by

Q(η, T ) = −Â(α, θ)
T 1/2 S2∂S

∂η
. (4.41)

The self-similar solution S(η) then satisfies the equation:

SSηη + ηSη + 2(Sη)2 = 0. (4.42)

To ascertain the interface shape of these solutions, we numerically solved Equation (4.42) by
rewriting the second order equation as a system of first order equations and using the ODE45
solver in Matlab (Mat, 2015). Shown in Fig. 4.6 are representative solutions for receding,
uniform, advancing, and terminating states S(η) satisfying the far field Dirichlet conditions
shown. According to Equation (4.41), solutions with Sη > 0 correspond to states with net
liquid flux to the left, designated receding states, while solutions with Sη < 0 correspond to a
net liquid flux to the right, designated advancing states. The solution for which Sη vanishes
everywhere, which corresponds to a zero flux solution in self-similar coordinates, is designed a

2When gravity in the Z-direction is included [see Equation (4.28)], the only admissible self-similar constant
is β = 1/3. This indeed leads to bounded self-similar states, but requires a boundary condition of the form
P (0) ∝ T 1/3 or Q(0) ∝ T −4/3. If gravity is perpendicular to the flow direction, the governing equation picks up
corrections similar to those in Chapter 7 and admits only β = 1/2 (see Appendix C). Thus, the Washburn-like
T 1/2 spreading would be maintained with Dirichlet pressure boundary conditions.
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Figure 4.6: Representative self-similar solutions S(η) with pressure boundary condition, for
terminating (1-7), advancing (8-13), uniform (14) and receding (15-17) states. The compu-
tational domain used in numerically solving for these solutions was [0 ≤ η ≤ 80]. (Only the
range [0 ≤ η ≤ 3.0] is shown in the figure since the downstream behavior remains essentially
unchanged beyond that value.) All solutions satisfy the Dirichlet condition S(η = 0) = 1 at the
origin. Solutions 1-7 exhibit interface slopes at the origin given by Sη(0) =-10, -2, -0.8, -0.5,
-0.4, -0.36, and -0.3492. Solutions 8-13 satisfy far field Dirichlet conditions given, respectively,
by S(80) = 0.01, 0.17, 0.33, 0.5, 0.67 and 0.83. (Resulting values for the interface slopes at the
origin are Sη(0) = -0.3491, -0.3418, -0.3185, -0.2745, -0.2090, and -0.1185, respectively.) The
line denoted by 14 represents a uniform solution where S(η) = 1.0. Solutions 15-17 satisfy far
field Dirichlet conditions given, respectively, by S(80) = 1.17, 1.33 and 1.5. (Resulting values
for the interface slopes at the origin are Sη(0) = 0.1485, 0.3283 and 0.5451, respectively.)

uniform state. It represents an exception in that it is the only solution which satisfies volume
conservation. Solutions whose advancing front are characterized by a vanishing value of S(η) are
likewise designated terminating states. The numerical solutions indicate that solutions undergo
termination only when the interface slope at the origin Sη(0) ≲ −0.349. It should be noted
that there is a unique terminating solution with finite slope (and hence finite flux) at S = 0;
all other terminating solutions are not physically accessible without some additional physics to
describe behavior at the termination point.

4.3.3 Self-similar converging and receding solutions with fixed boundary flux
Satisfying a flux condition at η = 0 requires self-similar exponent β = 3/5. In this case,
Equation (4.40) reduces to

SQSQηη + 6
5ηSQη + 2(SQη)2 − 2

5SQ = 0. (4.43)

Because SQ = T−1/5H, there is no solution with limη→∞H = const. ∈ (0,∞). In fact, there
is also no smooth, nontrivial solution with limη→∞ SQ = const. ∈ [0,∞); this can be seen from
Equation (4.43) itself, as the SQSQηη and SQ

2
η terms must vanish in such a limit, which in turn

forces SQη ∝ η1/3.
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Figure 4.7: Representative self-similar solutions SQ(η) with flux boundary condition for termi-
nating (1-5), converging (6-13), and receding (14-16) states. The computational domain used
in numerically solving for these solutions was [0 ≤ η ≤ 80]. (Only the range [0 ≤ η ≤ 6.0]
is shown in the figure). Solutions satisfy SQ(η = 0) = 1 at the origin. Solutions 1-5 exhibit
interface slopes at the origin given by SQη(0) =-10, -1, -0.59, -0.55, and -0.5398. Solutions 6-13
exhibit interface slopes at the origin given, respectively, by SQη(0) = -0.5396, -0.5358, -0.5215,
-0.4931, -0.4467, -0.3778, -0.2817, and -0.1537. And solutions 14-16 have exhibit initial slopes
SQη(0) = 0, 0.2187, and 0.4733.

Solutions therefore fall into three categories, shown in Figure 4.7. Terminating solutions, like
those in the β = 1/2 system, reach SQ = 0 at finite η, and only one such solution has finite
flux at the termination point. Second, converging solutions have negative slope (and positive
flux) at η = 0 but positive slope (negative flux) at large η. Receding solutions have uniformly
positive slope, and hence represent flux from large η back to η = 0.

4.3.4 Capillary rise against gravity
While flow in a closed capillary of constant radius reaches a finite height zg = (2γ cos θ)/(rρg)
described in Equation (4.1), the front of liquid flow in a V-groove rising against gravity has
no finite limit. Indeed, it is this ability to transport liquid to arbitrary heights that motivated
Concus and Finn (1969) to suggest it as a mechanism of transpiration in trees.

The static form of Equation (4.28) is given by H2
G∂ZHG +BH4

G = 0, and hence has solution

HG(Z) = H0
1 +BZH0

, (4.44)

where H0 is the fluid thickness at Z = 0 (Verbist et al., 1996). Although limZ→∞HG(Z) = 0,
HG is positive for all finite Z. And the total volume remains finite:

vG = (Ld2)
∫ ∞

Z=0
ÂH2

GdZ = (Ld2)ÂH0/B = (ÂΓ/R̂)h0γ/(ρg), (4.45)

which is comparable to the closed-capillary volume of (2π cos θ)rγ/(ρg). In other words, the V-
groove and the closed capillary have similar limits on the amount of fluid they can raise against
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gravity, but the V-groove distributes that constant volume in a long, narrow thread which can
reach arbitrary heights.

4.4 Discussion
4.4.1 Limitations
A few limitations of the V-groove model are obvious from the derivation.

First, if Re is too large (due to high density, low viscosity, or a large groove), then ignoring
inertial terms will become invalid. If the inertial terms are too large to ignore but still smaller
than the viscous terms, it may be possible to add them in perturbatively, in the manner of the
inertial thin film equation (Oron et al., 1997; Roberts, 1997). That said, the relative magnitude
of inertial flux corrections is in fact O(εReΓ), because the first-order inertial corrections to
streamwise velocity involve solving ∇2W̃1 = O(W̃ ), where W̃ is the viscous streamwise velocity
which integrates to Γ (see Appendix C for more details). As an example, let us take values
for liquid indium (viscosity µ = 1.60 × 10−3 Pa s, surface tension γ = 0.57 N/m, and density
ρ = 7000 kg/m3 [Assael et al.; Chentsov et al., 2012; 2011]) and a V-groove with α = 45◦,
θ = 15◦, d = 5µm, L = 200µm. Then, Φ ≈ 0.024, Γ ≈ 0.078, and thus εRe ≈ 0.12 and
εReΓ ≈ 0.0090 ≪ 1.

The slender limit derivation also assumed that ∂zh ∼ d/L, i.e., local variations in slope must
be gentle; even for a very thin film in a groove, the existence of a steep slope will break the
slender limit assumption.

The Van der Waals forces due to the solid walls of the groove become important in the extremely
thin film limit, typically as d ≈ O(0.01 µm); such forces may be attractive or repulsive, depending
on the sign of the Hamaker constant, and thus may either incite or help prevent rupture (Oron
et al., 1997). The application of V-grooves as conduits for propellant delivery to microemitters,
which motivates this thesis, calls for grooves several microns deep, well outside the range in
which Van der Waals forces are significant. Even in a deep groove, a more accurate treatment
of the interface shape very close to the termination point of self-similar solutions would also
need to take Van der Waals forces into consideration.

The reduced V-groove model is also predicated on the assumption that the liquid contact angle
θ is a constant equal to the equilibrium (static) contact angle θS . In reality the dynamic contact
angle at a moving triple line (i.e., contact line) separating gas, liquid, and solid media is a
function of not only θS but also the local capillary number based on the speed of the contact
line. In the limit of small capillary number, Cox (1986) derived a general equation relating the
dynamic contact angle θD to the static angle θS , the local capillary number Ca, and a coefficient
b reflecting the log ratio of the slip length to the characteristic interface length. Cox’s equation
is

g(θD) = g(θS) + bCa (4.46)

where the function g is well approximated by θ3/9 for small contact angles typical of highly
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wetting liquids. Accordingly, it can be shown that for θ3
S ≫ Ca, the dynamic angle is given by

θD ≈ θS + 3b
(

Ca
θ3

S

)
+O

(
Ca2

θS
5

)
, (4.47)

while for θ3
S ≪ Ca, the dynamic angle is given by

θD ≈ (9bCa)1/3 +O

(
θ3

S

Ca2/3

)
. (4.48)

In the V-groove model, the contact angle is relevant only for the motion of the contact line up
and down the sidewalls of the groove (there is no contact line in the streamwise direction). From
the scaling relations discussed in Section 4.2.1, this sidewall flow is characterized by the velocity
scale εwc, where wc is the representative flow speed in the streamwise direction. The relevant
capillary number for contact line motion along the sidewalls is therefore Cawall = εwcµ/γ = ε2Φ
(see Table 4.1), where Φ is of order 10−2 as indicated in Fig. 4.4(d). From Cox’s relation, when
θ3

S ≫ Cawall, then θD ≈ θS +O(ε2) and the dynamic correction to the static angle can therefore
be ignored within the slender channel approximation. When θ3

S ≪ Cawall, then θD ≈ (9bε2Φ2).
Straightforward Taylor expansion of the functions describing the interface curvature radius R̂
and interface shape Σ reveals that each function reduces to the sum of a constant and a term
proportional to θ2

S , i.e., these functions contain no linear term in θS . Additionally, the functions
representing the cross-sectional area Â and flux Γ, which are nonsingular functionals of Σ, also
contain no linear term in θS . The overall dynamic correction to the static angle can then be
shown to be of order ε4/3. Therefore, so long as Cawall remains small, the governing equation
given by Equation (4.29) remains unchanged. The value b = ln(ϵ−1), where ϵ is the ratio of the
slip length to the characteristic interface length at which the angle is measured. Cox estimates
values of ϵ to be 10−2 to 10−6 in order to fit experimental data from silicone oil flowing in a glass
tube of radius 1mm (Cox, 1986; Hoffman, 1975). While the value would depend in general on
material parameters, the slip length should not in principle fall below the molecular length, and so
for a typical V-groove a few microns deep it should be expected that ϵ ≳ (1 Å)/(1 µm) = 10−4,
yielding b ≲ 10. While a fully numerical model incorporating a velocity-dependent contact angle
can certainly be developed for flows at higher capillary numbers (Bracke et al., 1989; Joos et al.,
1990), such an extension precludes analytic solutions for base states and is beyond the scope of
this work.

Evaporation was excluded from the model, but is important in applications such as heat pipes. To
include evaporation, Equation (4.29) can be modified to read ∂TH

2 = ∂Z(H2∂ZH)−E(H,Z),
where E(H,Z) is a dimensionless evaporation rate function which depends on the temperature
distribution within the film, and must be solved simultaneously (Markos et al., 2006). A solution
for a groove with a linear temperature gradient boundary condition was computed by Markos
et al. (2006), and their work can be extended to other boundary conditions.

At the microscale, manufacturing constraints may prevent the production of perfect V-grooves.
In particular, if the manufactured walls are not smooth, various complications could arise. First,
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the contact line may become pinned (stuck) at a wall defect, preventing the interface from
rising higher in the groove. A model of fluid with symmetrical pinned edges in a V-groove was
proposed by Romero and Yost (1996), in which the contact angle varies instead of the fluid
thickness. The resulting model is qualitatively similar to the unpinned V-groove model, and in
particular represents a 1-dimensional nonlinear diffusion PDE. If the scale of roughness is very
small compared to the groove, then it may be treated as an averaged quantity. In this case, the
contact angle, θ, typically becomes smaller (Quéré, 2008) and the no-slip wall condition may be
replaced by an effective slip condition (Sarkar and Prosperetti, 1996), resulting in a decreased
flux factor (i.e., a smaller Γ). If the manufactured walls are not perfectly straight but instead
curved, then the linear relationship between fluid thickness and interface radius of curvature
would be broken, i.e., it would no longer be the case that p ∝ h−1, and the cross-sectional area
would also no longer be proportional to h2. Such a case is likely analytically tractable for simple
wall shapes (of the form y = xconst for example), but would necessitate a complete rederivation
of the model. Furthermore, manufacturing perfectly sharp corners may be impossible; this is
discussed in the following section.

4.4.2 Rounded V-grooves (U-grooves)
Manufacturing V-grooves with perfectly sharp corners is challenging at the microscale, one of
the reasons for which variations on the V-groove geometry have been investigated. Chen, Weis-
logel, and Nardin (2006) generalized the model to V-shaped grooves with rounded bottoms
(assumed to be circular sections) instead of sharp corners, which we will refer to as “U-grooves.”
Above the rounded bottom, the upper portion of each groove was assumed to have straight
walls like the and V-groove. It was found that the governing equations remained similar to
the V-groove equation, but included some nonlinear terms which could not be expressed in
closed form (although the authors did construct an approximate closed form solution contain-
ing only polynomial fractions). However, the authors identified several limiting cases, such as
nearly-rectangular grooves and highly rounded “crescent-like” grooves, in which the model could
be approximated with a simple polynomial expression. In these cases, the model remained a
nonlinear diffusion equation similar to the V-groove equation, but with a different exponent.
Tang et al. (2015) considered asymmetrical V-grooves, with a sharp corner but with one wall
slightly curved. This model also contained a nonlinear term with no closed form expression, and
solutions were computed numerically.

These models are derived from the same ∂A/∂T = −∂Q/∂Z equation as the V-groove, but
the dependence of A and Q on H are different. Most importantly, the cross-sectional shape of
the fluid changes with H, unlike the V-groove, where the cross-sectional shape simply scales
to larger or smaller sizes as H varies. This means that the cross-sectional area A is no longer
quadratic in H, but instead follows some complicated (though still closed-form-expressible)
nonlinear function of H. The streamwise flux, however, must be computed numerically for each
different cross-sectional shape, and hence leads to an inexpressible nonlinear function.
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Despite the complexity of these models, their dynamics remain qualitatively similar to those
of the V-groove. In particular, both exhibit self-similar solutions with the same t1/2 spreading
behavior as the V-groove. The spreading profile in the U-grooves of Chen et al. (2006) appears
steeper than that of the V-groove, resembling the terminating solutions 5 and 6 in Figure 4.7.
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* C h a p t e r 5 *

STABILITY OF V-GROOVE FLOW

Note: portions of this chapter are adapted from published work (White and Troian, 2019).

5.1 Introduction
Although V-groove flow theory has formed the foundation of numerous applications, from pro-
pellant management (Jaekle, 1991) to heat pipes (Mallik et al., 1992), there has never been a
comprehensive analysis of the stability and robustness of the V-groove equations. Until now,
only a few narrow special cases of stability have been studied.

One such special case is the instability associated with high-speed convective flow in open
grooves. This convective instability has been studied by Haake et al. (2010) in rectangular
grooves, We et al. (2013) in V-grooves, and Tang et al. (2015) in asymmetrical V-grooves.
However, not only are these models based on convective flow, but they also assume unidirectional
flow, and would require a perturbation analysis to establish their regimes of validity.

Other special cases are analyses of the droplet formation of nonwetting liquids in V-grooves
(Langbein, 1990; Yang and Homsy, 2007), and the “dryout” instability of thermocapillary flow
in V-grooves (Yang and Homsy, 2006).

For viscous flow of wetting fluids in V-grooves, Romero and Yost (1996) presented a surface
energy formulation, showing that a fluid with sufficiently small contact angle will fill a groove, but
offering no further insight into its behavior or stability. Weislogel (2001) demonstrated the linear
stability of a static, unmoving fluid in a filled groove by adding small sinusoidal perturbations.

In this paper, a general stability analysis of the partial differential equations governing V-groove
flow is presented for the three most important regimes: steady state flow, self-similar spreading
flow, and self-similar draining flow. All of these regimes are shown to be stable, a result which
justifies the use of the perturbative V-groove flow model and provides a new incentive for the
use of V-grooves in microfluidic devices.

5.2 Nonlinear stability of steady states
We first examine the time-asymptotic nonlinear stability of stationary solutions by appealing
to a Lyapunov analysis. In particular, we construct a Lyapunov energy function (akin to a po-
tential energy function in classical mechanics) to determine whether and how rapidly arbitrary
disturbances equilibrate back to the stationary solutions HS . A similar approach to asymptotic
stability has previously been used to characterize disturbance decay governed by nonlinear diffu-
sion dynamics (Kern and Felderhof, 1977). Here we show that the capillary flow in a bounded
domain with time-independent boundary conditions has a uniquely determined stationary solu-
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tion which is dynamically stable. This implies that any initial distribution which maintains the
condition H(Z, T ) > 0 for all time will ultimately evolve toward the stationary state. Further-
more, it is shown that initial states satisfying Dirichlet boundary conditions are globally stable -
that is, any initial distribution H(Z, 0) > 0 will converge to the stationary state. For all sets of
boundary conditions posed, we show that the convergence to the stationary state is exponential
in time so long as it satisfies the positivity condition H(Z, T ) > 0.

Recall that the equation of motion of flow in the V-groove was given by Equation (4.37) as

∂H

∂T
= H

2
∂2H

∂Z2 +
(
∂H

∂Z

)2
. (5.1)

In order to find a Lyapunov functional for Equation (5.1), we first try recasting it into gradient
flow form (Cahn and Taylor, 1994; Giacomelli and Otto, 2001)

∂G(Z, T )
∂T

= ∂

∂Z

{
M(G) ∂

∂Z

(
δF

δG

)}
, (5.2)

where M(G) is the so-called mobility function and δF/δG denotes the functional derivative
of F(H) with respect to G. The gradient flow form is a useful first step in the search for a
Lyapunov functional to prove stability. Note that not all PDEs can be put into gradient flow
form, and furthermore the existence of a gradient flow functional does not guarantee stability.

By introducing G(H) = H2(Z, T ) (the mapping from H to G is one-to-one since H is strictly
positive), and letting M = 1/3, Equation (5.1) can be re-expressed in gradient flow form as

∂G

∂T
= ∂

∂Z

{1
3
∂

∂Z

(
δF

δG

)}
= ∂

∂Z

[1
3
∂R

∂Z

]
(5.3)

where the functional F is given by

F(G) =
∫ Z2

Z1

(2
5G

5/2 −G
3/2
S G+ 3

5G
5/2
S

)
dZ (5.4)

and R(G) = δF(G)/δG is

R(G) = (G3/2 −G
3/2
S ) = (H3 −H3

S). (5.5)

This functional was found in reverse: first noting that ∂H/∂T = ∂Z [(1/3)∂ZG
3/2], integrating∫

G3/2dG yields G5/2. Because the extra GS terms are canceled by the Z-derivatives, there
exists a large family of valid gradient flow functionals of the form c1G

5/2 + c2G
3/2
S G+ c3G

5/2
S .

In fact, choosing instead a mobility function M(G) = Ga for some a yields an even larger family
of possible functionals F. But most of these functionals, while valid bases for the gradient flow
form, are useless for proving stability. The particular F defined in Equation (5.4) turns out to
be compatible with the boundary conditions of interest and have the necessary properties to
demonstrate stability of the system, as outlined below.



76

Recall from Section 3.2 that for F(G) to represent a Lyapunov functional around the steady
state GS , it must have an isolated minimum at GS , and it must approach that steady state,
i.e., ∂TF(G) ≤ 0.

We first show that F(GS) is a minimum by showing that δF(GS) = 0 (implying GS is extremal)
and δ2F(GS) > 0 (implying GS is a minimum):

δF(G)|GS
=
∫ Z1

Z2

δF

δG

∣∣∣∣
GS

δGdZ (5.6)

=
∫ Z1

Z2
R(G)|GS

δGdZ = 0 and (5.7)

δ2F(G)
∣∣∣
GS

=
∫ Z1

Z2

δ2F

δG2

∣∣∣∣∣
GS

(δG)2 dZ (5.8)

=
∫ Z1

Z2

3
2 G

1/2
S (δG)2 dZ > 0. (5.9)

We next show that F decreases in time, assuming either Dirichlet boundary conditions (corre-
sponding to R|Z1,Z2 = 0) or Neumann boundary conditions (corresponding to (∂R/∂Z)|Z1,Z2 =
0).

∂F(G)
∂T

=
∫ Z2

Z1

(
δF

δG

)
∂G

∂T
dZ

=
∫ Z2

Z1
R
∂G

∂T
dZ

=
∫ Z2

Z1

R

3
∂

∂Z

[
∂R

∂Z

]
dZ

=
[
R

3
∂R

∂Z

]Z2

Z1

−
∫ Z2

Z1

1
3

[
∂R

∂Z

]2
dZ

= −
∫ Z2

Z1

1
3

[
∂R

∂Z

]2
dZ ≤ 0. (5.10)

Hence F(G) is indeed a Lyapunov functional, and the system is locally stable. Note that we
made use of the Dirichlet or Neumann boundary conditions to get rid of the boundary term,
[(R/3)(∂R/∂Z)]Z2

Z1
. Given different boundary conditions, this term would not necessarily vanish,

and the system would not necessarily be stable.

F can be re-expressed in terms of the interface function H:

F(H) =
∫ Z2

Z1

(2
5H

5 −H3
SH

2 + 3
5H

5
S

)
dZ. (5.11)

and hence
∂F(H)
∂T

= −1
3

∫ Z2

Z1

[
∂

∂Z
(H3 −H3

S)
]2
dZ ≤ 0, (5.12)

where the final equality holds only for initial states H(Z, T ) exactly equal to the stationary state
solutions HS(Z). The flow described is locally asymptotically stable in the Lyapunov sense, i.e.,
arbitrary initial distributions H(Z, T ) decay in time toward the stationary solution HS .
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To prove global stability, we must show that each stable stationary state HS is unique, i.e., F
has a unique minimum. Suppose that in addition to the already specified steady state solution
HS there exists another steady solution HS2 satisfying the same boundary conditions. Since
HS2 is time independent, it must satisfy the relation ∂F(HS2)/∂T = −(1/3)

∫ Z2
Z1

[∂(H3
S2 −

H3
S)/∂Z]2dZ = 0. Clearly this is possible only if HS2 = (H3

S + Co)1/3, where the constant
Co must equal zero in order for HS2 to satisfy the same boundary conditions as HS2. Thus
HS2 = HS , and we have shown that the solution HS is indeed unique.

The proof above requires that both the stationary HS(Z) and transient H(Z, T ) solutions be
everywhere strictly positive. For solutions satisfying Dirichlet boundary conditions, these re-
quirements are easily met. Consider any positive initial state H(Z, T = 0) which redistributes
its height in time according to Equation (5.1). Were there a point within the domain where
H(Z, T ) → 0, then the local interface would have to satisfy ∂H/∂T < 0 and the local cur-
vature ∂2H/∂Z2 would have to become sufficiently negative to satisfy the balance of terms in
Equation (5.1). The local interface would then have to develop a local protrusion (negative
curvature) and not a local dimple leading to rupture (positive curvature), in contradiction to
the assumption of positive curvature required at that local minimum. Therefore, all positive
initial states remain positive in time. For Dirichlet conditions then, stationary solutions HS(Z)
are globally stable. For the remaining stationary solutions subject to a Neumann boundary
condition, it may become the case that too high a flux condition leads to one or more points
where the local film thickness vanishes. In the vicinity of such points, the local interface slope
will become increasingly large and eventually violate the slender limit approximation. Perhaps
more importantly, disjoining pressure effects, known to modify the flow in ultrathin regions of a
liquid film, must then be incorporated into the model interface equation (Schwartz et al., 2001;
Teletzke et al., 1987). In such cases then, the proof above only establishes asymptotic stability,
not global asymptotic stability.

Next, we demonstrate an even stronger statement regarding the asymptotic stability of station-
ary states, namely that the stationary solutions HS represent exponentially stable equilibria of
Equation (5.1). A useful relation for the function R(Z) defined in Equation (5.5) can be ob-
tained by first applying the Poincaré-Friedrichs inequality in one dimension (Smith et al., 2016)
according to which ∫ Z2

Z1

(
dR

dZ

)2
dZ ≥ 1

(Z2 − Z1)2

∫ Z2

Z1
R2(Z)dZ (5.13)

subject to the constraint that there is some interior point Z∗ in the bounded domain Z1 ≤
Z∗ ≤ Z2 where R(Z∗) = 0. This must always be the case, however, since H(Z, T ) must satisfy
the same boundary conditions as HS . Given that H(Z, T ) and HS(Z) are strictly positive
throughout the domain, it is possible to construct an upper bound on ∂F/∂T in Equation (5.12)
as follows:
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∂F(H)
∂T

= −1
3

∫ Z2

Z1

[
∂

∂Z
(H3 −H3

S)
]2
dZ

≤ − 1
3(Z2 − Z1)2

∫ Z2

Z1
(H3 −H3

S)2dZ

≤ − 1
3 C (Z2 − Z1)2

∫ Z2

Z1
(H3 −H3

S)2 ×{
2H3 + 4H2HS + 6HH2

S + 3H3
S

5(H2 +HHS +H2
S)2

}
dZ

= − 1
3 C (Z2 − Z1)2

∫ Z2

Z1

(2
5H

5 −H3
SH

2 + 3
5H

5
S

)
dZ

= − F(H)
3 C (Z2 − Z1)2 ,

where C, which is strictly positive, is defined as

C = max
T,Z

{
2H3 + 4H2HS + 6HH2

S + 3H3
S

5(H2 +HHS +H2
S)2

}
(5.14)

(the boundedness of C will be discussed momentarily). The final inequality sought is then given
by

F(H,T )
F(H,T = 0) ≤ exp

{ −T

3C(Z2 − Z1)2

}
, (5.15)

which confirms that the Lyapunov free energy of any disturbed state H(Z, T ) satisfying the
same boundary conditions as the initial stationary state will decay back to the stationary state
HS at least as fast as an exponential with a decay rate that scales with the square of the spatial
domain size. This proof applies to all categories of stationary solutions discussed in Chapter 4.
For disturbance functions subject either to two Dirichlet conditions or one Dirichlet condition
and one Neumann (constant flux) or constant volume condition, the proof is trivial since either
R(Z1) or R(Z2) vanishes identically. For solutions HS that correspond to fixed flux QS at one
boundary and constant volume VS , the proof above also applies since there always exists an
interior point Z1 ≤ Z∗ ≤ Z2 where R (Z∗) = 0. This follows because two solutions H and HS

cannot have the same constant volume unless the functions H(Z, T ) and HS(Z) undergo at
least one crossing point within the domain.

5.2.1 Boundedness of C and dryout
We now address the boundedness of C. In particular, we must show that C is bounded from
above. We will also consider the conditions in which dryout, i.e., H(Z, T ) = 0, might occur
somewhere in the groove; if dryout occurs, the governing equation [Equation (5.1)] no longer
applies, violating the premise in which stability is analyzed.

We first note that the constant C given by Equation (5.14), namely

C = max
T,Z

{
2H3 + 4H2HS + 6HH2

S + 3H3
S

5(H2 +HHS +H2
S)2

}
(5.16)
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satisfies the condition C ≥ 0 for H(Z, T ) > 0 and HS(Z) > 0. Assuming HS(Z) and H(Z, T )
remain bounded, then the function in brackets is observed to decrease monotonically with H

and HS since the derivatives

∂

∂H

(
2H3 + 4H2HS + 6HH2

S + 3H3
S

5(H2 +HHS +H2
S)2

)
= (5.17)

− 2H
(
H3 + 3H2HS + 6HH2

S + 5H2
S

)
5
(
H2 +HHS +H2

S

)3 (5.18)

and

∂

∂HS

(
2H3 + 4H2HS + 6HH2

S + 3H3
S

5(H2 +HHS +H2
S)2

)
= (5.19)

− 3H2
S

(
H2 + 3HHS +H2

S

)
5
(
H2 +HHS +H2

S

)3 (5.20)

are strictly negative. The largest possible value of the bracketed term in C is attained when that
ratio is evaluated at the minima of HS(Z) and H(Z, T ) (which do not necessarily occur at the
same point Z). It then follows that

C ≤
(

2H3
min + 4H2

minHS,min + 6HminH
2
S,min + 3H3

S,min
5(H2

min +HminHS,min +H2
S,min)2

)
≤ 3

5
1

HS,min
, (5.21)

where Hmin and HS,min denote H and HS evaluated at their respective minima. Therefore,
since HS(Z, T ) > 0 at all times, C < ∞, and

∂ ln[F(H)]
∂T

≤ − 5HS,min
9 (Z2 − Z1)2 . (5.22)

We now consider when dryout can occur, i.e., when H(Z, T ) can go to 0, as well as whether
H(Z, T ) can approach infinity.

Consider the behavior of Equation (5.1) in the vicinity of local extrema. Any local minimum of
H will satisfy ∂H/∂Z = 0, ∂2H/∂Z2 ≥ 0 and thus ∂H/∂T ≥ 0, which leads to an increase
in thickness due to the diffusive nature of the underlying equation of motion. Similarly, a local
maximum of H cannot further increase in value. Therefore, any new extrema beyond those
present in the initial condition can only be reached by possible extrema at the boundaries. For
those solutions satisfying Dirichlet conditions at both endpoints of the domain, H can therefore
never attain a new minimum below the minimum value of the initial condition nor attain a new
maximum above the maximum value of the initial condition. This behavior guarantees that C
will always remain bounded (from above and below). Similarly, so long as the initial condition
satisfies H(Z, T = 0) > 0, no dryout can occur either.

To assess the case of a Neumann, or flux, boundary condition, we recast Equation (5.1)
not in terms of the local variable H(Z, T ) but the local flux Q(Z, T ) = −H2∂H/∂Z =
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−(1//3)∂H3/∂Z3 by first multiplying Equation (5.1) by −H/2 followed by differentiation by
Z, which yields

∂Q

∂T
= ∂

∂Z

(
H
∂Q

∂Z

)
= H

∂2Q

∂Z2 + ∂H

∂Z

∂Q

∂Z
. (5.23)

Adopting a similar argument as above, for any case requiring constant liquid volume, the pre-
scribed fluxes at the endpoint must be equal, thereby imposing Dirichlet conditions on the flux
Q. It then follows that Q(Z, T ) can never exceed the extrema present in the initial condition
Q(Z, T = 0), which therefore precludes H from becoming arbitrarily large; hence C is again
bounded below at all times. However, a sufficiently large flux condition with a thin initial film
could drive the film thickness at that endpoint to 0, which in turn would make the boundary
condition impossible to continue satisfying.

For cases subject to one Dirichlet and one flux boundary condition, the only way in which H

might approach infinity is if the flux boundary condition is made very large. However, this would
give rise either to an arbitrarily large internal flux extremum, which is disallowed by the previous
argument, or an arbitrarily large flux of liquid at the boundary subject to the Dirichlet condition.
For the latter case, the divergence in H at one endpoint would be driven by the flux condition
at the other endpoint, such that the system would approach infinite volume and the Lyapunov
functional would therefore not decrease as required. Hence, such a situation cannot occur, and
H is therefore bounded above at all times and C bounded below at all times. And, again, a
large flux condition with a thin initial film could create dryout at that endpoint, making the
boundary condition impossible to satisfy.

Finally, for the case of a Dirichlet boundary condition coupled with a requirement of constant
volume, were H to approach infinity at one boundary, the flux there would also diverge and be
matched by identical divergence at the other end point in order to satisfy constant volume. But
according to Equation (5.23), an interior flux minimum would have to undergo increase thus
increasing the minimum slope of H3, which would eventually violate the constraint of constant
volume. Hence, in this case as well, H cannot diverge at any point in time and C therefore
remains bounded below at all times. Furthermore, the second endpoint cannot decrease if it is a
local minimum, and hence dryout cannot occur if the initial condition satisfies H(Z, T = 0) > 0.

In conclusion, setting a very large flux condition with a very thin initial film may cause dryout
at that endpoint and make the boundary condition unsatisfiable, violating the premise of the
analysis. With the exception of that situation, all stationary states, irrespective of the boundary
conditions considered above, are exponentially stable. Furthermore, with the exception of dryout,
the bracketed term in Equation (5.14) is strictly positive and bounded both above and below.

5.2.2 Aside: Exponential stability of the porous medium equation
The proof of exponential stability for non-rupturing states can be generalized from the V-groove
equation to the n-dimensional porous medium equation (PME), ∂tρ = ∇2ρm with m > 1, and
Dirichlet boundary conditions on a bounded star-shaped domain Ω. Let ρS be the steady state
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solution with the same boundary conditions, i.e., ∇2ρm
S = 0. As with the V-groove, we can put

the PME into gradient flow form, defining

F(ρ) ≡
∫

Ω
F(ρ)dnx =

∫
Ω

[ 1
m+ 1ρ

m+1 − ρm
S ρ+ m

m+ 1ρ
m+1
S

]
dnx,

R(ρ) ≡ δF

δρ
= ρm − ρm

S ,

so that ∂tρ = ∇ · ∇R(ρ) [note that this differs from Otto’s gradient flow formulation of the
PME (Otto, 2001), which is based on different boundary conditions, namely, ρ decaying to 0 at
infinity]. Then,

∂tF(ρ) =
∫

Ω
R(ρ)∂tρd

nx = −
∫

Ω
[∇ (ρm − ρm

S )]2 dnx < 0.

This demonstrates nonlinear, but not exponential, stability, and is similar to a result shown by
Kern and Felderhof (1977). Using the Poincaré-Friedrichs inequality (Smith et al., 2016),

∂tF(ρ) ≤ −a
∫

Ω
(ρm − ρm

S )2 dnx ≤ −aF(ρ)
C

,

where a is a constant set only by the shape of Ω (Smith et al., 2016) and C is given by

C ≡ max
t,Ω

{
F(ρ)

(ρm − ρm
S )2

}
= max

t,Ω

{ 1
m+1ρ

m+1 − ρm
S ρ+ m

m+1ρ
m+1
S

(ρm − ρm
S )2

}
.

Thus, if C is positive and bounded above, F(ρ) will decay exponentially.

As with the specialized V-groove case, we proceed by showing that the argument of C is de-
creasing in ρ and ρS . Suppose m is rational, i.e., m = p/q, where p > q > 0 and p, q ∈ Z. Let
w ≡ ρ1/q and wS ≡ ρ

1/q
S , where the positive real root is taken. Then,

∂

∂ρ

[
F(ρ)

(ρm − ρm
S )2

]
=

−m−1
m+1ρ

2m + 2(m− 1)ρmρm
S − 2m2

m+1ρ
m−1ρm+1

S + ρ2m
S

(ρm − ρm
S )3

=−q(p− q)w2p + 2(p2 − q2)wpwp
s − 2p2wp−qwp+q

S + q(p+ q)w2p
S

q(p+ q)(wp − wp
S)3

= − (w − wS)3

(wp − wp
S)3


p−q−1∑

j=0

(j + 1)(j + 2)
2 wjw2p−3−j

S

+
p−3∑

j=p−q

(p− q)
q(p+ q)

[
−2p+ q

2 j2 +
(

2p2 − 3
2q − 3p

)
j

− (p− 1)(p2 − pq − 2p− q)
]
wjw2p−3−j

S

+
2p−3∑

j=max(p−q,p−2)

(p− q)(j − 2p+ 1)(j − 2p+ 2)
2(p+ q) wjw2p−3−j

S

 ≤ 0
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and

∂

∂ρS

[
F(ρ)

(ρm − ρm
S )2

]
=

−mm−1
m+1ρ

m+1ρm−1
S +mρmρm

S −mρρ2m−1
S + m−1

m+1ρ
2m
S

(ρm − ρm
S )3

=−p(p− q)wp+qwp−q
S + p(p+ q)wpwp

S − p(p+ q)wqw2p−q
S + p(p− q)w2p

S

q(p+ q)(wp − wp
S)3

= − (w − wS)3

(wp − wp
S)3


q−1∑
j=0

p(p− q)
2q(p+ q)

(j + 1)(j + 2)
2 wjw2p−3−j

S

+
p−3∑
j=q

p

p+ q

[
−j2 + (p+ q − 3)j − 1

2
(
q2 + pq − 3p− 3q + 4

)]
wjw2p−3−j

S

+
2p−3∑

j=max(p−2,q)

p(p− q)
2q(p+ q) (p+ q − 1 − j) (p+ q − 2 − j)wjw2p−3−j

S

 ≤ 0.

In both cases, it is easy1 to verify that every coefficient is nonpositive, and so the expression
itself must be nonpositive. Because neither of these expressions has a singularity, we can extend
the results from rational m to real m. Therefore, C is bounded above by its argument’s value
at ρ → 0, ρS → minΩ ρS , i.e.,

C ≤ m

m+ 1

[
min

Ω
ρS

]−(m−1)

and

∂ ln[F(ρ)]
∂t

≤ −am+ 1
m

[
min

Ω
ρS

](m−1)
.

Hence, the PME in a bounded domain with Dirichlet boundary conditions is exponentially stable,
as long as the steady state solution ρS is everywhere positive. In one dimension, the Poincaré-
Friedrichs inequality holds for Neumann boundary conditions as well as Dirichlet, and so the
result holds for Neumann boundary conditions in that case.

This result differs from that of Newman (1984) and Ralston (1984), who used a Lyapunov
functional to show how a finite mass spreading in an infinite domain under the PME approaches
self-similarity. Our result is similar to that of Kern and Felderhof (1977), who showed nonlinear
(but not exponential) stability with a Lyapunov functional for a more general class of generalized

1Note that the minus sign is outside the braces, so one needs to show that each summand within the braces
is nonnegative. Note also that each sum goes over a different set of indices j, so there is no adding terms between
the different sums.
Each term in braces has three sums. Keeping in mind that p > q, the first summand is simply (positive
const.)×(j + 1)(j + 2), which is clearly positive.
The second summand is quadratic in j, with negative quadratic term. Thus, it suffices to show that the term is
positive for j at the extrema (p − q and p − 3 for the ∂ρ equation; q and p − 3 for the ∂ρs equation). Substituting
in these values indeed yields positive expressions.
The third summand contains a positive term times a product of two integers which differ by 1: (j−2p+1)(j−2p+2)
in the ∂ρ equation and (p + q − j − 1)(p + q − j − 2) in the ∂ρs equation. Such products are clearly nonnegative
(since there is no positive and negative integer pair which differ by 1).
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diffusion equations with Dirichlet boundary conditions in a bounded domain; our contribution
is to demonstrate exponential stability for the PME.

Note that for the U-grooves of Chen et al. (2006), the limiting cases of the nearly-rectangular
groove and the highly rounded crescent-like groove both fall into the PME class, and hence have
steady states with exponential nonlinear stability. The general U-groove equation does not fall
into this class, but it does remain a nonlinear diffusion equation and hence exhibits nonlinear
stability (though perhaps not exponential) via the proof by Kern and Felderhof (1977).

5.3 Generalized linear stability of self-similar states
Having demonstrated stability of steady states, we now proceed to self-similar spreading and
draining states. Of course even if the fluid begins by spreading in a self-similar fashion from one
end of a groove of finite length, it will eventually reach the other end and approach the steady
state, as we have just proven. But during the initial spreading, before the fluid is “aware” that
it is in a finite groove and not an infinitely long groove, we may ask whether this self-similar
solution itself is locally stable. That is, can a small perturbation to the self-similar t1/2 spreading
cause the fluid to enter a different regime, perhaps with a different shape or spreading velocity?
As the V-groove equation in self-similar coordinates is no longer amenable to Lyapunov analysis,
we turn instead to a generalized linear stability analysis to answer this question.

Recall that the self-similar solutions to Equation (5.1) with a Dirichlet pressure (or height)
boundary condition were governed by Equation (4.42), i.e.,

SSηη + ηSη + 2(Sη)2 = 0. (5.24)

Given that the base state solutions to Equation (5.24) include advancing and receding states
which vary in the self-similar variable, we appeal to a transient stability analysis to investigate
their behavior. The stability of terminating solutions shown in Figure 4.6, however, will not
be examined in this work because the point of termination requires that additional terms be
included in the governing equation of motion to relieve the diverging stress known to occur at
a moving contact line. Stability analyses for terminating solutions could be performed either by
including a thin precursor film ahead of the contact line or by allowing a slip boundary condition
near the termination point (Davis and Troian, 2003, 2004; Davis et al., 2006). Our approach
will prove stability for all non-terminating self-similar base states, including films which have
arbitrarily thin, yet nonzero, thickness ahead of the termination point. But since we do so while
omitting Van der Waals terms, which are important below ≈ 0.01 microns, our result cannot
be considered a true precursor film stability analysis.

To begin, we linearize the general solution according to

H(η, τ) = S(η) + δH(η, τ), (5.25)

where S(η) satisfies Equation (5.24) with the given boundary conditions, δH(η, τ) represents
the infinitesimal non-modal disturbance function, and τ = ln(T ). Substituting this form into
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Equation (5.1) yields the governing linear disturbance equation to order δH:
∂δH

∂τ
= L[δH], (5.26)

with

L = S

2
∂2

∂η2 +
(

2S′ + η

2

)
∂

∂η
+ 1

2S
′′, (5.27)

where primes denote differentiation by η. It can be shown that L has no positive eigenvalues for
non-terminating solutions of S, i.e., the spectral abscissa βmax[L] < 0 (this fact will be proven
later). Recall from Section 3.1, however, that this implies asymptotic stability under all inner
product norms but only implies transient stability under the normalizing inner product. The
normalizing inner product in this case turns out to be the L2 inner product with integration
weight W = S3 exp

(∫ η
Sdη

)
. That is,∫

S3 exp
(∫

η

S
dη

)
δH1L[δH2]dη =

∫
S3 exp

(∫
η

S
dη

)
δH2L[δH1]dη. (5.28)

This weight does not appear to correspond to any simple physical quantities. Furthermore, the
nonlinear terms in Equation (5.1) have the simple forms HH ′′ and (H ′)2, so that this norm will
not likely be useful to determine when a perturbation becomes large enough for nonlinear effects
to be important. Worst of all, this integration weight diverges as η → ∞. This means that
it effectively measures only very distant perturbations and ignores perturbations near η = 0,
despite the fact that we should be most concerned about instability in the dynamic region at
small η. Therefore, we must determine the transient stability of the system under a more useful
norm rather than simply using the spectral abscissa to claim that the flow is stable.

Three natural choices of inner product immediately come to mind. First is simply the L2 inner
product. This measures physical height variations and gives no preference to different values of
η. From a physical standpoint, one would be concerned about a fluid instability causing thinning
or overfilling of the groove, which is measured by the fluid height. The second choice is the
L2 inner product with weight S2. The integral

∫
δH2S2 can be viewed as an L2 inner product

over the variation of H2, which is proportional to the local cross-sectional area. Thus, this inner
product measures volumetric deviations, rather than height deviations. A third natural choice
would be the H2 inner product, ⟨δH1, δH2⟩ =

∫
(∂ηδH1)(∂ηδH2)dη. This inner product would

be most appropriate for determining when the (H ′)2 nonlinear term becomes significant, and can
also be viewed as measuring velocity deviations, since the local average velocity is proportional
to H ′. The downside is that the H2 adjoint of L cannot be written in closed form.

In the following, we prove that linear perturbations to the self-similar spreading and draining
states are asymptotically stable, and, under the L2 inner product, transiently stable. Under the
L2 norm, the adjoint is given by:

L† = S

2
∂2

∂η2 −
(
η

2 + dS

dη

)
∂

∂η
−
(

1
2 + d2S

dη2

)
. (5.29)
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5.3.1 Generalized stability of volume non-conserving self-similar solutions
In what follows, we examine the generalized linear stability of self-similar non-terminating states
on the finite domain 0 ≤ η ≤ ηB. Recall from Section 3.1 that the fastest growth rate of
perturbations is given by the numerical abscissa, ωmax, which is the least stable eigenvalue of
the transient operator (L + L†)/2. Computing this transient operator using the non-normal
linear operator L from Equation (5.27), we see that

L + L†

2 = ∂

∂η

(
S(η)

2
∂

∂η

)
− 1

4

(
1 + ∂2S

∂η2

)
(5.30)

= S

2
∂2

∂η2 + 1
2
∂S

∂η

∂

∂η
− 1

4

(
1 + ∂2S

∂η2

)
, (5.31)

which satisfies a Sturm-Liouville eigenvalue equation where(
L + L†

2

)
G(η, τ) = λG(η, τ), (5.32)

provided S(η) > 0 and S, dS/dη and d2S/dη2 are continuous within the interval 0 ≤ η ≤ ∞.
As a result, the eigenvalues λ are strictly real and the corresponding eigenfunctions form a
complete orthogonal set of basis functions. According to the definitions in Equation (3.5) then,
if it can be shown that all the eigenvalues of (L + L†)/2 are strictly negative, then ωmax < 0
and disturbance growth is suppressed.

Note that the linear stability of the uniform state S(η) = 1, first shown by Weislogel (2001), is
relatively easy to see. From the definitions given by Equations (5.31) and (5.32)), the relevant
operator sum reduces to (1/2) (∂2/∂η2) − (1/4), which is self-adjoint and therefore normal and
whose eigenvalues are strictly real, negative and given by −[(1/2)(nπ/L)2 + 1/4] for n = 1,
2, etc. According to Equation (5.32), the least stable disturbance δG(η, τ) will evolve in time
according to exp{−[(1/2)(nπ/L)2 + 1/4] τ} and therefore decay away, restoring the system
back to the initial uniform self-similar state.

Proceeding to the self-similar advancing and draining states, we first note a lemma which will
aid in the proofs.

Note: Sturm-Liouville sign convention
In the introduction to stability analysis in Section 3.1, we considered eigenvalue problems of
the form ∂tu = Lu = λu with a positive sign convention, so that λ > 0 implied instability
and λ < 0 implied stability. However, Sturm-Liouville problems are traditionally written
with a negative eigenvalue convention, as Lu = −µu. In order to maintain consistency with
the remainder of the thesis, we continue to use a positive eigenvalue convention. But for
the Sturm-Liouville lemma below, we write out both explicitly as Lu = λu = −µu, with µ
representing the negative-sign Sturm-Liouville eigenvalue.
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Lemma 1. Given a second order Sturm-Liouville eigenvalue equation of the form (P Gη)η +
QG = λG = −µG where P > 0, G ̸= 0, µ is real, and G(0) = G(ηB) = 0, then µmin >

(−Q)min, i.e., λmax < Qmax

where subscripts denote differentiation with respect to the domain coordinate η.

In order for G to satisfy homogeneous conditions at the boundary points, it must be the case
that there exists an extremum within the domain [0, ηB] where Gη(η∗) = 0. Without loss of
generality, the first such extremum from the origin may be assumed to be a local maximum
in G for G > 0. (Note that G can always be made positive at this point by multiplying the
local value by -1 and still remain an eigenfunction). Because PGη must change sign on either
side of this maximum, then at some point in its vicinity, (PGη)η < 0. This yields the relation
µ > −Q(η∗), which therefore implies µmin > −Q(η∗) ≥ (−Q)min, where (−Q)min denotes the
smallest value of −Q within the domain.

Transient and asymptotic stability of advancing solutions S(η)

We first examine the stability of advancing self-similar solutions shown in Figure 4.6. These
solutions are all characterized by a downstream boundary value smaller than the inlet value,
namely S(ηB) = const < S(0) = 1, and an inlet slope which is always negative, namely
Sη(0) < 0. Here and in what follows, ηB represents the coordinate where the downstream
boundary condition is applied.

Establishing that such states are linearly stable requires a finding that the largest eigenvalue of
(L + L†)/2, namely λmax, is negative, which can be satisfied by

λmax < Qmax = −(1 + Smin
ηη )/4 < 0, (5.33)

which in turn requires that Smin
ηη > −1. This minimum value can occur either at some interior

point ηint or at the boundary points η = 0, ηB, which shall be examined separately. When
the minimum value Smin

ηη occurs at the downstream boundary point ηB, the inequality is easily
satisfied for all solutions S, whether advancing or receding, since as evident from Figure 4.6,
all the self-similar solutions asymptote to a uniform thickness, which therefore yields values
Sηη(η → ηB) → 0 > −1.

When Smin
ηη occurs at an interior point ηint, it will then be the case that Smin

ηηη (ηint) = 0.
Differentiation of Equation (4.42) then yields the corresponding third order equation evaluated
at the point ηint [(

Sη

S2

) [
− S + (η + 2Sη) (η + 5Sη)

]]
η=ηint

= 0 (5.34)



87

whose solutions are given by

Sη(ηint) = 0 or (5.35)

=
−7ηint ±

√
9η2

int + 40S(ηint)
20 , (5.36)

which, when substituted into Equation (4.42), provides the value of the curvature at that interior
point, namely

Sηη(ηint) = 0 or (5.37)

= −1
5 +

3η2
int ± ηint

√
9η2

int + 40S(ηint)
50S(ηint)

. (5.38)

The minimal value of this relation is attained for the negative root, which as shown is always
less than -1:

Smin
ηη (ηint) = −1

5 +
3η2

int − ηint
√

9η2
int + 40S(ηint)

50S(ηint)

= −1
5 + 3

50
ηint√
S(ηint)

√ η2
int

S(ηint)
−
√

η2
int

S(ηint)
+ 40

9


≥ −1

5 + 3
50 ×

(
−20

9

)
(5.39)

> −1. (5.40)

The last inequality derives from the general relation η(
√
η2 −

√
η2 + k) ≥ −k/2 for η and k

real and positive.

When the minimum value of Sηη occurs at the origin, evaluation of Equation (4.42) subject to the
Dirichlet condition S(0) = 1 yields the criterion for stability, namely Sηη(0) = −2S2

η(0) > −1.
Since advancing solutions always exhibit negative slopes at the origin, this criterion can be
rewritten as Sη(0) > −1/

√
2. That is, so long as every non-terminating solution satisfies

Sη(0) > −1/
√

2, then said solutions are stable. We therefore must prove that all solutions with
initial condition Sη(0) ≤ −1/

√
2 are terminating solutions. Our numerical results show that in

order for advancing solutions to remain strictly positive throughout the domain [0, LηB] and not
yield a termination point, it must be the case that Sη(0) ≳ −0.349, which is clearly greater than
−1/

√
2. The result can also be proven analytically using the following geometric argument.

Since Sηη(0) = −2S2
η(0) < 0 while Sη(ηB) = 0, there must occur at least one inflection point

in the domain [0, ηB]. Consider the first such inflection point at position ηp where Sηη(ηp) = 0.
As shown in Fig. 5.1, since S(ηp) lies below the extended line 1 + ηpSη(0), then S(ηp) <
1 + ηpSη(0) = 1 − 2Sη(ηp)Sη(0) < 1 − 2S2

η(0). These relations are found by noting that
Sη(ηp) = −ηp/2 from Equation (4.42) and that Sη(ηp) < Sη(0) where both slopes are negative.
This then establishes that Sη(0) > −1/

√
2, which is proof that advancing solutions are linearly

stable at all times.
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Sηη(ηp)=0

Figure 5.1: Representative self-similar solution S(η) (blue solid line) for advancing state. The
(red) dot designates the point ηP where there occurs the first inflection point away from the
origin where Sηη(ηp) = 0. The (purple) dashed line represents a linear extension of the Taylor
expansion of S(η) about the origin to the point ηP .

Transient and asymptotic stability of receding solutions S(η)

We next examine the stability of receding solutions which are characterized by a downstream
boundary value larger than the inlet condition, namely S(ηB) = const > S(0) = 1, and inlet
slopes which are always positive, namely Sη(0) > 0. In order to make use of the lemma
above, we first apply a change of variable to Equation (5.32) such that G(η) is replaced by the
product S(η)G(η) > 0. Straightforward calculation yields yet another Sturm-Liouville eigenvalue
equation with weighting factor S2(η):(

M + M†

2

)
G(η, τ) = λS2(η)G(η, τ), (5.41)

where (
M + M†

2

)
= ∂

∂η

(
S3

2
∂

∂η

)
− S

4 (ηSη + S) . (5.42)

The lemma applies here as well with an adjustment for the weighting factor, λmax < (Q/S2)max,
yielding the result

λmax <max
{

− 1
4S (ηSη + S)

}
. (5.43)

Since for receding solutions all terms in the expression S(ηSη+S) are strictly positive, then λmax,
and hence ωmax, are strictly negative. This demonstration establishes that receding solutions
are transiently and asymptotically linearly stable to any infinitesimal disturbances G satisfying
homogeneous Dirichlet boundary conditions.

5.3.2 Numerical results and comparison to analytic bounds
Our numerical results for the operator exponential governing transient growth are next com-
pared to analytic bounds derived above. Derivatives were constructed using second-order fi-
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nite differences. (In discrete form, these operators are simply square matrices.) Homoge-
neous Dirichlet boundary conditions were enforced by directly reducing the operator matrices.
The numerical abscissa ωmax was obtained by identifying the largest eigenvalue of the corre-
sponding reduced operator matrix (L + L†)/2 according to which ωmax = λmax. The spec-
tral abscissa βmax was obtained by identifying the largest eigenvalue of the reduced matrix
L. The quantity ln(∥ exp(Lτ)∥), representing the maximum instantaneous disturbance am-
plification, was obtained from the operator norm ∥ · ∥ given by the matrix maximum singular
value. Shown in Fig. 5.2 are the numerical results for these three quantities plotted along-
side the analytic bounds for λmax given by max{−(S/4)(ηSη + S)} for receding solutions and
max{−(1 + Sηη)/4} = −(1 + Smin

ηη )/4 for advancing solutions.

As predicted, the values of ln ∥ exp(Lτ)∥ for all times τ fall intermediate between the analytic
upper bound, namely max{−(S/4)(ηSη + S)} for receding solutions or −(1 + Smin

ηη )/4 for
advancing solutions, and the analytic lower bound given by βmax. The numerical results also
confirm that as τ → ∞, the slope of the function ln ∥ exp(Lτ)∥ exactly equals the value βmax,
as must be the case since the asymptotic decay rate of disturbances is dictated by the eigenvalue
of L with maximum real part.

The numerical results in Fig. 5.2 (and similar studies not shown of other receding and advancing
states) reveal that there is no transient nor asymptotic growth of disturbances. Furthermore,
the suppression of disturbances as quantified by ln ∥ exp(Lτ)∥ asymptotes to the eigenvalue
βmax already at early times τ < 9.0. The sudden drop off in the value ln ∥ exp(Lτ)∥ observed
near τ = 8 in Fig. 5.2(b) simply reflects onset of increased damping of disturbances incurred in
the thin precursor film. All results presented were computed using spatial domains 0 ≤ η ≤ ηB

where 5 ≤ ηB ≤ 80 with fixed mesh size ranging from 0.05 to 0.005. As shown in Fig. 5.3,
a domain length of 80 was sufficiently long to ensure numerical convergence irrespective of
mesh size. Note that the analytic bounds (dashed lines) are not sharp, and hence the numerical
stability result does not approach those bounds. As the domain length increases, more and more
of the film is flat, and the numerical abscissa appears to approach the flat-film value of −1/4.
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Figure 5.2: Analytic bounds and numerical results confirming transient and asymptotic stability
of representative receding and advancing self-similar states shown in Figure 4.6.
Left: Results for receding state subject to Dirichlet condition S(η = 80) = 1.33. Note that
lines depicting the numerical abscissa (ωmaxτ) and analytic bound (max{−S(ηSη + S)}τ/4)
lie almost exactly on top of each other.
Right: Results for advancing state with Dirichlet condition S(η = 80) = 0.01.
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Figure 5.3: Results of convergence studies as a function of the domain length ηB (left, with
mesh size), and of the inverse mesh size (right, with domain length ηB = 80). The labels Rec
and Adv refer, respectively, to receding and advancing self-similar solutions shown in Figure 4.6.
The analytic bound for the receding solution is given by max −(S/4)(ηSη + S), as defined in
Equation (5.43). The analytic bounds for the advancing solutions are given by (1 +Smin

ηη )/4, as
defined in Equation (5.33).
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5.4 Conclusion
In this chapter, we have examined the global and linear stability of solutions describing inertia-free
flow of a thin wetting Newtonian film within an open slender V-groove of constant cross-section
with constant liquid contact angle. The study is limited to flow states for which the interface
function representing the local film thickness is always strictly positive thereby ruling out rupture
states. The results furthermore require that the slender approximation be everywhere satisfied,
which in turn sets an upper bound on the interface slope, namely, (∂h/∂z)2 ∼ (d/L)2 ∼ O(ε2).
This constraint can be viewed as a low-pass filtering requirement which prevents low-frequency
modes or disturbances from ever generating high-frequency modes. Consequently, neither the
base states nor disturbances applied to these base states can trigger streamwise capillary waves.
As noted by Yang and Homsy (2006), flow caused by streamwise curvature can also not be
neglected in the limit (θ + α) → π/2.

The steady state stability analysis was extended to the general PME, and in particular demon-
strated exponential nonlinear stability for the limiting cases of nearly-rectangular and highly
rounded crescent-like grooves of Chen et al.’s (2006) U-groove model. The general case of the
U-groove does not fall into the PME class but remains a nonlinear diffusion equation, and hence
exhibits nonlinear stability around the steady state. An analysis of the self-similar spreading
solutions of the U-groove equation would likely require a numerical approach and is beyond the
scope of this work.

The relevant base states for stability analysis include stationary interface states HS(Z) and
self-similar states S(η) which adopt the (dimensionless) Washburn scaling η = Z/T 1/2. The
stationary states allow for various boundary conditions imposed at the ends of the channel in-
cluding Dirichlet-Dirichlet, Dirichlet-Neumann (i.e., flux condition), Neumann-constant volume
or Dirichlet-constant volume. The self-similar states are volume non-conserving and result from
application of Dirichlet boundary conditions. By exploiting an analogy with other gradient flow
equations and examining the asymptotic behavior of the corresponding Lyapunov function, it
was shown that (strictly positive) stationary interface solutions represent exponentially stable
equilibrium points. Disturbances of any type decay away exponentially fast to restore the system
back to the initial stationary state. The second important result is that advancing, uniform and
receding self-similar states satisfying Washburn dynamics are both transiently and asymptoti-
cally linearly stable to infinitesimal perturbations. This finding required implementation of a
generalized non-modal linear stability analysis, since the non-constant nature of the self-similar
states naturally gives rise to non-normal disturbance operators.

These two results provide motivation to use V-grooves as conduits for propellant delivery in
the microfluidic electrospray propulsion (MEP) system, as they can avoid spontaneous overflow
or dryout. But the analysis relied upon a straight V-groove with no external forces. The real
MEP system will have regions with ambient electric fields, and also regions where the V-grooves
must bend and curve in order to deliver the propellant fluid to the emitter needles. The next
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chapter, Chapter 6, will consider the effect of electric fields on the V-groove flow and stability,
and Chapter 7 will analyze curved V-grooves.
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* C h a p t e r 6 *

ELECTRIFIED CAPILLARY FLOW OF A PERFECTLY CONDUCTING FILM IN A
SLENDER V-GROOVE CHANNEL: STEADY STATE, SELF SIMILAR, AND

GENERALIZED STABILITY ANALYSIS

6.1 Introduction
The microfluidic electrospray propulsion (MEP) thruster operates by creating electric field above
emitter needles, and hence inducing the formation of liquid metal cones which subsequently emit
ions or droplets. The electric field will be concentrated at the emitter tips, and weaker but still
existent on the emitter sides and array floor (simply due to these regions being farther from the
electrodes), where the propellant delivery V-grooves are located. Hence we seek to understand
the effect of an electric field on the flow behavior and stability of a conducting liquid in a
V-groove.

Electric fields are known to destabilize conducting liquid films on flat surfaces, and thus the
question immediately arises of whether and when such a phenomenon can occur in V-groove
flow, potentially impairing the functionality of applications such as the MEP. The effect in flat
films has been known since at least the time of Zeleny (1914), who observed the disintegration
of droplets of hydrochloric acid upon exposure to strong electric fields. Tonks (1935) provided
perhaps the first theoretical analysis, explicitly balancing capillary pressure, the Maxwell pressure
induced by an electric field on the surface of a conducting liquid, and gravity, and thus giving
an estimate of the required field strength for a bump-like perturbation of a given length to be
unstable. Frenkel (1936) extended the work of Tonks by performing a formal linear stability
analysis, arriving at the same critical field strength Ecrit. = 2

√
π(gργ)1/4 required to induce

instability with a sinusoidal perturbation wavelength proportional to the size of Tonks’s bump.
Notably, their results showed that for a flat film of infinite extent under a uniform electric field,
the system will always be unstable if there is no gravity. But the weaker the electric field, the
longer the wavelength of unstable perturbations, and hence a bounded system may be stable.
While these original results were computed for an inviscid fluid, the same behavior and critical
field strength apply to viscous films as well (de Surgy et al., 1993). We will see in this chapter
that, even in the absence of gravity, V-groove flow is not unstable at arbitrary low electric fields
due to the capillary pressure penalty of increasing the fluid thickness in the groove. However,
for sufficiently high electric fields, the system will destabilize.

The Weislogel (1996) and Romero and Yost (1996) model can be extended fairly easily to include
additional forces or stresses, as long as the system obeys the slender limit. Additional forces
will introduce extra terms in the bulk and/or boundary condition equations, and further turn
induce a change in the fluid interface shape, which will no longer necessarily be circular. Thus,
while the integrated continuity equation ∂A/∂T = −∂Q/∂Z will still hold, the computation of
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the flux Q and the cross-sectional area A may be modified. These modifications are typically
semi-analytic; that is, a numerical approach may be needed to solve for A and Q across a range
of parameters, just as it was necessary to numerically solve for the flux constant Γ for a range
of α and θ values in the original model (note that in the specific cases considered in this work,
we show the correction to A to be small and leave it out).

The first study including extra forces the basic V-groove flow model was the addition of grav-
ity by Weislogel (1996), as discussed in Chapter 4. An external tangential shear stress was
introduced by Su and Lai (2004), who developed it as a general model without considering
specific applications. They performed numerical simulations with a monotonically increasing or
decreasing shear stress, to show how flow spreading from a constant-pressure or constant-flux
boundary condition could be sped up or slowed down. Yang and Homsy (2006) produced a
similar model (apparently independently) in order to describe V-groove flow with a thermocap-
illary effect, wherein a varying temperature field induces a varying surface tension strength, and
hence a tangential Marangoni stress on the interface. Yang and Homsy (2006) considered only
configurations with stationary interface (which may still have underlying flow), and showed that
certain temperature fields can induce a stationary state with regions where the film thickness
H → 0, i.e., the film dries out. Della Rocca and Troian (2013) constructed a model of a
perfectly conducting fluid flowing in a V-groove with the addition of an electric field, under the
assumption that the field is independent of the liquid interface and groove shape and determined
only by far-field conditions. Such a model might be relevant in the thick-film regime, in which
the fluid nearly fills the V-groove.

In this work, we develop a novel model of the thin-film limit of V-groove flow of a perfectly
conducting liquid under an electric field and study both its base state behavior and its stability.
Our model is developed as an extension of the model of Weislogel (1996) and Romero and
Yost (1996), and similarly produces a nonlinear second-order partial differential equation (PDE)
describing the evolution of fluid interface midline thickness, h, in time (t) and in z, an axial
dimension along the groove. We will consider only electric fields weak enough that the sensitivity
to fluid thickness of the capillary pressure at the interface is greater than Maxwell pressure. The
reason for this is that capillary pressure increases with the fluid interface midline thickness
h, while Maxwell pressure decreases. Hence the capillary effect induces stability and “self-
regulation,” as regions that are thick with fluid will have high pressure and push the excess
towards thinner regions. The Maxwell pressure, on the other hand, induces a positive feedback
driving thick regions to become thicker and thicker. As long as the thickness (h) sensitivity
of the capillary pressure is greater than that of the Maxwell pressure, i.e., |∂pcapillary/∂h| >
|∂pMaxwell/∂h|, then the fluid will remain in the self-regulating regime and a slender-limit model
approach can be effective. In order to construct an analytic form of the Maxwell pressure,
pMaxwell, the fluid thickness is assumed to be small relative to the depth of the groove; specifically,
(d/b)2 ≪ 1, where d is the characteristic fluid thickness and b is the groove depth. The limits
of this regime and exact conditions for the threshold thickness at which it is violated will be
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discussed. Note also that, due to the slender limit assumption, the pressure will be taken to be
constant in the cross-section of the groove. That is, although capillary and Maxwell pressure
are applied at the fluid interface, their effect will extend throughout the depth of the fluid.

An electric field will produce a normal stress if the liquid is a perfect conductor or perfect
dielectric, and both normal and tangential stresses if the fluid is instead a leaky dielectric due
to the accumulation of of charge on the interface (Saville, 1997). We will first outline the
derivation of the general equation of motion for a liquid in a V-groove with an electric field,
without assumptions about the electrical characteristics of the liquid. We will then fully develop
the case of a perfectly conducting liquid in a groove with perfectly conducting walls, that being
the relevant application.

Section 6.2 will develop the equations of motion for flow in a V-groove under a general elec-
tric field, without assumptions about the conductivity of the fluid or substrate, and without
assumptions about the fluid thickness relative to the groove depth. Section 6.3 will derive an
approximate expression for the electric field distribution in a V-shaped groove with perfectly con-
ducting walls and liquid, and Section 6.4 will combine these results into an equation of motion
for a perfectly conducting fluid in a perfectly conducting V-groove with depth much greater than
the fluid thickness. Section 6.5 will demonstrate stationary and self-similar solutions. In Sec-
tion 6.6, we perform a nonlinear stability analysis of stationary solutions and a non-normal linear
stability analysis of self-similar solutions, following the methodology of Chapter 5. Section 6.7
will provide numerical support for some of the approximations used in the model, determining
the regimes of validity. Section 6.8 will conclude and discuss a few remaining issues.

6.2 V-groove model with Maxwell stress
The V-groove flow model of Weislogel (1996) and Romero and Yost (1996) is generalized to
include an electric field. Let the interior half angle of a straight V-groove be denoted α (note
that we follow Weislogel’s convention of α being the internal groove half angle, rather than
Romero and Yost’s convention of α being the exterior groove angle), and the wetting angle of
the fluid against the wall be θ (Figure 6.1). An electric field is produced by some means far
above the fluid interface. The characteristic length of the groove is L, which is much longer
than the fluid interface midline thickness h, the latter characterized by its maximum, d.
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Figure 6.1: Diagrams of V-groove flow system with electric field. (a) Schematic of a perfectly
conducting, wetting liquid film (0 ≤ θ < π/2) flowing within a slender open triangular groove
with constant cross-section and perfectly conducting walls. The maximum midline film thickness
is denoted by d = h(x = 0, z = 0, t) (note that we follow Weislogel’s convention of measuring
the midline film thickness, rather than Romero and Yost’s convention of the film thickness at
the wall) and the channel length by L where (d/L)2 ≪ 1. The groove depth, measured along
the wall, is denoted by b. (b) Cross-sectional view of the flow geometry depicted in (a) where
h(z, t) denotes the local midline film thickness, α is the groove interior half angle (note that
we follow Weislogel’s convention of α being the internal groove half angle, rather than Romero
and Yost’s convention of α being the exterior groove angle), R̂h is the radius of curvature of
the liquid interface and θ is the contact angle of the liquid wetting the channel sidewalls, which
is assumed constant.

6.2.1 Key model assumptions
Several important assumptions underlie the model developed in the following sections, restricting
its domain of validity.

The first set of assumptions is exactly those required for the viscous V-groove model without an
electric field, described in Chapter 4. The liquid is assumed to be Newtonian and incompressible,
as well as isothermal. The geometry is assumed to satisfy the slender limit, in which the slender
parameter, ε = (d/L), satisfies ε2 ≪ 1, where d is the characteristic fluid thickness and L

is the characteristic groove length scale. Working in the slender limit allows the pressure to
be approximated as constant in the cross-section of the groove; thus, although the capillary
and Maxwell forces are applied at the interface, the resulting pressure extends throughout the
depth of the fluid. The fluid is assumed to be sufficiently thick that Van der Waals forces
between the fluid and wall [which are important in the extremely thin film limit, typically for
d ≲ O(0.01 µm)] may be ignored. The region outside the liquid is assumed to be a vacuum.
The liquid is assumed to be purely viscous, i.e., all inertial effects are ignored. This condition
is valid when εReΓ = ε2ργdΦΓ/µ2 ≪ 1, where ε = (d/L) is the slender parameter, ρ is fluid
density, γ is surface tension, µ is dynamic viscosity, and Γ is a geometric factor depending on
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α and θ. Φ = Ca is the slender limit capillary number, which will be shown later to reduce
to a geometric factor depending only on α and θ. Numerical results show that Φ < 0.0335, a
bound which was computed numerically [see Figure 6.3]. In this work, the characteristic fluid
thickness d is taken to be the maximum fluid thickness. Furthermore, the thickness of the
fluid is assumed to be much smaller than the length scale of axial variations. Note that, given
ρ, µ, and γ of a particular liquid, the film being sufficiently thin (i.e., having small enough
d ≪ [µ2L2/(ΦΓγρ)]1/3) is sufficient to ensure the noninertial condition is satisfied. As an
example, consider liquid indium (viscosity µ = 1.60 × 10−3 Pa s, surface tension γ = 0.57
N/m, and density ρ = 7000 kg/m3 [Assael et al.; Chentsov et al., 2012; 2011]) and a groove
with interior half angle α = 45◦, fluid contact angle θ = 15◦, d = 5µm, L = 200µm. Then
Φ ≈ 0.024, Γ ≈ 0.078, and thus εRe ≈ 0.12 and εReΓ ≈ 0.009 ≪ 1. Water (viscosity
µ = 10−3Pa s, surface tension with air γ = 0.07 N/m, density ρ = 1000 kg/m3 [Batchelor,
2000]) in a groove of the same dimensions would have εRe ≈ 0.005 and εReΓ ≈ 0.0004 ≪ 1.

The internal groove half angle, α, is assumed to be constant, as is the liquid wetting angle, θ.
In particular, corrections due to the dynamic variation of θ with fluid velocity are not considered.
The fluid is assumed to be isothermal, and its density, ρ, viscosity, µ, and surface tension, γ,
are similarly assumed to be constant.

In this work, gravitational effects are ignored; specifically, it is assumed that the Bond number
Bo = ρgd2/γ ≪ εΦ, where g is gravitational acceleration. This can be achieved with a
sufficiently thin film, or with a thicker film in a low gravity environment. As an example, taking
values for liquid indium and a groove with α = 45◦, θ = 15◦, d = 5µm, L = 200µm, and using
Earth gravity of g = 9.8 m/s2, then Bo/(εΦ0) ≈ 0.005 ≪ 1. Water in a groove of the same
dimensions would have Bo/(εΦ0) ≈ 0.006 ≪ 1.

Additional assumptions specific to the electric field model of this work are also required. The
electric field distribution outside the groove is assumed to be time-independent, and slow-
varying along the groove axis; specifically, the it is assumed that the variation in the electric
field measured at the top of the groove has a length scale of at least O(L). This assumption
will be applied in Section 6.2, in which the blueprint of deriving a reduced order model for flow
in a V-groove with an electric field is presented, without assumptions on the electrical properties
of the liquid itself.

Following the generalized derivation in Section 6.2, a specific derivation is carried out from Sec-
tion 6.3 onward, requiring additional constraints on the electric field and material properties of
the system. It will be assumed that both the liquid and the groove walls are perfect conductors,
and further that the thickness d of the film is smaller than the groove depth, b; specifically,
(d/b)2 ≪ 1. These assumptions will allow analytic determination of the relevant electric field
distributions, and further are relevant to the MEP device, which uses a liquid metal propellant
and a substrate which has been precoated with liquid metal. A smoothness condition for the
transverse variation across the groove of the outside electric field will also be required, details of
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which are discussed in Section 6.3. It will be assumed that the thickness (h) sensitivity of the cap-
illary pressure is greater than that of the Maxwell pressure, i.e., |∂pcapillary/∂h| > |∂pMaxwell/∂h|;
electric fields exceeding this value are likely to cause fluid breakup and prevent flow in the groove.
This constraint can be expressed as ψouter

0 < (α/π)
√

(2b2/ϵ0)[γ/(dR̂)][1/(mĈ)(b/d)m [Equa-
tion (6.47)], where ψouter

0 is the first term in a cosine transform of the electric potential at the
top of the groove, ϵ0 is the permittivity of free space, R̂(α, θ) is a geometric factor determining
the interface curvature, m = (π/α) − 2 is the Maxwell pressure exponent in the groove, and
Ĉ is an O(1) geometric factor reflecting the groove shape and external electric field. Finally, it
will be assumed that the electric field does not induce a significant change in the cross-sectional
interface shape, and hence assumed that one can use the cross-sectional area, flux factor, and
capillary pressure of the V-groove with no electric field. This assumption is evaluated numerically
in Section 6.7 to confirm its validity.

Note that the analysis does not assume that the electric field and liquid interface are independent;
rather, the electric field depends on the liquid thickness and is updated accordingly, affecting
in turn the Maxwell pressure on the liquid. However, due to the slender limit and slow-varying
electric field assumptions, the axial curvature of the interface is assumed not to affect the electric
field. For systems not subject to the slender limit, the feedback between interface shape of a
conducting liquid and electric field distribution can lead to rapid interface acceleration and the
formation of conic liquid structures; see, for example, Albertson and Troian (2019); Zhou and
Troian (2021).

6.2.2 Bulk equations
The continuity and Navier-Stokes equations are given by

∇ · u⃗ = 0, (6.1)

ρ

[
∂u⃗

∂t
+ (u⃗ · ∇) u⃗

]
= −∇p+ µ∇2u⃗ (6.2)

where the velocity field in Cartesian coordinates is represented by u⃗ = (u, v, w), the fluid pressure
by p(x, y, z), and the constant fluid density by ρ. Note that additional bulk forces due to the
electric field would arise in Equation (6.2) if the permittivity within the fluid varied (e.g., due
to density or temperature variations), or if there were free charges (such as in an ionic liquid)
(Landau and Lifshitz, 1984); we do not consider these cases.

We nondimensionalize just as in Chapter 4, and relevant quantities are listed in Table 6.1. Note
in particular that we set the characteristic velocity and time scales using the capillary pressure,
rather than the Maxwell pressure, because of the requirement that capillary pressure thickness
sensitivity dominate Maxwell pressure thickness sensitivity (a condition which will be satisfied
if the capillary pressure is sufficiently large compared to the Maxwell pressure). The capillary
pressure is thus the natural reference for nondimensionalizing velocity and other variables.
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Quantity Scaling Rescaled
variable

Slender parameter ε = d/L; ε2 ≪ 1
Thin film parameter
(film thickness/groove depth) δ = d/b; δ2 ≪ 1

Coordinates xc = d X = x/xc

yc = d Y = y/yc

zc = L Z = z/zc

Polar coordinates r, β

Velocity uc = εwc U = u/uc

vc = εwc V = v/vc

wc = εγCa/µ W = w/wc

Streamwise flux qc = d2wc Q = [
∫

Ωwdxdy]/qc

Stress tensor (in vacuum) τ̃vac. (Eq. 6.6)
Stress tensor (in liquid) τ̃liq. (Eq. 6.7)

Electric potential (in vacuum) ψc Ψ = ψ/ψc

Electric potential (in liquid) Ψliq. = ψliq./ψc

Relative permittivity ϵr = ϵliq./ϵ0
Interface electric field strength χ(Z) = [(WeR̂)/2](ψouter

0 (z)/ψc)2Ĉ

Electric field Ec = (ψc/b)(π/α)(d/b)[π/(2α)]−1

Pressure pc = µwc/(εd) P = p/pc

Rescaled pressure P = PCaR̂

Time tc = L/wc T = t/tc

Interface midline yc = d H = h(z, t)/yc

thickness
Interface shape yc = d Σ(X,Z, T ) = σ(x, z, t)/yc

Stationary state HS(Z)
midline thickness

Self-similar variable η = Z/
√
T

Self-similar state S(η)
midline thickness

Reynolds number Re = ρwcd/µ
Slender limit capillary number Ca = wcµ/(εγ) = Φ(α, θ)
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Electric Weber number We = ϵ0E
2
cd/γ = Caϵ0E2

c (dε)/(wcµ)
Maxwell pressure exponent m = (π/α) − 2
Electric geometric factor (Eq. 6.36) Ĉ(α, θ, electrode geom.) = O(1)

Table 6.1: Characteristic scalings and nondimensional vari-
ables used to describe dimensionless system shown in Figures 6.1
and 6.4. Note that ψouter

0 (z) denotes the 0th order term in a
cosine transform of the applied electric field at the top of the
groove, r = b (see Section 6.3.2).

The dimensionless forms of Equations (6.1) and (6.2) are then given by

0 = ∂XU + ∂Y V + ∂ZW, (6.3a)

ε3ReDU
DT

= −∂XP + ε2
[
∂XX + ∂Y Y + ε2∂ZZ

]
U, (6.3b)

ε3ReDV
DT

= −∂Y P + ε2
[
∂XX + ∂Y Y + ε2∂ZZ

]
V, (6.3c)

εReDW
DT

= −∂ZP +
[
∂XX + ∂Y Y + ε2∂ZZ

]
W, (6.3d)

where D/DT is the dimensionless material derivative

D

DT
= ∂T + U∂X + V ∂Y +W∂Z . (6.4)

In the limits where ε2 ≪ 1, εRe ≪ 1, the governing equations, Equation (6.3), then reduce to

∂XU + ∂Y V + ∂ZW = 0, (6.5a)

∂XP = 0 +O(ε2), (6.5b)

∂Y P = 0 +O(ε2), (6.5c)

∂ZP = ∂XXW + ∂Y Y W +O(ε2). (6.5d)

6.2.3 Boundary conditions at the liquid interface
The two (dimensional) boundary conditions specifying the jump in normal and tangential stresses
across the gas/liquid interface σ(x, z, t) can be written in terms of the stress tensor inside the
liquid, τ̃liq., and the vacuum region stress tensor τ̃vac.. (Note that τ̃ here represents the full
stress tensor including the pressure, not the deviatoric stress tensor.)

Letting the electric field in the vacuum region be represented by ψ and the electric field within
the liquid be represented by ψliq., the stress tensors become

τ̃vac.ij = ϵ0

[
∇iψ∇jψ − 1

2δij∇kψ∇kψ

]
(6.6)

τ̃liq.ij = µ[∇iuj + ∇jui] − pδij + ϵliq.

[
∇iψ

liq.∇jψ
liq. − 1

2δij∇kψ
liq.∇kψ

liq.
]

(6.7)
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where δij is the identity matrix (Saville, 1997). The external pressure has, without loss of
generality, been set to a reference pressure of 0.

The interfacial stress balance conditions are then

[n̂ · (τ̃liq. − τ̃vac.) · n̂+ γ(∇s · n̂)]y=σ(x,z,t) = 0, (6.8a)[
t̂i=1,2 · (τ̃liq. − τ̃vac.) · n̂

]
y=σ(x,z,t)

= 0, (6.8b)

where ∇s = (∇ − n̂(n̂ · ∇)) is the surface gradient operator, and the triad (n̂, t̂x, t̂z) is the
three unit vectors representing directions normal and tangent to the moving interface with the
convention that n̂ points away from the fluid.

In rescaled units, the unit vectors are given by

N̂ = 1
[1 + (∂XΣ)2 + ε2(∂ZΣ)2]1/2


−∂XΣ

1
−ε∂ZΣ

 , (6.9a)

T̂X = 1
[1 + (∂XΣ)2]1/2


1

∂XΣ
0

 , (6.9b)

T̂Z = 1
[1 + ε2(∂ZΣ)2]1/2


0

ε∂ZΣ
1

 , (6.9c)

where Σ(X,Z, T ) = σ(x, z, t)/d denotes the nondimensional interface function and subscripts
denote differentiation with regard to the rescaled coordinates.

To order O(ε2) then, the dimensionless normal boundary condition reduces to the form

0 = −P |Y =Σ(X,Z,T ) − Ca−1
(

∂2
XΣ

[1 + (∂XΣ)2]3/2

)

+ We
Ca

{[1
2 |∇Ψ|2 −

(
N̂ · ∇Ψ

)2
]

− ϵr

[1
2

∣∣∣∇Ψliq.
∣∣∣2 −

(
N̂ · ∇Ψliq.

)2
]}

Y =Σ(X,Z,T )
+O(ε2)

(6.10a)

=
[
−P − Ca−1K(X,Z, T ) + PMaxwell

]
Y =Σ(X,Z,T )

+O(ε2), (6.10b)

where PMaxwell is the total Maxwell pressure (defined by the term with the coefficient We/Ca)
(Landau and Lifshitz, 1984) and K(X,Z, T ) is the dimensionless mean curvature of the interface
function Σ(X,Z, T ) (defined to be positive for a wetting liquid). According to Equation (6.5b),
the pressure P is independent of (X,Y ), and thus the quantity (PMaxwell − Ca−1K) must also
be a function of Z alone. In the absence of an electric field, this condition would imply that K
is a function of Z alone and thus that the interface is a circular section. However, that is no
longer the case here, and a nonzero Maxwell pressure breaks the circularity of Σ(X,Z, T ).
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The tangential boundary conditions meanwhile become

0 =
[
∂Y W − (∂XΣ)∂XW√

1 + (∂XΣ)2

]
Y =Σ(X,Z,T )

− We
Ca

[(
ε−1T̂Z · ∇Ψ

) (
N̂ · ∇Ψ

)
− ϵr

(
ε−1T̂Z · ∇Ψliq.

) (
N̂ · ∇Ψliq.

)]
Y =Σ(X,Z,T )

+O(ε2),

(6.11a)

0 =
[(
T̂X · ∇Ψ

) (
N̂ · ∇Ψ

)
− ϵr

(
T̂X · ∇Ψliq.

) (
N̂ · ∇Ψliq.

)]
Y =Σ(X,Z,T )

+O(ε2). (6.11b)

6.2.4 Surface shape
In principle, we next must determine the shape of the fluid surface. In particular, the cross-
sectional surface must satisfy the ordinary differential equation ∂XP = 0, with the sides sat-
isfying the contact angle condition ∂XΣ(X,Z, T )|wall = cot(α + θ)sign(X). If PMaxwell were
independent of Σ(X,Z, T ) and X, then the result would be a segment of a circle. But for a
conducting or dielectric film, that will not be the case.

However, it turns out to be sufficient for our case of interest (specifically, for a conducting
fluid which is thin compared to the height of the groove walls) to approximate the surface as
a circular segment. For a more accurate model, the surface shape would need to be computed
numerically. Writing PMaxwell as a functional PMaxwell[Σ, X] and calling the midline interface
thickness H, i.e., Σ(X = 0, Z, T ) = H(Z, T ), the surface would need be computed for each
given H. Solving ∂X(PMaxwell − Ca−1K) = 0 with the aforementioned contact angle boundary
conditions and the additional condition Σ(X = 0, Z, T ) = H(Z, T ) will yield the desired result,
as long as PMaxwell is not dependent on Z-derivatives of Σ(X,Z, T ). While we will carry out
such an analysis for the curved-backbone V-groove problem in Chapter 7, we do not do so here,
as the resulting correction is small; see Section 6.7 for a numerical quantification of the errors
induced by this approximation. From now on, we will assume that the surface is a circular
section and the pressure is a function of H and Z alone, i.e., P = P [H,Z].

6.2.5 Flux
To compute the cross-sectional flux, it is necessary to solve

∂P [H,Z]
∂Z

= (∂XX + ∂Y Y )W, (6.12a)

0 = W |wall, (6.12b)

0 =
[(

T̂Z − ∇W
)

· N̂
]

Y =Σ(X,Z,T )
, (6.12c)

for (X,Y ) ∈ Ω(Z, T ), the cross-sectional liquid domain. Here T̂ represents the boundary stress
term in Equation (6.11a), which would arise for a leaky dielectric fluid. As with the pressure, let
us assume that T̂Z · N̂ = TNZ is a function of Z and H alone; the same simplifying assumption
was made by Su and Lai (2004) and Yang and Homsy (2006) (although their interfacial stresses
did not arise from electric effects). Note that the leaky dielectric model includes an equation
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of motion for free charges on the fluid interface (Saville, 1997), and it would take additional
work to validate the assumption that the motion of such charges does not induce a significant
X-dependence of the shear stress. We make this simplifying assumption here in order to provide
a blueprint for how one might proceed with a leaky dielectric; from Section 6.3 onward, we will
consider only perfectly conducting fluids and not leaky dielectrics.

Decomposing the streamwise velocity asW = −(∂P [H,Z]/∂Z)M1+H−1TNZ [H,Z]M2, Equa-
tion (6.12) then becomes

−1 = (∂XX + ∂Y Y )M1, (6.13a)

0 = M1|wall, (6.13b)

0 =
[
∇M1 · N̂

]
Y =Σ(X,Z,T )

, (6.13c)

and

0 = (∂XX + ∂Y Y )M2, (6.14a)

0 = M2|wall, (6.14b)

1 =
[
H−1∇M2 · N̂

]
Y =Σ(X,Z,T )

, (6.14c)

again to be solved for (X,Y ) ∈ Ω(Z, T ), the cross-sectional liquid domain. Just as in Chapter 4,
these equations can be solved once for a given α and θ by scaling the domain Ω by H. An
example of the resulting streamwise velocity factors M1 and M2 for a groove of α = 30◦,
θ = 15◦, is shown in Figure 6.2.

The resulting flux is then

Q(Z, T ) =
∫

Ω(Z,T )
W = −H4Γ(α, θ)∂ZP +H3ΓT (α, θ)TNZ , (6.15)

where Ω(Z, T ) represents the cross-sectional liquid domain (Figure 6.1 b), Γ(α, θ) is the same
constant geometric flux factor as in Chapter 4 (also shown in Figure 6.3) defined by Γ(α, θ) =
[
∫

ΩM1dXdY ]/H4, and ΓT (α, θ) = [
∫

ΩM2dXdY ]/H3 is a geometric flux factor coming from
solving Equation (6.14) for the tangential-stress-driven component of the streamwise velocity.
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(a) (b)

Figure 6.2: Contour plots of streamwise velocity factors M1 and M2, defined by Equa-
tions (6.13) and (6.14), in a slender V-groove with groove half angle α = 30◦ and fluid contact
angle θ = 15◦. Results are plotted on coordinates normalized by H, i.e., {X/H, Y/H}. Note
that the color scales differ between (a) and (b).
(a) Streamwise velocity factor, M1, computed according to Equation (6.13). Note that this is
identical to the velocity factor arising in a groove without an electric field.
(b) Streamwise velocity factor, M2, computed according to Equation (6.14), arising due to
tangential stresses. Note that such a streamwise velocity correction would arise in the case of a
leaky dielectric fluid, which produces tangential stresses. However, the main result of this work
will consider only perfectly conducting fluids, and hence the streamwise velocity will consist only
of the M1 term, without M2.
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Figure 6.3: Geometric functions pertinent to capillary flow of a Newtonian liquid film with con-
stant contact angle θ in a straight V-groove with internal groove half angle α satisfying the
Concus-Finn condition θ + α < π/2.
(a) Â(θ, α), defined by Equation (6.17)
(b) P̂ (θ, α) = 1/R̂(θ, α), defined by Equation (6.38)
(c) Γ(θ, α), defined by Equation (4.22)
(d) Φ(θ, α) = Γ(α, θ)P̂ (α, θ)/Â(α, θ). Note that according to the nondimensionalization
scheme of this work, Ca = Φ.
These geometric functions were plotted earlier in Chapter 4, Figure 4.4, and are included again
for convenience. Note that because the system satisfies the Concus-Finn condition, data at
higher θ is cut off earlier at α = π/2 − θ.
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6.2.6 Combined equation
Using the integrated conservation of mass equation ∂TA = −∂ZQ, with A = ÂH2 (due to
the assumption that the interface deviates only negligibly from a circular section), the general
V-groove equation of motion becomes

∂H2

∂T
= Γ
Â
∂Z

[
H4∂ZP − ΓT

Γ H3TNZ

]
, (6.16)

where P is the pressure due to capillary and Maxwell forces and TNZ is the tangential stress
in the case of a leaky dielectric. Γ(α, θ) and Â(α, θ) are positive geometric factors dependent
only on the internal groove angle, α, and the wetting angle, θ (see Chapter 4 for more details).
Γ(α, θ) must be computed numerically by solving the streamwise velocity Poisson equation,
Equation (6.13), in the cross-sectional liquid domain (Figure 6.1 b); the result is plotted in
Figure 6.3 (c). The cross-sectional area factor can be expressed in closed form as

Â = cos θ sinα cos(α+ θ) − (π/2 − α− θ) sin2 α

(cos θ − sinα)2 . (6.17)

The tangential stress term matches that found by Yang and Homsy (2006) in the thermocapillary
problem; ΓT would also have to be computed numerically by solving the Laplacian equation for
tangential-stress-induced streamwise velocity, Equation (6.14).

We will now specialize to the case of a perfect conductor, meaning that TNZ = 0, and

∂H2

∂T
= Γ
Â
∂Z

[
H4∂ZP

]
, (6.18)

where P (Z, T ) = Pcapillary(X,Z, T ) + PMaxwell(X,Z, T ) (note that Pcapillary and PMaxwell may
individually vary in X, i.e., transversely across the groove, but their sum must be constant in
X). All that remains is to determine the expression for P for a given system.

6.3 Electric field distribution in conducting groove with thin fluid
The previous section laid out the methodology for constructing the model. While a general
derivation was presented to cover the cases of the fluid being a perfect conductor, dielectric, or
leaky dielectric, we now consider only perfectly conducting fluids, meaning that TNZ = 0. We
will also consider only specific electric fields. In order for the model to be valid, the electric
fields must remain in the long wavelength limit. Thus, the groove and electrode geometry must
be slowly-varying in the z dimension.

A variety of geometries may be considered; here we will concentrate on a perfectly conducting
fluid in a groove whose walls are much higher than the fluid thickness. While in principle A and
Q will depend on H in a complicated manner than can be determined only numerically, when
the fluid is very thin in the corner of the groove, i.e., (d/b)2 ≪ 1, the electric field’s influence
will be near the power-law solution for an electric field in a wedge. In this limit, H also becomes
separable from the cross-sectional area expression, A, and the flux, Q, yielding a semi-analytic
solution with H dependence in closed form expressions, rather than numerical functions.
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6.3.1 Electric field slow variation assumptions
The electric potential must be Laplacian in the vacuum region, i.e.,

∇2ψ = ∂xxψ + ∂yyψ + ∂zzψ = 0. (6.19)

We consider only electric fields which are slow-varying in z, i.e., along the groove axis. Specif-
ically, we require that at the top of the groove, the length scale of electric field variations in
z is ≥ O(L), the characteristic groove length scale. Thus, for example, a counter-electrode at
the top of the groove with O(d) length scale variations in its geometry or potential would be
disallowed. If the slow-varying condition holds, then the electric potential in the vacuum region
of the groove may be nondimensionalized as

∂XXΨ + ∂Y Y Ψ + ε2∂ZZΨ = 0, (6.20)

where Ψ = ψ/ψc, X = x/d, Y = y/d, Z = z/L, and ε = d/L (see Table 6.1), so that
the electric field can be considered in 2D “slices,” satisfying ∂XXΨ + ∂Y Y Ψ = 0 up to O(ε2)
corrections.

We further consider only fields which are sufficiently smooth in the transverse direction across
the groove. Specifically, letting ψouter(β) be the electric field distribution on a circular section
a distance b from the groove corner (i.e., the field distribution at the top of the groove), with
β being the angular coordinate (see Figure 6.4), and letting ψouter

k be the cosine transform of
ψouter with wavenumber k, it is assumed that |ψouter

0 /ψouter
k | > (d/b)2(k−1) ∀k. That is, the

0th wavenumber, representing a constant far-field potential at radial distance r = b from the
groove corner, does not need to be larger than higher-order ψouter

k modes, but needs to be only
(d/b)2(k−1) times their size. As the film gets thinner compared to the groove depth, (d/b) gets
smaller and the constraint is loosened. Intuitively, this condition may be understood as the
requirement that the liquid film interface does not “see” any variations in the far-field potential;
the thinner the film, the more leeway there is for far-field details to get washed out inside the
groove. The distance b at which the “outside” electric potential is defined is either the diagonal
depth of the groove wall or the distance to the nearest charge or counter-electrode (in the case
that such a charge or counter-electrode is placed lower than the groove wall depth).

6.3.2 Electric field in a 2D wedge
Note that the analysis in this section will be carried out in dimensional variables, with a fixed
fluid midline height of h = d. Consider a wedge with opening half angle α and an outer radial
limit b, as in Figure 6.4. Assume the walls and fluid interface are perfect conductors (and hence
have ψ = 0), and the outer boundary has some potential distribution ψ|r=b = ψouter(β). In
polar coordinates (r, β), we must then solve

∇2ψ = ∂rrψ + 1
r
∂rψ + 1

r2∂ββψ = 0 (6.21)
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Figure 6.4: Cross-sectional schematic of the system depicted in Figure 6.1 (b), with quantities
relevant to the electric field solution in a 2D wedge emphasized. The system is described in
polar coordinates {r, β}, with β = 0 at the center of the groove and β = ±α being the groove
walls. The groove walls are grounded, so that ψ|β=±α = 0, and the electric potential at the top
of the groove, a distance b from the corner, is ψ|r=b = ψouter(β). The boundary of the annular
wedge domain, tracing out r = d, is shown, as is the fluid interface, shown with interface midline
thickness d. Note that the variables shown in this diagram are dimensional.

with boundary conditions

ψβ=±α = 0 (6.22a)

ψr=b = ψouter(β) (6.22b)

ψr=σ(β) = 0, (6.22c)

where r = σ(β) = d× Σ(β) is the fluid interface.1

Solving Equation (6.21) with only the wall condition Equation (6.22a) by separation of variables
yields

ψ =
∞∑

j=−∞
cjr

(j+1/2)(π/α) cos
[(
j + 1

2

)
π

α
β

]
, σ(β) ≤ r ≤ b. (6.23)

Solving for cj such that the field vanishes at the fluid surface is analytically intractable, even
when the surface has a simple shape such as a semicircle, and thus a numerical approach will
be necessary. However, we can analytically determine the scaling of the electric field gradient in
the limit of a distant electrode, so long as the fluid interface is sufficiently well-behaved. To do

1Note that in reality the interface depends on z and t as well, having the form σ(β, z, t) = d × Σ(β, Z, T ).
However, since we are solving in 2D “slices” due to the assumptions that the electric field is time-independent
and slow-varying in Z, we simplify notation by omitting z and t from σ in this section.
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so, we will first solve for the field in the tractable case of a homogeneous Dirichlet condition on
a circular boundary with negative-curvature (instead of the realistic fluid interface, which has
positive curvature and is not circular), forming an annular wedge domain. The following section
will show that when δ = (d/b) ≪ 1, the Maxwell pressure scales as (d/b)(π/α)−2, where b is
the distance to the outside electric field (defined as the groove wall length or the distance to
the nearest charge or counter-electrode, whichever is shorter) and d is the inner radius of the
annulus. In the subsequent section, the annular wedge analysis will be extended to the case of
a more general fluid interface, where it will be shown that the dominant contribution to the
Maxwell pressure still scales as (d/b)(π/α)−2. This scaling result will be verified numerically in
Section 6.7.

Electric field in a 2D annular wedge

To find the annular wedge solution, we solve for ca.w.
j using the boundary conditions ψa.w.|r=b =

ψouter(β) and ψa.w.|r=d = 0. Defining

ψouter
k = 1

α

∫ α

−α
cos

[(
k + 1

2

)
π

α
β

]
ψouter(β)dβ, (6.24)

the outer and inner boundary constraints become

ψouter
k = ca.w.

k b(k+1/2)(π/α) + ca.w.
−k−1b

−(k+1/2)(π/α), (6.25a)

0 = ca.w.
k d(k+1/2)(π/α) + ca.w.

−k−1d
−(k+1/2)(π/α), (6.25b)

yielding

ca.w.
k = b−(k+1/2)(π/α)

1 − δ2(k+1/2)(π/α)ψ
outer
k (6.26)

and

ψa.w. =
∞∑

j=0

[
1

1 − δ2(j+1/2)(π/α)

(
r

b

)(j+1/2)(π/α)
+ 1

1 − δ−2(j+1/2)(π/α)

(
r

b

)−(j+1/2)(π/α)
]

× ψouter
j cos

[(
j + 1

2

)
π

α
β

]
=

∞∑
j=0

δ(j+1/2)(π/α)

1 − δ2(j+1/2)(π/α)

[(
r

d

)(j+1/2)(π/α)
−
(
r

d

)−(j+1/2)(π/α)
]
ψouter

j cos
[(
j + 1

2

)
π

α
β

]
(6.27)

We are interested in the behavior of the field near the fluid surface, i.e., at r = d. By the
assumption that d < b, the lowest powers of δ = (d/b) will dominate the result. The ratio in
magnitude of the kth term in the series to the 0th term then has order δk(π/α)|ψouter

k /ψouter
0 |,

which is ≤ δ2k|ψouter
k /ψouter

0 |, where we have used the fact that α < π/2 (α must be less than
π/2 for the substrate to form a groove instead of a plane or an external corner). Therefore, so
long as |ψouter

k /ψouter
0 | < O(δ−2(k−1)) (the smoothness condition which we assumed a priori),
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then the 0th order term will dominate the series and all higher order terms will be at most
O(δ2). The electric field near the inner annulus surface is then well-approximated by

ψa.w. =
[(

r

b

)(1/2)(π/α)
− δ(π/α)

(
r

b

)−(1/2)(π/α)
]
ψouter

0 cos
[(1

2

)
π

α
β

] [
1 +O(δ2)

]
. (6.28)

The Maxwell pressure of the annular wedge solution at r = d,β = 0 is then given by

pa.w.|r=d,β=0 = − 1
2ϵ0

[
(∂rψa.w.)2 + 1

r2 (∂βψa.w.)2
]∣∣∣∣

r=d

= −ϵ0(ψouter
0 )2

b2
π2

8α2

[(
r

b

)(π/α)−2
+
(
r

b

)−(π/α)−2
δ2(π/α) +

(
r

b

)−2
δ(π/α) cos

(
πβ

α

)]
r=d,β=0

= −ϵ0(ψouter
0 )2

b2
π2

4α2 δ
(π/α)−2

[
1 + cos

(
πβ

α

)]
β=0

[
1 +O(δ2)

]
= −ϵ0(ψouter

0 )2

b2
π2

2α2

(
d

b

)(π/α)−2 [
1 +O(δ2)

]
. (6.29)

Note in particular that pa.w.|r=d scales as δ(π/α)−2 = (d/b)(π/α)−2. Note also that the pressure
of the annular wedge solution differs from the pressure of the pure wedge solution evaluated at
r = d (the latter has an extra multiplicative factor of 1/4).

Electric field in a 2D wedge with a nontrivial fluid interface

Having solved the annular wedge solution, we now consider the general solution to the electric
potential ψ satisfying Equation (6.21) and boundary equations Equations (6.22a) to (6.22c).
But because it is difficult to deal with a boundary condition on r = σ(β), we instead construct
an equivalent boundary condition ψr=d = ψinner(β). That is, ψinner(β) is the boundary condition
on the annular wedge domain which gives a solution with ψ|r=σ(β) = 0.

In the same manner as ψouter
k , we define

ψinner
k = 1

α

∫ α

−α
cos

[(
k + 1

2

)
π

α
β

]
ψinner(β)dβ, (6.30)

and the outer and inner boundary constraints become

ψouter
k = ckb

(k+1/2)(π/α) + c−k−1b
−(k+1/2)(π/α), (6.31a)

ψinner
k = ckd

(k+1/2)(π/α) + c−k−1d
−(k+1/2)(π/α), (6.31b)

yielding

ck = b−(k+1/2)(π/α)

1 − δ2(k+1/2)(π/α)

[
ψouter

k − δ(k+1/2)(π/α)ψinner
k

]
. (6.32)

Comparing the magnitudes of a term with k ̸= 0 to the 0 term:∣∣∣∣∣ckd
(k+1/2)(π/α)

c0d(0+1/2)(π/α)

∣∣∣∣∣ = δ(k+1/2)(π/α)[1 − δ2(0+1/2)(π/α)]
δ(0+1/2)(π/α)[1 − δ2(k+1/2)(π/α)]

∣∣∣∣∣ψouter
k − δ(k+1/2)(π/α)ψinner

k

ψouter
0 − δ(0+1/2)(π/α)ψinner

0

∣∣∣∣∣
= O(δ2) ×

∣∣∣∣∣1 − δ(k+1/2)(π/α)ψinner
k /ψouter

k

1 − δ(0+1/2)(π/α)ψinner
0 /ψouter

0

∣∣∣∣∣ . (6.33)
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The annular boundary r = d and the true interface boundary r = σ(β) = dΣ(β) are a distance
O(d) apart. If Σ(β) is sufficiently smooth, then it may be the case that limδ→0 ψ

inner
k /ψouter

k <

O(δ−k(π/α)), and hence that the kth series term is O(δ2) smaller than the 0th series term. This
would be nontrivial to prove, and indeed would not be true if Σ(β) were to have a sharp corner
or cusp. The contact line, where the interface meets the wall, is certainly not smooth if θ > 0;
however, being an internal rather than external corner, it is not expected to lead to a singularity
inducing an arbitrarily large electric field (Jackson, 2012). We will take it as an assumption here
that the interface is smooth and that the contact line does not significantly affect the electric
field, and later confirm the results numerically. Therefore, the field near the fluid surface can be
approximated using only the k = 0 and k = −1 terms:

ψ =
{[(

r

b

)(1/2)(π/α)
− δ(π/α)

(
r

b

)−(1/2)(π/α)
]
ψouter

0 + δ(1/2)(π/α)
(
r

b

)−(1/2)(π/α)
ψinner

0

}

× cos
[(1

2

)
π

α
β

] [
1 +O(δ2)

]
= δπ/(2α)

{[(
r

d

)(1/2)(π/α)
−
(
r

d

)−(1/2)(π/α)
]
ψouter

0 + δ−(1/2)(π/α)
(
r

d

)−(1/2)(π/α)
ψinner

0

}

× cos
[(1

2

)
π

α
β

] [
1 +O(δ2)

]
, σ(β) ≤ r ≪ b. (6.34)

Evaluating ψ at the fluid interface r = dΣ(β),

0 = ψ|r=dΣ(β) =
{
O(δ(1/2)(π/α))ψouter

0 +O(δ0)ψinner
0

}
cos

[(1
2

)
π

α
β

] [
1 +O(δ2)

]
. (6.35)

In order for ψ to vanish at the fluid surface, it must then be the case that ψinner
0 = O(δ(1/2)(π/α)),

yielding the same scaling as the annular wedge solution. In other words, despite all the ugly
calculations, we conclude that we can use the Maxwell pressure from an annular wedge as a
good approximation to the Maxwell pressure for a different fluid interface shape in a wedge, so
long as the fluid is sufficiently shallow compared to the wedge depth and the assumptions of
sufficiently smooth fluid interface and outside electric field distribution hold. In the remainder
of this work, we will approximate Maxwell pressure as

pMaxwell|r=h,β=0 = Ĉpa.w.|r=h,β=0 = −ϵ0(ψouter
0 )2

b2
π2

2α2

(
h

b

)(π/α)−2
Ĉ
[
1 +O(δ2)

]
, (6.36)

where Ĉ is an O(1) correction to the annular wedge pressure. Note that by adopting the annular
wedge solution at r = h, we are explicitly taking into account the way the electric field changes
as the fluid thickness changes.
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6.4 Equation of motion for perfectly conducting thin film in a V-groove
As shown in the previous section, PMaxwell ∝ (h/b)(π/α)−2 = [(d/b)H](π/α)−2. In nondimen-
sional form, the midline Maxwell pressure is given by

PMaxwell = − 1
pc

ϵ0(ψouter
0 )2

b2
π2

2α2

(
h

b

)(π/α)−2
Ĉ +O(δ2)

= −
[
d

γCa
ϵ0ψ

2
c

b2
π2

2α2

(
d

b

)(π/α)−2](ψouter
0
ψc

)2
Ĉ

(
h

d

)(π/α)−2
+O(δ2)

= − 1
2Ca

[
d

γ
ϵ0E

2
c

](
ψouter

0
ψc

)2
ĈH(π/α)−2 +O(δ2)

= − 1
R̂Ca

[
WeR̂

2

(
ψouter

0
ψc

)2
Ĉ

]
H(π/α)−2 +O(δ2)

= − 1
R̂Ca

χ(Z) ×Hm, (6.37)

where

R̂ = sinα
cos θ − sinα (6.38)

is the interface radius of curvature factor (see Chapter 4), and

m =
(
π

α
− 2

)
∈ (0,∞) (6.39)

is the Maxwell pressure exponent. The factor χ, given by

χ(Z) = 1
2

(
R̂d

γ

)[
ϵ0(ψouter

0 )2

b2
π2

α2

](
d

b

)(π/α)−2
Ĉ = WeR̂

2

(
ψouter

0 (Z)
ψc

)2
Ĉ, (6.40)

encapsulates the far-field electric field variation in Z (that is, the variation in Z of the electric
field outside the groove) in the form of ψouter

0 (Z), the first term in a cosine transform of the
outer electric field at r = b. χ(Z) also contains the electric Weber number (Maxwell-capillary
ratio), and is independent of H. The value of χ(Z) will depend on details of the electric field
outside the groove, and would have to be computed numerically for any given system.

Note that Equation (6.37) is simply the midline (β = 0) Maxwell pressure of the annular wedge
solution at r = h with multiplicative O(1) correction Ĉ, and recast in nondimensional units.

Because α < π
2 (i.e., because the geometry is that of a groove instead of an external corner),

the exponent m is positive, and hence PMaxwell decreases with H, i.e., ∂PMaxwell/∂H < 0. That
is, fluid that is higher in the groove (and closer to the electrode) will have lower pressure.

The overall pressure is then given by

P = Pcapillary + PMaxwell = 1
CaR̂

[
− 1
H

− χ(Z)Hm
]

+O(δ2). (6.41)

Note that the deviation of the fluid surface from a circular section implies that the nondi-
mensional capillary pressure is no longer exactly −1/H; for a sufficiently thin film, however,
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this is a good approximation (see Section 6.7 for quantification of the error induced by this
approximation).

It is convenient now to define a rescaled pressure

P = Ca(α, θ)R̂(α, θ)P = P capillary + PMaxwell = − 1
H

− χ(Z)Hm, (6.42)

where, similarly, P capillary = CaR̂Pcapillary and PMaxwell = CaR̂PMaxwell.

In terms of the rescaled pressure P defined by Equations (6.41) and (6.42), the governing
equation of motion becomes

∂H2

∂T
= − ∂

∂Z

[
H4

(
−∂P

∂Z

)]
= − ∂

∂Z

[
H4 ∂

∂Z

( 1
H

+ χ(Z)Hm
)]

, (6.43)

where m = (π/α) − 2 ∈ (0,∞) and χ(Z) = (WeR̂/2)(ψouter
o (z)/ψc)2Ĉ, and we have used the

fact that Ca = Φ(α, θ) = Γ/(R̂Â).

Equation (6.43) is the reduced-order evolution equation of fluid interface midline thickness we
have sought. Keep in mind that it applies only to a perfectly conducting fluid in a groove with
perfectly conducting walls, and requires that the fluid thickness d be less than the characteristic
length L and the groove height b, specifically, (d/L)2 ≪ 1 and (d/b)2 ≪ 1. It was further
assumed that the internal groove angle, α, and contact angle, θ, were constant, that inertial
and gravitational terms could be ignored, and that the applied electric field is constant in
time and slow-varying in z. Furthermore, it was assumed that the electric field is sufficiently
weak that the thickness sensitivity of the Maxwell pressure (∂PMaxwell/∂H) is less than that of
the capillary pressure (∂Pcapillary/∂H); this requirement will be expressed as χ < χthresh. and
explained shortly. For more details on the assumptions required for the above equation to be in
the regime of validity, see Section 6.2.1.

For large H, PMaxwell may dominate the capillary pressure, making the overall pressure P =
PMaxwell + Pcapillary satisfy ∂P/∂H < 0. In this case, the equation of motion ∂T (H2) =
∂Z

(
H4∂ZP

)
will become anti-diffusive and ill-posed, and breakup or instability is expected.

But for small H, PMaxwell → 0 in a groove, and so the capillary terms will dominate and the
equation of motion should be diffusive. Therefore, we expect that there will be a threshold
thickness (which is dependent on the strength of the applied field), above which the fluid in
the groove is unstable. Rather than define a local threshold thickness, it is convenient to
define a worst-case threshold thickness based on the location with the greatest electric field
χmax = maxZ χ(Z). Then, the threshold thickness is computed by

0 = ∂

∂H

( 1
H

+ χmaxH
m
)

H=Hthresh.

= −H−2
thresh. +mχmaxH

m−1
thresh.

=⇒ Hthresh. = (mχmax)−1/(m+1) . (6.44)
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The threshold thickness also defines a threshold pressure

P thresh. = − 1
Hthresh.

− χmaxH
m
thresh.

= − (mχmax)1/(m+1) − χmax (mχmax)−m/(m+1)

= −
(
m1/(m+1) +m−m/(m+1)

)
χ1/(m+1)

max

= − (1 +m)m−m/(m+1)χ1/(m+1)
max . (6.45)

Alternatively, given a maximum fluid thickness Hmax = maxZ H(Z) in the groove, one can
define a threshold electric field strength above which the system is ill-posed:

Hmax = (mχthresh.)−1/(m+1)

=⇒ χthresh. = H−(m+1)
max m−1. (6.46)

Recalling that the equation of motion is well-posed only when χ < χthresh. = H
−(m+1)
max m−1.

Assuming d is the maximum fluid thickness, Hmax = 1, and χthresh. = m−1. The constraint
on the characteristic electric potential at the groove top to ensure the fluid remains in the
well-posed regime is then

ψouter
0 <

α

π

√
2b2

ϵ0

γ

dR̂

1
mĈ

(
b

d

)m

. (6.47)

In the special case of a constant electric field, χ(Z) = χ0 [note that χ0 is so named simply to
indicate that it is a constant; not to refer to χ(Z = 0)], the equation of motion Equation (6.43)
can be rewritten as

∂H2

∂T
= ∂2

∂Z2

[1
3H

3 − χ0
m

m+ 4H
m+4

]
. (6.48)

The Ĉ factor

The exact value of (∇Ψ|Y =H)2 depends on the geometric factors α and θ, as well as the form
of the electric field at the top of the groove; these details lead to an O(1) deviation, Ĉ, from
the annular wedge solution.

The case of a groove covered by a flat electrode of constant potential ψc located at y = b was
tested numerically (see Section 6.7), with internal groove half angles of α ∈ {15◦, 30◦, 45◦,

60◦, 75◦} and contact angles θ ∈ {10◦, 15◦, 30◦, 45◦, 60◦}. Ĉ increased with θ and decreased
with α, ranging from a minimum of Ĉ = 0.45 for (α = 75◦, θ = 10◦) to a maximum of 1.15
for (α = 15◦, θ = 60◦).

6.4.1 Estimate of MEP threshold values
We can make some order-of-magnitude estimates of the critical fluid interface midline thickness
in grooves on the MEP emitter. Suppose the counter-electrode sits a height ℓ above the array
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substrate floor and has voltage gap V0, and the grooves on the substrate floor have depth b. The
electric field at the floor is then approximately V0/ℓ. Since the electric potential in the groove
goes as ψ ≈ ψouter

0 (r/b)π/(2α), ψouter
0 can be approximated by matching the field strength at

the groove top with the field at the substrate floor.

V0
ℓ

≈ π

2α
ψouter

0
b

=⇒ ψouter
0 ≈ 2α

π

V0
ℓ
b. (6.49)

The Maxwell pressure at the fluid surface is then

pMaxwell ≈ −ϵ0(ψouter
0 )2

b2
π2

2α2

(
h

b

)(π/α)−2
Ĉ = −2ϵ0

(
V0
ℓ

)2 (h
b

)(π/α)−2
Ĉ, (6.50)

where we used the annular wedge solution, Equation (6.29), and the overall pressure at the
surface is

p ≈ − γ

R̂(α, θ)h
− 2ϵ0

(
V0
ℓ

)2
b−mhm, (6.51)

where R̂(α, θ) = sinα/(cos θ − sinα) is the surface curvature factor, m = (π/α) − 2, and we
have taken Ĉ to be 1 (since Ĉ is O(1) and we are constructing an order of magnitude estimate).

The threshold thickness is then given by

0 = γ

R̂(α, θ)h2
thresh.

− 2ϵ0
(
V0
ℓ

)2
b−mmhm−1

thresh.

=⇒ hthresh. =
[
bm γ

mR̂(α, θ)
1
2ϵ0

−1
(
ℓ

V0

)2]1/(m+1)

. (6.52)

Solving for V0,

Vthresh. =
√

ℓ2

2ϵ0d

(
b

d

)m γ

mR̂(α, θ)
, (6.53)

where we have substituted in d, the maximum fluid midline thickness, for hthresh. to then yield
the threshold voltage Vthresh. above which the equation of motion is ill-posed and instability is
expected.

Let us substitute in ϵ0 ≈ 8.85 × 10−12 F/m, the permittivity of free space, and γ ≈ 0.57 N/m,
the surface tension of liquid indium (Chentsov et al., 2011; Tiesinga et al., 2019).

Let the counter-electrode be 250 microns from the substrate surface. Supposing typical grooves
are b = 10 microns deep, the maximum film thickness in the thin film regime is perhaps d = 3
microns. Using these values, a set of Vthresh. is shown in Table 6.2 for a variety of internal groove
half angles α and contact angles θ. Note that 1/(mR̂) is monotonically decreasing in both α
and θ, and so larger α or θ will always lead to smaller threshold voltage. Results are reported to
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θ = 0◦ θ = 15◦ θ = 50◦

α = 15◦ 5700 kV 5570 kV 4110 kV
α = 30◦ 144 kV 139 kV 77 kV
α = 45◦ 39 kV 37 kV
α = 60◦ 19 kV 16 kV
α = 75◦ 10 kV

Table 6.2: Approximate values of threshold counter-electrode voltage Vthresh. [Equation (6.53)]
for MEP values: permittivity of free space ϵ0 = 8.85 × 10−12 F/m (Tiesinga et al., 2019), liquid
indium surface tension γ ≈ 0.57 N/m (Chentsov et al., 2011; Tiesinga et al., 2019), grooves of
depth b = 10 microns and film thickness d = 3 microns, and a flat counter-electrode a distance
250 microns above the top of the groove. These values are order of magnitude estimates, having
omitted the O(1) multiplicative correction factor Ĉ. Results are reported to the nearest kV not
to imply accuracy, but merely in order to make the results distinguishable from one another.
Results are shown for α ∈ {15◦, 30◦, 45◦, 60◦, 75◦} and θ ∈ {0◦, 15◦, 50◦} (note that results
can be reported only within the valid regime in which the Concus-Finn condition, α+ θ < π/2,
is satisfied).

the nearest kV not because that is the known accuracy of the MEP system (it is not; we have
omitted the O(1) factor Ĉ), but in order to distinguish the results for different geometries from
each other.

Grooves of different internal angles show stark differences, ranging from Vthresh. ≈ 5700kV for
α = 15◦ to Vthresh. ≈ 10kV for α = 75◦. This is due both to the power m = (π/α) − 2 being
larger for narrow grooves (for α = 15◦, m = 10; for α = 75◦, m = 0.4) and due to R̂ being
smaller for narrow grooves (for α = 15◦, θ = 0◦, R̂ ≈ 0.35; for α = 75◦, θ = 0◦, R̂ ≈ 28).

While the results of Table 6.2 are only order of magnitude approximationes, they are all larger
than the typical MEP running values of 4-5kV (Marrese-Reading, 2016). This rough analysis
therefore suggests that the film in the groove will likely exit the regime in which is it very thin
compared to groove depth before it exceeds the threshold thickness at which one would need
to worry about electrocapillary instability. However, a more detailed numerical study would be
a worthwhile future research effort. In particular, the exact values of Ĉ, α, and θ should be
applied.

6.5 Analysis of equation of motion
6.5.1 Effect of electric field on flux
Given a V-groove with fixed pressure boundary conditions, an external electric field enhances
the flux, i.e., induces a higher flux than that groove would experience without an electric field.
This property holds regardless of the variation of the electric field in Z, so long as the threshold
thickness of the fluid in the groove is not exceeded.
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To see this result, note first that, for a fixed pressure P and a fluid thickness H < Hthresh.,

∂H

∂χ

∣∣∣∣
P

= Hm

∂P/∂H
> 0. (6.54)

In particular, the addition of an electric field means a thicker film is necessary to achieve the same
pressure that would be achieved by capillary pressure alone without an electric field.2 Hence for
Dirichlet pressure boundary conditions P 1 and P 2 at Z1 and Z2, increasing the electric field
enhances the flux.

For Dirichlet fluid thickness (H) boundary conditions, the reverse is true. If the electric field is
increased and the boundaries adjusted to maintain a constant thickness H, the pressure gradient
and flux become smaller than they would be without an electric field. In the case of a constant
electric field χ(Z) = χ0 [note that χ0 is so named simply to indicate that it is a constant; not
to refer to χ(Z = 0)], and thickness boundary conditions H(ZA) = HA, H(ZB) = HB, the
resulting flux can be computed exactly

Q = 1
ZB − ZA

∫ ZB

ZA

QdZ = − Γ
ZB − ZA

∫ ZB

ZA

H4∂ZPdZ = − Γ
ZB − ZA

∫ HB

HA

H4∂HPdH

= Â

ZB − ZA

[
H3

A −H3
B

3 − mχ0
m+ 4

(
Hm+4

A −Hm+4
B

)]
. (6.55)

Clearly (H3
A − H3

B) and −(Hm+4
A − Hm+4

B ) have opposite signs, and hence the electric field
depresses the flux given the same fluid thickness boundary conditions.

6.5.2 Numerical analysis
In the following sections, stationary and self-similar solutions will be discussed and numerical
solutions presented. The numerical solutions are computed by solving the relevant second-order
ordinary differential equations (ODEs) as boundary value problems.

Stationary solutions, all of which assume constant electric field strength, were computed by
solving Equation (6.57) using the ode45 solver in matlab (Mat, 2015) on a domain with 500
points. The system was solved with a shooting method. The boundary condition at Z = 0 was
fixed, a slope ∂ZH|Z=0 was posited, and the system was solved forward to Z = 5. The resulting
H(Z = 5) was compared to the desired boundary condition, and the initial slope was adjusted
accordingly. The process was repeated until the absolute error on the Z = 5 boundary condition
thickness was less than 10−7. Self-similar solutions were solved by the same procedure, but
using Equation (6.59) and on a domain of length 40 and with 2000 elements. The domain and
element sizes were chosen based on the results of Section 5.3.2.

2Regardless of whether H < Hthresh. or H > Hthresh., a fluid in a V-groove with an electric field will experience
lower pressure than one without, and hence require a thicker film to achieve the same pressure. This is qualitatively
similar to the behavior of the perfectly conducting thin film equation with an external electric field. However,
when comparing two V-grooves that both experience an electric field, the one with the stronger electric field will
have a thicker film at a given pressure only if H is less than the threshold thickness of the weaker field.
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Terminating self-similar solutions were computed by solving Equation (6.59) with the ode45

solver in matlab (Mat, 2015) on a domain with 2000 points. This system was also solved with
a shooting method, but in reverse: first, a termination point ηc was posited, the system was
solved backwards from η = ηc to η = 0, and the resulting pressure P (η = 0) or fluid thickness
H(η = 0) was compared to the corresponding boundary condition. ηc would then be adjusted,
and the process continued until the absolute error on the η = 0 boundary condition thickness
was less than 10−7.

6.5.3 Stationary solutions
Stationary (i.e., time-independent) solutions can be found by solving Equation (6.43) with
∂TH = 0, i.e.,

0 = ∂

∂Z

[
H4

S

∂

∂Z

( 1
HS

+ χ(Z)Hm
S

)]
, (6.56)

or, in the case of a constant electric field χ(Z) = χ0,

0 = ∂2

∂Z2

[1
3H

3
S − χ0

m

m+ 4H
m+4
S

]
. (6.57)

[Recall that χ is defined by Equation (6.40) and captures the ratio of electric field strength, ϵ0E2,
to capillary pressure, γ/dR̂]. Such solutions have a stationary fluid interface and constant flux
which may be nonzero . For a review of stationary solutions without electric fields, see Chapter 4.
The right-hand side of Equation (6.43) is a second-order ordinary differential equation (ODE),
and thus requires two boundary conditions to specify, which may be Dirichlet pressure or fluid
thickness boundary conditions, a constant flux boundary condition, a constant volume condition,
etc. Because there is a one-to-one map between pressure and fluid thickness for H < Hthresh.,
Dirichlet pressure and Dirichlet thickness boundary conditions are equivalent. However, when
performing a comparison between systems with different electric field strengths, there is no
obviously “better” choice of whether to compare pressure or thickness conditions; one or the
other may be more convenient depending on the experimental setup. In what follows, we use
fluid thickness boundary conditions as the canonical comparison (comparative plots with pressure
boundary conditions may be found in Section 6.9). Although stationary solutions can be found
for general functions χ(Z), here we consider only the special case of a constant electric field
χ(Z) = χ0.

Figure 6.5 shows plots of stationary solutions given a constant external electric field, with various
fluid thickness (H) boundary conditions and electric field strengths, for α = 30◦. Figure 6.6
shows similar plots for α = 60◦. Note that since the nondimensionalization of the problem is
based upon geometric quantities Γ, Â, and R̂, then the nondimensionalization of the 30◦ and
60◦ grooves differs. Furthermore, the constant electric field strengths χ0 shown are chosen as
χ0 = {0, 0.2, 0.4, 0.6, 0.8, 0.9} × χthresh., where χthresh. is defined relative to each groove
geometry with Hmax = 1; specifically, χthresh.(α = 30◦) = 0.25 and χthresh.(α = 60◦) = 1.
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Consider again the example values in Section 6.4.1, namely, permittivity of free space ϵ0 ≈
8.85×10−12 F/m (Tiesinga et al., 2019), liquid indium surface tension γ ≈ 0.57 N/m (Chentsov
et al., 2011), and a flat counter-electrode with potential V0 a distance ℓ = 250 microns above
the groove. Taking groove depth b = 10 microns and fluid thickness d = 3 microns implied that
χ = χthresh. when V0 ≈ 77 kV for α = 30◦, θ = 50◦ and V0 ≈ 16 kV for α = 60◦, θ = 15◦. Using
these values, the dimensionless interface profiles shown in Figure 6.5 would then correspond
to V0 ∈ {0,

√
0.2,

√
0.4,

√
0.6,

√
0.8,

√
0.9} × 77 kV ≈ {0, 34, 49, 60, 69, 73} kV. The

dimensionless interface profiles shown in Figure 6.6 would in turn correspond to V0 ∈ {0,
√

0.2,
√

0.4,
√

0.6,
√

0.8,
√

0.9} × 16 kV ≈ {0, 7, 10, 12, 14, 15} kV.

Each plot in Figures 6.5 and 6.6 shows a different set of Dirichlet fluid thickness (H) boundary
conditions; within each plot, different lines represent different electric field strengths. It is
immediately noticeable that higher field strengths lead to thinner films, given the same H

boundary conditions. This phenomenon arises due to the opposing signs of the integrated
H4∂HPcapillary and H4∂HPMaxwell terms in Equation (6.48). Note also that, while the stationary
solution without an electric field follows the power Z1/3 (see Chapter 4 for a review of such
solutions ), the solution with an electric field is clearly more complicated. In particular, the
stationary solutions with an electric field can have both convex and concave regions within a
single domain (this is only a statement of lengthwise curvature; the fluid surface transverse to
the groove remains a circular section at all times).

While the results in the α = 30◦ groove (Figure 6.5) and the α = 60◦ groove (Figure 6.6) are
qualitatively similar, the film interfaces in the α = 60◦ groove experience a bigger difference
between χ0 = 0 and χ0 = 0.9χthresh. than those in the narrow groove (look at the gap between
the blue χ0 = 0 line and the grey χ0 = 0.9χthresh. line around Z = 2.5, for example). This
occurs because m(α = 30◦) = 4 while m(α = 60◦) = 1, so that the electric field strength
decays faster in the narrow 30◦ groove than in the wide 60◦ groove.
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(a) (b)

(c) (d)

Figure 6.5: Representative stationary solutions of flow of conducting liquids in V-grooves with
constant applied electric field, with internal groove half angle α = 30◦, and Dirichlet fluid thick-
ness (H) boundary conditions, according to Equation (6.57). Results are plotted for grooves
with 5 different values of nondimensional electric field, χ0 ∈ {0, 0.05, 0.1, 0.15, 0.2, 0.225} cor-
responding to (χ0/χthresh.) ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9}, where χthresh. is the maximum electric
field strength for which HS(0) = 1 < Hthresh. [see Equation (6.44)]. The horizontal axis is Z,
the axial coordinate along the groove, and the vertical axis is HS , the nondimensional midline
fluid thickness. All plotted solutions have boundary condition HS(0) = 1, and the boundary
condition at HS(5) is varied between the plots:
(a) HS(5) = 0.8, (b) HS(5) = 0.5, (c) HS(5) = 0.1, (d) HS(5) = 0.01.
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(a) (b)

(c) (d)

Figure 6.6: Representative stationary solutions of flow of conducting liquids in V-grooves
with constant applied electric field, with internal groove half angle α = 60◦, and Dirichlet
fluid thickness (H) boundary conditions, according to Equation (6.57). Results are plotted for
grooves with 5 different values of nondimensional electric field, χ0 ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9}
corresponding to (χ0/χthresh.) ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9}, where χthresh. is the maximum electric
field strength for which HS(0) = 1 < Hthresh. [see Equation (6.44)]. The horizontal axis is Z,
the axial coordinate along the groove, and the vertical axis is HS , the nondimensional midline
fluid thickness. All plotted solutions have boundary condition HS(0) = 1, and the boundary
condition at HS(5) is varied between the plots:
(a) HS(5) = 0.8, (b) HS(5) = 0.5, (c) HS(5) = 0.1, (d) HS(5) = 0.01.
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6.5.4 Symmetry analysis and self-similar solution
Given an arbitrary electric field distribution χ(Z), the PDE Equation (6.43) has only one sym-
metry, time translation, represented by the symmetry operator v1 = ∂T (if χ is constant in Z,
a Z-translation symmetry v3 = ∂Z exists as well). But if the electric field distribution follows a
power law, i.e., χ(Z) = χcZ

ν for some constant χc and ν, then there is an additional scaling
symmetry represented by the operator v2 =

(
2 + ν

1+m

)
T∂T + Z∂Z − ν

1+mH∂H . This scaling
symmetry leaves the quantities η = Z/T (m+1)/[ν+2(m+1)] and J = HT ν/[ν+2(m+1)] invariant.
In the special case ν = −2(m+ 1), T and HZ−2 are invariant. (Note that the result could be
generalized from Z to [Z −Z0], but we may choose the origin anywhere we like without loss of
generality).3

Therefore, when χ(Z) ∝ Zν with ν ̸= −2(m + 1), there exists a self-similar solution which
solves

2
ν + 2(m+ 1)J

[
νJ + (1 +m)ηJ ′] = −2J(J ′)2 − J2J ′

+ χcη
ν−2Jm+2

[
ν(ν − 1)J2 +m(m+ 3)η2(J ′)2 + 2ν(m+ 2)ηJJ ′ +mη2JJ ′′

]
, (6.58)

where J ′ = ∂J(η)/∂η.

Recall that in the case without electric field, there was a family of self-similar solutions; here,
the Maxwell pressure term constrains the result to a single self-similar solution. Because the
self-similar solution is a second-order ordinary differential equation, it requires two boundary
conditions to specify fully. These boundary conditions are typically set at η = 0 and η = ∞,
because a boundary condition at η = const. would reflect a boundary condition at Z = const.×
T (m+1)/[ν+2(m+1)], i.e., a growing domain.

Note that boundary conditions on η correspond to both boundary conditions and initial/final
conditions on Z and T , due to the combination of Z and T into a single variable. The J(η = 0)
boundary condition corresponds to both Z = 0 and T = ∞, while the J(η = ∞) boundary
condition corresponds to Z = ∞ and T = 0. Thus, self-similar solutions correspond to constant
initial conditions J(0) = 0ν/[ν+2(m+1)]H(Z, T = 0) (which is finite for ν = 0, 0 for ν > 0,
and infinite for ν < 0) and to T → ∞ conditions J(∞) = ∞ν/[ν+2(m+1)]H(Z, T = ∞) (which
is finite for ν = 0, 0 for ν < 0, and infinite for ν > 0). The finite-time initial condition
H(Z, T0) = Hi(Z) corresponds to J(η) = T

ν/[ν+2(m+1)]
0 × Hi(T (m+1)/[ν+2(m+1)]

0 η). Thus, an
3The symmetries of the PDE were found by the prolongation method, in which symmetries are posited in

their most general form, these general symmetry operators are applied to the PDE, and the resulting differential
equations are solved. Details of the methodology may be found in the textbook by Olver (1986); a more
application-focused introduction is given by Hydon (2000). While that methodology allowed confirmation that
time translation and scaling symmetries (and Z-translation, if χ is constant) are the only continuous symmetries of
Equation (6.43), a much simpler method can be employed to find the symmetries. Time translation symmetry can
be seen immediately by noting that there is no explicit T appearing in the equation; similarly for Z if χ = const..
As for the scaling symmetry, one can proceed by making the scaling substitutions H → λ1H, Z → λ2Z, T → λ3T
and noting that the original equation is recovered when λ1 = λ

ν/(m+1)
2 and λ3 = λ

[2+ν/(1+m)]
2 .
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initial condition H(Z, T0) = Hi(Z) is a part of a self-similar solution only if T ν/[ν+2(m+1)]
0 ×

Hi(T (m+1)/[ν+2(m+1)]
0 η) satisfies the self-similar equation of motion, Equation (6.58).

A boundary condition on J corresponds to a boundary condition on HT ν/[ν+2(m+1)]. Hence
it is only for particular values of ν that useful physical boundary conditions will fit the self-
similarity. In particular, the action of v2 on P yields v2P = ν

1+mP , while v2H = − ν
1+mH

and v2Q = −3ν+(m+1)
m+1 Q. A boundary condition is compatible with the self-similarity when the

action of v2 on the relevant quantity vanishes, i.e., when the boundary condition is invariant
under the symmetry (Hydon, 2000). Thus, Dirichlet pressure or interface thickness boundary
conditions require ν = 0, and constant flux boundary conditions require ν = −(m+ 1)/3. The
latter is somewhat “fine-tuned”; one would have to carefully implement an electric field which
decays in Z at the correct rate in order for a constant-flux boundary condition to yield a self-
similar solution. But the Dirichlet pressure or thickness boundary condition is compatible with
ν = 0, or a constant electric field, which is likely to arise often in applications. Furthermore,
with a constant external electric field, η = Z/T 1/2, i.e., the Washburn-like T 1/2 spreading is
produced. In the case of a constant electric field strength χ(Z) = χ0, the self-similar equation
Equation (6.58) simplifies to

S′′ = −
(
S′

S

)
η + [2 −m(3 +m)χ0S

m+1]S′

1 −mχ0Sm+1

= −
(
S′

S

){
η + 2S′ + mχ0

1 −mχ0Sm+1
[
η − (m+ 1)S′]} , (6.59)

where we have denoted the self-similar solution by S(η) = H(Z/T 1/2), and denoted η-derivatives
by S′ = ∂ηS.

Representative solutions of Equation (6.59) are shown in Figure 6.7. Advancing solutions (blue)
represent flow from the origin Z = 0 towards Z = ∞, and have a well defined finite limit at
S(∞). Receding solutions (orange) represent flow from Z = ∞ back towards Z = 0. The
uniform solution with constant S = 1 (gray) has no flux. Terminating solutions (red) begin
with S > 0 but reach S = 0 at a finite value of η. It should be noted that for each unique χ0

and α there is a unique terminating solution with finite slope (and hence finite flux) at S = 0;
all other terminating solutions are not physically accessible without some additional physics to
describe behavior at the termination point.

Each plot of Figure 6.7 uses a different set of initial slope conditions ∂ηS in order to construct a
representative set of self-similar solutions for the relevant electric field strength χ0 and internal
groove half angle α. The top row represents solutions with internal groove half angle α = 30◦,
corresponding to m = 4 and χthresh. = 0.25 (computed with respect to an assumed Smax = 1,
for consistency with the rest of this work). The bottom row represents solutions with internal
groove half angle α = 60◦, corresponding to m = 1 and χthresh. = 1 (also computed with
respect to an assumed Smax = 1, for consistency). Each column represents self-similar solutions
with a different electric field strength, χ0 ∈ {0, 0.4, 0.8} × χthresh.. χthresh. is computed with
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respect to Smax = 1, for consistency; it is for this reason that only one receding solution is
shown for α = 30◦ with χ0 = 0.8χthresh. (higher receding solutions would exit the well-posed
regime).

While the self-similar solutions are qualitatively similar with and without an electric field, some
differences stand out. While the terminating solutions and lower advancing solutions have
negative second derivative (∂ηηS < 0) for small η when no electric field is applied, stronger
electric fields flatten out the slope and even push it to ∂ηηS > 0. This effect is larger for the
narrow α = 30◦ than for the α = 60◦ groove, due to the larger exponent m (4 vs. 1). Receding
solutions also differ; as the electric field increases, the distance over which receding solutions
transition from increasing slope to nearly flat becomes shorter, leading to an increasingly sharp
“corner.” This effect is again more pronounced in the narrow, α = 30◦ groove, and will be
discussed more shortly.

Figure 6.8 shows plots of self-similar solutions under a constant external electric field [i.e.,
solutions of Equation (6.59)], with various Dirichlet thickness (S) boundary conditions and
electric field strengths, for α = 30◦. Figure 6.9 shows similar plots for α = 60◦. In the case of
advancing solutions [plots (a)-(d)], for which S(0) > S(∞), stronger electric fields yield thinner
films, just as with the stationary solutions. Furthermore, stronger electric fields yield a greater
∂ηηS near η = 0; in particular, it can be seen in plots (c)-(d) that the solution with no electric
field has negative axial interface curvature (∂ηηS < 0) while the solution with an electric field
has positive axial interface curvature (∂ηηS > 0) near η = 0.

Receding solutions [plots (e)-(f)] show a different behavior, in which solutions with electric fields
approach the thickness S = 1 faster than the solution without electric field. As the electric field
strength, χ0, increases the transition from a positive slope to a nearly flat interface occurs over
a shorter distance, yielding an increasingly sharp “corner.” Mathematically, this effect arises
due to the denominator (1 −mχ0S

m+1) in Equation (6.59) becoming smaller as S → Hthresh.,
leading to large-magnitude negative value of ∂ηηS. Put another way, the self-similar equation
can be written as

0 = 1
2η∂η(S2) + ∂η

[
S4∂P

∂S
∂ηS

]
= ηSS′ + ∂

∂S

[
S4∂P

∂S

]
(S′)2 + S4∂P

∂S
S′′. (6.60)

As (∂P/∂S) → 0, the equation approaches a singular perturbation problem (Bender and Orszag,
1999), leading to a small region with a different scaling in which S′′ is very large.

The self-similar solutions in the V-groove with α = 60◦ (Figure 6.9) are qualitatively similar to
those with α = 30◦ (Figure 6.8). But, as with the stationary solutions, the gap between the
χ0 = 0 interface and the χ0 = 0.9χthresh. interface is larger for the wide 60◦ groove than for the
narrow 30◦ groove. This is attributable to the electric field exponent difference; m(α = 30◦) = 4
and m(α = 60◦) = 1, so that the electric field decays faster in the narrow groove than the wide
groove.
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Note that the results in (c) and (d) for advancing states thinning to S = 0.1 and S = 0.01,
respectively, decrease to those thicknesses and do not rupture. Depending on the system pa-
rameters, S = 0.1 or S = 0.01 may be approaching the regime in which Van der Waals forces
between the fluid and wall become relevant; such effects are omitted from the present model
but would typically contribute to preventing rupture.

χ0 = 0 χ0 = 0.4χthresh. χ0 = 0.8χthresh.

α
=

30
◦

α
=

60
◦

Figure 6.7: Representative self-similar solutions S(η) with Dirichlet fluid thickness (S) boundary
condition, for terminating (red), advancing (blue), uniform (gray) and receding (orange) states.
The computational domain used in numerically solving for these solutions was [0 ≤ η ≤ 5]. (Only
the range [0 ≤ η ≤ 3.0] is shown in the figure since the downstream behavior remains essentially
unchanged beyond that value.) All solutions satisfy the Dirichlet condition S(η = 0) = 1 at
the origin. Each plot uses a different set of initial slope conditions ∂ηS in order to construct a
representative set of self-similar solutions for the relevant electric field strength χ0 and internal
groove half angle α.
The top row represents solutions with internal groove half angle α = 30◦, corresponding to
m = 4 and χthresh. = 0.25 (computed with respect to an assumed Smax = 1, for consistency
with the rest of this work). The bottom row represents solutions with internal groove half angle
α = 60◦, corresponding to m = 1 and χthresh. = 1 (also computed with respect to an assumed
Smax = 1, for consistency).
Each column represents self-similar solutions with a different electric field strength, χ0 ∈
{0, 0.4, 0.8} × χthresh.. χthresh. is computed with respect to Smax = 1, for consistency; it is
for this reason that only one receding solution is shown for α = 30◦ with χ0 = 0.8χthresh.
(higher receding solutions would exit the well-posed regime). Note also that the boundary
conditions are not chosen consistently between the different cases; instead, a set of boundary
conditions was chosen in each case in order to produce a clear set of differing solutions.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.8: Representative self-similar solutions of flow of conducting liquids in V-grooves with
constant applied electric field, with internal groove half angle α = 30◦, and Dirichlet fluid thick-
ness (S) boundary conditions, according to Equation (6.59). Results are plotted for grooves
with 5 different values of nondimensional electric field, χ0 ∈ {0, 0.05, 0.1, 0.15, 0.2, 0.225} cor-
responding to (χ0/χthresh.) ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9}, where χthresh. is the maximum electric
field strength for which S(0) = 1 < Hthresh. [see Equation (6.44)]. The horizontal axis is Z, the
axial coordinate along the groove, and the vertical axis is S, the nondimensional midline fluid
thickness. Results were computed for Z ∈ [0, 40], but plotted only for Z ∈ [0, 3], because the
remainder of the solution is nearly constant.
Plots (a)-(d) depict advancing solutions, with S(0) = 1, and varying boundary condition S(40):
(a) S(40) = 0.8, (b) S(40) = 0.5, (c) S(40) = 0.1, (d) S(40) = 0.01.
Plots (e)-(f) depict receding solutions, with S(40) = 1, and varying boundary condition S(0):
(e): S(0) = 0.5, (f): S(0) = 0.01.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.9: Representative self-similar solutions of flow of conducting liquids in V-grooves
with constant applied electric field, with internal groove half angle α = 60◦, and Dirichlet
fluid thickness (S) boundary conditions, according to Equation (6.59). Results are plotted for
grooves with 5 different values of nondimensional electric field, χ0 ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9}
corresponding to (χ0/χthresh.) ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9}, where χthresh. is the maximum electric
field strength for which S(0) = 1 < Hthresh. [see Equation (6.44)]. The horizontal axis is Z, the
axial coordinate along the groove, and the vertical axis is S, the nondimensional midline fluid
thickness. Results were computed for Z ∈ [0, 40], but plotted only for Z ∈ [0, 3], because the
remainder of the solution is nearly constant.
Plots (a)-(d) depict advancing solutions, with S(0) = 1, and varying boundary condition S(40):
(a) S(40) = 0.8, (b) S(40) = 0.5, (c) S(40) = 0.1, (d) S(40) = 0.01.
Plots (e)-(f) depict receding solutions, with S(40) = 1, and varying boundary condition S(0):
(e): S(0) = 0.5, (f): S(0) = 0.01.
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6.6 Stability analysis
6.6.1 Nonlinear stability analysis: Stationary, quiescent state
We first consider the nonlinear stability of the stationary state with no-flux boundary conditions,
i.e., the state for which the fluid has zero flux and is quiescent. This state has a constant
pressure (∂ZP = 0). With a constant electric field, constant pressure is equivalent to constant
interface midline thickness [as seen in the solutions in Figure 6.5 (a) and Figure 6.6 (a)], but for
general fields that is not the case; a quiescent fluid may have a nontrivial thickness variation.

Letting G = H2, Equation (6.43) becomes
∂G

∂T
= ∂Z

[
−G2∂Z

(
G−1/2 + χGm/2

)]
. (6.61)

We then define a Lyapunov functional FQ by

FQ =
∫ Z2

Z1

{
2
[
G

1/2
Q −G1/2

]
+ 2
m+ 2χ

[
G

(m+2)/2
Q −G(m+2)/2

]}
, (6.62)

where GQ = H2
Q is the stationary solution for some given pressure.

The functional derivatives are given by
δFQ

δG
= −G−1/2 − χGm/2 = P 0 (6.63)

δ2FQ

δG2 = 1
2G

−3/2
(
1 −mχG(m+1)/2

)
(6.64)

= 1
2H

−3
(

1 − χ

χmax

[
H

Hthresh.

]m+1
)
,

where we have denoted the pressure by P 0 to emphasize that it is constant (∂ZP 0 = 0). In the
last line, we have substituted in G = H2 and used the relation Hthresh. = (mχmax)−1/(m+1) in
order to make clear that a sufficient condition for the second functional derivative δ2FQ/δG

2

to be positive is to have H < Hthresh. (note that by definition, χ < χmax). Thus, when H is
below the threshold thickness, FQ is convex, implying that it has an isolated minimum.

Furthermore, FQ is always decreasing:
∂FQ

∂T
=
∫ Z2

Z1

δFQ

δG

∂G

∂T
dZ =

∫ Z2

Z1

δFQ

δG
∂Z

(
G2∂Z

δFQ

δG

)
dZ

=
[
G2 δFQ

δG
∂Z
δFQ

δG

]Z2

Z1

−
∫ Z2

Z1
G2
(
∂Z
δFQ

δG

)2

=
[
δFQ

δG
Q

]Z2

Z1

−
∫ Z2

Z1
G2
(
∂Z
δFQ

δG

)2

= −
∫ Z2

Z1

(
∂Z
δFQ

δG

)2
< 0. (6.65)

Note that the boundary term vanished because G2∂Z(δFQ/δG) = Q, the flux, which was
assumed to be 0 at the boundaries.

Thus, because the Lyapunov functional FQ is convex and decreasing, a quiescent film satisfying
H < Hthresh. is nonlinearly stable.
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Comparison to thin film instability

While the previous section proved stability of quiescent states mathematically, we still may wish
to understand intuitively why the V-groove is stable under an electric field while a thin film
on a flat plate is unstable. Turning to linear stability analysis of the quiescent state will help
to provide intuition. The key is the fact that the V-groove capillary pressure is ∝ h−1 (the
exponent is not important; the lack of derivatives is important), while the thin film capillary
pressure is ∝ ∇2h. In both cases, the Maxwell pressure is proportional to a function of h alone
with no derivatives. Thus, the wavelength of a perturbation does not induce any difference
between Maxwell and capillary pressure for the V-groove, while long wavelengths on thin films
induce a weakening of the capillary pressure relative to the Maxwell pressure.

More explicitly, let us linearize the V-groove equation with a constant electric field strength
χ(Z) = χ0 by writing H = H0 + δH, with H0 constant. Then,

2H0
∂δH

∂T
= −H4

0

(
− 1
H2

0
+ χ0mH

m−1
0

)
∂2δH

∂Z2

=⇒ ∂δH

∂T
= −H0

2
(
1 − χ0mH

m+1
0

)
K2δH, (6.66)

where we have performed a Fourier transform of Z to K. Clearly the wavenumber K is irrelevant
to the question of whether the system is stable or not; all that matters is the sign of (1 −
χ0mH

m+1
0 , i.e., whether H0 is greater than or less than Hthresh..

But the thin film equation on a flat plate under an electric field is given by (Kim et al., 1992)

∂H

∂T
= −1

3∇ ·
[
H3∇

(
ε2∇2H + We

2 ∇Ψ · ∇Ψ
)]

, (6.67)

where we have applied the V-groove nondimensionalization for consistency of comparison (thus
yielding the extra factor of ε2 in front of the capillary term). Linearizing about a sinusoidal
perturbation δH yields a perturbed electric field Ψ0 + Ψ1δH, and hence

∂δH

∂T
= −1

3H
3
0ε

2∇ ·
[
∇
(
∇2δH + ε−2We{∇Ψ0 · ∇Ψ1}δH

)]
=⇒ ∂δH

∂T
= 1

3H
3
0ε

2
[
−K4 +

(
ε−2We∇Ψ0 · ∇Ψ1

)
K2
]
δH. (6.68)

Thus, long wavelength (small wavenumber K) perturbations are unstable, due to the higher
power of K on the capillary pressure term. For a full derivation of the stability of a thin film
under an electric field, see de Surgy et al. (1993) (who did not use the thin film equation
explicitly but performed a linear stability analysis of the full Navier-Stokes equations and took
both thick and thin limits, yielding the thin film equation result in the latter case) or Kim et al.
(1992), who included inertial effects and gravity for a thin film on an inclined plane under an
electric field.

While this linear analysis provides intuition, the nonlinear stability analysis presented above was
more general, as it allowed non-infinitesimal perturbations and arbitrary electric fields.
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6.6.2 Nonlinear stability analysis: Stationary interface with non-zero fluid flux and
constant electric field

For the case of a stationary interface with non-zero fluid flux (or a stationary interface shape with
different boundary values of the pressure), finding a Lyapunov functional is more challenging,
since the boundary terms are no longer trivial. In this case, we consider only a constant external
electric field with χ(Z) = χ0, and follow an analysis similar to that in Section 5.2.

Letting G = H2, Equation (6.43) becomes

∂G

∂T
= ∂Z

[
−G2∂Z

(
G−1/2 + χ0G

m/2
)]

= ∂Z

[(1
2G

1/2 − m

2 χ0G
(m+2)/2

)
∂ZG

]
= 1

3∂Z

{
∂Z

[(
G3/2 −G

3/2
S

)
− 3m
m+ 4χ0

(
G(m+4)/2 −G

(m+4)/2
S

)]}
, (6.69)

where GS = H2
S is the stationary solution for the given pressure, midline thickness, or flux

boundary conditions. We now define a Lyapunov functional F by

F[G] =
∫ Z2

Z1

{[2
5G

5/2 −G
3/2
S G+ 3

5G
5/2
S

]
− 3mχ0

(m+ 4)(m+ 6)
[
2G(m+6)/2 − (m+ 6)G(m+4)/2

S G+ (m+ 4)G(m+6)/2
S

]}
dZ.

(6.70)

The functional derivatives are given by
δF

δG
=
(
G3/2 −G

3/2
S

)
− 3m
m+ 4χ0

(
G(m+4)/2 −G

(m+4)/2
S

)
(6.71)

δ2F

δG2 = 3
2G

1/2 − 3m
2 χ0G

(m+2)/2. (6.72)

Note that F[GS ] = 0 and (δF/δG)|G=GS
= 0. F is convex when (δ2FδG2) > 0:

δ2F

δG2 > 0 ⇐⇒ G < (mχ0)−2/(m+1)

⇐⇒ H < (mχ0)−1/(m+1) = Hthresh.. (6.73)

Finally, F is always decreasing:

∂F

∂T
=
∫ Z2

Z1

δF

δG

∂G

∂T
dZ =

∫ Z2

Z1

δF

δG
∂ZZ

δF

δG
dZ

=
[
δF

δG
∂Z

δF

δG

]Z2

Z1

− 1
3

∫ Z2

Z1

(
∂Z

δF

δG

)2

= −1
3

∫ Z2

Z1

(
∂Z

δF

δG

)2
< 0. (6.74)

Note that the boundary term vanishes in the case of a pressure or thickness boundary condition
because (δF/δG)|G=GS

= 0, and in the case of a flux boundary condition because ∂Z(δF/δG) =
−3(Q−QS), QS being the stationary flux.
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Therefore, for the case of a constant electric field, Hthresh. is not only the threshold thickness
below which the equation of motion is well-posed; it is also the threshold thickness below which
the system exhibits Lyapunov stability around a stationary solution with pressure or flux boundary
conditions.

6.6.3 Generalized linear stability analysis: Self-similar states
Following the methodology of Chapter 5, we perform a generalized linear stability analysis of
self-similar states with constant electric field χ(Z) = χ0. We linearize according to

H(η, τ) = S(η) + δH(η, τ), (6.75)

where τ = ln(T ), S(η) is the self-similar state obeying the given boundary conditions, and
δH(η, τ) represents the infinitesimal non-modal disturbance function. Substituting this into
Equation (6.43) yields the governing linear disturbance equation to order δH,

∂δH

∂τ
= LδH, (6.76)

with

L = S

2
[
1 −mχ0S

m+1
]
∂ηη +

[
η

2 + 2S′ −m(3 +m)χ0S
m+1S′

]
∂η

+ S′′

2 − m

2 χ0S
m
[
(m+ 1)(m+ 3)(S′)2 + (m+ 2)SS′′

]
. (6.77)

The transient operator is then given by

L + L†

2 = S

2
[
1 −mχ0S

m+1
]
∂ηη + S′

2
[
1 −m(2 +m)χ0S

m+1
]
∂η

− 1
4
{

1 + S′′ +mχ0S
m
[
(m+ 1)(m+ 2)(S′)2 +mSS′′

]}
. (6.78)

Parameter sweeps testing linear stability for a variety of half angles α and initial and final fluid
thickness conditions Sa = S(η = 0) and Sb = S(η = ηb) were performed. Fluid thickness
was set to Sa = 1 and various Sb ∈ {0.01, 0.1, 0.5, 0.8, 1} for self-similar advancing solutions,
and vice versa for receding solutions . System parameters were set to α from 15◦ to 75◦, and
χ0 from 0 to 0.9 × χthresh., where χthresh. is the maximum electric field strength for which
S(0) = 1 < Hthresh. (see Equation (6.44)). In all cases, the system was both transiently and
asymptotically stable, with numerical abscissa less than −0.18 and spectral abscissa below −0.81
(see Chapter 3 and Chapter 5 for reviews of generalized linear stability analysis and numerical and
spectral abscissae). In the nondimensionalized system, the timescale of comparison is 1; hence
the numerical abscissa of O(−0.1) may be considered slightly weak stability, as perturbations
decay on a timescale of O(10).

A subset of these results is shown in Figure 6.10, which displays plots of the numerical abscissa
for advancing, (a), and receding, (b), systems, with χ0 = 0.9 × χthresh.. The advancing case
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shows little variation between different interior groove angles; this result is likely due to the fact
that the majority of the fluid is very thin in the groove and hence feels little effect from the
electric field. The slightly greater stability of narrow (small α) grooves is likely attributable to
the faster decay of the electric field within those grooves. The receding states, on the other
hand, have most of their fluid at a large thickness, and so are less stable than the advancing
solutions. Furthermore, as noted in Section 6.5.4, receding solutions at large χ0 develop a
sharp “corner” effect, where S′′ ≪ 0. An inspection of the constant term in the transient
operator, Equation (6.78), suggests that as S′′ becomes more negative, the upper bound on
the eigenvalue of the operator (i.e., the upper bound on the numerical abscissa) increases. This
effect thus likely explains why receding states are less stable than advancing states, and why
narrow grooves with small α (which have a sharper “corner”) should be less stable than wide
grooves, as reflected in Figure 6.10 (b).

To gain some intuition for why the numerical abscissa remains near −(1/4) for advancing states,
even as χ → χthresh., consider the simplest case of S = S0 = const.. In this case, the transient
operator is given by

L + L†

2 = S0
2
[
1 −mχ0S

m+1
0

]
∂ηη − 1

4

= S0
2

[
1 − χ0

χthresh.

]
∂ηη − 1

4 . (6.79)

Thus, for χ0 ≤ χthresh., the numerical abscissa is at most −1/4. As the wavelength of per-
turbations decreases, the eigenvalue of (L + L†)/2 becomes more negative. But as soon as
χ0 > χthresh., suddenly short wavelengths instead increase the eigenvalue. Indeed, for any
χ0 > χthresh., the numerical abscissa is unbounded, indicating an ill-posed PDE. For more com-
plicated base states S(η), the bounds vary slightly, but the same qualitative behavior applies as
long as S′′ is not highly negative (i.e., the qualitative behavior applies for advancing states, not
receding states).

While a full stability analysis was carried out only for χ0 ≤ 0.9χthresh., exploratory results
suggest that the numerical abscissae for advancing states indeed remain negative up to χ0 =
0.99χthresh., but the numerical abscissae of certain receding states may become positive around
χ0 ≳ 0.96χthresh.. A more detailed study would be required to determine the exact cutoff, with
special care taken to accurately capture the increasingly sharp “corner.” It is safe to say, however,
that the self-similar states are transiently and asymptotically stable for χ0 ≤ 0.9χthresh..

Linear stability analysis was performed in matlab by second-order central finite difference on
a domain η ∈ [0, 40] with 2000 points, based on the length and mesh fineness found to be
sufficient for straight V-grooves in Section 5.3.2. The transient operator was constructed in
matrix form using second-order finite difference operators, and the maximum eigenvalue was
found using matlab’s built-in eig function, which computes exact matrix eigenvalues (the
matrices were sufficiently small that approximate eigensystem methods were not required).
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(a) (b)

Figure 6.10: Representative numerical abscissae for self-similar solutions of flow in V-grooves
with constant applied electric field, computed by finding the largest eigenvalue of the transient
linear operator in self-similar coordinates, Equation (6.78). Results for advancing solutions (a)
and receding solutions (b) are shown Numerical abscissae are computed for interior groove half
angle α ∈ {5◦, 15◦, 30◦, 45◦, 60◦, 75◦, 85◦} and electric field strength χ0(α)/χthresh.(α) = 0.9,
where χthresh.(α) is the (α−dependent) maximum electric field strength for which S(0) = 1 is in
the well-posed regime [see Equation (6.46)]. Results are shown in nondimensional variables, and
each case (each α) is nondimensionalized independently. Results were computed with domain
length 40 and the mesh size was taken to be 0.02, following Chapter 5. The horizontal axis
describes the fluid thickness boundary condition, while the vertical axis is the numerical abscissa,
ω (see Chapter 3).
(a) Self-similar advancing solutions with Dirichlet fluid thickness boundary conditions S(0) =
Sa = 1 and S(40) = Sb ∈ {0.01, 0.1, 0.5, 0.8, 1}.
(b) Self-similar receding solutions with Dirichlet fluid thickness boundary conditions S(0) =
Sa ∈ {0.01, 0.1, 0.5, 0.8, 1} and S(40) = Sb = 1.

6.7 Numerical validation
In the analysis above, the deviation of the fluid surface from a circular section was ignored,
and furthermore the interface pressure was approximated as P = −1/H − χ0H

m. Ignoring
the surface correction led to the flux parameter [

∫
ΩM1dXdY ]/H4 (from Equation (6.13))

being approximated as Γ(α, θ) and the cross-sectional area of the fluid being approximated as
A = ÂH2. To justify these approximations, we perform numerical tests.

Consider a V-groove with tall walls, capped by a flat electrode with constant potential Ψelectrode

at a height y = b above the groove corner (see cross-section in Figure 6.11). We use a flat
electrode specifically in order to violate the annular wedge solution and mimic a realistic applied
electric field. We continue to assume that the fluid and groove walls are perfect conductors.

In this case, the fluid interface shape and flux factor depend on two quantities: (h/b) = (d/b)H
(the fluid interface midline thickness divided by the electrode height) and Ψelectrode, the electric
potential strength. For each pair {(h/b),Ψelectrode}, we can compute the surface shape which
satisfies ∂XP = 0, along with the electric potential distribution in the groove. This results
in a cross-sectional liquid domain Ωnum.(α, θ,Ψelectrode, H) with a different shape from the
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Figure 6.11: Cross-sectional schematic of numerical test system, based on the more general
system depicted in Figure 6.1, but with the addition of a flat electrode at y = b. The conducting
groove walls and conducting fluid interface are grounded at ψ = 0, while the electrode potential
is fixed at ψ = ψelectrode. The fluid interface is allowed to freely deviate from a circular section,
but the contact angle θ remains fixed.

prior assumed Ω(α, θ). The normalized fluid velocity M1 can then be solved by the Poisson
equation in Equation (6.13), but in Ωnum. instead of Ω, then yielding a numerical flux factor
Γnum. =

∫
Ωnum.

M1dXdY/H
4. Similarly, the cross-sectional area Anum. =

∫
Ωnum.

1dXdY can be
computed. From new fluid interface, the mean curvature Knum. can be computed, along with
the capillary pressure Pcapillary,num. = −2CaKnum., and the Maxwell pressure PMaxwell,num. ==
−[We/(2Ca)][∇Ψ]2|Y =H . These values can then be compared to the simpler values assumed
in the analytic model. An overview of these variables can be found in Table 6.3.
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Variable Value in analytic model Variable name
in numerical validation

Cross-sectional Ω(α, θ) Ωnum.(α, θ,Ψelectrode, H)
liquid domain
Cross-sectional area Â(α, θ)H2 =

∫
Ω 1dXdY Anum. =

∫
Ωnum.

1dXdY
Flux factor Γ(α, θ) Γnum.

= [
∫

ΩM1dXdY ]/H4 = [
∫

Ωnum.
M1dXdY ]/H4

Liquid interface K = 1/(2R̂H) Knum.(α, θ,Ψelectrode, H)
mean curvature
Capillary pressure Pcapillary = −2CaK = −(CaR̂)−1/H Pcapillary,num. = −2CaKnum.
Maxwell pressure PMaxwell PMaxwell,num.

= −(CaR̂)−1χHm = −[We/(2Ca)][∇Ψ]2|Y =H

Rescaled pressure P = (CaR̂)P = −1/H − χHm P num.

Table 6.3: Variables arising in numerical validation of the analytical model.

6.7.1 Numerical validation methodology
The true (non-circular) cross-sectional fluid interface and corresponding electric field and flux
values were computed using the finite element method in comsol (Com, 2017). Geometry
corresponding to Figure 6.11 was implemented and given a triangular mesh by comsol, in
which elements on the interface and within the liquid domain were chosen to have length at
most 7.5% of the center fluid thickness, and elements in the vacuum domain were allowed length
at most 5% of the total domain height b.

The initial geometry was set up with the liquid domain having a circular interface, as would
be the case without an electric field. The electrostatic equation ∇2Ψ = 0 was set up in the
vacuum domain, with boundary conditions Ψ|walls, interface = 0 and Ψ|y=b = Ψelectrode. At
the top corners of the vacuum domain, the electrode with potential Ψelectrode ̸= 0 meets the
wall with potential Ψ = 0. This was resolved only at the level of the smallest finite element,
with length at most 0.05b; finer resolution of these interior corners is not expected to have a
significant effect on the electric field far from the corners.

In order to naturally produce an interface in which the sum of capillary pressure and Maxwell
pressure remains constant in x, a time-dependent non-inertial 2D incompressible fluid equa-
tion was solved in the liquid domain. Using comsol’s built-in arbitrary Lagrangian-Eulerian
(ALE) moving mesh algorithm. Specifically, a 2D incompressible fluid satisfying ∇ · [U, V ] = 0,
∇2[U, V ] = −∇P was solved, with no-slip wall boundary conditions (U |wall = V |wall = 0).
The interface boundary conditions were set by 2n̂ · (∇[U, V ]) · n̂ − P = 2K + We(∇Ψ)2 and
n̂ · (∇[U, V ] + ∇[U, V ]T ) · t̂ = 0 at the fluid interface, where n̂ and t̂ represent normal and
tangent unit vectors at the fluid interface and K is the interface mean curvature (see Chapter 2



137

for a review of fluid mechanics boundary conditions). A kinematic condition (see Chapter 2 for
a review) was set, imposing that the fluid interface must move according to the velocity of the
fluid, specifically, ∂T Σ(X,T ) + U∂XΣ(X,T ) = V at the fluid interface, where Y = Σ(X,T )
represents the interface. comsol was directed to simultaneously solve the electrostatic equa-
tion in the vacuum region (with the updated fluid interface) and the fluid equations in the fluid
region. The result was that the fluid interface was continually adjusted until the capillary and
Maxwell pressures were constant on the interface.

Once the interface shape was determined, the Poisson equation for the streamwise velocity,
Equation (6.13), was computed in the liquid domain to determine the flux factor Γnum. = Q/H4.
The cross-sectional area Anum. was also computed. While the interface was no longer circular,
H was still taken to be the midline thickness of the fluid.

In order to compare the numerical results to the theoretical model, it was necessary to numerically
determine the constant χ0. This was accomplished by fitting all numerically computed Maxwell
pressures (with all values of h and θ) for a given groove angle α onto the line χ0H

m, as in
Figure 6.12. χ0 is the only parameter which was fit from the numerical results (more specifically,
Ĉ, the deviation of the Maxwell pressure from the annular wedge solution, is the value which is
fit, and in turn determines χ0). Note that it is because of this fitting methodology that systems
with very small and very large values of θ appear to have a larger error than those with middling
values of θ. The error could be reduced by fitting a separate χ0 for each value of θ. Thus, if
one knows what material and what groove angle will be used, as well as the external electric
field (or shape of the electrode) a priori, one can compute a more accurate χ0 and have a lower
error in the theoretical model.

Numerical validation results

A parameter sweep was performed for thin films varying between h/b = (d/b)H ∈ [10−4, 10−1],
with α =∈ {15◦, 30◦, 45◦, 60◦, 75◦} and θ ∈ {10◦, 15◦, 30◦, 45◦, 60◦}. In each case, the elec-
trode potential was set to Ψelectrode = 1/

√
m0.1m. This electric field strength was chosen in

order to make hthresh. ≈ 0.1b. That is, the electric field was set to approximately the highest
value accessible for (h/b) = 0.1 under the constraints of the model.4

First, the Maxwell pressure, −PMaxwell, at the fluid surface was computed. Two example plots
comparing PMaxwell to h/b are shown in Figure 6.12, for the extreme values of α = 15◦ and
α = 75◦. In each case, it can be seen that the numerical results (X’s) indeed confirm the
dominant P ∝ Hm scaling of the theoretical model (solid lines). Note that, due to the large
(1030) range of Figure 6.12 (a), no difference is visible between the different values of θ. However,
they are not exactly the same; PMaxwell(α = 15◦, θ = 60◦)/PMaxwell(α = 15◦, θ = 10◦) ≈ 1.38.

4The highest electric field value, and hence hthresh., were not known a priori due to the fluid interface shape
being unknown. The choice h = 0.1b turned out to range from around 1 to 1.3 times hthresh.. It is for this reason
that Figures 6.13 and 6.14 show some data points with values of H/Hthresh. exceeding 1.
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(a) (b)

Figure 6.12: Log-log plots of rescaled Maxwell pressure, PMaxwell, against rescaled film midline
thickness, h/b, for α = 15◦ (left) and α = 75◦ (right). X’s denote data computed numerically
in a cross-sectional domain with a flat electrode of constant potential (Figure 6.11) using the
finite element method software comsol, as described in Section 6.7.1. Solid lines denote the
theoretically predicted power law PMaxwell ∝ (h/b)m, with m = (π/α) − 2.
(a) Interior groove half angle α = 15◦, with contact angles θ ∈ {10◦, 15◦, 30◦, 45◦, 60◦}. Note
that the results for different contact angles are indistinguishable. For α = 15◦, m = 10.
(b) Interior groove half angle α = 75◦, with contact angles θ = 10◦ (larger values of θ were not
considered because of the necessity of satisfying the Concus-Finn condition, α+θ < π/2 = 90◦).
For α = 75◦, m = 0.4.

For the parameter range considered, the error in the approximation of the flux factor Γ as
compared to the numerically computed flux factor Γnum. = Q/H4 and in the approximation
of the cross-sectional area ÂH2 compared to the numerically computed Anum. are shown in
Figure 6.13. Plots in the left column fix the wetting angle θ = 10◦ and show results for various
α, while plots in the right column fix the internal groove half angle at α = 15◦ and vary
θ. Even when H > Hthresh., the error in the flux factor remains below 1.1%, while the error
in the cross-sectional area reaches at most 1.7%. Thus, Γ and Â appear to be fairly good
approximations.

Next, the top row of Figure 6.14 displays the relative error in the pressure approximation P =
−1/H − χHm as compared to the numerically computed pressure P num.. Again, the plot on
the left fixes θ = 10◦ and varies α, while the plot on the right fixes α = 15◦ and varies θ. So
long as H < Hthresh., the error remains below approximately 3%. While it quickly grows for
H > Hthresh., especially for large wetting angles, at that point the film thickness is outside of
the model regime.

The plots in the bottom row of Figure 6.14 display the Maxwell pressure as a fraction of the
total pressure. These results reveal that the small errors in the pressure approximation are not
due simply to the Maxwell pressure being small compared to the capillary pressure. Indeed, for
θ = 10◦ and α = 60◦ (left column, purple), the Maxwell force contributes up to half of the
pressure, but the error is < 1%.
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We therefore conclude that the model approximations are indeed reasonable for the regime in
which (h/b) ≤ 0.1.

(a) (b)

(c) (d)

Figure 6.13: Flux factor (Γ) and cross-sectional area (Â) approximation errors relative to nu-
merical results computed in a cross-sectional domain with a flat electrode of constant potential
(Figure 6.11) using the finite element method software comsol, as described in Section 6.7.1.
Such errors arise due to neglecting the effect of a non-circular fluid interface in the derivation
of the equations of motion.
The horizontal axis tracks H/Hthresh. as the electric potential strength Ψelectrode is held fixed,
where Hthresh. is the threshold fluid thickness defined in Equation (6.44). In each simulation, the
point of maximal H is h = 0.1b (H = h/d = 0.1b/d), where b is the distance to the electrode.
Plots in the left column [(a),(c)] fix the contact angle θ = 10◦ and vary the interior groove half
angle α; plots in the right column [(b),(d)] fix α = 15◦ and vary θ.
Top row [(a)-(b)]: Relative flux factor error, (Γ − Γnum.)/Γnum., due to approximating the
cross-sectional flux parameter as Γ(α, θ) (see Figure 6.3 and Chapter 4) without considering the
effect of a non-circular fluid interface. The numerical result, Γnum. = Q/H4, with Q being the
numerically computed streamwise flux.
Bottom row [(c)-(d)]: Relative cross-sectional area error, (ÂH2 −Anum.)/Anum., due to approx-
imating the cross-sectional area as Â(α, θ)H2. The numerical result, Anum., is determined by
numerically integrating the cross-sectional domain.
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(a) (b)

(c) (d)

Figure 6.14: Quantities related to pressure computed in a cross-sectional domain with a flat
electrode of constant potential (Figure 6.11) using the finite element method software comsol,
as described in Section 6.7.1.
The horizontal axis tracks H/Hthresh. as the electric potential strength Ψelectrode is held fixed,
where Hthresh. is the threshold fluid thickness defined in Equation (6.44). In each simulation, the
point of maximal H is h = 0.1b (H = h/d = 0.1b/d), where b is the distance to the electrode.
Plots in the left column [(a),(c)] fix the contact angle θ = 10◦ and vary the interior groove half
angle α; plots in the right column [(b),(d)] fix α = 15◦ and vary θ.
Top row [(a)-(b)]: Relative pressure error, (−1/H − χ0H

m − P num.)/P num., due to approx-
imating the pressure as −1/H − χ0H

m without considering the effect of a non-circular fluid
interface. P num. is the numerically computed rescaled pressure (including both capillary and
Maxwell pressure).
Bottom row [(c)-(d)]: Relative contribution of Maxwell pressure to total pressure in the numer-
ically computed system: PMaxwell,num./Pnum. = PMaxwell,num./(Pcapillary,num. + PMaxwell,num.).

6.8 Discussion
We have derived a new low-order model for slender viscous flow of a perfectly conducting fluid in
a V-groove subject to an external electric field, under the assumptions outlined in Section 6.2.1.
It was shown that the application of an electric field enhances the flux. In the special case of an
electric field which is constant in Z, we have shown that stationary solutions with fluid below a
threshold thickness are nonlinearly stable, that a self-similar Washburn-like family of self-similar
solutions exists, and that these self-similar solution are both transiently and asymptotically stable
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when the fluid is below 0.9× the threshold thickness.

It should be noted that the threshold thickness is conservative, and in reality is likely slightly
higher due to axial (lengthwise) curvature of the fluid helping surface tension hold the fluid in
the groove. As our slender limit approach of the V-groove model ignores lengthwise curvature,
this correction is not captured. Yang and Homsy (2006) did introduce an approximation for
lengthwise curvature in their model, although they did not include all relevant O(ε2) terms.

Errors associated with the approximation of the fluid interface as a circular section and the
approximation of the electric field were discussed in Section 6.7, for (d/b) ≲ 0.1. While the
errors were found to be small for the case of a flat, lid-like electrode covering the groove,
the errors may vary for different external electric fields. However, based on the analysis in
Section 6.3.2, so long as the electric field is sufficiently smooth, such errors are expected to
remain O([d/b]2).

A fully rigorous determination of the electric field distribution would require not only explicit
restrictions on the smoothness of the external electric field and the shape of the fluid interface,
but also a careful analysis at the contact line, where the fluid interface meets the wall. For
contact angle θ > 0, this point represents a sharp interior corner. Being an interior corner
rather than an exterior corner, a singularity with an arbitrarily large electric field in the vicinity is
not expected (Jackson, 2012). However, the electric field will be affected; hence finer analytical
and numerical work in that region would be worthwhile to make a more accurate determination
of the exact electric field distribution.

The most significant limitation to the model is the requirement that the fluid be thin compared
to the depth of the groove. This assumption was required in order for an analytic approximation
of the electric field to be tractable. For fluid filled near to the top of the groove, a numerical
computation of the external field would be required; the most notable complication would arise
where at the edges of the groove, which, being exterior corners, would amplify the local electric
field (if the groove is conducting, which we assume to be the case). A low-order model could
still be developed in that regime, following the blueprint of Section 6.2, but it would likely result
in both Pcapillary and PMaxwell being nontrivial numerical functions of H and the external field
strength.

Similarly, adapting the model to curved-bottom U-grooves would also likely require Pcapillary

and PMaxwell to be computed as numerical functions of H. In particular, the sensitivity of
the Maxwell pressure to fluid thickness would likely be lower when the fluid remained near the
rounded bottom of the groove than when the fluid began to fill the groove. Once the fluid
completely covered the rounded interior corner, an appropriately shaped groove would appear
to the electric field to be a V-groove, and thus the PMaxwell ∝ Hm electric field approximation
might again be applicable.

The assumption that the groove walls were perfect conductors determined the form of the electric
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field. Such an assumption is relevant if the groove is etched into a conducting substrate, and
may also apply if the substrate is not conducting but maintains a thin, precoated film of liquid
metal. In the latter case, dewetting of residual liquid metal could lead to nonconductive patches
on the groove walls, and would require additional study. If the groove walls are assumed to be
perfect insulators, an issue arises at the sharp corners of the fluid cross-section as the electric
field would approach a singularity there. Such a situation would likely result in the contact angle
θ changing to decrease the sharpness of the fluid corners, and further analysis would be required
in that case.

A few rules of thumb are transferable from the thin V-groove regime model to the thick V-groove
regime and U-groove models. It should still be the case that the Maxwell pressure increases in
magnitude as the fluid becomes thicker, and hence a threshold thickness above which the fluid
destabilizes should be expected. And it will still be the case that, for fixed pressure boundary
conditions, the presence of an electric field enhances the flux. However, the h(π/α)−2 scaling of
the Maxwell pressure will likely no longer be applicable.

Besides having ambient electric fields, the MEP feed system also has a complex geometry which
the V-grooves must traverse, first rising vertically from the reservoir, then curving to travel
horizontally across the array substrate floor, and again curving upwards to scale the emitter
needles. The coming chapter will address the issue of such curved V-grooves.

6.9 Appendix: Additional plots
Additional plots similar to those in Figures 6.5, 6.6, 6.8 and 6.9, but with Dirichlet pressure
boundary conditions rather than Dirichlet fluid thickness boundary conditions are shown.

6.9.1 Stationary plots
Figure 6.15 shows plots of stationary solutions given a constant external electric field, with
various pressure (P ) boundary conditions and electric field strengths, for α = 30◦. Figure 6.16
shows similar plots for α = 60◦. Note that since the nondimensionalization of the problem is
based upon geometric quantities Γ, Â, and R̂, then the nondimensionalization of the 30◦ and
60◦ grooves differs. Furthermore, the constant electric field strengths χ0 shown are chosen
as χ0 = {0, 0.2, 0.4, 0.6, 0.8, 0.9} × χthresh., where χthresh. is defined relative to each groove
geometry with Hmax = 1.

Each plot in Figures 6.15 and 6.16 shows a different set of Dirichlet pressure (P ) boundary
conditions; within each plot, different lines represent different electric field strengths. It is im-
mediately noticeable that higher field strengths lead to thicker films, given the same P boundary
conditions (opposite behavior from the case of H boundary conditions). Indeed, it is a general
rule that the fluid must be thicker in the presence of an electric field in order to achieve the same
pressure it would have without an electric field. Note also that, while the stationary solution
without an electric field follows the power Z1/3 (see Chapter 4 for a review of such solutions),
the solution with an electric field is more complicated. In particular, the stationary solution with
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an electric field can have both convex and concave regions within a single domain (this is only a
statement of lengthwise curvature; the fluid surface transverse to the groove remains a circular
section at all times).

Because the Maxwell pressure scales as Hm (with m > 0) and the capillary pressure as H−1,
then the relative strength of the electric field is smaller as H is smaller. Hence, the difference
between interfaces with and without electric fields is smaller at low H than at high H.

While the results in the α = 30◦ groove (Figure 6.15) and the α = 60◦ groove (Figure 6.15)
are qualitatively similar, the film interfaces in the α = 60◦ groove experience a bigger difference
between χ0 = 0 and χ0 = 0.9χthresh. than those in the narrow groove. This result arises because
m(α = 30◦) = 4 while m(α = 60◦) = 1; thus the narrow groove can achieve a large change in
pressure with only a small change in fluid thickness.
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(a) (b)

(c) (d)

Figure 6.15: Representative stationary solutions of flow of conducting liquids in V-grooves with
constant applied electric field, with internal groove half angle α = 30◦, and Dirichlet pressure
(P ) boundary conditions, according to Equation (6.57). Results are plotted for grooves with 5
different values of nondimensional electric field, χ0 ∈ {0, 0.05, 0.1, 0.15, 0.2, 0.225} correspond-
ing to (χ0/χthresh.) ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9}, where χthresh. is the maximum electric field
strength for which H(0) = 1 < Hthresh. [see Equation (6.44)]. The horizontal axis is Z, the
axial coordinate along the groove, and the vertical axis is HS , the nondimensional midline fluid
thickness. All plotted solutions have boundary condition P (0) = −(1 + m)/m = −1.25, and
the boundary condition at P (5) is varied between the plots:
(a) P (5) = 1.25 × P (0) = −1.5625, (b) P (5) = 2 × P (0) = −2.5, (c) P (5) = 10 × P (0) =
−12.5, (d) P (5) = 100 × P (0) = −125.
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(a) (b)

(c) (d)

Figure 6.16: Representative stationary solutions of flow of conducting liquids in V-grooves with
constant applied electric field, with internal groove half angle α = 60◦, and Dirichlet pressure
(P ) boundary conditions, according to Equation (6.57). Results are plotted for grooves with 5
different values of nondimensional electric field, χ0 ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9} corresponding to
(χ0/χthresh.) ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9}, where χthresh. is the maximum electric field strength for
which H(0) = 1 < Hthresh. [see Equation (6.44)]. The horizontal axis is Z, the axial coordinate
along the groove, and the vertical axis is HS , the nondimensional midline fluid thickness. All
plotted solutions have boundary condition P (0) = −(1 + m)/m = −2, and the boundary
condition at P (5) is varied between the plots:
(a) P (5) = 1.25 × P (0) = −2.5, (b) P (5) = 2 × P (0) = −4, (c) P (5) = 10 × P (0) = −20,
(d) P (5) = 100 × P (0) = −200.
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6.9.2 Self-similar plots
Figure 6.17 shows plots of self-similar solutions under a constant external electric field [i.e., so-
lutions of Equation (6.59)], with various Dirichlet pressure (P ) boundary conditions and electric
field strengths, for α = 30◦. Figure 6.18 shows similar plots for α = 60◦. In the case of advanc-
ing solutions [plots (a)-(d)], for which S(0) > S(∞), stronger electric fields yield thicker films
(again, opposite to the behavior when comparing against fixed thickness boundary conditions).
Furthermore, stronger electric fields yield a greater ∂ηηS near η = 0; in particular, it can be
seen in plots (c)-(d) that the solution with no electric field has negative axial interface curva-
ture (∂ηηS < 0) while the solution with an electric field has positive axial interface curvature
(∂ηηS > 0) near η = 0. Receding solutions [plots (e)-(f)] similarly have thicker films when the
electric field is increased.

In plots (b)-(d), the interfaces with different electric field strengths appear to be converge to
nearly identical thicknesses. Because the Maxwell pressure scales as Sm (with m > 0) and the
capillary pressure as S−1, then the relative strength of the electric field is smaller as S is smaller.
Hence, the difference between interfaces with and without electric fields is smaller at low S than
at high S.

The self-similar solutions in the V-groove with α = 60◦ (Figure 6.18) are qualitatively similar
to those with α = 30◦ (Figure 6.17). But, as with the stationary solutions, the gap between
the χ0 = 0 interface and the χ0 = 0.9χthresh. interface is larger for the wide 60◦ groove than
for the narrow 30◦ groove.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.17: Representative self-similar solutions of flow of conducting liquids in V-grooves with
constant applied electric field, with internal groove half angle α = 30◦, and Dirichlet pressure
(P ) boundary conditions, according to Equation (6.59). Results are shown for 5 different
values of nondimensional electric field, χ0 ∈ {0, 0.05, 0.1, 0.15, 0.2, 0.225} corresponding to
(χ0/χthresh.) ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9}, where χthresh. is the maximum electric field strength
for which S(0) = 1 < Hthresh. [see Equation (6.44)]. The horizontal axis is η = Z/T 1/2, the
self-similar coordinate; the vertical axis is S, the nondimensional midline fluid thickness. Results
were computed for η ∈ [0, 40], but only η ∈ [0, 3] is shown, as the remainder is nearly constant.
Plots (a)-(d) depict advancing solutions, with P (0) = −(1 + m)/m = −1.25, and varying
boundary condition P (40): (a) P (40) = 1.25×P (0) = −1.5625, (b) P (40) = 2×P (0) = −2.5,
(c) P (40) = 10 × P (0) = −12.5, (d) P (40) = 100 × P (0) = −125.
Plots (e)-(f) depict receding solutions, with P (40) = −(1 + m)/m = −1.25, and varying
boundary condition P (0): (e) P (0) = 2 × P (0) = −2.5, (f) P (0) = 100 × P (0) = −125.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.18: Representative self-similar solutions of flow of conducting liquids in V-grooves with
constant applied electric field, with internal groove half angle α = 60◦, and Dirichlet pressure
(P ) boundary conditions, according to Equation (6.59). Results are shown for 5 different values
of nondimensional electric field, χ0 ∈ {0, 0.2, 0.4, 0.6, 0.8, 0.9} corresponding to (χ0/χthresh.) ∈
{0, 0.2, 0.4, 0.6, 0.8, 0.9}, where χthresh. is the maximum electric field strength for which S(0) =
1 < Hthresh. [see Equation (6.44)]. The horizontal axis is η = Z/T 1/2, the self-similar coordinate,
and the vertical axis is S, the nondimensional midline fluid thickness. Results were computed
for η ∈ [0, 40], but only η ∈ [0, 3] is shown, as the remainder is nearly constant.
Plots (a)-(d) depict advancing solutions, with P (0) = −(1+m)/m = −2, and varying boundary
condition P (40): (a) P (40) = 1.25 × P (0) = −2.5, (b) P (40) = 2 × P (0) = −4, (c)
P (40) = 10 × P (0) = −20, (d) P (40) = 100 × P (0) = −200.
Plots (e)-(f) depict receding solutions, with P (40) = −(1+m)/m = −2, and varying boundary
condition P (0): (e) P (0) = 2 × P (0) = −4, (f) P (0) = 100 × P (0) = −200.
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* C h a p t e r 7 *

INFLUENCE OF BACKBONE CURVATURE ON CAPILLARY FLOW AND STABILITY
IN OPEN V-GROOVE CHANNELS

7.1 Introduction
Passive capillary wicking is a central feature of many modern propellant management devices
(PMDs) (Hartwig, 2016, 2017; Jaekle, 1991; Levine et al., 2015; Rollins et al., 1985). In
particular, free-surface flow in V-grooves is a frequent feature of PMDs, in addition to other
applications such as heat pipes for cooling microelectronics (Cotter, 1984; Mallik et al., 1992;
Peterson et al., 1993; Qu et al., 2017). As these devices are increasingly miniaturized, such as
in CubeSats and other microsatellites, curving or coiling the backbones of their interior fluid
channels becomes an effective way to reduce device size. Indeed, the microfluidic electrospray
propulsion (MEP) thruster under development at NASA calls for delivery of fluid from a reservoir
underneath the emitter array, across the array substrate floor, and up the sides of emitter needles,
a path which cannot feasibly be made a straight line. In order to model and assess such systems,
it is necessary to understand the flow behavior and stability properties of flow in a V-groove
with an curved backbone, an example of which is shown in Figure 7.1.

The study of liquids with free surfaces in V-grooves appears to have begun with Concus and
Finn (1969), who studied the equilibrium shapes of fluid free surfaces in sharp interior corners
with interior angle 2α. They found that the fluid contact angle, θ, must satisfy θ+α < π/2 for
equilibrium solutions to exist, and also discovered that the equilibrium surfaces are unbounded
even in the presence of gravity, implying that fluid with with a contact angle below the requisite
value can flow arbitrarily far into a V-groove. Ayyaswamy et al. (1974) determined a semi-

Figure 7.1: Wetting fluid (blue) flowing in a helical V-groove, a system which can be simulated
using the present work’s reduced-order model.
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analytical series solution for the streamwise velocity profile in a 2D cross-section of a fluid
in a V-groove with a circular free surface. While not a full equation of motion, this result
demonstrated that the friction factor coefficient 2D2

h/w, where Dh is a hydraulic diameter
proportional to the groove width and w is the mean streamwise velocity, increases with fluid
contact angle θ but has a non-monotonic relationship with interior groove angle α. A dynamical
model of viscous V-groove flow was later developed independently by Dong and Chatzis (1995),
Romero and Yost (1996), and Weislogel and Lichter (1996; 1998), which described viscous
liquids satisfying the Concus-Finn contact angle condition and which included the streamwise
friction factor of Ayyaswamy et al. in determining a capillary-driven equation of motion. (see
Chapter 4 for a review of this model).

Significant research has been devoted to the study of incompressible laminar flows in closed,
curved pipes. Dean (1927) computed the equations of motion in a pipe of circular cross-section
which is not straight but instead has a small constant curvature (i.e., the radius of curvature
is much larger than the pipe radius) and a constant streamwise pressure gradient. Dean found
that such curvature induces a secondary cross flow of magnitude O(Re dk), where Re = ρud/µ

is the Reynolds number, d is pipe diameter, and k is pipe curvature. The flow is then not
unidirectional but instead forms twin helical structures within the pipe. The correction to the
streamwise velocity has magnitude O(Re2dk) and results in a given pressure gradient producing
lower streamwise flux in a curved pipe than a straight pipe. This effect arises due to interaction
between inertial and viscous forces. In inviscid fluids, Dean’s secondary flow does not arise
(Berger et al., 1983), and in viscous fluids at zero Reynolds number (Re = 0), no cross flow
whatsoever occurs and the solution is unidirectional (Chadwick, 1985; Dean, 1927). Similar
results have been found in pipes with non-circular cross-sections. Rectangular pipes at nonzero
Reynolds number have been shown to generate secondary flow similar to that of Dean (Norouzi
and Biglari, 2013). Torsion (twisting) out of plane of the curvature in circular cross-section pipes
has been considered in addition to curvature alone, and found to have a positive or negative
effect on flux at O(ε2), with ε being the ratio of pipe curvature to pipe diameter, depending on
the Reynolds number (Wang, 1981b). Although no cross flow occurs in a gently curved pipe
at Re = 0, the unidirectional flow solution does differ from that of a straight pipe, with the
result that, at O(ε) (first order in the ratio of radius of curvature to pipe radius), the center
of streamwise flow (the point of maximum flow speed) is shifted towards the interior of curves.
Furthermore, the cross-sectional flux is slightly enhanced at O(ε2) as compared to a straight
pipe with identical pressure gradient (Chadwick, 1985). Analyses of Re = 0 flow in rectangular
and elliptical curved pipes have shown that the center of streamwise flow shifts towards the
interior of curves, as with circular pipes (Wang, 2012). However, whether flux is enhanced or
suppressed as compared to straight pipes depends on the aspect ratio of the pipe cross-section.
In the analysis of the present work, inertial terms are negligible, and hence the Dean effect is
also negligible. However, as in the results of Chadwick (1985) and Wang (2012), we will find
that curvature of the V-groove induces a change in the flux via a modification of streamwise
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flow.

Flows in closed pipes lack a free surface, limiting how directly they can be compared to V-groove
flow, but free-surface flows in curved geometries have also been investigated. For example,
Stokes et al. (2013) analyzed gravity-driven shallow inertial flow in helical open channels, ap-
proximately 0.5m in diameter. At this scale surface tension was ignored, and the change in shape
of the interface was driven by inertial forces, with the result that the fluid layer was thicker on
the outside of curves than on the inside. In the present work, the shape of the fluid interface
will be affected by the groove curvature, but this effect will be driven by surface tension and
not by inertia.

The effect of substrate curvature on capillary-driven free-surface flows has been investigated in
the context of thin films coating curved substrates. A model for such curved thin film flows was
first constructed by Schwartz and Weidner (1995), and a more accurate result was developed
with rigorous perturbation theory by Roy et al. (2002). Rumpf and Vantzos (2013) rederived
the result of Roy et al. from a different starting point by identifying the gradient flow form
of the thin film equation. The direct influence of substrate curvature on fluid interface shape,
and hence capillary pressure, and the existence of changes in local volume element and flux in
a curvilinear coordinate system are all factors which also arise in the curved V-groove. The
qualitative rule that fluid thins where substrate curvature is negative and thickens where it is
positive (Roy et al., 2002) will be shown to apply to the V-groove system as well. And the
general approach to developing the equations of motion by perturbative expansion in the low
curvature limit is analogous to the derivation of Roy et al. (2002). However, the V-groove has a
number of unique characteristics that make the thin film approach inapplicable. First, the fluid
is confined between two walls and has only one long dimension, rather than being unconfined in
two dimensions. Furthermore, the existence of these groove walls creates a unique fluid interface
shape, which we will see has a small correction at the first perturbative order due to curvature.
This differs from the thin film on a curved substrate, in which the film is conformal to the
substrate and experiences capillary pressure due to substrate curvature at zeroth order. A more
detailed comparison of the two systems will be presented in Section 7.2.13.

Berthier et al. (2016) performed a preliminary experiment examining flow in open rectangular
channels following a curved path, and examined the relative advance of liquid filaments in the
channel corners ahead of the bulk flow. The experiment was qualitative in nature, and the curved
V-grooves forming the channel corners had different lengths and complex boundary conditions,
and were thus not directly comparable. That said, filaments in V-grooves with positive curvature
appeared to be thicker than those in grooves with negative curvature. Based on static images
in that paper, filaments on the negatively-curved groove appeared longer than those in the
positively-curved groove. While strong conclusions cannot be drawn from these results, they
indicate that curvature does change the behavior of groove flow, and suggest that an analysis
of the problem is worth pursuing.
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Wu et al. (2018) performed drop-tower microgravity experiments measuring flow in V-grooves
with a curved backbone. The experiments were performed with a relatively large-scale system,
having fluid film thickness of approximately 3cm and length of approximately 3-10cm, with
groove radii of curvature of approximately 7-27cm. These scales placed the system in a regime
in which inertial effects would be relevant and in which the aspect ratio is not slender, unlike this
thesis, which considers viscous flow in slender grooves. Wu et al. found that increasing positive
curvature enhanced the advance of flow in the groove (no experiments were performed with
negative curvature). They further developed a semi-analytic model for flow in V-grooves with a
backbone of constant curvature by adding an additional pressure contribution from the backbone,
and modifying the friction factor in Weislogel’s (1996; 1998) model of viscous, straight, and
slender V-grooves to include a correction polynomial in the Dean number, De = Re

√
Dk,

where Re is the Reynolds number, D the “hydraulic diameter,” and k the backbone curvature.
This correction was approximated as a polynomial with coefficients derived empirically from
computational fluid dynamics (CFD) simulations. Wu et al.’s semi-analytic model qualitatively
captured the effect of positive curvature enhancing flow; however, the method of combining an
inertia-free (Re = 0) base model with an inertial curvature correction likely limited the accuracy
of their model.

In this work, a new physical model for viscous microgravity flow in V-grooves with curved
backbones is developed. It is carried out to first perturbative order, at which vertical curvature
is relevant but lateral curvature and torsion are not (these would enter as second order effects).
The model differs from that of Wu et al. (2018) in three key respects. First, although it is also
based on Weislogel’s (1996; 1998) straight, viscous V-groove model, all curvature corrections
are developed in terms of backbone curvature, rather than inertial factors such as Dean number.
Thus, for example, while the model of Wu et al. (2018) would include no flux corrections in a
purely viscous (Re = 0) regime, we find through careful derivation that corrections to the flux
term are in fact necessary. Second, our model does not require constant backbone curvature,
and includes those additional terms which arise in grooves with varying curvature. Third, our
model is derived analytically and rigorously from first principles (in a perturbative expansion,
following Weislogel [1996; 1998]) and does not rely on ad-hoc addition of terms, or on CFD
or empirical parameter fitting. The result is a partial differential equation which is structurally
distinct from that of Wu et al. (2018).

The derivation of the model is based on the slender perturbation theory derivation of the straight
V-groove equation by Weislogel (1996; 1998), as shown in Chapter 4. However, the backbone
curvature is captured by using a generalized nonorthogonal curvilinear coordinate system, re-
sulting in a significantly longer and more challenging derivation. We report this derivation in
great detail, with the goal that a student could reproduce or build upon it.

In Section 7.2, we will derive the equations of motion of the new model. Section 7.3 will
demonstrate the steady state and self-similar solutions of the model. In Section 7.4, we perform
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a nonlinear stability analysis of steady state solutions and a non-normal linear stability analysis
of self-similar solutions, as in Chapters 5 and 6. Section 7.5 will discuss numerical methods and
caveats of the model.

7.2 Derivation of equations of motion
7.2.1 Assumptions and method of derivation
We use “backbone” to denote the corner of the V-groove. The equations of motion for flow in
a V-groove with a straight backbone were first developed independently by Dong and Chatzis
(1995), Romero and Yost (1996), and Weislogel and Lichter (1996; 1998), and a full derivation
can be found in Chapter 4. The derivation was based upon the slender limit of the incompressible
Navier-Stokes equations, which allowed inertial effects to be ignored and reduced the equations
to a PDE governing thickness of the fluid in the groove.

The same general framework will be followed when deriving the curved-backbone V-groove equa-
tion, although the curvilinear coordinates will change the form of the Navier-Stokes equations,
the cross-sectional surface will no longer be circular, and the equation will be expressed in axial
arc length units instead of in z.

Several important assumptions underlie the model developed in the following sections, restricting
its domain of validity.

The first set of assumptions is exactly those required for the viscous straight V-groove model,
described in Chapter 4. The liquid is assumed to be Newtonian and incompressible, as well
as isothermal. The geometry is assumed to satisfy the slender limit, in which the slender
parameter, ε = (d/L), satisfies ε2 ≪ 1, where d is the characteristic fluid thickness and L is
the characteristic groove length scale. The fluid is assumed to be sufficiently thick that Van der
Waals forces between the fluid and wall [which are important in the extremely thin film limit,
typically for d ≲ O(0.01 µm)] may be ignored. The region outside the liquid is assumed to be a
vacuum, or else a fluid with viscosity much less than that of the liquid in the groove. The liquid
is assumed to be purely viscous, i.e., all inertial effects are ignored. This condition is valid when
εReΓ0 = ε2ργdΦ0Γ0/µ

2 ≪ 1, where ε = (d/L) is the slender parameter, ρ is fluid density, γ
is surface tension, µ is dynamic viscosity, and Γ0 is a geometric factor depending on α and θ.
Φ0 = Ca is the slender limit capillary number, which will be shown later to reduce to a geometric
factor depending only on α and θ. Numerical results show that Φ0 < 0.0335, a bound which
was computed numerically [see Figure 7.7]. In this work, the characteristic fluid thickness d is
taken to be the midline fluid thickness at the groove inlet, since no systems are investigated in
which the fluid thickness increases significantly beyond the inlet. Furthermore, the thickness of
the fluid is assumed to be much smaller than the length scale of axial variations. Note that,
given ρ, µ, and γ of a particular liquid, the film being sufficiently thin (i.e., having small enough
d ≪ [µ2L2/(Φ0Γ0γρ)]1/3) is sufficient to ensure the noninertial condition is satisfied. As an
example, consider liquid indium (viscosity µ = 1.60 × 10−3 Pa s, surface tension γ = 0.57
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N/m, and density ρ = 7000 kg/m3 [Assael et al.; Chentsov et al., 2012; 2011]) and a groove
with internal half angle α = 45◦, fluid contact angle θ = 15◦, d = 5µm, L = 200µm. Then
Φ0 ≈ 0.024, Γ0 ≈ 0.078, and thus εRe ≈ 0.12 and εReΓ0 ≈ 0.009 ≪ 1. Water (viscosity
µ = 10−3Pa s, surface tension with air γ = 0.07 N/m, density ρ = 1000 kg/m3 [Batchelor,
2000]) in a groove of the same dimensions would have εRe ≈ 0.005 and εReΓ0 ≈ 0.0004 ≪ 1.

The internal groove half angle, α, is assumed to be constant, as is the liquid contact angle, θ.
(Note that we follow Weislogel’s convention of α being the internal groove half angle, rather than
Romero and Yost’s convention of α being the exterior groove angle.) In particular, corrections
due to the dynamic variation of θ with fluid velocity are not considered.

Gravitational effects are ignored; specifically, it is assumed that the Bond number Bo =
ρgd2/γ ≪ εΦ0, where g is gravitational acceleration. This can be achieved with a sufficiently
thin film, or with a thicker film in a low gravity environment. As an example, again taking
values for liquid indium and a groove with α = 45◦, θ = 15◦, d = 5µm, L = 200µm, and using
Earth gravity of g = 9.8 m/s2, then Bo/(εΦ0) ≈ 0.005 ≪ 1. Water in a groove of the same
dimensions would have Bo/(εΦ0) ≈ 0.006 ≪ 1.

The above assumptions are inherited from the straight V-groove; an additional new set of
assumptions is required for the curved V-groove derivation.

It is assumed that the V-groove backbone radius of curvature, 1/k, must be at least O(1/ε)
larger than the film thickness, i.e., dk ≤ O(ε), and also O(1/ε) larger than the crosswise radius
of curvature of the fluid interface in the groove, i.e., dR̂k ≤ O(ε), where R̂(α, θ) is the geometric
factor relating film midline thickness to interface radius of curvature. In other words, hairpin
turns are not described by the model. Note, however, that a hairpin backbone curve regime will
re-enter the model regime if the fluid becomes sufficiently thin there. Similarly, the length scale
of any torsion or twisting of the groove is assumed to be at least O(d/ε).

These conditions may equivalently be understood as requiring that the characteristic length
scale L be the smallest of { the groove length of interest, the backbone radius of curvature,
and the backbone torsion length scale }, coupled with the aforementioned assumption that
d/L = ε ≪ 1.

We will further require a limit on the groove half angle, α. The exact value which α must not
exceed depends on the slender parameter ε, the fluid contact angle θ, and the pressure correction
factor P̂Υ(θ, α)/P̂0(θ, α) which will emerge from the derivation. As an example, for θ = 0◦ and
ε = 0.1, α must remain below approximately 60◦ (i.e., the full interior angle of the groove must
remain below 120◦). Physically, this limitation arises due to the V-groove backbone curvature
beginning to dominate the cross-sectional fluid interface curvature when the groove becomes
very wide.

We will find through our derivation that torsion and lateral (side-to-side) curvature of the V-
groove backbone enter as O(ε2) corrections, and thus only vertical (hill-and-valley) curvature
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will enter the final expressions.

Note that variables in this work marked with a wide angular hat, such as R̂, are geometric
constants, i.e., are functions of α and θ alone and do not depend on spatial or temporal variables.
The geometric constants Γ and Φ lack wide angular hats for consistency with the notation of
Romero and Yost (1996) and Chapters 4 to 6.

7.2.2 Coordinates and curvature
Backbone coordinates

The line following the interior corner, or backbone, of an arbitrarily curved V-groove can be
described as a space curve in R3 (Figures 7.2 and 7.3). A local coordinate system will first be
set up on this curve. This coordinate system will be described in two stages: first, a coordinate
triad will be constructed on the backbone; next, these coordinates will be extended to a region
around the backbone. This is a common approach for constructing curvilinear coordinate systems
around long narrow objects such as rods (Rubin, 2000), and has been used in fluid mechanics
to describe flow in curving and twisting pipes (Tuttle, 1990; Wang, 1981b).

Let the backbone be described by a space curve β⃗(s), where s is an arc-length parametrization.
The backbone has a local tangent which makes an obvious choice for one leg of a local coordinate
system,

ŝ = ∂β⃗

∂s
. (7.1)

Note that because s is an arc-length parametrization of β⃗, ŝ is a unit vector.

The classical choice of normal and binormal vectors is the Frenet-Serret frame, which is based on
the local curvature. This approach was employed, for example, by Wang (1981b) in an analysis
of flow in helical pipes with circular cross-sections. The classical theory of space curves defines

x z

y

sυ
ξ

Figure 7.2: The corner, or backbone of the V-groove is described by a space curve, with
local coordinates {ξ̂, υ̂, ŝ}. Unlike global Cartesian coordinates ({x, y, z} in the diagram), local
coordinates follow the space curve; ŝ is tangent to the curve, while ξ̂ and υ̂ are orthogonal to ŝ.
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total curvature and torsion, which are invariant quantities of the space curve, i.e., quantities
which do not depend on coordinate systems. The curvature describes the bending of the curve,
or the change in local tangent vector ŝ. Torsion describes rotation or twisting of the normal and
binormal about ŝ, describing how curves twist out of their local plane. These quantities may be
constant or vary in s.

But the V-groove lacks the rotational symmetry of a circular pipe, and thus a more natural
choice of coordinates exists, namely, setting υ̂ to be the normal vector which points “up” in the
V, and then defining ξ̂ to be ŝ × υ̂. This way, the V-groove cross section will always look the
same in the ξ̂-υ̂ plane at constant s. Note that this set of coordinate vectors is an orthonormal
triad on the backbone curve (Figure 7.2). Furthermore, rather than use invariant curvature
quantities defined in terms of an unoriented space curve, it becomes natural to use kυ, the
curvature projected onto the υ̂-ŝ plane, kξ, the curvature projected onto the ξ̂-ŝ plane, and ȷ,
the torsion of the υ vector. Mathematically,

kξ = −ŝ · ∂sξ̂, (7.2a)

kυ = −ŝ · ∂sυ̂, (7.2b)

ȷ = υ̂ · ∂sξ̂ = −ξ̂ · ∂sυ̂. (7.2c)

kξ represents lateral curvature, i.e., curvature of the backbone in the ξ̂-ŝ plane. kυ represents
vertical curvature, i.e., curvature of the backbone in the υ̂-ŝ plane. ȷ describes the torsion or
twisting of the V-groove orientation on the backbone curve. Figure 7.3 contains visualizations
of kξ, kυ, and ȷ.
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Figure 7.3: Diagrams distinguishing V-groove backbone curvature. (a)-(b): V-grooves with
laterally curved backbones. (a) Lateral curvature kξ > 0; (b) kξ < 0.
(c)-(d): V-grooves with vertically curved backbones. (c) Vertical curvature kυ > 0; (d) kυ < 0.
(e)-(f): V-grooves with torsion. (e) Torsion ȷ > 0; (f) ȷ < 0.
Note that the s coordinate follows the backbone (the corner) of the groove, and the υ coordinate
(Υ when nondimensionalized) always points “up” from the corner of the V-groove towards the
opening of the groove, and the ξ coordinate is orthogonal to the υ coordinate in the cross-
sectional plane.
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Extended coordinates

Extending the triad off of the backbone in the most natural way leads to the coordinate system
definition

x⃗(ξ, υ, s) = β⃗(s) + ξξ̂(s) + υυ̂(s). (7.3)

While ξ̂, υ̂, and ŝ were previously defined only on the backbone, a new coordinate triad can now
be defined that exists in a region near the backbone. Without normalizing, these vectors are

∂ξx⃗ = ξ̂, (7.4a)

∂υx⃗ = υ̂, (7.4b)

∂sx⃗ = ŝ+ ξ∂sξ̂ + υ∂sυ̂. (7.4c)

Note that ξ̂ and υ̂ still form two legs of the triad, but ∂sξ⃗ is equal to ŝ only when ξ = υ = 0, i.e.,
on the backbone. Therefore, what was an orthonormal coordinate system on the backbone is a
nonorthogonal coordinate system elsewhere. However, it will be seen that, to the perturbation
order considered in this paper, the nonorthogonality can be ignored.

With these coordinates, a diagram of the curved V-groove can be seen in Figure 7.4. Just as
in the straight groove, d is the fluid interface center height (fluid thickness) at the inlet of the
groove, L is the characteristic length scale of the groove, α is the half angle of the groove
corner, and θ is the contact angle of the groove with the wall. Now, however, υ is the vertical
coordinate, ξ is the transverse coordinate, and s is the axial coordinate of the groove.

These coordinates have the convenient property that the scale factor is 1 in ξ and υ. That is,
1 unit of measurement in ξ or υ corresponds to 1 unit in R3:

∂ξx⃗ · ∂ξx⃗ = ξ̂ · ξ̂ = 1, (7.5a)

∂υx⃗ · ∂υx⃗ = υ̂ · υ̂ = 1. (7.5b)

The scale factor tells how coordinate length relates to physical length. By analogy, in (r, θ)
polar coordinates, measuring angular distance in radians is not equivalent to measuring radial
distance in, say, meters. In that case, θ has a scale factor of r, since multiplying the local angular
distance by the radius gives physical distance. In the case of the curved-backbone V-groove,
only the s coordinate has a non-unity scale factor, which will be denoted by f . Computing and
simplifying this scale factor requires a few insights. First, since ξ̂ and υ̂ are unit vectors, then
∂sξ̂ · ξ̂ = ∂sυ̂ · υ̂ = 0. This means that ∂sξ̂ and ∂sυ̂ have only the ŝ direction in common, so
that ∂sξ̂ ·∂sυ̂ = (ŝ ·∂sξ̂)(ŝ ·∂sυ̂). Furthermore, ∂s(ξ̂ · υ̂) = ∂s(0) = 0, so that ξ̂ ·∂sυ̂ = −υ̂ ·∂sξ̂.
Using these facts,

f2 = ∂sx⃗ · ∂sx⃗ =
(
ŝ+ ξ∂sξ̂ + υ∂sυ̂

)2

= (1 − ξkξ − υkυ)2 +
(
ξ2 + υ2

)
ȷ2

=⇒ f =
√

(1 − ξkξ − υkυ)2 + (ξ2 + υ2) ȷ2. (7.6)
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Figure 7.4: Diagrams of curved-backbone V-groove flow system. (a) Schematic of a wetting
liquid film (0 ≤ θ < π/2) flowing within a slender open triangular groove with constant cross-
section and curved backbone. The inlet midline film thickness at the origin is denoted by
d = h(ξ = 0, s = 0, t) (note that we follow Weislogel’s convention of measuring the midline film
thickness, rather than Romero and Yost’s convention of the film thickness at the wall) and the
channel length by L where d/L ≪ 1. s is an arc length coordinate following the backbone (the
corner) of the groove; the υ coordinate points “up” from the corner of the groove to the groove
opening; the ξ coordinate is orthogonal to the υ coordinate in the cross-sectional plane. (b)
Cross-sectional view of the flow geometry depicted in (a) where h(s, t) denotes the local midline
film thickness, α is the groove internal half angle (note that we follow Weislogel’s convention
of α being the internal groove half angle, rather than Romero and Yost’s convention of α being
the exterior groove angle), R̂h is the radius of curvature of the liquid interface and θ is the
contact angle of the liquid wetting the channel sidewalls, which is assumed constant.

The nonorthogonality of the system can be shown explicitly:

∂ξx⃗ · ∂υx⃗ = ξ⃗ · υ⃗ = 0, (7.7a)

∂ξx⃗ · ∂sx⃗ = ξ̂ ·
(
ŝ+ ξ∂sξ̂ + υ∂sυ̂

)
= −υȷ, (7.7b)

∂υx⃗ · ∂sx⃗ = υ̂ ·
(
ŝ+ ξ∂sξ̂ + υ∂sυ̂

)
= ξȷ. (7.7c)

The fact that these dot products vanish at the backbone (where ξ = υ = 0) means that the
coordinates are orthogonal there. It can be seen that the coordinate nonorthogonality arises not
from curvature but from torsion, ȷ, just as in Wang’s (1981b) curved pipe. Noting this fact,
Germano (1982) solved the same curved-pipe problem as Wang (1981b) in a new coordinate
system with a frame of reference designed to rotate in such a way that the nonorthogonality
was eliminated. Such an approach was effective due to the circular cross-section of the pipe,
but would introduce significant challenges in describing a V-groove with a constantly changing
orientation. In short, because the inconvenience of a rotating frame of reference in the V-groove
would be greater than the inconvenience of a nonorthogonal coordinate system, we accept the
latter.



162

The central methodology of this work is to treat backbone curvature as a first order perturbative
correction to the straight V-groove equations of motion. Thus, in order for perturbation theory
to be valid, some constraints on the magnitude of the backbone curvature must be enforced. In
particular, it will be assumed that ∂sξ̂ and ∂sυ̂ are at most O(ε/d), where d is the characteristic
thickness of fluid in the groove and

ε = d

L
(7.8)

is the perturbation parameter, “characteristic thickness of fluid”/“characteristic length scale
of the groove.” This implies that kξ, kυ, and ȷ are also O(ε/d). In other words, the radius
of curvature must be much larger than the thickness of the fluid. Due to the symmetry of
the problem under reversal of ξ, any corrections to the equations of motion must be at least
quadratic in kξ, which will lead to kξ corrections being O(ε2) and thus irrelevant at first order
(although kξ will be carried through much of the following calculations until it becomes clear
exactly where it drops out). Thus, ultimately it will be found that only kυ curvature contributes
at first order. Furthermore, it will be seen later that the nonorthogonal terms (i.e., terms
containing ȷ) contribute only O(ε2) corrections to the Navier-Stokes and boundary condition
equations, and so these will also be irrelevant.

7.2.3 Covariant notation
Although the nonorthogonality will turn out to be irrelevant after nondimensionalizing the
fluid equations, it cannot be left out a priori. The simplest method of performing calculus
in nonorthogonal curvilinear coordinates is to use covariant derivatives and Christoffel symbols,
i.e., the language of differential geometry (although the background space remains Euclidean).
We follow Aris (1989), and the reader is referred to that book for a deeper review of covariant
notation, curvilinear coordinates, and nonorthogonal coordinates in fluid mechanics. It should
be noted that the scale-factor method found in textbooks such as Batchelor (2000) is useful
only for orthogonal coordinate systems.

The language of differential geometry will be used only through Sec. 7.2.7, in which the Navier-
Stokes equations, boundary conditions, and the integrated continuity equation are derived.
Readers uninterested in the details of coordinate transformations may safely skip to the summary
in Sec. 7.2.8, where the continuity and reduced Navier-Stokes equations are listed as Equations
7.50–7.55.

The metric will be denoted by gij with lowered indices, and its inverse by gij , with raised indices.
Vectors will be denoted by raised indices (e.g., ui) and are distinct from covectors, denoted with
lowered indices (ui =

∑
j giju

j). The dot product of two vectors u and v would be represented
as
∑

i,j gijv
iuj =

∑
j v

juj =
∑

j vju
j . Einstein summation notation will not be used; instead,

all sums will be written explicitly. Covariant derivatives are defined for scalars, vectors, and



163

tensors as

∇iϕ = ∂iϕ, (7.9a)

∇iu
j = ∂iu

j +
∑

ℓ

Γj
iℓu

ℓ, (7.9b)

∇iuj = ∂iuj −
∑

ℓ

Γℓ
ijuℓ, (7.9c)

∇iT
j
k = ∂iT

j
k +

∑
ℓ

Γj
iℓT

ℓ
k −

∑
ℓ

Γℓ
ikT

j
ℓ, (7.9d)

and so on, where ∂i represents the partial derivative with respect to the coordinate i (which is
one of ξ, υ, or s), and Christoffel symbols are defined by

Γi
jk = 1

2
∑

ℓ

giℓ (∂jgkℓ + ∂kgℓj − ∂ℓgjk) (7.10)

(Aris, 1989). For notational convenience, a raised-index covariant derivative will also be defined:

∇i =
∑

j

gij∇j . (7.11)

For the curved-backbone V-groove system, the metric is defined by

gij = ∂ix⃗ · ∂j x⃗ =


1 0 −υȷ
0 1 ξȷ

−υȷ ξȷ f2

 , (7.12)

and its inverse (denoted with raised indices) by

gij = 1
(1 − ξkξ − υkυ)2


f2 − ξ2ȷ2 −ξυȷ2 υȷ

−ξυȷ2 f2 − υ2ȷ2 −ξȷ
υȷ −ξȷ 1

 . (7.13)
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The nonzero Christoffel symbols for this system are

Γξ
ξs = Γξ

sξ = − υkξȷ

1 − ξkξ − υkυ
, (7.14a)

Γυ
υs = Γυ

sυ = ξkυȷ

1 − ξkξ − υkυ
, (7.14b)

Γξ
υs = Γξ

sυ = − (1 − ξkξ)ȷ
1 − ξkξ − υkυ

, (7.14c)

Γυ
ξs = Γυ

sξ = (1 − υkυ)ȷ
1 − ξkξ − υkυ

, (7.14d)

Γξ
ss =−ȷυ (ξ∂skξ + υ∂skυ) − ȷ2

[
ξ −

(
ξ2 + υ2) kξ

]
1 − ξkξ − υkυ

− υ∂sȷ+ kξ(1 − ξkξ − υkυ), (7.14e)

Γυ
ss =ȷξ (ξ∂skξ + υ∂skυ) − ȷ2

[
υ −

(
υ2 + ξ2) kυ

]
1 − ξkξ − υkυ

+ ξ∂sȷ+ kυ(1 − ξkξ − υkυ), (7.14f)

Γs
ξs = Γs

sξ = − kξ

1 − ξkξ − υkυ
, (7.14g)

Γs
υs = Γs

sυ = − kυ

1 − ξkξ − υkυ
, (7.14h)

Γs
ss =ȷ (υkξ − ξkυ) − ξ∂skξ − υ∂skυ

1 − ξkξ − υkυ
. (7.14i)

7.2.4 Fluid equations in curvilinear coordinates
When working in non-Cartesian coordinates, it is important to be careful of the scale factor for
each coordinate. In particular, given physical velocities u, v, and w, respectively, in the ξ, υ,
and s directions, covariant vectors will be denoted as

uξ = u, (7.15a)

uυ = v, (7.15b)

us = w

f
, (7.15c)

(by analogy, in polar coordinates the physical angular velocity would be measured in meters per
second, while the covariant vector component in the θ direction would be multiplied by the scale
factor r to give physical velocity).

The continuity equation is then simply ∑
i

∇iu
i = 0. (7.16)

The Navier-Stokes equations in curvilinear coordinates are defined by

ρ

∂tu
i +

∑
j

uj∇ju
i

 =
∑

j

∇jτ
ji, (7.17)
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where the stress tensor τ ji is

τ ji = µ
(
∇jui + ∇iuj

)
− pgji (7.18)

(Aris, 1989). It should be noted that these expressions are the same as the usual Navier-Stokes
in orthogonal coordinates, except that the derivatives are now covariant and the stress tensor has
gij instead of the identity matrix (in Cartesian coordinates, the metric is the identity). Note also
that, from this point forward, gravity will be ignored due to the assumption that it is negligible,
i.e., Bo/Ca ≪ ε, where Bo = ρgd2/γ is the Bond number and Ca is the capillary number,
which will later be expressed as the purely geometric quantity Ca = Φ0(α, θ).

A number of alternative formulations of the Navier-Stokes equations in nonorthogonal and
curvilinear coordinates are possible, but not used in this work. Hill and Stokes (2018) developed
a slightly simpler expression for the viscous term in the Navier-Stokes equations by writing the
generalized Laplacian in a simpler form. Applying this methodology would slightly decrease the
number of terms in the calculations below but would obscure the role of the stress tensor; we
therefore do not take this approach. Voke and Collins (1984) found that writing the Navier-
Stokes equations in terms of vorticity decreases the number of Christoffel symbols needed in
the inertial terms, but the present work does not rely on those terms. Luo and Bewley (2004)
derived the Navier-Stokes equations in general curvilinear time-dependent coordinates. While
we assume the geometry of the groove is fixed and immobile, their results would be useful in
extending this work to a fluid flowing within a flexible, moving groove.

7.2.5 Slender limit of fluid equations
The system will be reduced by taking the slender limit, in which ε = d/L is taken to be a
small parameter and the equations of motion are expanded perturbatively. The coordinates are
nondimensionalized following Table 7.1, and terms of order ε2 are dropped.

One way to proceed would be to take the Navier-Stokes equations [Equation (7.17)], write them
all out by substituting in the definitions of covariant derivatives and Christoffel symbols, and
then nondimensionalize and take the slender limit by dropping O(ε2) terms. However, it is easier
to do this in reverse: first nondimensionalize the metric and the Christoffel symbols, and then
substitute them into the equations. The result is identical, but this method makes tracking
epsilons easier.

The metric tensor and its inverse become

gij =


1 0 −εΥJ
0 1 εΞJ

−εΥJ εΞJ F 2 +O(ε2)

 , (7.19)

gij = 1
F 2


F 2 +O(ε2) −ε2ΞΥJ 2 εΥJ
−ε2ΞΥJ 2 F 2 +O(ε2) −εΞJ
εΥJ −εΞJ 1

 , (7.20)
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Quantity Dimensional Scaling Rescaled
variable variable

Slender parameter ε = d/L ≪ 1

Coordinates ξ d Ξ = ξ/d
(Figures 7.2 and 7.4) υ d Υ = υ/d

s L S = s/L

Self-similar coord. η = S/
√
T

Characteristic length L L
scale of groove
Interface midline d d
thickness at inlet
Interface midline h d H = h(s, t)/d
thickness
Interface shape σ d Σ = σ(ξ, s, t)/d
Cross-sectional area a d2 A = a/d2

Backbone curvature kξ 1/L KΞ = kξL
kυ 1/L KΥ = kυL

Backbone torsion ȷ 1/L J = ȷL
Interface mean kmean 1/L Kmean = kmeanL
curvature
Metric scale factor f 1 F = 1 − εΞKΞ − εΥKΥ

Velocity u uc = ε2γCa/µ U = u/uc

v vc = ε2γCa/µ V = v/vc

w wc = εγCa/µ W = w/wc

Stress tensor τ ij

Pressure p pc = γCa/(εL) P = p/pc

Streamwise flux q qc = wcd
2 Q = q/qc

Time t tc = µL/(εγCa) T = t/tc

Surface tension γ
Liquid density ρ
Liquid viscosity µ

Slender limit capillary number Ca = µwc/εγ = Φ0
Reynolds number Re = ρwcd/µ = ε(ργd/µ2)Φ0
Bond number Bo = ρgd2/γ

Dimensionless interface radius R̂ = sinα/(cos θ − sinα)

Table 7.1: Characteristic scalings and nondimensional variables used to describe dimensionless
system shown in Figures 7.3 and 7.4 .
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where

F = (1 − εΞKΞ − εΥKΥ) +O(ε2) (7.21)

is the nondimensionalization of the scale factor f up to O(ε2). The Christoffel symbols become

Γξ
ξs = Γξ

sξ = − ε

L

ΥKΞJ
F

(7.22a)

Γυ
υs = Γυ

sυ = ε

L

ΞKΥJ
F

(7.22b)

Γξ
υs = Γξ

sυ = − 1
L

(1 − εΞKΞ)J
F

(7.22c)

Γυ
ξs = Γυ

sξ = 1
L

(1 − εΥKΥ)J
F

(7.22d)

Γξ
ss = − 1

L

[
−KΞF + εJ 2Ξ + εΥ∂SJ +O(ε2)

]
(7.22e)

Γυ
ss = − 1

L

[
−KΥF + εJ 2Υ − εΞ∂SJ +O(ε2)

]
(7.22f)

Γs
ξs = Γs

sξ = − 1
L

[
KΞ

1 − εΞKΞ − εΥKΥ

]
(7.22g)

Γs
υs = Γs

sυ = − 1
L

KΥ
F

(7.22h)

Γs
ss = ε

L

J (ΥKΞ − ΞKΥ) − Ξ∂SKΞ − Υ∂SKΥ
F

. (7.22i)

The continuity equation is

0 = ∂ξu+ ∂υv + ∂s

(
w

f

)
+
(
Γξ

ξξ + Γυ
υξ + Γs

sξ

)
u

+
(
Γξ

ξυ + Γυ
υυ + Γs

sυ

)
v +

(
Γξ

ξs + Γυ
υs + Γs

ss

)(w
f

)
, (7.23)

which reduces to

0 = ∂ΞU + ∂ΥV + ∂SW

F
− εKΞU − εKΥV +O(ε2). (7.24)

The denominator F = (1 − εΞKΞ − εΥKΥ) under the ∂SW term is the scale factor of S,
reflecting the fact that outside of a curve is longer than the inside. The εKΞU and εKΥV

corrections are due to the υ̂ and ξ̂ directions depending on s. To see this intuitively, imagine
that U and W were 0, and that V were a constant. In such a case, the flow streamlines
would not be parallel, but instead diverge or converge, depending on the sign of KΥ; hence the
divergence ∇ · u⃗ would be nonzero.

The fluid stress tensor is given by

τ ji = µ
∑

k

(
gjk∂ku

i + gik∂ku
j +

∑
ℓ

[
gjkΓi

kℓ + gikΓj
kℓ

]
uℓ

)
− pgji. (7.25)
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In matrix form, and dropping terms of relative order ε2,

τ ij = µwc

Lε2 ×
−P ε2

(
∂ΞV + ∂ΥU + ΞΥJ 2P

F 2

)
ε
(
∂Ξ
{

W
F

}
− ΥJ P

F 2

)
ε2
(
∂ΞV + ∂ΥU + ΞΥJ 2P

F 2

)
−P ε

(
∂Υ
{

W
F

}
+ ΞJ P

F 2

)
ε
(
∂Ξ
{

W
F

}
− ΥJ P

F 2

)
ε
(
∂Υ
{

W
F

}
+ ΞJ P

F 2

)
− P

F 2

 (7.26)

It will be assumed that the streamwise inertial correction is small enough to be dropped, i.e.,
εReΓ0 = ε(ρwcd/µ)Γ0 ≪ 1. In other words, inertia is not considered in this problem, which
is valid at sufficiently small scales or late times. Note that in the curved pipe problem of
Dean (1927), inertial corrections to streamwise velocity enter at O(εRe) and corrections to
crosswise velocity enter at O(ε2Re) [i.e., O(De2), De being the so-called Dean number]. In the
V-groove, inertial corrections to streamwise velocity due to curvature have O(ε2ReΓ0), and are
thus ignored. The three Navier-Stokes equations then lose their inertial terms and are simply
described by

∑
j ∇jτ

ji = 0. Nondimensionalizing,

0 =
∑

j

∇jτ
jξ = 1

ε3
µwc

L2

[
∂ΞP +O(ε2)

]
, (7.27a)

0 =
∑

j

∇jτ
jυ = 1

ε3
µwc

L2

[
∂ΥP +O(ε2)

]
, (7.27b)

0 =
∑

j

∇jτ
js = µwc

ε2L2F

[
− ∂SP

F
+ ∂ΞΞW + ∂ΥΥW

− ε (KΞ∂ΞW +KΥ∂ΥW ) +O(ε2)
]
. (7.27c)

In short, P = P (S, T ) and

∂SP

F
= ∂ΞΞW + ∂ΥΥW − ε [KΞ∂ΞW +KΥ∂ΥW ] . (7.28)

The denominator on the left-hand side reflects the fact that the pressure gradient becomes
weaker on the outside of a curve, since the outside of a curve is longer than the inside of a
curve. On the right-hand side of the equation, the correction is the additional contribution to
W diffusion due to the curved geometry. It is not related to W being the S-component of
the velocity vector; rather the Laplacian of any scalar would have the same correction at O(ε).
Ultimately, it is due to the υ̂ vector varying in s. To draw again from the analogy with polar
coordinates, it is the fact that neighboring lines tangent to r̂ are not parallel but instead grow
apart as r increases that leads to the r−1∂r correction in the polar Laplacian.

7.2.6 Boundary conditions
Without loss of generality, the gauge pressure of the vacuum or gas outside the liquid may be set
to 0. The boundary conditions across an interface υ = σ(ξ, s) are then given by three conditions:
the normal stress must be balanced by the surface tension, and the stress must have no tangential
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components at the surface (which is two conditions, since there are two independent tangent
vectors). Letting γ be the surface tension of the fluid, the boundary conditions are expressed as

0 =
∑
i,j

niτ
ijnj − γkmean, (7.29a)

0 =
∑
i,j

niτ
ijt

(1)
j , (7.29b)

0 =
∑
i,j

niτ
ijt

(2)
j . (7.29c)

Here ni is the vector normal to the surface, ti(1) and ti(2) are vectors tangent to the surface, and
ni, t(1)

i , and t(2)
i their corresponding covectors. kmean is the mean surface curvature, defined by

kmean = −
∑

i

∇i − ni

∑
j

nj∇j

ni. (7.30)

Although the expression for kmean may appear complicated, it is simply the divergence of the
normal vector restricted to the surface σ. The operator in parentheses is known as the surface
gradient (frequently denoted ∇s in the literature, but not here to avoid confusion with the
index).

To evaluate these boundary condition expressions, it is first necessary to define tangent and
normal vectors to the surface of the fluid. The fluid surface can be written in coordinates as

σ⃗ =


ξ

σ(ξ, s)
s

 . (7.31)

Although any two (non-parallel) tangent vectors may be used for t(1) and t(2), it is convenient
to choose unit vectors in the directions of ∂ξσ⃗ and ∂sσ⃗:

ti(1) = ∂ξσ⃗√
∂ξσ⃗ · ∂ξσ⃗

= 1√
1 + (∂ξσ)2


1
∂ξσ

0

 , (7.32a)

ti(2) = ∂sσ⃗√
∂sσ⃗ · ∂sσ⃗

= 1√
f2 + 2ξȷ∂sσ + (∂sσ)2


0
∂sσ

1

 . (7.32b)

The normal vector is defined by the cross product of the two tangent vectors. Because the
unit tangent vectors are nonorthogonal, their cross product is not a unit vector and must be
normalized. Letting ϵ represent the Levi-Civita symbol (not to be confused with the perturbation
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parameter ε), the unit normal is

ni = (normalization const.) ×
∑
j,k,ℓ

giℓϵℓjkt
j
(2)t

k
(1)

= 1 +O(ε2)√
1 + (∂ΞΣ)2


−∂ΞΣ

1
−ε (∂SΣ + ΞJ + ΥJ ∂ΞΣ) /F 2

 . (7.33)

The tangent and normal vectors each have corresponding covectors, given by

t
(1)
i =

∑
j

gijt
j
(1) = 1√

1 + (∂ΞΣ)2


1

∂ΞΣ
εJ (−Υ + Ξ∂ΞΣ)

 (7.34a)

t
(2)
i =

∑
j

gijt
j
(2) = 1

F


−εJ Υ +O(ε3)

ε∂SΣ + εJ Ξ +O(ε3)
F 2 +O(ε2)

 (7.34b)

ni =
∑

j

gijn
j = 1√

1 + (∂ΞΣ)2


−∂ΞΣ +O(ε2)

1 +O(ε2)
−ε∂SΣ +O(ε3)

 . (7.34c)

Substituting these results into Equation (7.30), the mean surface curvature comes out to

kmean = 1
εL

{
∂ΞΞΣ

[1 + (∂ΞΣ)2]3/2

−ε KΞ∂ΞΣ√
1 + (∂ΞΣ)2 + ε

KΥ√
1 + (∂ΞΣ)2 +O(ε2)

}
. (7.35)

The first term represents the spanwise curvature of the fluid surface; the two corrective terms
express the additional curvature due to the surface following the backbone. The curvature due
to axial variations of fluid thickness along the groove (in the S direction) comes in at order
O(ε2), and so does not contribute1.

As for the boundary conditions, 0 =
∑

i,j n
iτijn

j−γkmean sets the pressure and 0 =
∑

i,j n
iτijt

j
(2)

acts as a boundary condition for W . The other condition, 0 =
∑

i,j n
iτijt

j
(1), is a boundary con-

dition on U and V and will not be necessary for the remaining derivation. After some algebra,
1For an example of an approach to including axial curvature in V-groove models, see Yang and Homsy (2006).

Note, however, that they add it to the model only partially, ignoring some of the additional O(ε2) corrections
that should arise from the axial curvature.
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and making the replacement γ = ε−1µwc/Ca, the two relevant boundary conditions become

0 = µwc

Lε2

[
−P − 1

Ca

(
∂ΞΞΣ

(1 + (∂ΞΣ)2)3/2

−ε KΞ∂ΞΣ√
1 + (∂ΞΣ)2 + ε

KΥ√
1 + (∂ΞΣ)2

)
+O(ε2)

]
, (7.36a)

0 = µwc

Lε
F

∂nW + ε
KΥ −KΞ∂ΞΣ√

1 + (∂ΞΣ)2
W +O(ε2)

 , (7.36b)

where

∂n = ∂Υ − (∂ΞΣ)∂Ξ√
1 + (∂ΞΣ)2

(7.37)

is the outward normal derivative in the Ξ-Υ plane.

7.2.7 Transport equation
The final equation to be derived from the curvilinear coordinate system is the groove transport
equation. We first derive the transport equation in a more general form, and then apply it to
the curved V-groove.

General metric

Let the local groove coordinates be {ξ, υ, s}, and the cross-sectional slice of the groove in the
ξ-υ plane be denoted Ω(s, t). Suppose the metric tensor is given by

gij =


1 0 g1(ξ, υ, s)
0 1 g2(ξ, υ, s)

g1(ξ, υ, s) g2(ξ, υ, s) [g3(ξ, υ, s)]2

 . (7.38)

This is not the most general metric tensor possible, but it is sufficient for our purposes. One
important feature of this metric is that ξ̂ and υ̂ are orthogonal, although they are not orthogonal
with ŝ. This means that we can easily switch between the Ω-projected coordinates and the full
3D coordinates.

Normal velocity

The total flux across Ω(s, t) is
∫

Ω(s,t) u⃗ · ν̂dΞdΥ, where ν̂ is normal to the plane of the cross-
sectional Ω(s, t) cut. (Keep in mind that this is distinct from n̂, which is the normal to the
boundary ∂Ω.) In general, because ν̂ ̸= ŝ, then u⃗ · ν̂ ̸= w. Making this distinction between u⃗ · ν̂
and w when computing integrated flux is necessary only in nonorthogonal coordinate systems
(Wang, 1981b). Although the nonorthogonality is O(ε2) in our perturbation scheme, we derive
the general transport equation here without making assumptions about orthogonality.
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In this case, ξi = {1, 0, 0} and υi = {0, 1, 0}. Then, it is clear that the normal vector must
have the (lowered) form νi = {0, 0, c} for some normalization factor c. To be a unit vector, it
must be that νi = {0, 0, 1√

g33
}. Thus,

νi =
{

0, 0,
√
g2

3 − g2
1 − g2

2

}
(7.39)

νi = 1√
g2

3 − g2
1 − g2

2

{−g1,−g2, 1} (7.40)

u⃗ · ν̂ = uiνi =
(
w

g3

)√
g2

3 − g2
1 − g2

2. (7.41)

Conservation of mass

We will need the conservation of mass equation in curvilinear coordinates to simplify the trans-
port equation. For an incompressible fluid, this is given by

0 = ∇ · u⃗ =
∑

k

∂k +
∑
i,j

1
2g

ij∂kgij

uk

= 1√
det gij

∑
k

∂k

(√
det giju

k
)

= 1√
g2

3 − g2
1 − g2

2

∑
k

∂k

(√
g2

3 − g2
1 − g2

2u
k
)
, (7.42)

where ui = {u, v, w/g3}.

General transport equation

Now we substitute these results into the integral transport equation. Note that we will make use
of the fact that

√
det gij =

√
g2

3 − g2
1 − g2

2, and in the last step invoke conservation of mass.

∂q

∂s

∣∣∣∣
t

= ∂

∂s

∣∣∣∣
t

∫
Ω(s,t)

û · ν̂dΞdΥ = ∂

∂s

∣∣∣∣
t

∫
Ω

(
w

g3

)√
g2

3 − g2
1 − g2

2dA

= − ∂

∂t

∣∣∣∣
s

∫
Ω

√
g2

3 − g2
1 − g2

2dA+
∫

Ω

∂

∂s

∣∣∣∣
x⃗,t

[√
det gij

(
w

g3

)]
dA

+
∫

Ω

[
∂ξ

(√
det giju

)
+ ∂υ

(√
det gijv

)]
dA

= − ∂

∂t

∣∣∣∣
s

∫
Ω

√
g2

3 − g2
1 − g2

2dA+
∫

Ω
∂k

[√
det giju

k
]
dA

= − ∂

∂t

∣∣∣∣
s

∫
Ω(s,t)

√
g2

3 − g2
1 − g2

2dA . (7.43)

Transport equation in curved V-groove

Given the cross-sectional slice of the groove in the ξ-υ plane, Ω(s, t), the flux across that slice
is
∫

Ω(s,t) u⃗ · ν̂dξdυ, where ν̂ is a unit normal to the slice. (Keep in mind that this is distinct
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from n̂, which is the normal to the boundary ∂Ω.) Because ν̂ ̸= ŝ, then u⃗ · ν̂ ̸= w/f . Instead,
νi = {0, 0, (1 − ξkξ − υkυ)} and

u⃗ · ν̂ = uiνi = (1 − ξkξ − υkυ)w
f

= wcW +O(wcε
2). (7.44)

Hence the directional corrections to the flux have are of order ε2, and will be ignored.

Defining the flux

q(s, t) =
∫

Ω(s,t)
uiνidξdυ, (7.45)

the transport equation is

∂q

∂s

∣∣∣∣
t

= ∂

∂s

∣∣∣∣
t

∫
Ω(s,t)

û · ν̂dξdυ

= − ∂

∂t

∣∣∣∣
s

∫
Ω(s,t)

(1 − ξkξ − υkυ)dξdυ . (7.46)

This is analogous to the relation arising in the straight-groove equation, dq/dz = −da/dt (found
by Lenormand and Zarcone, 1984, in square capillaries). However, the additional correction
comes from the fact that a small volume element in the groove can no longer be expressed
simply as dvol = adz; instead, there is an additional piece of volume on the outside of the
curve, and a decrease in volume on the inside. In nondimensional terms, with

Q = q/(wcd
2) (7.47)

A = a/d2, (7.48)

∂Q

∂S

∣∣∣∣
T

= − ∂

∂T

∣∣∣∣
S

∫
Ω(S,T )

(1 − εΞKΞ − εΥKΥ)dΞdΥ , (7.49)

where Ω(S, T ) is the cross-sectional domain in the Ξ-Υ plane [the nondimensional version of
Ω(s, t)].

This concludes the portion of the derivation involving index notation, covariant differentiation,
and curvilinear coordinates. The following sections will require only classical calculus.
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7.2.8 Summary of continuity, Navier-Stokes equations, and boundary conditions
In summary, the slender limits of the continuity, Navier-Stokes equations, and boundary condi-
tions in curvilinear coordinates are given to O(ε2) by

0 = ∂ΞU + ∂ΥV + ∂SW

F
− εKΞU − εKΥV, (7.50)

∂SP

F
= ∂ΞΞW + ∂ΥΥW − ε [KΞ∂ΞW +KΥ∂ΥW ] , (7.51)

P = − 1
Ca

(
∂ΞΞΣ

[1 + (∂ΞΣ)2]3/2

−ε KΞ∂ΞΣ√
1 + (∂ΞΣ)2 + ε

KΥ√
1 + (∂ΞΣ)2

)
, (7.52)

0 = W |Υ=Ξ cot α, (7.53)

0 =

∂nW + ε
KΥ −KΞ∂ΞΣ√

1 + (∂ΞΣ)2
W


Υ=Σ(Ξ,S)

, (7.54)

and the transport equation is given by

∂Q

∂S

∣∣∣∣
T

= − ∂

∂T

∣∣∣∣
S

∫
Ω(S,T )

FdΞdΥ , (7.55)

where F = (1 − εΞKΞ − εΥKΥ). The first boundary condition on W represents the no-slip
walls of the groove; the second represents the zero tangential stress condition at the surface.
Note that ∂n represents the normal derivative restricted to the Ξ-Υ plane; the full expression,
including the ε correction, represents the full normal derivative of W to O(ε).

7.2.9 Cross-sectional interface shape
The internal fluid pressure is determined by the surface curvature, via Equation (7.52). Because
P is independent of both Υ and Ξ, then so must be the surface curvature. Combining this fact
with the constraint that the surface must meet the wall at a contact angle of θ is sufficient to
determine the shape of the surface, to order O(ε).

The invariance under Ξ and wetting conditions to be satisfied by Σ are

0 = ∂Ξ

(
∂ΞΞΣ

[1 + (∂ΞΣ)2]3/2

−ε KΞ∂ΞΣ√
1 + (∂ΞΣ)2 + ε

KΥ√
1 + (∂ΞΣ)2

)
+O(ε2), (7.56a)

∂ΞΣ|Σ=Ξ cot α = cot(θ + α), (7.56b)

∂ΞΣ|Σ=−Ξ cot α = − cot(θ + α). (7.56c)

The O(1) solution (i.e., the solution with KΞ and KΥ set to 0) is a section of a circle, as in the
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Quantity Static scaling Rescaled static variable

Coordinates H(S, T ) Ξ̃ = Ξ/H(S, T )
H(S, T ) Υ̃ = Υ/H(S, T )

Interface shape H(S, T ) Σ̃(Ξ̃) = Σ(Ξ)/H(S, T )

Interface wall intercept H(S, T ) Ĩ = I/H(S, T )

Cross-sectional domain H(S, T ) Ω̃ = Ω/H(S, T )

Backbone curvature 1/H(S, T ) K̃Υ = KΥH(S, T )

Streamwise velocity H2(−∂SP ) W̃ = W/[H2(−∂SP )]

Table 7.2: Static variables used in flux computation.

straight V-groove (Weislogel, 1996; Weislogel and Lichter, 1998).

Σ0(Ξ) = H(S)

1 + R̂−

√
R̂2 −

( Ξ
H(S)

)2
 , (7.57)

=⇒ ∂ΞΞΣ0

[1 + (∂ΞΣ0)2]3/2 = 1
R̂H(S)

, (7.58)

where

R̂ = sinα
cos θ − sinα. (7.59)

It is convenient to change into static variables, a summary of which is given in Table 7.2, wherein

Ξ̃ = Ξ
H
, Υ̃ = Υ

H
, (7.60a)

Σ̃ = Σ
H
, K̃Υ = KΥH, (7.60b)

so that

Σ̃0(Ξ̃) = 1 + R̂−
√
R̂2 − Ξ̃2, (7.61)

∂Ξ̃Ξ̃Σ̃0[
1 + (∂Ξ̃Σ̃0)2

]3/2 = 1
R̂
. (7.62)

The backbone curvature KΞ and KΥ then lead to O(ε) corrections to that circular section.
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The KΞ surface curvature term is odd in Ξ, which implies that, to order O(ε), it will add an
odd surface correction. This odd correction will end up having no effect on the net pressure or
net flux at order O(ε), and instead will contribute only at O(ε2). Hence, from now on, KΞ will
be dropped and only the effect of KΥ will be considered.

Decomposing the surface into the sum of the O(1) circular solution Σ̃0(Ξ̃), plus an O(ε) cor-
rection εK̃ΥΣ̃Υ(Ξ̃),

Σ̃(Ξ̃) = Σ̃0(Ξ̃) + εK̃ΥΣ̃Υ(Ξ̃) +O(ε2). (7.63)

Then, Equation (7.56a) gives

0 = ∂Ξ̃

 ∂Ξ̃Ξ̃Σ̃[
1 + (∂Ξ̃Σ̃)2

]3/2 + ε
K̃Υ√

1 + (∂Ξ̃Σ̃)2

+O(ε2), (7.64)

=⇒
(R̂2 − Ξ̃2)∂Ξ̃Ξ̃Σ̃Υ − 3Ξ̃∂Ξ̃Σ̃Υ + R̂2

R̂3/

√
R̂2 − Ξ̃2

= P̂Υ, (7.65)

where the constant P̂Υ has been so named to indicate that it will turn out to be a contribution
to the pressure. Integrating the result yields

=⇒ Σ̃Υ = − R̂2Ξ̃

2
√
R̂2 − Ξ̃2

tan−1

 Ξ̃√
R̂2 − Ξ̃2


+ P̂ΥR̂

3 + C2Ξ̃√
R̂2 − Ξ̃2

+ C3, (7.66)

where P̂Υ, C2 and C3 must be set by the boundary conditions. The three boundary conditions
on Σ̃Υ come from choosing to measure thickness at the center, and from the wetting condition
on each side of the groove:

Σ̃Υ(0) = 0, (7.67a)

∂Ξ̃Σ̃
∣∣∣
Σ̃=±Ξ̃ cot α

= ± cot(θ + α). (7.67b)

The first condition is easily satisfied by setting C3 = −P̂ΥR̂
2. A second is satisfied by enforcing

evenness with C2 = 0, leaving

Σ̃Υ = − R̂2Ξ̃

2
√
R̂2 − Ξ̃2

tan−1

 Ξ̃√
R̂2 − Ξ̃2


− P̂ΥR̂

2

1 − R̂√
R̂2 − Ξ̃2

 . (7.68)

The remaining constant, P̂Υ, is set by satisfying the contact angle condition. This is a bit tricky,
since rather than a Neumann condition at a specified value of Ξ̃, it is a Neumann boundary
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condition at the point where the surface intercepts the wall, which is not known. So instead of
a single equation setting the slope of Σ̃ which can be solved for P̂Υ, there will instead be a pair
of simultaneous equations for two unknowns: P̂Υ and the wall intercept location, Ĩ.

Letting

Ĩ0 = R̂ cos(θ + α) (7.69)

be the O(1) wall intercept where Σ̃0(Ĩ0) = Ĩ0 cotα, and

Ĩ = Ĩ0 + εK̃ΥĨΥ (7.70)

be the full intercept of Σ̃, then the wall intercept equation Ĩ cotα = Σ̃(Ĩ) becomes

Ĩ0 cotα+ εK̃ΥĨΥ cotα = Σ̃0(Ĩ0) + εK̃ΥĨΥ∂Ξ̃Σ̃0(Ĩ0)

+ εK̃ΥΣ̃Υ(Ĩ0) +O(ε2), (7.71)

and hence

ĨΥ = Σ̃Υ(Ĩ0)
cotα− ∂Ξ̃Σ̃0(Ĩ0)

. (7.72)

The second boundary equation, setting the slope of Σ̃ at the intercept, is

0 = ∂Ξ̃

[
Σ̃0 + εK̃ΥΣ̃Υ

]
Ξ̃=Ĩ0+εK̃ΥĨΥ

− ∂Ξ̃Σ̃0
∣∣∣
Ξ̃=Ĩ0

(7.73)

=⇒ 0 = εK̃Υ
[
ĨΥ∂Ξ̃Ξ̃Σ̃0 + ∂Ξ̃Σ̃Υ

]
Ξ̃=Ĩ0

+O(ε2). (7.74)

Substituting in the expressions for ĨΥ and Σ̃Υ gives a single equation for P̂Υ:

0 =
Ĩ0 tan−1

(
Ĩ0/
√
R̂2 − Ĩ2

0

)
+ 2P̂Υ

(√
R̂2 − Ĩ2

0 − R̂

)
cotα

√
R̂2 − Ĩ2

0 − Ĩ0

+

 Ĩ0

√
R̂2 − Ĩ2

0

R̂2
+ tan−1

 Ĩ0√
R̂2 − Ĩ2

0

− P̂Υ
Ĩ0

R̂
, (7.75)

which yields

P̂Υ =
(

π
2 − α− θ

)
cosα+ cos(θ + α) sin θ

2(cos θ − sinα) (7.76)

and

ĨΥ = −
sin3 α

(
π
2 − α− θ − cos(θ + α)

)
(1 − sin(θ + α))

2(cos θ − sinα)3 . (7.77)

Because the Concus-Finn condition (θ+α) < π/2 is assumed from the start, then P̂Υ > 0 and
ĨΥ < 0.
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Figure 7.5: Plots showing the influence of positive and negative curvatures KΥ and KΞ on the
interface shape Σ(Ξ) of a liquid film in a V-groove with internal half angle α = 45◦ and fluid
contact angle θ = 15◦., following the formula in Equation (7.68).
(a) Interface shape Σ(Ξ) for vertical curvature KΥ ∈ {−0.5, 0, 0.5} and zero lateral curvature
(KΞ = 0). The correction is even in Ξ, and hence the symmetrical result at Ξ < 0 is not shown.
Inset: full groove cross-section, with a box to indicate the boundaries of the plot.
(b) Interface shape Σ(Ξ) for lateral curvature KΞ ∈ {−0.5, 0, 0.5} and zero vertical curvature
(KΥ = 0). The correction is odd in Ξ, and hence the antisymmetrical result at Ξ < 0 is not
shown. Inset: full groove cross-section, with a box to indicate the boundaries of the plot.

The resulting surface correction is shown in Figure 7.5, along with the computed surface cor-
rection due to transverse curvature KΞ (the derivation of which was not shown). It can be seen
that for KΥ < 0, the surface is raised and has a smaller radius of curvature in the center than
at the edges, whereas for KΥ > 0, the surface becomes depressed and the center has weaker
curvature than the edges. This makes sense intuitively; the vertical backbone curvature leads to
a greater curvature at the center of the fluid surface than at the edges, because the edges are
closer to parallel with υ̂. It is also notable that the surface correction for KΥ is very small, while
that for KΞ is somewhat larger. In the completed model, this KΥ surface correction indeed
plays only a small role, with most of the correction coming from other terms. Although the KΞ

surface correction is relatively larger, it is odd, and so it does not modify the pressure or the
cross-sectional area at first order.

7.2.10 Pressure
Using the newly constructed surface, the pressure can be computed

P = − 1
Ca

(
∂ΞΞΣ

[1 + (∂ΞΣ)2]3/2 + ε
KΥ√

1 + (∂ΞΣ)2

)
+O(ε2)

= − 1
HCaR̂

− εKΥP̂Υ
Ca = − 1

Ca

(
P̂0
H

+ εK̃ΥP̂Υ

)
+O(ε2)

= − P̂0
Ca

(
1
H

+ εK̃Υ
P̂Υ

P̂0

)
+O(ε2) (7.78)
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where

P̂0 = 1
R̂

= cos θ − sinα
sinα (7.79)

is the pressure factor for a straight V-groove, shown in Figure 7.7 (b). The relative pressure
correction, P̂Υ/P̂0, can be expressed analytically as

P̂Υ

P̂0
= {[(π/2) − α− θ] cosα+ cos(θ + α) sin θ} sinα

2(cos θ − sinα)2 , (7.80)

which is plotted in Figure 7.8 (b). P̂Υ/P̂0 > 0, which implies that negative curvature (KΥ <
0) increases the pressure, and positive curvature (KΥ > 0) decreases the pressure, at a given
fixed H. Furthermore, as seen in Figure 7.8 (b), the pressure is larger for wider grooves (large
α) and those with large contact angles (large θ). This occurs because the cross-sectional fluid
interface has smaller curvature (i.e., is flatter) when α and θ are large; hence the relative effect
of backbone curvature (and, to a lesser extent, the interface shape correction) is larger.

7.2.11 Flux computation
Next, the streamwise velocity W must be integrated to determine the flux. To do so, W is
determined from the perturbed Poisson equation

∂SP

(1 − εΥKΥ) = ∂ΞΞW + ∂ΥΥW − εKΥ∂ΥW, (7.81)

0 = W |Υ=±Ξ cot α (7.82)

0 =

∂nW + ε
KΥ√

1 + (∂ΞΣ)2
W


Υ=Σ(Ξ,S)

. (7.83)

Again, the first boundary condition comes from the no-slip walls of the groove, and the second
from the zero tangential stress condition at the boundary. Writing W = W0 + εKΥWΥ and
expanding Equation (7.81) to first order yields the two equations

∂SP = ∂ΞΞW0 + ∂ΥΥW0, (7.84a)

Υ∂SP + ∂ΥW0 = ∂ΞΞWΥ + ∂ΥΥWΥ. (7.84b)

The first order correction WΥ is forced by two factors: Υ∂SP is the correction due to the
pressure gradient being weaker on the outside of a curve and stronger on the inside; ∂ΥW0 is
the correction due to the O(1) Laplacian not accounting for the increased coordinate length
away from the groove corner. Interestingly, these two corrections act in opposite directions and
their relative strength depends on the geometry. Later it will be seen that for most geometries
the pressure term dominates, but in very wide grooves (i.e., large α) the diffusion term can
dominate, leading to an opposite sign on the flux correction.

As in the straight V-groove derivation (Weislogel, 1996; Weislogel and Lichter, 1998), we would
like to separate out the Poisson problem from its dependence on H, P , and S; this way, instead
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of having to numerically solve for W at every time step, we can instead numerically solve a
Poisson equation only once and then use the resulting factor as a coefficient in a governing
differential equation independent of Ξ and Υ. This suggests the definitions

W0 = H2(−∂SP )W̃0 (7.85a)

WΥ = H3(−∂SP )W̃Υ, (7.85b)

so that

−1 = ∂Ξ̃Ξ̃W̃0 + ∂Υ̃Υ̃W̃0, (7.86a)

−Υ̃ + ∂Υ̃W̃0 = ∂Ξ̃Ξ̃W̃Υ + ∂Υ̃Υ̃W̃Υ. (7.86b)

These new Poisson equations are indeed independent of H, P , and S.

Applying the same definition to the surface boundary condition, Equation (7.54), gives

0 =
[
∂Υ̃W̃0 + εK̃Υ∂Υ̃W̃Υ −

(
∂Ξ̃Σ̃0 + εK̃Υ∂Ξ̃Σ̃Υ

)
×
(
∂Ξ̃W̃0 + εK̃Υ∂Ξ̃W̃Υ

)
+ εK̃ΥW̃0

]
Υ=Σ

+O(ε2) (7.87)

=⇒ 0 =
[
∂Υ̃W̃0 − (∂Ξ̃Σ̃0)∂Ξ̃W̃0

]
Υ̃=Σ̃0

+ εK̃Υ
[
∂Υ̃W̃Υ − (∂Ξ̃Σ̃0)∂Ξ̃W̃Υ − (∂Ξ̃Σ̃Υ)∂Ξ̃W̃0 + W̃0

]
Υ̃=Σ̃0

+ εK̃ΥΣ̃Υ
[
∂Υ̃Υ̃W̃0 − (∂Ξ̃Σ̃0)∂Υ̃Ξ̃W̃0

]
Υ̃=Σ̃0

+O(ε2). (7.88)

In the last step, the prior expression was Taylor-expanded about Σ̃0 to determine the value at
the corrected surface Σ̃, to order O(ε).

Hence the surface boundary conditions on W̃0 and W̃Υ are[
∂Υ̃W̃0 − (∂Ξ̃Σ̃0)∂Ξ̃W̃0

]
Υ̃=Σ̃0

= 0, (7.89a)[
∂Υ̃W̃Υ − (∂Ξ̃Σ̃0)∂Ξ̃W̃Υ

]
Υ̃=Σ̃0

=
[
−Σ̃Υ∂Υ̃Υ̃W̃0+

Σ̃Υ(∂Ξ̃Σ̃0)∂Υ̃Ξ̃W̃0 + (∂Ξ̃Σ̃Υ)∂Ξ̃W̃0 − W̃0
]

Υ̃=Σ̃0
. (7.89b)

W̃0 and W̃Υ now have well-defined Poisson equations on the unperturbed domain with surface
Σ̃0. Thus each need be computed only a single time for a given α and θ; once W̃0 and W̃Υ are
computed, they can be multiplied by the local values of H and ∂SP to recover W .

Plots of the uncorrected streamwise velocity, W̃0, and the first order correction, W̃Υ, are shown in
Figure 7.6 (a) and (b), respectively, for an example domain with α = 45◦ and θ = 15◦. Since the
correction is everywhere positive, a positive curvature enhances the flux and a negative curvature
depresses it, for the given geometry parameters. Note also that while W̃0 has maximum value
(maximum streamwise flow velocity) at the fluid surface, the correction has a maximum within
the fluid. Thus, the point of maximum flow is shifted towards the outside of curves, rather than
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(a) (b)

Figure 7.6: Contour plots of streamwise velocity in a slender V-groove with groove half angle
α = 45◦ and fluid contact angle θ = 15◦. Results are shown in static variables, W̃0 and W̃Υ, in
which fluid midline thickness and negative pressure gradient are normalized to 1.
(a) Streamwise velocity, W̃0, in a straight (KΥ = KΞ = 0), torsion-free (J = 0) V-groove,
computed according to Equation (7.86a).
(b) O(εKΥ) streamwise velocity correction, W̃1, due to nonzero vertical curvature KΥ in a
V-groove with no lateral curvature (KΞ = 0) and no torsion (J = 0), computed according to
Equation (7.86b). Note that the color scales differ between (a) and (b).

towards the inside, as in closed pipes (Chadwick, 1985; Wang, 2012). This is a byproduct of the
asymmetry of the V-groove cross-sectional domain and of the free surface. Specifically, it is the
−W̃0 term which dominates the interface boundary condition [Equation (7.89b)] and forces W̃Υ

to have an interior maximum. Closed pipes have no such boundary condition, and furthermore
the point of comparison, straight pipes, have centered flow, unlike straight V-grooves.

7.2.12 Integrated flux
To determine the flux, the velocity is integrated over the cross-sectional domain, yielding

Q = q

wcd2 = 1
wcd2

∫
Ω
û · ν̂dξdυ = H2

∫
Ω̃
WdΞ̃dΥ̃

= H2
[∫

Ω̃0
(W0 + εKΥWΥ) dΞ̃dΥ̃ +

∫
Ω̃\Ω̃0

W0dΞ̃dΥ̃
]
. (7.90)

Here Ω denotes the domain in the cross-sectional Ξ-Υ plane, Ω̃ is the domain under the static
coordinates Ξ̃ = Ξ/H, Υ̃ = Υ/H, and Ω̃0 is the static domain bounded by the O(1) circular
surface. In the final expression then, the first term is the order 1 term, the second term is the
O(ε) correction due to integrating W over the domain with the O(ε) correction to the surface,
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and the final term is the O(ε) term due to the existence of WΥ. Continuing where we left off,

Q = H4(−∂SP )
[∫

Ω̃0
W̃0dΞ̃dΥ̃ + εKΥH

∫
Ω̃0
W̃ΥdΞ̃dΥ̃

+εKΥH

∫ Ĩ0

−Ĩ0
W̃0

(
Ξ̃, Σ̃Υ(Ξ̃)

)
Σ̃Υ(Ξ̃)dΞ̃

]
(7.91)

= H4(−∂SP ) (Γ0 + εKΥHΓΥ)

= −Γ0P̂0
Ca H4

[
∂SH

H2 − ε

(
P̂Υ

P̂0
∂SKΥ − ΓΥ

Γ0

∂SH

H
KΥ

)]
. (7.92)

Two geometric factors have been introduced here:

Γ0 =
∫

Ω̃0
W̃0dΞ̃dΥ̃, (7.93)

ΓΥ =
∫ Ĩ0

−Ĩ0
W̃0

(
Ξ̃, Σ̃Υ(Ξ̃)

)
Σ̃Υ(Ξ̃)dΞ̃ +

∫
Ω̃0
W̃ΥdΞ̃dΥ̃. (7.94)

Γ0 is the geometric factor Γ as used in Chapters 4 and 5, and, except for a factor due to
measuring thickness at the center instead of the edge, equivalent to the Γ of Romero and Yost
(1996). 2 Wide grooves (grooves with large half angle α) have larger Γ0, due to the no-slip walls
being farther away from the fluid center. Γ0 decreases with θ, due to thickness being measured
at the fluid midline, so that smaller θ implies a larger cross-sectional area; see Figure 7.7 (c).

The flux has two corrections: the P̂Υ term is due to the additional pressure gradient induced
by changes in the backbone curvature, and the ΓΥ term comes from the modification of the
flow structure due to the geometry. The ΓΥ correction itself is made up of two terms, one from
integrating W over the additional area due to the O(ε) modification of the surface, and one
from the integral over the entire domain of the additional flow velocity W̃Υ. Incidentally, the
first of these is very small, only a couple percent the size of the second.

The relative flux correction, ΓΥ/Γ0, is plotted in Figure 7.8 (c). It is typically around O(1),
and is relatively large and positive in narrow grooves (small α) and decreases to the point of
becoming negative in wide grooves (large α). The greater magnitude of ΓΥ/Γ0 at small α is
a relative effect; rather than ΓΥ being particularly large there, Γ0 is particularly small, due to
the increased friction between two very close walls. The change in sign occurs as the Poisson
equation for the correction, Equation (7.84b), shifts from being dominated by the coordinate
correction, Υ∂SP , to being dominated by the velocity scale factor correction, ∂ΥW0. For wider
and wider grooves (larger and larger α), the streamwise velocity W0 achieves higher and higher
values [reflected in the increase of Γ0 with α, in Figure 7.7 (c)], and thus ∂ΥW0 increases in
magnitude relative to Υ∂SP .

2The straight-groove flux factor Γ0 is also related to Ayyaswamy et al.’s (1974) friction factor KA by the

relation KA = 8Â3
0/(Γ0R̂2

w), where R̂w =
√

(1 + R̂)2 + R̂2 − 2R̂(1 + R̂) sin(α + θ) is the diagonal length along
the groove wall from corner to interface.
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As for the right-hand side of the transport equation [Equation (7.55)],

A =
∫

Ω
(1 − υkυ) dΞdΥ

= H2
∫

Ω̃0
1dΞ̃dΥ̃

− εKΥH
3
[
−
∫ Ĩ0

−Ĩ0
Σ̃Υ(Ξ̃)dΞ̃ +

∫
Ω̃0

ΥdΞ̃dΥ̃
]

+O(ε2) (7.95)

= H2Â0 − εKΥH
3ÂΥ +O(ε2). (7.96)

Calculating explicitly,

Â0 = sinα {cosα+ cos(α+ 2θ) − [π − 2(θ + α)] sinα}
2(cos θ − sinα)2 , (7.97)

the cross-sectional area of fluid in a straight V-groove, shown in Figure 7.7 (a), and

ÂΥ =sinα
{
8 cos2(α) cos3(θ + α) + sinα [8 cos(θ + α) sinα+ sin θ]

}
12(cos θ − sinα)3

+ sin2 α sin(4α+ 3θ)
12(cos θ − sinα)3 + sin2 α cos θ [−6π + 12(θ + α) + 4 sin(2θ + 2α)]

12(cos θ − sinα)3

− sec(θ + α) sin3(α)
{
[π − 2(θ + α)]2 − 4 − 4 cos(2θ + 2α)

}
4(cos θ − sinα)3

− sec(θ + α) sin3(α)[π − 2(θ + α)] sin(2θ + 2α)
4(cos θ − sinα)3

− [π − 2(θ + α) − 2 cos(θ + α)] sec(θ + α) sin3(α)
4(cos θ − sinα)4

× {[π − 2(θ + α)] sinα− cosα− cos(α+ 2θ)} [1 − sin(θ + α)] . (7.98)

Like ΓΥ, ÂΥ is composed of two factors: the additional area due to the modified surface and
the additional volume element due to the backbone curvature. Again, the former is only a few
percent the magnitude of the latter. Thus, the main effects of the backbone curvature come
from the curvilinear modifications to the governing Navier-Stokes equations and the additional
volume element; not from the slight deviation of the surface from circular. The relative volume
element correction, ÂΥ/Â0, is plotted in Figure 7.8 (a). It changes very little across geometries,
remaining between approximately 0.65 and 0.9. The extra volume in the volume element is
concentrated at large Υ. Thus, the additional volume which can be created is maximized when
the cross-sectional domain extends as high above Υ = 1 as possible; this occurs when the
contact angle θ is small, in which case two “horns” of the domain extend up the sidewalls of the
groove. Hence, ÂΥ/Â0 is larger when the contact angle θ is smaller, as seen in Figure 7.8 (a).
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Figure 7.7: Geometric functions pertinent to capillary flow of a Newtonian liquid film with
constant contact angle θ in a straight V-groove with no torsion or curvature, with groove half
angle α satisfying the Concus-Finn condition θ + α < π/2.
(a) Â0(θ, α), defined by Equation (7.97)
(b) P̂0(θ, α), defined by Equation (7.79)
(c) Γ0(θ, α), defined by Equation (7.93)
(d) Φ0(θ, α) = Γ0(α, θ)P̂0(α, θ)/Â0(α, θ). Note that according to the nondimensionalization
scheme of this work, Ca = Φ0.
These geometric functions were plotted earlier in Chapter 4, Figure 4.4, and are included again
for convenience. Note that because the system satisfies the Concus-Finn condition, data at
higher θ is cut off earlier at α = π/2 − θ.
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Figure 7.8: Geometric functions pertinent to the capillary flow of a Newtonian liquid film with
constant contact angle θ in a slender curved-backbone V-groove with groove half angle α sat-
isfying the Concus-Finn condition θ + α < π/2.
(a) ÂΥ(θ, α)/Â0(θ, α), the relative correction to the cross-sectional area due to backbone cur-
vature. Defined by Equations (7.97) and (7.98).
(b) P̂Υ(θ, α)/P̂0(θ, α), the relative pressure correction due to backbone curvature. Defined by
Equations (7.76) and (7.79).
(c) ΓΥ(θ, α)/Γ0(θ, α), the relative correction to the flux factor due to backbone curvature. De-
fined by Equations (7.93) and (7.94).
(d) 4P̂Υ(θ, α)/P̂0(θ, α) + ΓΥ(θ, α)/Γ0(θ, α), a quantity arising in the correction to overall
streamwise flux with fixed Dirichlet pressure boundary conditions, Equation (7.114).
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7.2.13 Final reduced equation
Putting all the pieces together,

∂a

∂t
= −∂q

∂s

=⇒ d2

tc

∂A

∂T
= −wcd

2

L

∂Q

∂S

=⇒ L

tcwc

∂

∂T

(
H2Â0 − εKΥH

3ÂΥ
)

= Γ0P̂0
Ca

× ∂S

{
H4

[
∂SH

H2 − ε

(
P̂Υ

P̂0
∂SKΥ − ΓΥ

Γ0

∂SH

H
KΥ

)]}
. (7.99)

It is then natural to set the timescale to tc = L/wc = µL/(εγCa), substituting wc = εγCa/µ =
εγΦ0/µ, where

Ca = Φ0(α, θ) = Γ0(α, θ)P̂0(α, θ)
Â0(α, θ)

. (7.100)

Note that the capillary number, Ca, which measures the ratio between fluid velocity and
capillary speed, is reduced to a purely geometric function of the groove half angle, α, and the
contact angle θ, due to the velocity being set by viscous-capillary effects alone. This Φ0 is the
same as the Φ of Chapter 4 and introduced by Romero and Yost (1996) (with the difference
that Romero and Yost measured fluid thickness at the wall, not at the midline). It is plotted in
Figure 7.7 (d).

The equation of motion is then reduced to

∂

∂T

(
H2 − εKΥH

3 ÂΥ

Â0

)
= ∂S

[
H2∂SH − ε

(
P̂Υ

P̂0
H4∂SKΥ − ΓΥ

Γ0
KΥH

3∂SH

)]
+O(ε2).

(7.101)

This final equation is valid to O(ε2, εReΓ0), and was derived rigorously within the framework of
slender perturbation theory. The O(ε) corrections to the straight V-groove equation have been
collected into three terms.

First, the ÂΥ/Â0 term represents the change in the volume element due to backbone curvature.
As seen in Figure 7.8 (a), ÂΥ/Â0 is positive and O(1). Thus the local volume element is
smaller when backbone curvature is positive (KΥ > 0) and larger when it is negative KΥ < 0.
Conversely, this means that, for a given flux divergence, the fluid film thickness H is affected
more in V-grooves with positive curvature and less in those with negative curvature.

The next O(ε) correction, the P̂Υ/P̂0 term in the flux on the right-hand side of Equation (7.101),
is relevant only when the backbone curvature is non-constant. It describes how the connection
between backbone curvature and fluid pressure affects the flux. Recall from the pressure-
thickness relation, Equation (7.78), that holding the fluid thickness H fixed, a section of a
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groove with positive curvature (KΥ > 0) will have lower pressure than one with negative cur-
vature (KΥ < 0). Therefore, a positive gradient in curvature (∂SKΥ > 0) induces a negative
gradient in pressure (∂SP < 0), and thus a positive contribution to the flux, Q. Comparing
P̂Υ/P̂0 to the other geometric quantities ÂΥ/Â0 and ΓΥ/Γ0 in Figure 7.8, it is immediately clear
that this correction has the greatest magnitude for wide grooves; in particular, for grooves with
α ≳ 27◦. Thus, this term is often the most important correction for grooves with non-constant
curvature.

The last correction is the ΓΥ/Γ0 term in the flux on the right-hand side of Equation (7.101).
This term combines the effects of the modified interface shape and the curvilinear coordinates
on the flux Poisson equation. Note from Figure 7.8 (c) that ΓΥ/Γ0 is typically O(0.1) to O(1),
and is positive for most grooves but changes sign and becomes negative for very wide grooves
(α ≳ 72◦). Thus, for narrow grooves, positive backbone curvature enhances flux for a given
H and ∂SH, while negative curvature suppresses it. For wide grooves, this is reversed (keep
in mind that this result is predicated on fixed H and ∂SH, and does not describe nonlocal
comparisons or pressure boundary conditions).

In the case of constant curvature KΥ, the system follows the rule that pressure is high when H
is high and pressure is low when H is low, so that fluid will flow from high H to low H. When
KΥ varies in S, however, pressure is not necessarily monotonic in fluid thickness.

Unlike Re = 0 flow in circular, rectangular, or elliptical pipes with constant curvature (Chadwick,
1985; Wang, 2012), the flux correction (ΓΥ/Γ0 term) arises in the V-groove at O(ε) and thus
scales linearly with the curvature. This occurs because of the asymmetry of the V-groove cross
section (as noted earlier, corrections due to torsion or lateral curvature, KΞ, arise at second
order due to the lateral symmetry of the groove). Furthermore, the pressure correction arising
in the V-groove, P̂Υ/P̂0, is entirely absent from closed-pipe analyses because there is no free
surface to affect capillary pressure.

Comparison to thin film equation

The curvature corrections arising in Equation (7.101) are qualitatively similar to those in the
equation for a thin film coating a curved substrate, first developed by Roy et al. (2002). Because
the capillary pressure arises rather differently in the two cases (as the thin film equation has no
bounding V-groove walls restricting its interface shape), it is easiest to compare the equations of
motion without substituting in the capillary pressure. For the curved V-groove, Equation (7.101)
in terms of a general pressure is
∂

∂T

(
H2 − εKΥH

3 ÂΥ

Â0

)
= (const.) × ∂S

{
H4

[
1 + εH

(ΓΥ
Γ0
KΥ

)]
∂SP

}
+O(ε2), (7.102)

with capillary pressure being

P = − 1
Ca

(
P̂0
H

+ εK̃ΥP̂Υ

)
+O(ε2). (7.103)
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Roy et al.’s (2002) equation of motion for a thin film on a curved substrate (in the form developed
in Chapter 8) can be expressed as

∂

∂T

(
H − εKmH

2
)

= ∇α

{
H3

3

[
g̃αβ + εH

(1
2IIαβ − 2Kmg̃

αβ
)]

∇βP

}
+O(ε2), (7.104)

with capillary pressure

P = − 1
Ca

{
2Km + ε

[
∇α∇αH +H

(
4Km

2 − 2KG

)]}
+O(ε2), (7.105)

where H is the fluid thickness normal to the substrate, g̃αβ is the substrate metric tensor, Km

is the substrate mean curvature, KG is the substrate Gaussian curvature, IIαβ is the substrate
shape tensor (second fundamental form), and ∇ represents the covariant derivative.

In both equations, the time derivative of a volume element is balanced by the divergence of a
flux driven by a pressure gradient. The curvature induces a negative correction to the volume
element, although the thin film equation lacks the additional contribution due to change in
interface shape that arises in the curved V-groove.

Looking at the right-hand side of each equation, in each case the curvature induces a correction
to the flux in the form of a multiplier on the pressure gradient, arising from the modified flux
integral. In the case of the V-groove, this integral is computed in a confined 2-D cross-section
and has contributions both from the modified Poisson equation and from the modified interface
shape. In the case of the thin film on the curved substrate, the integral is computed in 1-D but
includes cross flow in two-dimensions, making the correction a two dimensional tensor instead
of a scalar. In both the curved V-groove and the thin film on a curved substrate, this flux
correction can be positive or negative depending on various parameters.

Both equations have a complicated capillary pressure correction which includes a term pro-
portional to the negative mean curvature of the groove or substrate [the −εKΥP̂Υ term in
Equation (7.103) and the −2Km term in Equation (7.105)]. This results in the general rule
of thumb that, for a given pressure, fluid in a positively curved V-groove or on a substrate
with positive mean curvature will be thicker, and fluid in a negatively curved V-groove or on a
substrate with negative mean curvature will be thinner.

Despite this rule of thumb, the differences between the pressure expressions in the two systems
lead to substantial differences in behavior. The V-groove pressure is dominated by the effect
of the groove walls, inducing the H−1 term, while the groove curvature is an O(ε) correction.
Thus, the thinning or thickening effect is tempered by the O(1) pressure term. In particular,
groove curvature cannot cause the fluid to thin to the point of breaking, because H−1 diverges
as H → 0. But in the thin film, substrate curvature is the O(1) effect and the fluid interface
thickness variation is the O(ε) correction. The substrate curvature is thus the dominant effect,
and the fluid can become arbitrarily thin in regions of negative mean curvature.
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7.3 Results
7.3.1 Steady state solutions
Recall from Chapter 4 that the steady-state solution in a straight V-groove with boundary
conditions H(SA) = HA, H(SB) = HB, is given by

Hstraight(S) =
[
H3

B

S − SA

SB − SA
+H3

A

SB − S

SB − SA

]1/3
. (7.106)

The expression for the curved V-groove can be expressed in terms of this result:

Hsteady(S) = Hstraight(S) + ε

4H2
straight(S)

{
[
4 P̂Υ

P̂0
+ ΓΥ

Γ0

] ∫ S

SA

[
H4

straight(Z)K ′
Υ(Z)

]
dZ + ΓΥ

Γ0
H4

AKΥ(SA)+(
−
[
4 P̂Υ

P̂0
+ ΓΥ

Γ0

] ∫ SB

SA

[
H4

straight(Z)K ′
Υ(Z)

]
dZ + ΓΥ

Γ0
[H4

BKΥ(SB) −H4
AKΥ(SA)]

)
S − SA

SB − SA

−ΓΥ
Γ0
H4

straight(S)KΥ(S)
}

+O(ε2). (7.107)

The computation of the steady state is thus still expressible in closed form, save for the integrals
containing the derivative of KΥ multiplied by H4

steady. Because P̂Υ/P̂0 ≫ ΓΥ/Γ0 for most values
of α and θ (see Figure 7.8), it is these integrals that typically contribute most to the deviation
of Hsteady from the result for straight grooves when curvature is non-constant. Intuitively, the
varying additional pressure due to the groove curvature is more important in setting the interface
shape than is the change in flux due to curvature.

In the special case in which the groove curvature is constant, i.e., KΥ(S) = K0,

Hsteady,KΥconst.(S) =

Hstraight(S) + εK0
4H2

straight(S)
ΓΥ
Γ0

{
H4

A(SB − S) +H4
B(S − SA)

SB − SA
−H4

straight(S)
}

+O(ε2).

(7.108)

It is notable that when KΥ is constant, the steady state interface equation, Equation (7.108),
has only the geometric constant ΓΥ/Γ0 and lacks ÂΥ/Â0 and P̂Υ/P̂0. Because ΓΥ/Γ0 is often
much less than 1 [see Figure 7.8 (c)], it suppresses the correction, and thus the steady state
interface shape is very close to that of a straight V-groove with the same boundary conditions
in H. Keep in mind, however, that the similarity in film thickness, H, does not imply similarity
in pressure, P .

Equations (7.107) and (7.108) were written in terms of Dirichlet conditions in H because that
form is more compact than writing in terms of pressure, though the latter could be written out by
substituting from Equation (7.78). Indeed, for a given local groove geometry and contact angle,
Equation (7.78) expresses a one-to-one relationship between fluid thickness, H, and pressure.
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Thus, for a fixed geometry, there is no difference between setting Dirichlet thickness boundary
conditions and setting Dirichlet pressure boundary conditions. However, the relationship between
H and P is determined by the groove angle, α, the contact angle, θ, and the backbone curvature,
KΥ. Therefore, when comparing grooves with differing geometries, specifying an identical
boundary condition in H is not the same as specifying an identical boundary condition in P .
We present both comparisons.

We first compare steady states in grooves of differing constant curvature, with Dirichlet pressure
(P ) boundary conditions. Experimentally, one might prepare two reservoirs of known pressures
and set a V-groove to span the reservoirs. Representative plots for such a system with α = 45◦

and θ = 15◦ are shown in Figure 7.9, comparing curvature values εKΥ ∈ {−0.2, −0.1, 0, 0.1,
0.2}. In each plot, the boundary condition at S = 0 is fixed at P (S = 0) = −15.217; the
boundary condition at S = 1 has values of P (S = 1) ∈ {−12.174, −30.434, −152.17} among
the three columns of the figure [these values of P were chosen so that H(S = 0) = 1 and
H(S = 1) ∈ {1.25, 0.5, 0.1} for the straight groove with KΥ = 0]. Plots (a)-(c) display fluid
thickness, H, and (d)-(f) display pressure, P .

Looking at Figure 7.9 (a)-(c), it stands out that the grooves with positive backbone curvature
(solid orange and red lines) have much thicker fluid (higher H) than the straight groove (black
dashed line) and the negative-curvature grooves (solid blue and teal lines). This phenomenon
occurs because a positive-curvature groove has a negative pressure contribution due to the
backbone; in order to compensate this negative pressure and achieve the fixed pressure boundary
condition, the fluid must become thicker so that its cross-sectional radius of curvature is larger.
It is indeed a general rule that, for a given pressure, a groove with positive backbone curvature
will contain thicker fluid than a straight groove, which in turn will contain thicker fluid than a
groove with negative backbone curvature. A similar phenomenon occurs in thin films coating
curved substrates, where fluid thickens in regions of negative mean substrate curvature and thins
in regions of positive curvature (Roy et al., 2002).

Examining Figure 7.9 (d)-(f), it can be seen in each plot that while the pressure boundary
conditions are fixed, the pressure between S = 0 and S = 1 varies between the grooves of
different curvatures. In particular, the pressure in grooves with positive backbone curvature is
greater than that in straight grooves, which in turn is greater than that in negative-curvature
grooves. In order to maintain the equal boundary conditions, the pressure in positive-curvature
grooves has a gentler slope near the high pressure end and a steeper slope near the low pressure
end than the straight and negative-curvature grooves. This phenomenon arises not due to the
positive-curvature grooves having thicker films, but due to the ratio of the thicknesses at each
end, H(S = 0) : H(S = 1), being more extreme. It will further be shown in the next section
that, with identical boundary conditions, the flux in grooves with positive backbone curvature
is greater than that in grooves with straight or negative backbone curvature.

We next compare steady states in grooves of differing constant curvature with Dirichlet fluid
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thickness (H) boundary conditions. Representative plots for such a system with α = 45◦ and
θ = 15◦ are shown in Figure 7.10, comparing curvature values εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}.
In each plot, the boundary condition at S = 0 is fixed at H(S = 0) = 1 and the boundary
condition at S = 1 has values of H(S = 1) ∈ {1.25, 0.5, 0.1} among the three columns of
the figure (matching the H boundary of the straight KΥ = 0 groove in Figure 7.9). Plots
(a)-(c) display fluid thickness, H, (d)-(f) display the difference between the thickness H and
the straight-groove thickness Hsteady,KΥconst., and (g)-(i) display pressure, P .

Because curvature is constant, the equation for steady state fluid thickness, Equation (7.108),
has no dependence on P̂Υ/P̂0 or ÂΥ/Â0, only ΓΥ/Γ0. There is therefore little difference between
the interface shape between different curvatures [as seen by the visually indistinguishable lines
in Figure 7.10 (a)-(c)]. To clarify the difference in interface shapes, Figure 7.10 (d)-(f) show
the difference between H and the Hsteady,KΥconst. of a straight groove with KΥ = 0. It can be
seen that the grooves with positive curvature (solid orange and red lines) have a slightly greater
thickness than those of negative curvature (solid blue and teal lines). The pressure, however,
differs substantially between each groove, seen in Figure 7.10 (g)-(i). Grooves with negative
curvature (solid blue and teal lines) have higher pressure than the straight groove (black dashed
line) or grooves with positive curvature (solid orange and read lines), due to the groove curvature
changing the surface curvature, and in turn changing the capillary pressure.

With non-constant curvature, the steady state fluid thickness is described by Equation (7.107),
and in particular the P̂Υ/P̂0 term comes into play. Figure 7.11 displays steady state results
in a sinusoidal groove, described by a space curve β⃗ = {0, 0.001 sin(6πz), z}. This results in
curvature kυ = −0.036π2 sin(6πz)/[1+0.000036π2 cos2(6πz)]3/2 ≈ −0.3553 sin(6πz) (i.e., kυ

is sinusoidal to within 0.04%), and the groove height is chosen such that ε = 0.1. Nondimen-
sionalizing yields εKΥ ≈ −0.03553 sin(6πS) +O(0.01%); this KΥ is plotted in Figure 7.11 (a).
Steady state plots for such a system with α = 45◦ and θ = 15◦ are shown in Figure 7.11 (b)-(g).
In each plot, the boundary condition at S = 0 is fixed at H(S = 0) = 1 and the boundary
condition at S = 1 has values of H(S = 1) ∈ {1.25, 0.5, 0.1} among the three columns of the
figure. The relatively large value of P̂Υ/P̂0 compared to ΓΥ/Γ0 yields a much larger correction
to the fluid thickness due to the changing curvature. The correction follows KΥ: the fluid is
thinner where KΥ is negative and thicker where it is positive. And the correction is larger where
the film is thicker. Unlike the fluid thickness, the pressure, P , experiences very little variation.
Put another way, the fluid thickness undergoes large variations in order to maintain a relatively
smooth pressure.

In a study of flow in circular pipes following sinusoidal paths, Murata et al. (1976) found that, at
low Reynolds numbers, the flow centerline (the point of maximum streamwise velocity) shifted
towards the inside of each curve, creating a shorter streamline than a line following the pipe
center, which aligns with findings in closed pipes of constant curvature (Chadwick, 1985; Wang,
2012). A similar result was found by Wang (1980) in a study of viscous sheet flow in a thin
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channel bounded by sinusoidal walls and unbounded in the other dimension. Furthermore, in
that system, flux is decreased along the curved path and increased in the perpendicular direction.
For the V-groove, as noted in Section 7.2.11, the shift in the point of maximum streamwise
velocity occurs in the opposite direction, due to the asymmetry of the domain and the free
surface boundary condition. Gravity-driven thin film flow down wavy inclined planes at low
Reynolds number was investigated by Tougou (1978) for films of thickness comparable to the
magnitude of the sinusoidal substrate variations and by Wang (1981a), with film thickness much
greater than the substrate variations. In both cases the steady state film thickness is also found
to be sinusoidal plus a constant and has a large (up to π/2) phase offset from the substrate
variations, which occurs due to the interaction of the gravitational and capillary terms in the
governing equation. For the sinusoidal V-groove, gravity is ignored, and the fluid thickness is a
complicated function which is not simply a sum of the straight groove thickness and a sinusoid.
However, the result is clearly periodic and, as seen in Figure 7.11, appears in-phase with the
groove curvature. A more extensive study demonstrating the existence or lack of a phase offset
is a potential avenue for future research.
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(a) (b) (c)

(d) (e) (f)

Figure 7.9: Representative steady state solutions of flow in V-grooves of constant curvature
with groove half angle α = 45◦, contact angle θ = 15◦, and Dirichlet pressure (P ) boundary
conditions, according to Equation (7.108). Results are plotted for grooves with 5 different values
of vertical curvatures, εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot, the horizontal axis is S,
the nondimensional backbone arc length.
Plots (a)-(c) (top row) display nondimensional fluid midline thickness, H. Plots (d)-(f) (bottom
row) display nondimensional pressure, P .
Each column displays a different boundary condition: column 1, (a) and (d), has boundary
conditions P (S = 0) = −15.217 and P (S = 1) = −12.174; column 2, (b) and (e), has
boundary conditions P (S = 0) = −15.217 and P (S = 1) = −30.434; column 3, (c) and (f),
has boundary conditions P (S = 0) = −15.217 and P (S = 1) = −152.17. These values of
P were chosen so that the straight groove (with KΥ = 0) would have film midline thickness
H(S = 0) = 1 and H(S = 1) ∈ {1.25, 0.5, 0.1}.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7.10: Representative steady state solutions of flow in V-grooves of constant curvature
with groove half angle α = 45◦, contact angle θ = 15◦, and Dirichlet film thickness (H) bound-
ary conditions, according to Equation (7.108). Results are plotted for grooves with 5 different
values of vertical curvatures, εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot, the horizontal axis
is S, the nondimensional backbone arc length.
Plots (a)-(c) (top row) display nondimensional fluid midline thickness, H. Plots (d)-(f) (middle
row) display the difference between nondimensional fluid midline thickness, H, and that of a
straight V-groove, H[KΥ = 0]. Plots (g)-(i) (bottom row) display nondimensional pressure, P .
Each column displays a different boundary condition: column 1 [(a), (d), (g)] has boundary
conditions H(S = 0) = 1 and H(S = 1) = 1.25; column 2 [(b), (e), (h)], has boundary
conditions H(S = 0) = 1 and H(S = 1) = 0.5; column 3 [(c), (f), (i)] has boundary conditions
H(S = 0) = 1 and H(S = 1) = 0.1.
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(a)

(b) (c) (d)

(e) (f) (g)

Figure 7.11: Example steady state solution of flow in a V-groove with vertical sinusoidal
variation, with groove half angle α = 45◦, contact angle θ = 15◦, and Dirichlet midline thickness
(H) boundary conditions, computed by solving Equation (7.101) without time dependence. The
groove backbone coordinates are given by β⃗ = {0, 0.001 sin(6πz), z}. Film inlet thickness is
chosen such that ε = 0.1, resulting in nondimensional curvature εKΥ = −0.03553 sin(6πS) +
O(0.01%), where S is the nondimensional backbone arc length coordinate. Straight (KΥ = 0)
V-groove results are also plotted, for comparison.
(a): Nondimensional vertical curvature εKΥ.
(b)-(d): Nondimensional fluid midline thickness, H. (e)-(g): Nondimensional pressure, P .
Each column displays a different boundary condition: column 1, (b) and (e), has boundary
conditions H(S = 0) = 1 and H(S = 1) = 1.25; column 2, (c) and (f), has boundary
conditions H(S = 0) = 1 and H(S = 1) = 0.5; column 3, (d) and (g), has boundary conditions
H(S = 0) = 1 and H(S = 1) = 0.1.
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7.3.2 Steady state flux
One important question which may now be answered is: given pressure boundary conditions
P (SA) = PA and P (SB) = PB, what is the steady state flux, and how does it differ from that
of a straight groove?

Q0 + εQ1 = H4 (−∂SP0 − ε∂SP1) (Γ0 + εKΥHΓΥ)

=⇒ Q0 = −
(

Γ0P̂
4
0

Ca4

)
P ′

0(S)
[P0(S)]4 , (7.109a)

Q1
Q0

= −4P1(S)
P0(S) − ΓΥP̂0 + 4Γ0P̂Υ

CaΓ0

KΥ(S)
P0(S) + P ′

1(S)
P ′

0(S) . (7.109b)

Solving for P0 yields

P0 =

Γ0P̂0
4

3Ca4

1/3

(Q0S − C4)−1/3

=
(
P−3

A (SB − S) + P−3
B (S − SA)

SB − SA

)−1/3

(7.110)

=⇒ Q0 =

Γ0P̂0
4

3Ca4

 P−3
B − P−3

A

SB − SA
(7.111)

C4 =

Γ0P̂0
4

3Ca4

 P−3
B SA − P−3

A SB

SB − SA
. (7.112)

Then we must solve for P1, with P1(SA) = P1(SB) = 0, yielding

P1 = − Q1
3Q0

P0(S)
(

1 −
[
P0(S)
PA

]3)

−

[
ΓΥP̂0 + 4Γ0P̂Υ

]
CaΓ0

Q0

(
Ca4

Γ0P̂0
4

)
P 4

0 (S)
∫ S

SA

KΥ(S)
P (S) dS. (7.113)

Because P1(SB) = 0, Q1 can be solved for, yielding

Q1 =
3Q2

0Ca3
[
ΓΥP̂0 + 4Γ0P̂Υ

]
Γ2

0P̂
4
0

(
P−3

B − P−3
A

) ∫ SB

SA

KΥ(S)
−P (S)dS

= P̂ 5
0 Γ0

3Ca5

[
4 P̂Υ

P̂0
+ ΓΥ

Γ0

] (
P−3

B − P−3
A

)
SB − SA

∫ SB
SA

KΥ(S)
−P (S)dS

SB − SA
. (7.114)

Because
[
4P̂Υ/P̂0 + ΓΥ/Γ0

]
> 0 [see Figure 7.8 (d)], sgn(P−3

B −P−3
A ) = sgn(Q0), and P (S) <

0, then KΥ > 0 enhances flux (i.e., Q1 > 0) and KΥ < 0 suppresses it. Note that in the integral
of KΥ/(−P ), (−P ) > 0.

For all but very narrow grooves (for approximately α ≳ 11◦), the PΥ/P0 term dominates ΓΥ/Γ0

( visible in Figure 7.8). In this regime, the main effect of the curved backbone is to add a pressure
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contribution to the fluid. Thus, to achieve a given pressure, the local fluid thickness must be
greater than in a straight groove to counterbalance positive backbone curvature (KΥ > 0), and
it must be smaller to counterbalance negative backbone curvature (KΥ < 0). With greater fluid
thickness comes a greater flux due to the decreased effect of wall friction (which appeared in the
derivation as the no-slip condition). Therefore, the flux-enhancing effect of positive curvature
and flux-depressing effect of negative curvature is caused by the thicker and thinner local fluid,
respectively. This thickening in regions of positive curvature and thinning in regions of negative
curvature is consistent with the same effect in thin films on smoothly curved substrates (Roy
et al., 2002). In very narrow grooves, ΓΥ/Γ0 > 4PΥ/P0. In this regime, the flux enhancement
occurs due to the flow structure itself. The relatively fast fluid moving tangent to the free
surface is directed into the bulk when curvature is positive, enhancing the flux. Similarly, for
negative backbone curvature, the bulk flow feeds the surface flow, slowing it relatively.

Comparing a straight backbone to a curved backbone comes with a choice of how to compare
arc length: should it be measured at the base of the groove or at the top? For example, if
a groove has positive curvature and a given arc length Stot = SB − SA at its base, then the
arc length of the fluid surface is less than Stot. The average distance fluid must traverse to
get from one end of the groove to the other is also less than Stot, and the average pressure
gradient has greater magnitude than in a straight groove of length Stot with the same boundary
conditions. It turns out that this effect is sufficiently small that the flux-enhancing property of
positive curvature and flux-depressing property of negative curvature still hold for all but the
very narrowest of grooves. To see this, let the arc length of the fluid interface be denoted S.
To first order in ε,

Stot =
∫ SB

SA

(1 − εHKΥ)dS

= Stot − ε

∫ SB

SA

HKΥdS

= Stot − ε
P̂0
Ca

∫ SB

SA

KΥ(S)
−P (S)dS. (7.115)

Substituting this into the expression for Q0, Equation (7.111),

Q0 =

Γ0P̂0
4

3Ca4

 P−3
B − P−3

A

Stot

=

Γ0P̂0
4

3Ca4

 P−3
B − P−3

A

Stot
− ε

Γ0P̂0
5

3Ca5

 P−3
B − P−3

A

Stot

1
Stot

∫ SB

SA

KΥ(S)
−P (S)

dS. (7.116)

Adding the ε correction to Q1 yields

Q1 = P̂ 5
0 Γ0

3Ca5

[
4 P̂Υ

P̂0
+ ΓΥ

Γ0
− 1

] (
P−3

B − P−3
A

)
Stot

1
Stot

∫ SB

SA

KΥ(S)
−P (S)

dS. (7.117)
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The quantity 4P̂Υ/P̂0+ΓΥ/Γ0−1 > 0 for α ≳ 4◦ [as seen in the result plotted in Figure 7.8(d)].
Therefore, in all but the very narrowest of grooves, the question of how to compare the arc
length to the straight case is irrelevant, and positive curvature is flux-enhancing while negative
curvature is flux-depressing.

7.3.3 Self-similar solutions
It has been established earlier that the straight V-groove equation allows for a one-parameter
family of self-similar solutions (Vázquez, 2007; Weislogel and Lichter, 1998) under the trans-
formations B = T 1−2βH, η = Z/T β. The curved-backbone V-groove maintains a self-similar
solution only when KΥ = C0S

χ, with C0 and χ constants. If the curvature satisfies this power-
law form then, instead of a family, only one self-similar solution exists, with β = 1/(2 + χ),
B = Tχ/(2+χ)H, and η = S/T 1/(2+χ). Substituting these into the governing equation yields
the ordinary differential equation

0 = 1
2 + χ

η1−2χ∂η

(
η2χB2 − εC0η

3χB3 ÂΥ

Â0

)

+ ∂η

(
B2∂ηB − εC0η

χ−1
[
χ
P̂Υ

P̂0
B4 − ΓΥ

Γ0
ηB3∂ηB

])
. (7.118)

In the case of a groove with constant curvature, i.e., when KΥ = K0, χ = 0, η = Z/T 1/2, and
the equation simplifies to

0 = 1
2η∂η

(
H2 − εK0H

3 ÂΥ

Â0

)
+ ∂η

(
H2∂ηH + εK0

ΓΥ
Γ0
H3∂ηH

)
. (7.119)

Thus, a groove with constant curvature still supports T 1/2 spreading, following the same power
law as Washburn filling, just as in the straight-groove case.

Numerical results are shown first for self-similar solutions in grooves of differing constant
curvature, with Dirichlet pressure (P ) boundary conditions. Representative plots for such a
system with α = 45◦ and θ = 15◦ are shown in Figure 7.12, comparing curvature values
εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot, the boundary condition at η = 0 is fixed
at P (η = 0) = −15.217; the boundary condition at η = 1 has values of P (η = 1) ∈
{−12.174,−30.434,−152.17} among the three columns of the figure [these values of P were
chosen so that H(η = 0) = 1 and H(η = 1) ∈ {1.25, 0.5, 0.1} for the straight groove with
KΥ = 0]. Plots (a)-(c) display fluid thickness, H, and (d)-(f) display pressure, P .

As seen in the steady state plots (Figure 7.9), grooves with positive curvature (solid orange and
red lines) have much thicker fluid than the straight groove (black dashed line), and than those
with negative curvature (solid blue and teal lines). This leads to the self-similar front in grooves
with positive curvature being farther along in the groove (i.e., the front being at greater η) at
any given time than in the straight groove or negatively-curved grooves, an effect arising from
the relatively lower friction in the thick film.
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We next compare self-similar solutions in grooves of differing constant curvature with Dirichlet
fluid thickness (H) boundary conditions. Representative plots for such a system with α = 45◦

and θ = 15◦ are shown in Figure 7.13, comparing curvature values εKΥ ∈ {−0.2, −0.1, 0, 0.1,
0.2}. In each plot, the boundary condition at η = 0 is fixed at H(η = 0) = 1 and the boundary
condition at η = 1 has values of H(η = 1) ∈ {1.25, 0.5, 0.1} among the three columns of the
figure (matching the H boundary of the straight KΥ = 0 groove in Figure 7.12). Plots (a)-(c)
display fluid thickness, H, and (d)-(f) display pressure, P .

The difference in fluid thickness between grooves of different curvatures is greater than it was in
the steady state (Figure 7.10) due to there now being not only a ΓΥ/Γ0 correction, but also an
ÂΥ/Â0 corrective term. Still, like the steady state, the interface shapes of grooves with different
curvatures are very similar, and the grooves with positive curvature (solid orange and red lines)
have lower pressure at a given fluid thickness than the straight groove (dashed black line) or
the grooves with negative curvature (solid blue and teal lines). As with the case of Dirichlet
pressure boundary conditions, the self-similar front in grooves with positive curvature is farther
along in the groove at any given time than in the straight groove or negatively curved grooves,
due to the enhanced flux that accompanies positive groove curvature in the given geometry.

As with the straight V-groove, for constant curvature V-grooves there exists a family of termi-
nating self-similar solutions, only one of which has a finite flux at the termination point; the
rest have infinite flux at the terminating front, indicating that more physics must be added to
the model there (see Chapter 4 for a review of terminating solutions in the straight groove; the
unique finite-flux solution in that case was noted by Romero and Yost, 1996, and Weislogel,
1996). Figure 7.14 displays plots of the unique terminating solutions with finite-flux for grooves
with α = 45◦ and θ = 15◦, with εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. Plot (a) compares results with
a fixed Dirichlet pressure condition P (η = 0) = −15.217 (chosen so that H = 1 for the straight
groove), and (b) compares results with a fixed Dirichlet thickness condition H(η = 0) = 1. As
with the non-terminating self-similar spreading solutions (Figures 7.12 and 7.13), grooves with
positive curvature (solid orange and red lines) extend farther in the groove at any given time
than the straight groove (dashed black line) or grooves with negative curvature (solid blue and
teal lines), due to their enhanced flux in the given geometry.
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(a) (b) (c)

(d) (e) (f)

Figure 7.12: Representative self-similar solutions of flow in V-grooves of constant curvature
with groove half angle α = 45◦, contact angle θ = 15◦, and Dirichlet pressure (P ) boundary
conditions, computed according to Equation (7.119). Results are plotted for grooves with
5 different values of vertical curvatures, εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot, the
horizontal axis is the self-similar coordinate η = S/

√
T , where S is the nondimensional backbone

arc length and T is the nondimensional time.
Plots (a)-(c) (top row) display nondimensional fluid midline thickness, H. Plots (d)-(f) (bottom
row) display nondimensional pressure, P .
Each column displays a different boundary condition: column 1, (a) and (d), has boundary
conditions P (η = 0) = −15.217 and P (η = 5) = −12.174; column 2, (b) and (e), has
boundary conditions P (η = 0) = −15.217 and P (η = 5) = −30.434; column 3, (c) and (f),
has boundary conditions P (η = 0) = −15.217 and P (η = 5) = −152.17. These values of
P were chosen so that the straight groove (with KΥ = 0) would have film midline thickness
H(η = 0) = 1 and H(η = 5) ∈ {1.25, 0.5, 0.1}.
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(a) (b) (c)

(d) (e) (f)

Figure 7.13: Representative self-similar solutions of flow in V-grooves of constant curvature
with groove half angle α = 45◦, contact angle θ = 15◦, and Dirichlet midline thickness (H)
boundary conditions, computed according to Equation (7.119). Results are plotted for grooves
with 5 different values of vertical curvatures, εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot,
the horizontal axis is the self-similar coordinate η = S/

√
T , where S is the nondimensional

backbone arc length and T is the nondimensional time.
Plots (a)-(c) (top row) display nondimensional fluid midline thickness, H. Plots (d)-(f) (bottom
row) display nondimensional pressure, P .
Each column displays a different boundary condition: column 1, (a) and (d), has boundary
conditions H(η = 0) = 1 and H(η = 5) = 1.25; column 2, (b) and (e), has boundary
conditions H(η = 0) = 1 and H(η = 5) = 0.5; column 3, (c) and (f), has boundary conditions
H(η = 0) = 1 and H(η = 5) = 0.1.
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(a) (b)

Figure 7.14: Terminating self-similar solutions in V-grooves of constant curvature with groove
half angle α = 45◦, contact angle θ = 15◦, computed according to Equation (7.119). Results are
plotted for grooves with 5 different values of vertical curvatures, εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}.
In each plot, the horizontal axis is the self-similar coordinate η = S/

√
T , where S is the

nondimensional backbone arc length and T is the nondimensional time. The vertical axis is
nondimensional fluid midline thickness, H.
(a) Terminating solutions with Dirichlet pressure (P ) boundary condition, P (η = 0) = −15.217,
chosen so that the straight groove with KΥ = 0 has film midline thickness H(η = 0) = 1.
(b) Terminating solutions with Dirichlet midline thickness (H) boundary condition, H(η = 0) =
1.

7.4 Stability analysis
We now follow the methodology of Chapter 5 to analyze the stability of flow in a curved-backbone
V-groove. As with the V-groove under the electric field [Chapter 6], we will be unable to prove
stability in general, but will instead consider only special cases. In particular, we consider only
grooves with constant backbone curvature.

7.4.1 Nonlinear stability of steady states
For the steady state, we again pursue nonlinear stability, following Section 5.2 and Section 3.2.
Note that we are assuming KΥ = K0 = const. We first rewrite the pressure [Equation (7.78)],
flux, and evolution equation [Equation (7.101)] in terms of the volume element G = H2 −
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εK0(ÂΥ/Â0)H3, whose inverse is H =
√
G+ (1/2)εK0(ÂΥ/Â0)G+O(ε2).

P = − P̂0
Ca

[
1√
G

+ εKΥ

(
P̂Υ

P̂0
− 1

2
ÂΥ

Â0

)]
+O(ε2), (7.120)

Q = −1
2

√
G∂SG+ εG

([
P̂Υ

P̂0
− 1

2
ÂΥ

Â0

]
G∂SKΥ −

[
1
2

ΓΥ
Γ0

+ ÂΥ

Â0

]
KΥ∂SG

)
+O(ε2)

= −1
2

√
G∂SG+ εG [π̂G∂SKΥ − γ̂KΥ∂SG] +O(ε2)

= −1
2

√
G∂SG− εK0γ̂G∂SG+O(ε2), (7.121)

∂G

∂T
= −∂SQ, (7.122)

where we have defined

π̂ = P̂Υ

P̂0
− 1

2
ÂΥ

Â0
, (7.123a)

γ̂ = 1
2

ΓΥ
Γ0

+ ÂΥ

Â0
(7.123b)

for brevity.

For a given set of Dirichlet or flux boundary conditions at S1 and S2, let GS be the corresponding
steady state solution, with steady state flux QS = const. We can then define a Lyapunov free
energy by

F(G) =
∫ S2

S1

[(2
5G

5/2 −GG
3/2
S + 3

5G
5/2
S

)
+ ε

2K0γ̂(G−GS)2(G+ 2GS)
]
dS. (7.124)

The O(ε0) term of F is immediately recognizable as the same free energy we found for the
straight V-groove, Equation (5.11). F was so chosen because

∂S

(
δF

δG

)
= ∂S

[(
G3/2 −G

3/2
S

)
+ ε

2K0γ̂ 3
(
G2 −G2

S

)]
= −3 (Q−QS) . (7.125)

Note that F(GS) = 0, and

δF(G)|GS
=
∫ S2

S1

[(
G3/2 −G

3/2
S

)
+ ε

2K0γ̂ 3
(
G2 −G2

S

)]
G=GS

dS = 0 (7.126a)

δ2F(G)
∣∣∣
GS

=
∫ S2

S1

[3
2
√
GS + ε

2K0γ̂ 6GS

]
dS (7.126b)

=
∫ S2

S1

3
2HS

[
1 + εK0

(
ΓΥ
Γ0

+ 3
2
ÂΥ

Â0

)
HS

]
dS. (7.126c)

If K0 > 0, then the second variation is positive, i.e., F is convex at G = GS . If K0 <

0, then so long as |εK0| < (1/2)/max(HS), F will remain convex. This inequality arises
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from the fact that [ΓΥ/Γ0 + (3/2)(ÂΥ/Â0)] < 2 for all values of α and θ. By virtue of
our nondimensionalization, HS should always be ≤ O(1); meanwhile we required |εK0| ≪ 1
for the perturbative expansion to hold in the first place. Thus, we will continue under the
assumption that |εK0| < (1/2)/max(HS) is satisfied. If K0 is just on the threshold such that
(1/2)/max(HS) < |εK0| < 1, then the following stability analysis will not hold.

We now must show that the Lyapunov free energy F is always decreasing.

∂F

∂T
=
∫ S2

S1

δF

δG

∂G

∂T
dS

=
∫ S2

S1

δF

δG
∂S

[1
3∂S

(
δF

δG

)]
dS

= 1
3

[
δF

δG
∂S

(
δF

δG

)]S2

S1

− 1
3

∫ S2

S1
∂S

(
δF

δG

)2
dS

=
[
δF

δG
(Q−QS)

]S2

S1

− 1
3

∫ S2

S1
∂S

(
δF

δG

)2
dS

= −1
3

∫ S2

S1
∂S

(
δF

δG

)2
dS ≤ 0. (7.127)

The boundary term vanishes under either flux (due to the Q − QS term) or Dirichlet (due to
the δF/δG term) boundary conditions.

Hence, there exists an always-decreasing Lyapunov free energy, which is convex within the
accessible region (specifically, for H such that 2εK0H > −1), and which has a unique minimum
at H = HS . Therefore, the steady states of the V-groove with constant backbone curvature
are stable.

7.4.2 Linear stability of self-similar spreading states
Recall from Section 3.1 that, for an autonomous system, the numerical abscissa being negative is
sufficient to demonstrate both transient and asymptotic linear stability. While it was possible to
analytically prove such stability for the self-similar states of the straight V-groove [Section 5.3], a
similar argument for the self-similar states with a curved backbone is not pursued here. Instead,
we numerically compute the numerical abscissa for a variety of parameters, demonstrating that,
at least within the chosen parameter range, the self-similar spreading and receding states of
a V-groove with a constant-curvature backbone exhibit both transient and asymptotic linear
stability.

Rewriting Equation (7.101), with constant curvature KΥ = K0, in self-similar coordinates
{η = H/

√
T , τ = lnT} yields

∂τH =
(1/2)η∂η

[
H2 − εK0

(
ÂΥ/Â0

)
H3
]

+ ∂η

[
H2∂ηH + εK0

(
ΓΥ/Γ̂0

)
H3∂ηH

]
H
[
2 − 3εK0

(
ÂΥ/Â0

)
H
] .

(7.128)
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Note that the numerator on the right-hand side is precisely Equation (7.119).

Taking a non-terminating solution H of Equation (7.119) as the base state, linearizing about
Equation (7.128) yields an equation of the form ∂τδH = LδH, which is extremely long. The
transient operator (L + L†)/2 is a bit shorter and the operator of interest for computing the
numerical abscissa, so only it will be reported here:

L + L†

2 =
H
[
1 + εK0

(
ΓΥ/Γ̂0

)
H
]

2 − 3εK0
(
ÂΥ/Â0

)
H

∂ηη +

[
2 + 4εK0

(
ΓΥ/Γ̂0

)
H
]
∂ηH[

2 − 3εK0
(
ÂΥ/Â0

)
H
]2 ∂η

+ 1[
2 − 3εK0

(
ÂΥ/Â0

)
H
]3

×
{

−2 (1 + ∂ηηH) + εK0

[
2
(

3ÂΥ

Â0
+ 2ΓΥ

Γ̂0

)
(∂ηH)2 + 3ÂΥ

Â0
H (3 + 5∂ηηH)

]}
.

(7.129)

The numerical abscissa is the largest eigenvalue of the transient operator (L+L†)/2. A numerical
parameter sweep was performed over V-groove geometries εK0 ∈ {−0.2, −0.1, −0.05, 0, 0.05,
0.1, 0.2} and (α, θ) ∈ {(15◦, 0◦); (15◦, 30◦); (15◦, 60◦); (45◦, 0◦); (45◦, 30◦); (75◦, 0◦)}. These
geometries were chosen to give a range of narrow to wide grooves, and a substantial variation in
backbone curvature (recall that εK0 ≪ 1 by assumption, so that 0.2 is considered a very large
curvature). This set of seven curvatures and six sets of angles yields 42 distinct geometries.
For each geometry, several self-similar spreading and draining solutions were tested. In each
case H(0) = 1. Six different far-field values of the thickness H were tested for each geometry:
H(ηfar) ∈ {0.01, 0.1, 0.5, 1, 1.5, 2}. Far-field values < 1 indicate spreading solutions; the
far-field value 1 is the static solution, and far-field values > 1 indicate draining solutions. In
each of the 252 cases tested, the numerical abscissa βmax[L] < −0.25, indicating transient and
asymptotic linear stability of self-similar states within the parameter range tested.

A subset of the numerical abscissa results is plotted in Figure 7.15. Plot (a) shows results for the
self-similar spreading solution with H(0) = 1 and H(ηfar) = 0.01; (b) shows for the self-similar
draining solution with H(0) = 1 and H(ηfar) = 1.25. In each case, the numerical abscissa ω is
plotted against the curvature εK0. Five different groove angles α are shown; the contact angle
was fixed at θ = 0◦. Each case was nondimensionalized separately, so that varying the angle
affects only the curvature contribution.

The spreading results, in Figure 7.15 (a), show no visible difference between the different cases,
due to the fact that the majority of the film is extremely thin (0.01); hence the backbone
curvature has little effect since it comes in with an extra power of the film thickness. The draining
results, in Figure 7.15 (b), have a much more significant variation, as the film is thick (between 1
and 1.25). Positive curvature appears to be more stable than negative curvature, a result which
was not obvious a priori, given the complexity of Equation (7.129). This phenomenon may be
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due to the non-constant part of the self-similar result near η = 0 being longer for positively-
curved grooves. The groove angle has little effect and depends on the boundary condition.
When comparing fixed thickness conditions, as shown in Figure 7.15, wide grooves are more
stable for negative curvature and narrow grooves are more stable for positive curvature.

(a) (b)

Figure 7.15: Representative numerical abscissae for self-similar solutions of flow in V-grooves
with constant vertical backbone curvature and contact angle θ = 0◦, computed by finding the
largest eigenvalue of the transient linear operator in self-similar coordinates, Equation (7.129).
Results for two sets of Dirichlet midline thickness (H) boundary conditions are shown, repre-
senting one spreading solution and one draining (receding) solution. Numerical abscissae are
computed for interior groove half angle α ∈ {5◦, 15◦, 45◦, 75◦, 85◦} and vertical backbone cur-
vature εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. Each case is nondimensionalized independently, so that
the results with no curvature (εK0 = 0) will be identical. Results were computed with domain
length 40 and the mesh size was taken to be 0.02, following Chapter 5.
(a) Self-similar spreading solution with H(0) = 1 and H(40) = 0.01.
(b) Self-similar draining (receding) solution with H(0) = 1 and H(40) = 1.25.

7.5 Discussion
7.5.1 Numerical methods
Numerical techniques were used to compute the geometric parameters Γ0 and ΓΥ (Figures 7.7
and 7.8), to compute the steady state solution on a sinusoidal groove (Figure 7.11), to compute
self-similar solutions (Figures 7.12 to 7.14), and to perform linear stability analysis of self-similar
solutions (Figure 7.15).

Γ0 and ΓΥ were computed by solving the Poisson equations [Equations (7.86a) and (7.86b)] with
the appropriate boundary conditions [Equations (7.89a) and (7.89b)] using the finite element
method in comsol Multiphysics 5.3a (Com, 2017), using the Multiphysics package. Domains
were generated for α ∈ {2◦, 3◦, · · · , 88◦} and θ ∈ {0◦, 5◦, · · · , 85◦}. A triangular mesh was
automatically generated in comsol using the constraints of maximum element length 0.05,
minimum element length 10−5, curvature factor 0.2, and resolution of narrow regions 2, with a
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new mesh constructed for each domain.3 To ensure that the mesh was sufficiently fine, the area
correction integrals ÂΥ and Â0 were computed in addition to ΓΥ and Γ0. Because the exact
value of the area corrections is known, the relative error of the numerical integral was computed
exactly, and found to be at most 8 × 10−5 (0.008%). The computations of Γ0 and ΓΥ could be
repeated with a finer mesh to ensure even higher accuracy, but at that point a larger concern
would be the size of the O(ε2) corrections which were omitted from the model.

Steady state solutions with non-constant curvature were found by solving Equation (7.101)
without time dependence using the ode45 solver in matlab (Mat, 2015) on a domain with
2000 points. The system was solved with a shooting method. The boundary condition at S = 0
was fixed, a slope ∂SH|S=0 was posited, and the system was solved forward to S = 5. The
resulting H(S = 5) was compared to the desired boundary condition, and the initial slope was
adjusted accordingly. The process was repeated until the absolute error on the S = 5 boundary
condition thickness was less than 10−7. Self-similar solutions were solved by the same procedure,
using Equation (7.119). In order to validate the numerical method, steady state solutions with
constant curvature were computed using the same code and compared to the known analytic
solutions; the absolute error in fluid thickness was at most 0.0038, and the maximum relative
error was at most 0.0023 (0.23%).

Terminating self-similar solutions were computed by solving Equation (7.119) with the ode45

solver in matlab (Mat, 2015) on a domain with 2000 points. The system was solved with a
shooting method: first, a termination point ηc was posited, the system was solved backwards
from η = ηc to η = 0, and the resulting pressure P (η = 0) or fluid thickness H(η = 0) was
compared to the corresponding boundary condition. ηc would then be adjusted, and the process
continued until the absolute error on the η = 0 boundary condition thickness was less than
10−7.

Linear stability analysis was performed in matlab by second-order central finite difference on
a domain η ∈ [0, 40] with 2000 points, based on the length and mesh fineness found to be
sufficient for straight V-grooves in Section 5.3.2. The transient operator was constructed in
matrix form using second order finite difference operators, and the maximum eigenvalue was
found using matlab’s built-in eig function, which computes exact matrix eigenvalues (the
matrices were sufficiently small that approximate eigensystem methods were not required).

7.5.2 Caveats
The slender limit ε ≪ 1 is crucial to the validity of this model. In particular, it can be seen
from Figure 7.8 (b) that P̂Υ/P̂0 can become quite large when θ + α is large. In such cases,
either ε must be correspondingly small to ensure that εP̂Υ/P̂0 is still a perturbative correction,
or higher-order corrections must be computed.

3The curvature factor is defined as “the ratio between the boundary element size and the curvature radius”
(thus a lower number yields a finer mesh) and the resolution of narrow regions as “the number of layers of
elements that are created in narrow regions,” according to the comsol documentation (Com, 2017).
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In order to ignore inertia, the model furthermore required that εReΓ0 = ε2ργdΦ0Γ0/µ
2 ≪ 1.

Recall from Chapter 4 that terms of O(εRe) appear in the nondimensionalized Navier-Stokes
equations, but integrated streamwise flux corrections pick up a factor of O(Γ0). This condition
is relatively easy to satisfy for fluids such as water and ethyl alcohol, which have low density and
surface tension, but for liquid metals such as indium it requires a small d and large L to hold
down the value. In liquid metal systems larger than microscale, inertial effects would need to be
included in the model; this could be accomplished perturbatively and is likely a fruitful avenue
of future research.

This model assumed that the contact angle θ is equal to the equilibrium (static) contact angle,
thus ignoring the effect of a dynamic contact angle dependent on the local capillary number.
As discussed in Section 4.4.1, the dynamic contact angle is expected to be a correction of order
ε4/3. Although a dynamic contact angle could be included in the model, this complication is
beyond the scope of the present work.

It was further assumed that gravity was negligible, specifically, Bo/Ca ≪ ε. Thus, the model
is applicable only to microscale or microgravity systems. In particular, the key application of
space-based propellant and fuel management easily satisfies the low gravity requirement.

Because of the symmetry of the groove, the lateral curvature, KΞ, and torsion, J , were found
to be relevant only at order ε2 and was thus ignored. Certainly the model could be carried
out to higher order to include this effect. When doing so, one must be careful to include the
cross-terms, as KΥ, KΞ, and J effects interact at order ε2. Furthermore, if θ+α is very large,
then these corrections may become too large for ε to suppress, so more analysis is necessary for
the limit of large θ + α.

To extend the curved-backbone model to U-grooves, the interface shape and pressure and area
corrections would be similar to those presented here (an additional correction to the interface
shape would arise due to the wall curvature, but it would likely be negligibly small). However, the
flux factor and corrections thereof would need to be computed numerically for each fluid thickness
H, depending on the shape of the U-groove’s rounded bottom. The general rule of thumb that
positive backbone curvature enhances flux and negative backbone curvature suppresses flux is
still expected to apply, although limiting cases (such as a nearly crescent-shaped fluid) might
possibly break the rule.

7.6 Conclusion
With this, we conclude our exploration of flow in V-grooves. Building upon the model of
Romero and Yost (1996) and Weislogel (1996), we showed in Chapter 5 that steady state flow
and self-similar flow in straight V-grooves are very stable against perturbations. In Chapter 6,
we developed a new model of flow in a V-groove under an electric field. There we found that
electric fields increase fluid flux, and both steady state and self-similar flow under constant
electric fields are stable so long as the fluid does not exceed a threshold thickness. And in
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the present chapter, Chapter 7, we have developed a new model for flow in a V-groove with
a curved backbone. We found that positive curvature diminishes flux and negative curvature
enhances flux, and steady state flow and self-similar flow with constant backbone curvature are
stable against perturbations. These results provide evidence that V-grooves are indeed a robust
transport mechanism for use in the MEP, and furthermore provide a framework for the design
of novel compact microfluidic devices.

7.7 Appendix: Additional plots
7.7.1 Steady and self-similar plots in narrow grooves with constant curvature
Figures 7.9, 7.10, 7.12 and 7.13, discussed earlier, displayed steady state and self-similar flow
results in grooves of constant curvature with α = 45◦ and θ = 15◦. We now display analogous
plots in narrow grooves, with α = 15◦ and θ = 15◦.

Representative plots of steady state flow with Dirichlet pressure (P ) boundary conditions, α =
15◦, and θ = 15◦ are shown in Figure 7.16, comparing curvature values εKΥ ∈ {−0.2, −0.1,
0, 0.1, 0.2}. In each plot, the boundary condition at S = 0 is fixed at P (S = 0) = −101.58;
the boundary condition at S = 1 has values of P (S = 1) ∈ {−81.262, −203.16, −1015.8}
among the three columns of the figure [these values of P were chosen so that H(S = 0) = 1
and H(S = 1) ∈ {1.25, 0.5, 0.1} for the straight groove with KΥ = 0]. Plots (a)-(c) display
fluid thickness, H, and (d)-(f) display pressure, P .

While the results are qualitatively similar to those in wide V-grooves, it stands out that the
variation in H in Figure 7.16 is much smaller than in the corresponding figures in wider, α = 45◦

grooves. This occurs because the pressure correction P̂Υ/P̂0 is smaller in narrow grooves than
wide grooves, as seen in Figure 7.8 (b). Intuitively, narrow grooves have a much more strongly
curved fluid interface than do wide grooves, and hence the relative effect of adding curvature
from the backbone is lessened.

Plots of steady state flow with Dirichlet thickness (H) boundary conditions, α = 15◦, and
θ = 15◦ are shown in Figure 7.17, comparing curvature values εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}.
In each plot, the boundary condition at S = 0 is fixed at H(S = 0) = 1 and the boundary
condition at S = 1 has values of H(S = 1) ∈ {1.25, 0.5, 0.1} among the three columns of
the figure (matching the H boundary of the straight KΥ = 0 groove in Figure 7.16). Plots
(a)-(c) display fluid thickness, H, (d)-(f) display the difference between the thickness H and
the straight-groove thickness Hsteady,KΥconst., and (g)-(i) display pressure, P .

With thickness boundary conditions, the narrow grooves experience a greater differentiation in
H between grooves of different curvatures. Because boundary conditions are set by H, P̂Υ/P̂0

no longer enters the problem, and the difference between steady states of wide and narrow
grooves is driven by the flux correction, ΓΥ/Γ0, which is larger for narrow grooves [Figure 7.8
(c)]. While the flux correction is complicated, the larger value of ΓΥ/Γ0 in narrow grooves is
driven by Γ0 being small due to the higher wall friction in a narrow domain. In other words, the
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higher relative gain in flux due to backbone curvature because the flux is so low to begin with.

Self-similar solutions in grooves of differing constant curvature, with Dirichlet pressure (P )
boundary conditions, α = 15◦, and θ = 15◦ are shown in Figure 7.18, comparing curvature
values εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot, the boundary condition at η = 0 is
fixed at P (η = 0) = −101.58; the boundary condition at η = 1 has values of P (η = 1) ∈
{−81.262,−203.16,−1015.8} among the three columns of the figure [these values of P were
chosen so that H(η = 0) = 1 and H(η = 1) ∈ {1.25, 0.5, 0.1} for the straight groove with
KΥ = 0]. Plots (a)-(c) display fluid thickness, H, and (d)-(f) display pressure, P .

And self-similar solutions in grooves of differing constant curvature, with Dirichlet pressure (P )
boundary conditions, α = 15◦, and θ = 15◦ are shown in Figure 7.18, comparing curvature
values εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot, the boundary condition at η = 0 is
fixed at P (η = 0) = −101.58; the boundary condition at η = 1 has values of P (η = 1) ∈
{−81.262,−203.16,−1015.8} among the three columns of the figure [these values of P were
chosen so that H(η = 0) = 1 and H(η = 1) ∈ {1.25, 0.5, 0.1} for the straight groove with
KΥ = 0]. Plots (a)-(c) display fluid thickness, H, and (d)-(f) display pressure, P .

Self-similar solutions with Dirichlet fluid thickness (H) boundary conditions are shown in Fig-
ure 7.19, comparing curvature values εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot, the bound-
ary condition at η = 0 is fixed at H(η = 0) = 1 and the boundary condition at η = 1 has
values of H(η = 1) ∈ {1.25, 0.5, 0.1} among the three columns of the figure (matching the H
boundary of the straight KΥ = 0 groove in Figure 7.18). Plots (a)-(c) display fluid thickness,
H, and (d)-(f) display pressure, P .

As with the steady state results, the self-similar solutions are qualitatively similar to those in
wide grooves, but fluid thickness at a given pressure P (and pressure at a given fluid thickness)
are less differentiated between grooves of different curvatures, due to the relatively small value
of P̂Υ/P̂0 at α = 15◦. And, with H boundary conditions, the fluid thickness between grooves
of different curvatures is more differentiated, due to the larger value of ΓΥ/Γ0 at α = 15◦.
Although the self-similar equation [Equation (7.119)] has an additional corrective term, ÂΥ/Â0,
this term varies little with α.
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(a) (b) (c)

(d) (e) (f)

Figure 7.16: Representative steady state solutions of flow in V-grooves of constant curvature
with groove half angle α = 15◦, contact angle θ = 15◦, and Dirichlet pressure (P ) boundary
conditions, according to Equation (7.108). Results are plotted for grooves with 5 different values
of vertical curvatures, εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot, the horizontal axis is S,
the nondimensional backbone arc length.
Plots (a)-(c) (top row) display nondimensional fluid midline thickness, H. Plots (d)-(f) (bottom
row) display nondimensional pressure, P .
Each column displays a different boundary condition: column 1, (a) and (d), has boundary
conditions P (S = 0) = −101.58 and P (S = 1) = −81.262; column 2, (b) and (e), has
boundary conditions P (S = 0) = −101.58 and P (S = 1) = −203.16; column 3, (c) and (f),
has boundary conditions P (S = 0) = −101.58 and P (S = 1) = −1015.8. These values of
P were chosen so that the straight groove (with KΥ = 0) would have film midline thickness
H(S = 0) = 1 and H(S = 1) ∈ {1.25, 0.5, 0.1}.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7.17: Representative steady state solutions of flow in V-grooves of constant curvature
with groove half angle α = 15◦, contact angle θ = 15◦, and Dirichlet film thickness (H) bound-
ary conditions, according to Equation (7.108). Results are plotted for grooves with 5 different
values of vertical curvatures, εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot, the horizontal axis
is S, the nondimensional backbone arc length.
Plots (a)-(c) (top row) display nondimensional fluid midline thickness, H. Plots (d)-(f) (middle
row) display the difference between nondimensional fluid midline thickness, H, and that of a
straight V-groove, H[KΥ = 0]. Plots (g)-(i) (bottom row) display nondimensional pressure, P .
Each column displays a different boundary condition: column 1 [(a), (d), (g)] has boundary
conditions H(S = 0) = 1 and H(S = 1) = 1.25; column 2 [(b), (e), (h)], has boundary
conditions H(S = 0) = 1 and H(S = 1) = 0.5; column 3 [(c), (f), (i)] has boundary conditions
H(S = 0) = 1 and H(S = 1) = 0.1.
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(a) (b) (c)

(d) (e) (f)

Figure 7.18: Representative self-similar solutions of flow in V-grooves of constant curvature
with groove half angle α = 15◦, contact angle θ = 15◦, and Dirichlet pressure (P ) boundary
conditions, computed according to Equation (7.119). Results are plotted for grooves with
5 different values of vertical curvatures, εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot, the
horizontal axis is the self-similar coordinate η = S/

√
T , where S is the nondimensional backbone

arc length and T is the nondimensional time.
Plots (a)-(c) (top row) display nondimensional fluid midline thickness, H. Plots (d)-(f) (bottom
row) display nondimensional pressure, P .
Each column displays a different boundary condition: column 1, (a) and (d), has boundary
conditions P (η = 0) = −101.58 and P (η = 5) = −81.262; column 2, (b) and (e), has
boundary conditions P (η = 0) = −101.58 and P (η = 5) = −203.16; column 3, (c) and (f),
has boundary conditions P (η = 0) = −101.58 and P (η = 5) = −1015.8. These values of
P were chosen so that the straight groove (with KΥ = 0) would have film midline thickness
H(η = 0) = 1 and H(η = 5) ∈ {1.25, 0.5, 0.1}.
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(a) (b) (c)

(d) (e) (f)

Figure 7.19: Representative self-similar solutions of flow in V-grooves of constant curvature
with groove half angle α = 15◦, contact angle θ = 15◦, and Dirichlet midline thickness (H)
boundary conditions, computed according to Equation (7.119). Results are plotted for grooves
with 5 different values of vertical curvatures, εKΥ ∈ {−0.2,−0.1, 0, 0.1, 0.2}. In each plot,
the horizontal axis is the self-similar coordinate η = S/

√
T , where S is the nondimensional

backbone arc length and T is the nondimensional time.
Plots (a)-(c) (top row) display nondimensional fluid midline thickness, H. Plots (d)-(f) (bottom
row) display nondimensional pressure, P .
Each column displays a different boundary condition: column 1, (a) and (d), has boundary
conditions H(η = 0) = 1 and H(η = 5) = 1.25; column 2, (b) and (e), has boundary
conditions H(η = 0) = 1 and H(η = 5) = 0.5; column 3, (c) and (f), has boundary conditions
H(η = 0) = 1 and H(η = 5) = 0.1.
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7.7.2 Time-dependent numerical simulations
Figures 7.20 to 7.22 show the time evolution of pre-filled grooves with Dirichlet pressure bound-
ary conditions with different backbone curvatures. All cases are shown for grooves with internal
half angle α = 45◦ and contact angle θ = 15◦, and pressure conditions P (S = 0) = −15.217
and P (S = 1) = −30.434 (chosen to make H(S = 0) = 1 and H(S = 1) = 0.5 for the grooves
with zero curvature). Each simulation took an initial condition of a pre-filled groove with uniform
fluid thickness except for a small region near S = 0 to smoothly connect to the S = 0 boundary
condition, and simulations were run from T = 0 to T = 10, a large enough value for the result to
be visually indistinguishable from the steady state (the same steady states shown in Figure 7.9
and Figure 7.11). Figure 7.20 compares a positive backbone, with ε = 0.1 and KΥ = 1 to the
straight groove; Figure 7.21 does the same with a negative backbone, ε = 0.1 and KΥ = −1;
and Figure 7.22 does so with a sinusoidal backbone, β(z) = {0, 0.001 sin(6πz), z} with ε = 0.1.

As described earlier, grooves with positive curvature at a given pressure P have greater fluid
thickness H than straight grooves or grooves with negative curvature. It can be seen from
Figure 7.20 that fluid advances faster in a positively-curved groove than a straight groove;
Figure 7.21 shows in turn that the fluid advances faster in a straight groove than a negatively-
curved groove. This effect is likely due to the increased flux in grooves with positive curvature
for given pressure boundary conditions, as computed in Section 7.3.2.

The speed of reaching steady state appears comparable between the sinusoidal groove and the
straight groove (Figure 7.22), as the effect of the intermittently positive and negative curvature
appears to effectively balance out.

The time-dependent interface evolution equations were also computed with the finite element
method in comsol (Com, 2017) by solving Equation (7.101) in a domain with elements 0.1%
the length of the domain (giving exactly 1000 elements, since this problem has a one-dimensional
domain).
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Figure 7.20: Example time-dependent solutions of flow in V-grooves with groove half angle
α = 45◦, contact angle θ = 15◦, and Dirichlet pressure (P ) boundary conditions, P (S = 0) =
−15.217, P (S = 1) = −30.434, chosen so that a straight V-groove has H(S = 0) = 1 and
H(S = 1) = 0.5. Results are computed following Equation (7.101), and compare a straight
(KΥ = 0) V-groove to one with constant positive backbone curvature εKΥ = 0.1. Snapshots in
time are shown at t ∈ {0.0, 0.1, 0.3, 10.0}; by the last time, the flow is visually indistinguishable
from the steady state solution. In each plot, the horizontal axis is S, the nondimensional
backbone arc length.
(a): Nondimensional fluid midline thickness, H.
(b): Nondimensional pressure, P .
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Figure 7.21: Example time-dependent solutions of flow in V-grooves with groove half angle
α = 45◦, contact angle θ = 15◦, and Dirichlet pressure (P ) boundary conditions, P (S =
0) = −15.217, P (S = 1) = −30.434, chosen so that a straight V-groove has H(S = 0) = 1
and H(S = 1) = 0.5. Results are computed following Equation (7.101), and compare a
straight (KΥ = 0) V-groove to one with constant negative backbone curvature εKΥ = −0.1.
Snapshots in time are shown at t ∈ {0.0, 0.1, 0.3, 10.0}; by the last time, the flow is visually
indistinguishable from the steady state solution. In each plot, the horizontal axis is S, the
nondimensional backbone arc length.
(a): Nondimensional fluid midline thickness, H.
(b): Nondimensional pressure, P .
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Figure 7.22: Example time-dependent solutions of flow in V-grooves with groove half angle
α = 45◦, contact angle θ = 15◦, and Dirichlet pressure (P ) boundary conditions, P (S = 0) =
−15.217, P (S = 1) = −30.434, chosen so that a straight V-groove has H(S = 0) = 1 and
H(S = 1) = 0.5. Results are computed following Equation (7.101), and compare a straight
(KΥ = 0) V-groove to a V-groove with vertical sinusoidal variation. The sinusoidal V-groove
has backbone coordinates β⃗ = {0, 0.001 sin(6πz), z} and film inlet thickness such that ε = 0.1,
resulting in nondimensional curvature εKΥ ≈ −0.03553 sin(6πS) + O(0.01%). Snapshots in
time are shown at t ∈ {0.0, 0.1, 0.3, 10.0}; by the last time, the flow is visually indistinguishable
from the steady state solution. In each plot, the horizontal axis is S, the nondimensional
backbone arc length.
(a): Nondimensional fluid midline thickness, H.
(b): Nondimensional pressure, P .
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C h a p t e r 8

INTRODUCTION TO THIN FILMS ON CURVED SUBSTRATES

8.1 Background
In Chapter 9, we will perform a novel study of the capillary instabilities arising on a viscous thin
film coating a torus, and will find some rather interesting and unintuitive results. The torus
study will rely upon a low-order model describing the behavior of thin films on curved substrates,
first developed by Roy and Schwartz (1997) and Roy et al. (2002). In the present chapter, we
explain and derive that low order model. We present a step-by-step derivation which fills in
the gaps missing in the publications of Roy and Schwartz (1997) and Roy et al. (2002). We
also employ a covariant notation and, unlike Roy et al. (2002), do not assume any specific
parametrization of the substrate.

Recall that the derivation of the V-groove equation (Romero and Yost, 1996; Weislogel, 1996)
in Chapter 4 depended upon the slender limit, in which one dimension (z) was assumed to be
much longer than the other two dimensions (x and y). By considering only long-wavelength
phenomena in z (that is, by considering only the infrared limit in z), the Navier-Stokes equations
were simplified and a reduced-order model was produced, with the dependent variable being the
centerline fluid thickness in the groove. That slender limit derivation owes its origin to the
so-called lubrication limit, the difference being that in lubrication theory a thin film has not two
short dimensions and one long dimension, but instead one short and two long dimensions.

Lubrication theory was first developed (and named) by Reynolds (1886) to describe fluid flow
between two solid walls at close proximity, in order to describe the behavior of mechanical devices
lubricated with oil. The original paper by Reynolds also discussed lubrication of cylindrical
objects, and the following decades saw a variety of extensions developed, considering lubrication
between elastic solids, temperature dependent effects, and lubrication of walls with discontinuous
steps; an early overview of the field may be found in the textbook on lubrication theory by Pinkus
and Sternlicht (1961).

While the original lubrication theory was developed for a fluid bounded by two solids, it can
easily be modified to consider a thin film bounded by a solid on one side and a vacuum or
second fluid on the other. A reduced-order lubrication model for a thin film with a free surface,
with film thickness h as the only dependent variable, was developed by Jeffreys (1930) to
describe the flow of a viscous thin film down a vertical plate. Jeffreys’s model was driven only
by gravity, omitting surface tension and other factors; a similar equation with surface tension as
the dominant force was known at least by the time of Orchard (1963), who demonstrated linear
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stability for such flows1. Many variations on these thin film equations were developed in the
following decades, including Van der Waals forces in nanofilms, Marangoni effects (variations
in surface tension due to, e.g., surfactants), and thermocapillary effects (variations in surface
tension due to temperature gradients); the interested reader is referred to the review article by
Oron et al. (1997).

Early lubrication and thin film analyses focused on liquids coating flat or cylindrical substrates
(both were discussed in the original work by Reynolds, 1886). Among the first studies consider-
ing a more general geometry was a lubrication theory describing a thin film with a free surface
flowing over a shallow and long-wavelength but otherwise arbitrary topography, developed inde-
pendently by Smith (1969a) and Smith (1969b)2. The Smiths’ theory described slightly bumpy
but predominantly flat surfaces; it was not until the work of Schwartz and Weidner (1995) that
a model for thin films coating highly curved substrates was developed. Schwartz and Weidner’s
approach was to write down the capillary-driven thin film equation for a flat substrate and add a
correction to the capillary pressure to account for the additional interface curvature induced by
the film coating a curved substrate. This model explained phenomena such as the thinning of
films coating exterior corners. While effective on a qualitative level, the model did not accurately
capture the interfacial curvature and ignored the modifications to the fluid velocity profile caused
by flowing over a curved substrate; these shortcomings were addressed in the model of Roy et al.
(2002), who carried out a rigorous perturbation expansion of the Navier-Stokes equations using
lubrication theory. Roy et al. furthermore included gravity as well as surface tension.

Rumpf and Vantzos (2013) noticed that thin film flow even on curved substrates can be expressed
as a gradient flow, and they proceeded to derive the equation of motion for film thickness from
variational principles, a process which yielded the same result as Roy et al. (2002). Wray et al.
(2017) developed a model with a higher-order expansion to allow for description of relatively
thicker films. Roberts and Li (2006) (Roberts being a coauthor on the Roy et al., 2002 paper)
later expanded upon their earlier work with a continued perturbation expansion including the
Reynolds number.

We will take the approach of Roy and Schwartz (1997) and Roy et al. (2002) in performing a
formal perturbation expansion of the Navier-Stokes equations for a viscous film coating a curved
substrate in the lubrication limit. Unlike prior work, our derivation will use a general tensorial
system and covariant notation. By providing a full, step-by-step derivation, we hope that future
students will have an easier time working with and extending the model.

1Orchard wrote down the thin film equation ∂h/∂t = −(γ/µ)∂x(h3∂3
xh/3) and attributes its first stability

analysis to a private communication by F. C. Roesler. I have not found an earlier source, but Orchard does not
appear to claim discovery of the equation.

2Two distinct Smiths appear to have coincidentally derived the same equation and submitted it to the same
journal within two weeks of each other.
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8.2 Coordinates
8.2.1 Substrate parametrization
The thin film equation will describe the fluid interface as a height field h, measured normal
to the curved substrate. One might be concerned that setting up a coordinate normal to the
curved substrate could lead to overlap, and this is indeed the case in general. Overlap is avoided,
however, if the system remains sufficiently close to the substrate. Specifically, as long as the
region of interest normal to the substrate is always less than the local radius of curvature, no
coordinate overlap can occur. In fact, the lubrication limit assumption is already going to require
that the film thickness be less than the substrate radius of curvature, so the no-overlap condition
is automatically satisfied.

The development of local coordinates will proceed in the same manner as in Section 2.1, fol-
lowing the methodology commonly used in shell theory (Niordson, 1985). Consider some two
dimensional curved substrate embedded in R3, specified by x⃗0(ξ, ζ), i.e., parametrized by the
two coordinates ξ and ζ. The induced metric (first fundamental form) on this manifold, is given
by

g̃αβ =
[
(∂ξx⃗0 · ∂ξx⃗0) (∂ξx⃗0 · ∂ζ x⃗0)
(∂ζ x⃗0 · ∂ξx⃗0) (∂ζ x⃗0 · ∂ζ x⃗0)

]
. (8.1)

Defining a vector normal to the substrate by

υ̂ ≡ ∂ξx⃗0 × ∂ζ x⃗0
|∂ξx⃗0 × ∂ζ x⃗0|

, (8.2)

the shape tensor, or second fundamental form, can be expressed as

iiαβ =
[
(∂ξξx⃗0 · υ̂) (∂ξζ x⃗0 · υ̂)
(∂ζξx⃗0 · υ̂) (∂ζζ x⃗0 · υ̂)

]
= −

[
(∂ξx⃗0 · ∂ξυ̂) (∂ξx⃗0 · ∂ζ υ̂)
(∂ζ x⃗0 · ∂ξυ̂) (∂ζ x⃗0 · ∂ζ υ̂)

]
. (8.3)

This leads to the matrix relation (
∂ξυ̂

∂ζ υ̂

)
= −iig̃−1

(
∂ξx⃗0

∂ζ x⃗0

)
. (8.4)

The mean curvature is defined as κm ≡ 1
2 iiµµ, and the Gaussian curvature by κG ≡ det (iiµν).

With these definitions, higher powers of ii can be simplified by making use of the quadratic
identity

iiµαiiαν = 2κmiiµν − κGg̃
µ
ν (8.5)

(Aris, 1989).
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8.2.2 3D coordinates
Introducing a new coordinate υ normal to the substrate allows one to define manifold-centric
coordinates: 3D coordinates in R3 which reduce to the 2D manifold coordinates at υ = 0. This
is the same setup used in Section 2.1, and in shell theory (Niordson, 1985).

x⃗(ξ, ζ, υ) ≡ x⃗0(ξ, ζ) + υυ̂(ξ, ζ). (8.6)

The metric on the 3D space (denoted by g without a tilde) is

gij =


(∂ξx⃗0 + υ∂ξυ̂) · (∂ξx⃗0 + υ∂ξυ̂) (∂ξx⃗0 + υ∂ξυ̂) · (∂ζ x⃗0 + υ∂ζ υ̂) 0
(∂ξx⃗0 + υ∂ξυ̂) · (∂ζ x⃗0 + υ∂ζ υ̂) (∂ζ x⃗0 + υ∂ζ υ̂) · (∂υx⃗0 + υ∂υυ̂) 0

0 0 υ̂ · υ̂



=

(δ ν
α − υii ν

α ) g̃νρ

(
δρ

β − υiiρβ

) 0
0

0 0 1



=

g̃αβ − 2υiiαβ + υ2iiαρiiρβ

0
0

0 0 1

 (8.7)

(Niordson, 1985). The inverse metric is

gij =

 g̃µν(1−υiiαα)2+2υiiµν(1−υiiαα)+υ2iiµαii ν
α[

1−υiiαα+υ2 det
(

iiα
β

)]2
0
0

0 0 1



=


g̃µν+2υ(iiµν−iiααg̃µν)+υ2(iiααiiρρg̃µν−2iiααiiµν+iiµαii ν

α )[
1−υiiαα+υ2 det

(
iiα

β

)]2
0
0

0 0 1



=

g̃µν + 2υiiµν + 3υ2iiµαii ν
α + 4υ3iiµαiiαβiiβν +O

(
(iiυ)4) 0

0
0 0 1

 . (8.8)

8.2.3 Covariant derivatives and Christoffel symbols
Unless otherwise stated, Greek indices will be used for tensors on the 2D substrate, such as g̃αβ

and iiαβ, and Latin indices for tensors in R3, such as gij .
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The Christoffel symbols are given below:

Γυ
υυ = Γυ

αυ = Γα
υυ = 0 (8.9a)

Γυ
αβ = 1

2g
υυ (gυα,β + gυβ,α − gαβ,υ) = −1

2gαβ,υ

= iiαβ − υiiαρiiρβ

= iiαβ − υ (2κmiiαβ − κGg̃αβ) (8.9b)

Γα
υβ = 1

2g
αµ (gµυ,β + gµβ,υ − gβυ,µ) = 1

2g
αµgµβ,υ

= −iiαβ − υiiαµiiµβ − υ2iiαµiiµν iiνβ +O
(
(iiυ)4

)
(8.9c)

Γα
σβ = 1

2g
αµ (gµσ,β + gµβ,σ − gβσ,µ)

= Γ̃α
σβ − υ∇αiiσβ − υ2iiαµ∇µiiσβ +O

(
(iiυ)3

)
, (8.9d)

where Γ̃ denotes the Christoffel symbols of the 2D manifold space.

8.3 Nondimensionalization
Let d be the characteristic film thickness (and thus the characteristic scale in the υ direction),
and let L be the minimum radius of curvature of the substrate (providing a characteristic scale
in the ξ and ζ directions). Defining ε ≡ d/L, we shall require that ε ≪ 1. Expanding the
Navier-Stokes equations in small ε is known as lubrication theory, and is the foundation of thin
film theory (Oron et al., 1997; Reynolds, 1886). The lubrication limit is very similar to the
slender limit seen in Chapter 4, except that here we have one small dimension instead of two.

Based on our definition of L as the minimum substrate radius of curvature, we nondimensionalize
the shape tensor by II = iiL. The nondimensional 2D covariant derivative on the manifold will
be denoted by ∇α = L∇α and the 2D Christoffel symbol by Γ̆ = LΓ̃.

Note that the dimensional 3D Christoffel symbols now have the following scalings

Γυ
υυ = Γυ

αυ = Γα
υυ = 0 (8.10)

Γυ
αβ = 1

L

[
IIαβ − εΥIIαρIIρ

β

]
(8.11)

Γα
υβ = 1

L

[
−IIα

β − εΥIIα
µIIµ

β +O
(
ε2
)]

(8.12)

Γα
σβ = 1

L

[
Γ̆α

σβ − εΥ∇αIIσβ +O
(
ε2
)]
. (8.13)
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Quantity Scaling Rescaled
variable

Lubrication parameter ε = d/L ≪ 1

Coordinates ξc = L Ξ = ξ/ξc

ζc = L Z = ζ/ζc

υc = d Υ = υ/υc

Velocity uc UΞ = uξ/uc

wc = uc UZ = uζ/wc

vc = εuc UΥ = uυ/vc

Time tc = L/uc T = t/tc

Flux qc = duc Qα = qα/qc

Pressure pc = µuc/(ε2L) P = p/pc

Mean curvature kc = 1/L Km = κm/kc

Gaussian curvature kc = 1/L KG = κG/kc

Shape tensor kc = 1/L IIαβ = iiαβ/kc

2D covariant derivative ∇α = L∇α

2D Christoffel symbol Γ̆µ
αβ = LΓ̃µ

αβ

Interface height hc = d H = h(ξ, ζ, t)/hc

Gravity vector ggrav ∇ΥΨ = BΥ = bυ/ggrav

∇αΨ = Bα = bα/ggrav

External tangential stress τ ext
c = µuc

d T ext
α = τ ext

α /τ ext
c

Bond number Bo = ρggravd
2/(µuc)

Capillary number Ca = Lpc/γ = ε−2µuc/γ
Reynolds number Re = ρucd/µ

Table 8.1: Characteristic scalings (lower case) and nondimensional variables (uppercase) used
to describe dimensionless system.
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8.4 Equations of motion
8.4.1 Bulk viscous equations
Recall that the continuity and Navier-Stokes equations are given by

∇iu
i = 0 (8.14a)

ρ
(
∂tu

i + uj∇ju
i
)

= −∇i
p+ µ∇j∇ju

i + ρbi, (8.14b)

where ui is velocity, p is pressure, µ is viscosity, ρ is density, and bi is the acceleration vector of
the body force, such as gravity. For a review of the equations of motion of fluid mechanics, see
Appendix A. We now nondimensionalize the equations following the scalings in Table 8.1 and
perform a perturbation expansion in the lubrication limit.

Nondimensionalizing the continuity equation, Equation (8.14a), yields

0 = L

uc

(
∂iu

i + Γi
jiu

j
)

= L

uc

(
∂αu

α + ∂υu
υ + Γβ

υβu
υ + Γβ

αβu
α
)

= L∂αU
α + ∂ΥU

Υ − ε
(
IIβ

β + εΥIIβ
µIIµ

β

)
UΥ +

(
Γ̆β

αβ − εΥ∇βIIαβ

)
Uα +O

(
ε2
)

= ∇αU
α + ∂ΥU

Υ − ε
[
IIα

αU
Υ + Υ

(
∇βIIαβ

)
Uα
]

+O
(
ε2
)

= ∇αU
α + ∂ΥU

Υ − 2ε
[
KmU

Υ + Υ (∇αKm)Uα
]

+O
(
ε2
)
, (8.15)

where the last step used the Gauss-Codazzi relation, ∇αiiβσ = ∇βiiσα = ∇σiiαβ (Aris, 1989).
Note that in the process of nondimensionalization, we have converted 3D covariant derivatives
to 2D covariant derivatives living on the manifold. Indeed, the ultimate goal of the derivation is
to “integrate out” the Υ dimension, resulting in an equation of motion governing fluid thickness
as a scalar field on the substrate manifold.

As for the momentum equation, Equation (8.14b),

ρ
(
∂tu

i + uj∇ju
i
)

= −gij∂jp+ µgjk∇j∇ku
i + ρbi

= −gij∂jp+ µgjk∇j

(
∂ku

i + Γi
kru

r
)

+ ρbi

= −gij∂jp+ µgjk
[
∂j(∂ku

i + Γi
kru

r) + Γi
js(∂ku

s + Γs
kru

r) − Γs
jk(∂su

i + Γi
sru

r)
]

+ρbi

= −gij∂jp+ µgjk
[
∂jku

i + Γi
kr∂ju

r + Γi
jr∂ku

r − Γr
jk∂ru

i +
(
∂jΓi

kr

)
ur

+
(
Γi

jsΓs
kr − Γs

jkΓi
sr

)
ur
]

+ ρbi. (8.16)

Now we consider the normal (υ) term and in-manifold momentum terms separately, and nondi-
mensionalize the results. First, the normal momentum, which we multiply through by d/pc =
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ε2dL/(µuc):(
d

pc

)
ρ(εuc)
L/uc

(
∂TU

Υ + U j∇jU
i
)

= −∂ΥP +
(
d

pc

)
gυυ∂υp

=⇒ ε3 ρucd

µ

(
∂TU

Υ + U j∇jU
Υ
)

= −∂ΥP + ε2Ld

uc
gjk

[
∂jku

υ + Γυ
kr∂ju

r + Γυ
jr∂ku

r

−Γr
jk∂ru

υ + (∂jΓυ
kr)ur +

(
Γυ

jsΓs
kr − Γs

jkΓυ
sr

)
ur
]

+ Bo∂ΥΨ

=⇒ O(ε3Re) = −∂ΥP + Bo∂ΥΨ +O(ε2), (8.17)

where we have written the body force as ρbi = ρggravB
i = ρggrav∇iΨ for some scalar potential

Ψ, with ggrav being the characteristic scale of the acceleration. Thus the variation in pressure
normal to the substrate is set only by the body force, and not the fluid velocity. This decoupling
of pressure and velocity along the short dimension is indeed the same effect found in the slender
limit V-groove equation in Chapter 4.

The momentum balance tangent to the substrate is nondimensionalized by multiplying through
with L/pc = ε2L2/(µuc):(

ε2L2

µuc

)
ρuc

L/uc

(
∂TU

α + U j∇jU
α
)

= −
(
L

pc

)
gαβ∂βp+ . . .

=⇒ ε
ρucd

µ

(
∂TU

α + U j∇jU
α
)

= −∇αP + ε2L2

uc
gjk

[
∂jku

α + Γα
kr∂ju

r + Γα
jr∂ku

r

−Γr
jk∂ru

α + (∂jΓα
kr)ur +

(
Γα

jsΓs
kr − Γs

jkΓα
sr

)
ur
]

+ Bo∇αΨ

= −∇αP + d2gjk
[
∂jkU

α + εΓα
kυ∂jU

Υ + εΓα
jυ∂kU

Υ − Γυ
jk∂υU

α + ε (∂jΓα
kυ)UΥ

+ε
(
Γα

jsΓs
kυ − Γs

jkΓα
sυ

)
UΥ + Γα

kβ∂jU
β + Γα

jβ∂kU
β − Γβ

jk∂βU
α

+
(
∂jΓα

kβ

)
Uβ +

(
Γα

jsΓs
kβ − Γs

jkΓα
sβ

)
Uβ
]

+ Bo∇αΨ

= −∇αP + d2gjk
[
∂jkU

α + Γα
kβ∂υU

βδυ
j + Γα

jβ∂υU
βδυ

k − Γυ
jk∂υU

α
]

+ Bo∇αΨ +O(ε2)

= −∇αP + d2
[
d−2∂ΥΥU

α − 2L−1d−1IIα
β∂ΥU

β − L−1d−1IIν
ν∂ΥU

α
]

+ Bo∇αΨ +O(ε2)

= −∇αP + ∂ΥΥU
α + Bo∇αΨ − ε

(
2IIα

β + IIν
νδ

α
β

)
∂ΥU

β +O(ε2). (8.18)

Lowering the index,

O(εRe) + ∇αP = (g̃αβ − 2εΥIIαβ) ∂ΥΥU
β − ε (2IIαβ + IIν

ν g̃αβ) ∂ΥU
β

+ Bo∇αΨ +O(ε2). (8.19)

Note that at this point we have assumed εRe = ερucd/µ to be small without specifying a
velocity scale. The choice of uc depends on the dominant driving force of the system, which
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may be surface tension, gravity, or other external effects such as Maxwell pressure. We will
return to this issue once the full equation has been derived.

The tangential pressure balance includes velocity terms, but they have derivatives only in Υ,
the short dimension. The same phenomenon was seen in the V-groove equation of Chapter 4,
in which the velocity terms had no derivatives in the Z direction. Having lost all the “long-
wavelength” derivatives in α and β, we will soon be able to easily solve Equation (8.19) as an
ordinary differential equation in Υ. Before we can do so, we need boundary conditions.

8.4.2 Boundary conditions
Having derived a second order ODE in Υ for Uα, we must determine the boundary conditions
in order to solve it. First, we set the no-slip condition at the substrate, i.e. Uα|Υ=0 = 0.

The surface conditions will be given by

niτijn
j = −pext, (8.20)

ti(α)τijn
j = τ ext

α , (8.21)

where

τij = −pgij + µ
(
∇iuj + ∇jui

)
(8.22)

is the fluid stress tensor, ni is the normal to the fluid interface, and ti(α) is a tangent pair
at the interface (not normalized). τ ext

α denotes the external tangential stress, and will be
nondimensionalized as T ext

α ≡ τ ext
α /(µuc/d). For a review of the interfacial boundary conditions,

see Section 2.1. Note that the dimensional tangential stress, τ ext
α , is a tensor and must be

multiplied by a scale factor to produce a vector of the correct physical units, τα
ext = [g̃α

β −
hiiαβ +O(h2)]τα

ext.

Letting the interface be h⃗ = {ξ, ζ, h(ξ, ζ, t)}, the tangent and normal vectors at the surface are:

ti(α) = ∂αh⃗ =


δξα

δζα

∂αh

 =


δξα

δζα

ε∇αH

 , (8.23a)

ni = 1√
1 + ∂αhgαβ∂βh


−∂ξh

−∂ζh

1

 =


−ε∇ΞH

−ε∇ZH

1

+O(ε2), (8.23b)

ni =


−ε∇ΞH

−ε∇ZH

1

+O(ε2), (8.23c)

where the last line shows that the raised-index ni is the same as ni, to O(ε2).



231

Using these results to compute the normal stress balance,

0 = p−1
c

(
pext + niτijn

j
)

= (Pext − P ) + 2 µ
pc
ni(∇iu

j)nj

= (Pext − P ) + εd

uc

[
−ε∇αH

1

]T [
2∇αu

ρ (∇αu
υ + ∇υ

uα)
(∇υu

ρ + ∇ρ
uυ) 2∇υu

υ

] [
−ε∇ρH

1

]

= (Pext − P ) + εd

uc

[
−ε∇αH

1

]T [
O(uc/L) (uc/d)∂ΥUα

(uc/d)∂ΥU
ρ 2ε(uc/d)∂ΥU

Υ

] [
−ε∇ρH

1

]
= (Pext − P ) +O(ε2). (8.24)

Hence the velocity drops out of the normal stress balance, leaving only the hydrodynamic pressure
to be set by the external pressure at the interface.

As for the tangential stress balance,

0 = d

µuc

(
−τ ext

α + ti(α)τijn
i
)

= −T ext
α + d

uc
ti(α)

(
gjk∇iu

k + gik∇ju
k
)
nj

= −T ext
α + d

uc

[
ti(α)

(
gjk∂iu

k + gjkΓk
iru

r + gik∂ju
k + gikΓk

jru
r
)
nj
]

= −T ext
α + d

uc

[
tυ(α)

(
gυk∂υu

k + gυkΓk
υru

r + gυk∂υu
k + gυkΓk

υru
r
)
nυ

+tµ(α)

(
gυk∂µu

k + gυkΓk
µru

r + gµk∂υu
k + gµkΓk

υru
r
)
nυ

+tµ(α)

(
gρk∂µu

k + gρkΓk
µru

r + gµk∂ρu
k + gµkΓk

ρru
r
)
nρ
]

+O(ε2)

= −T ext
α + d

uc

[
O(ε2) + δµ

α

(
Γυ

µβu
β + gµβ∂υu

β + gµνΓν
υβu

β
)

+O(ε2)
]

+O(ε2)

= −T ext
α + g̃αβ∂ΥU

β − 2εΥIIαβ∂ΥU
β +O(ε2). (8.25)

While this looks a bit complicated, note that raising the index simplifies it significantly: T α
ext =

∂ΥU
α, exactly the condition which would arise for a flat film. It is useful to express T as

a covector since it is often a derivative. For example, Marangoni stresses have the form
T Marangoni

α = ∇αγ = ∂αγ, where γ is the surface tension.

Summarizing the boundary conditions,

P |Υ=H = Pext|Υ=H +O(ε2), (8.26a)

T ext
α =

[
g̃αβ∂ΥU

β − 2εΥIIαβ∂ΥU
β
]

Υ=H
+O(ε2). (8.26b)

8.4.3 Velocity calculation
Now that we have the reduced forms of the momentum equations and boundary conditions,
we can solve the system. Proceeding perturbatively, we write out U i = U i

(0) + εU i
(1) + O(ε2),

P = P(0) + εP(1) +O(ε3), etc.
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Let us assume a constant body force, such as gravity. In this case, at fixed tangential coordinates
(Ξ,Z), the body force potential Ψ must be linear in Υ. Thus it can be written as Ψ =
Ψ(0) + εΥΨ(1), with Ψ(0) and Ψ(1) being independent of Υ. Note that Ψ is not necessarily
linear in Ξ or Z.

The 0th order equations can be written as:

∂ΥP(0) = εBoΨ(1), (8.27a)

∂ΥΥU
α
(0) = g̃αβ

[
∇βP(0) − Bo∇βΨ(0) − εBoΥ∇βΨ(1)

]
, (8.27b)

P(0)|Υ=H = Pext, (8.27c)

Uα
0 |Υ=0 = 0, (8.27d)

∂ΥU
β
0 |Υ=H = g̃αβT ext

α , (8.27e)

where we have kept the Ψ(1) term together with the Ψ(0) term, despite it being O(ε), for
convenience (this does not change the validity of the perturbation expansion).

Solving the 0th order yields

P(0) = Pext + εBoΨ(1) (Υ −H) , (8.28a)

Uα
(0) = g̃αβ

[
T ext

β Υ +
(
∇βPext − Bo∇βΨ(0) − Bo∇β{εΨ(1)H}

)(Υ2

2 − ΥH
)]

. (8.28b)

The 1st order equations are

∂ΥP(1) = 0 (8.29a)

P(1)|Υ=H = 0 (8.29b)

∂ΥΥU
α
(1) = g̃αβ∇βP(1) + 2ΥII α

β ∂ΥΥU
β
(0) +

(
2II α

β + 2Kmδ
α

β

)
∂ΥU

β
(0)

=
(
2IIαβ + 2Kmg̃

αβ
)

T ext
β +

[
(4IIα

β + 2Kmδ
α
β)Υ − (2IIα

β + 2Kmδ
α
β)H

]
×
(
∇βPext − Bo∇βΨ(0) − Bo∇β{εΨ(1)H}

)
(8.29c)

Uα
1 |Υ=0 = 0 (8.29d)

∂ΥU
α
1 |Υ=H = 2ΥIIα

β∂ΥU
β
(0)|Υ=H = 2HIIαβT ext

β . (8.29e)

Solving the 1st order yields

P(1) = 0, (8.30a)

Uα
(1) =

[
IIαβΥ2 + 2Km

(
Υ2

2 − ΥH
)]

T ext
β

+
[
IIαβ

(
2Υ3

3 − Υ2H

)
+Kmg̃

αβ

(
Υ3

3 − Υ2H + ΥH2
)]

×
(
∇βPext − Bo∇βΨ(0) − Bo∇β{εΨ(1)H}

)
. (8.30b)
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8.4.4 Integrated mass conservation
To construct a flux-volume relation, we integrate conservation of mass over υ. Before doing so,
a few relations will be needed. First, note that the kinematic condition, which sets the interface
velocity to that of the underlying fluid, is given by

[∂th+ (∂αh)uα]υ=h = uυ|υ=h (8.31)

(Oron et al., 1997). This condition would not hold if we allowed mass to transfer into or out of
the liquid, by evaporation for example, but such effects will not be considered here.

We will also use an identity relating to the covariant derivative, namely,√
det g∇iu

i = ∂i

(√
det g ui

)
(8.32)

(Aris, 1989), which leads to the expansion

√
det g =

√
det g̃

[
1 − υiiµµ + υ2

2
(
iiµµiiββ − iiµβiiβµ

)]
=
√

det g̃J̆ , (8.33)

where we are using J̆ as shorthand for the term in brackets. Now,

0 = ∇iu
i

=⇒ 0 =
∫ h

0

√
det g∇iu

idυ =
∫ h

0
∂i

(√
det g ui

)
dυ

=
[√

det g uυ
]

υ=h
+
∫ h

0
∂α

(√
det g uα

)
dυ

=
√

det g|υ=h∂th+
[√

det g uα∂αh
]

υ=h
+
∫ h

0
∂α

(√
det g uα

)
dυ

=
√

det g|υ=h∂th+ ∂α

∫ h

0

(√
det g uα

)
dυ

=
√

det g̃J̆ |υ=h∂th+
√

det g̃∇α

∫ h

0
J̆uαdυ

=⇒ J̆ |υ=h∂th = ∇α

∫ h

0
J̆uαdυ = ∇αq

α, (8.34)

where we have defined the flux qα as

qα =
∫ h

0
J̆uαdυ

=
∫ h

0

[
1 − υiiµµ + υ2

2
(
iiµµiiββ − iiµβiiβµ

)]
uαdυ, (8.35)

or, in nondimensional form,

Qα = 1
duc

qα =
∫ H

0

[
1 − εΥIIµ

µ + ε2 Υ2

2
(
IIµ

µIIβ
β − IIµ

βIIβ
µ

)]
UαdΥ. (8.36)
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We can re-express the mass-conservation result of Equation (8.34) as

∂

∂t

(
h−Kmh

2 + 1
3KGh

3
)

= −∇αq
α, (8.37)

or
∂

∂T

(
H − εKmH

2 + 1
3ε

2KGH
3
)

= ∂V

∂T
= −∇αQ

α. (8.38)

The left-hand side term in parentheses is the local volume element
∫ h

0 J̆dυ = (h − Kmh
2 +

(1/3)KGh
3, expressing the amount of fluid sitting above a small patch of substrate area (Roy

et al., 2002); we have denoted the nondimensional volume element by V . Note that the
expression for the volume element is exact; it has not been truncated at O(ε2).

8.4.5 Flux
Using the value of Uα just computed, we can express the flux in terms of the external pressure,
tangential stress, and body force, as

Qα =
∫ H

0

(
1 − εΥIIµ

µ

)
UαdΥ +O(ε2)

=H3

3

[
−g̃αβ + εH

(
2Kmg̃

αβ − 1
2IIαβ

)]
∇βPext

+H2
[1

2 g̃
αβ − 1

3εH
(
4Kmg̃

αβ − IIαβ
)]

T ext
β

− BoH
3

3

[
−g̃αβ + εH

(
2Kmg̃

αβ − 1
2IIαβ

)]
∇β

(
Ψ(0) + εΨ(1)H

)
. (8.39)

8.4.6 Surface tension
The external pressure contribution due to surface tension is pST = −2γκminterface, where
κminterface is the mean curvature of the liquid interface [Equation (2.39a)]. This result can
be more conveniently computed from the surface divergence of the normal vector, pST =
γ
(
∇i − nin

j∇j

)
ni = γ∇in

i:

PST = p−1
c pST = γ

pc
∇in

i|Υ=H

= γ

pc

[
∂in

i + Γi
ikn

k
]

Υ=H

= γ

pc

[
L−1∇α (−ε∇αH) + Γi

iυn
υ +O(ε2L−1)

]
Υ=H

= γ

Lpc

[
∇α (−ε∇αH) +

(
−IIα

α − εΥIIα
βIIβ

α

)
+O(ε2)

]
Υ=H

= − ε2γ

µuc

[
2Km + ε

(
∇α∇αH +HIIα

βIIβ
α

)
+O(ε2)

]
= −Ca−1

{
2Km + ε

[
∇α∇αH +H

(
4Km

2 − 2KG

)]
+O(ε2)

}
, (8.40)

where the last step introduced the capillary number, Ca = µuc/(γε2). The scaling of the
capillary number is chosen so that the dimensionless pressure is O(Ca−1). Thus the definition
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differs from the flat-substrate thin-film capillary number, which has no Km term and thus
includes an extra factor of ε−1 (Oron et al., 1997). Incidentally it also differs from the capillary
number defined in Chapter 4, because V-grooves have an interfacial radius of curvature O(d)
rather than O(L).

Thus the dominant contributor to the capillary pressure is the substrate itself, via the O(1)
term 2Km. Variations in fluid height induce an O(ε) correction to the capillary pressure: the
Laplacian term describes curvature induced by variations in H and is the same as the curvature
term found in the classic flat-substrate thin film equation; the second term in H represents the
modification to the substrate curvature produced by a uniform layer on top of the substrate.

8.4.7 Final thin film equation
Substituting the flux, Equation (8.39), into the integrated mass conservation equation, Equa-
tion (8.38), yields the thin film equation on a curved substrate:

∂

∂T

(
H − εKmH

2 + 1
3ε

2KGH
3
)

= −∇α

(

Ca−1H
3

3

[
g̃αβ − εH

(
2Kmg̃

αβ − 1
2IIαβ

)]
∇β

{
2Km + ε

[
∇ν∇νH +H

(
4κm

2 − 2κG

)]}
+ H3

3

[
−g̃αβ + εH

(
2Kmg̃

αβ − 1
2IIαβ

)]
∇βPother

+H2
[1

2 g̃
αβ − 2

3εH
(

2Kmg̃
αβ − 1

2IIαβ
)]

T ext
β

+ BoH
3

3

[
g̃αβ − εH

(
2Kmg̃

αβ − 1
2IIαβ

)]
∇β

(
Ψ(0) + εΨ(1)H

)
)

+O(ε2), (8.41)

where we have split Pext into the capillary pressure (PST ) and the remainder, Pother, which
would include, for example, Maxwell pressure. Note that, following the suggestion of Roy et al.
(2002), we have retained the O(ε2) term in the volume element on the left-hand side. While in
principle it could be omitted, the extra term guarantees exact conservation of volume.

The volume element V ≡ H − εKmH
2 + ε2 1

3KGH
3 inverts to

H = V + εKmV
2 + ε2

(
2Km

2 − KG

3

)
V 3 +O(ε3). (8.42)
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Rewriting the equation of motion to first order in terms of V gives

∂V

∂T
= −∇α

(

Ca−1V
3

3

[
g̃αβ + εV

(
Kmg̃

αβ + 1
2IIαβ

)]
∇β

{
2Km + ε

[
∇ν∇νV + V

(
4Km

2 − 2KG

)]}
V 3

3

[
−g̃αβ − εV

(
Kmg̃

αβ + 1
2IIαβ

)]
∇βPother

+ V 2
[1

2 g̃
αβ − 1

3εV
(
Kmg̃

αβ − IIαβ
)]

T ext
β

+ BoV
3

3

[
g̃αβ + εV

(
Kmg̃

αβ + 1
2IIαβ

)]
∇β

(
Ψ(0) + εΨ(1)V

)
)

+O(ε2). (8.43)

Reynolds number and inertial effects

We now return to the issue of the omitted inertial effects, in which we assumed εRe = ερucd/µ

was small enough to drop. The characteristic velocity uc is determined by which of the terms
of Equation (8.41) dominates the dynamics.

Suppose the system is dominated by surface tension. In this case, the left- and right-hand sides of
Equation (8.41) are balanced by setting Ca−1 = ε2γ/(µuc) = 1, which implies that uc = ε2γ/µ.
It follows, then, that εRe = ε3ργd/µ2. If this expression is indeed small for a given system,
then the perturbation expansion dropping inertial effects was self-consistent. Liquid indium, the
material relevant to the MEP, has approximately ρ = 7 × 103 kg/m3, µ = 1.6 × 10−3 Pa·s,
and γ = 0.57 N/m (Assael et al., 2012; Chentsov et al., 2011); hence εRe ≈ 1600ε3 × (d/1
micron). Thus, for a 1 micron thick film of indium, ε ≲ 0.1 would lead to εRe below of order
unity or below.

If the system is dominated by a different external force with characteristic pressure pc, then
Equation (8.41) is similarly balanced by setting pc = µuc/(ε2L), and hence uc = ε2Lpc/µ.
Therefore, εRe = ε2ρd2pc/µ

2. For example, suppose there is an electric field at the emission
strength, |E| ≈ 1010 V/m, on a liquid indium film (i.e., the local strength of the field at the
Taylor cone tip when emission occurs). Then, as the vacuum permittivity is ϵ0 = 8.85 × 10−12

F/m (Tiesinga et al., 2019), we have pc = ϵ0|E|2/2 ≈ 4 × 108 Pa, and thus εRe ≈ 1.2 ×
106ε2 × (d/1 micron)2. Hence, for this viscous thin film equation to hold at emission field
strength would require a very thin film; a 0.1 micron film on a substrate of curvature 10 microns
would be just enough.

And if the system is dominated by gravity, then Equation (8.41) is balanced by setting Bo =
ρggravd

2/(µuc) to 1, so that uc = ρggravd
2/µ, and εRe = ερ2ggravd

3/µ2.
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Comparison with prior work

The capillary and body force terms of Equation (8.41) match the results reported by Roberts
(1997), Roy et al. (2002), and Rumpf and Vantzos (2013), up to O(ε2) corrections. To see that
the results are equivalent requires some additional algebra.

First, note that the assumption of a constant body force allows for further modification of
the Bo term. In particular, if Bi is constant in an external Cartesian coordinate system, then
∇αBΥ = ∇α(niBi) = ∂α(niBi) = ∂α(ni)Bi = t

(β)
i ∂α(ni)Bβ = −iiβαBβ. Hence, the body

force term can be written as

∇β

(
Ψ(0) + εΨ(1)H

)
=
(
δν

β − εHiiνβ

)
Bν + εBΥ∇βH. (8.44)

To recover the equation of Roy et al. (2002), we substitute this expression for the body force
into Equation (8.41) and furthermore modify the capillary pressure term by throwing out and
adding in some O(ε2) terms:

∂V

∂T
= −∇α

(

Ca−1H
3

3

[
g̃αβ − εH

(
2Kmg̃

αβ − 1
2IIαβ

)]
∇β

{
2Km + ε

[
∇ν∇νH +H

(
4Km

2 − 2KG

)]}
+ BoH

3

3

[
g̃αβ − εH

(
2Kmg̃

αβ − 1
2IIαβ

)] [(
δν

β − εHiiνβ

)
Bν + εBΥ∇βH

])
+O(ε2)

= −1
3Ca−1∇α

(

H3∇α
{

2Km + ε
[
∇ν∇νH +H

(
4Km

2 − 2KG

)]}
− 1

2εH
4
(
4Kmg̃

αβ − IIαβ
)

∇β(2Km)

+ BoCa
{
H3g̃αβBβ − εH4

(
2Kmg̃

αβ + 1
2IIαβ

)
Bβ + εH3BΥ∇αH

})
+O(ε2)

= −1
3Ca−1∇α

(

H2V∇α
{ 2(Km − εHKG)

1 − 2εHKm + ε2H2KG
+ ε∇ν∇νH

}
− 1

2εH
4
(
2Kmg̃

αβ − IIαβ
)

∇β(2Km)

+ BoCa
{
H3g̃αβBβ − εH4

(
2Kmg̃

αβ + 1
2IIαβ

)
Bβ + εH3BΥ∇αH

})
+O(ε2). (8.45)

The last step replaced H3 with H2V (1 + εKmH) in the leftmost term, and also replaced the
capillary pressure (in braces) with the expression

2(Km − εHKG)
1 − 2εHKm + ε2H2KG

+ ε∇ν∇νH, (8.46)

which differs only at O(ε2). Equation (8.45) is now directly comparable to Eq. 51 in Roy et al.
(2002) (note that those authors define their mean curvature with a factor of 2, as κ = IIα

α =
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2Km). Given that our derivation produces a matching result for the capillary pressure, our
expression for Pother in Equation (8.41) must also be correct, up to errors of O(ε2).

Roy et al. (2002) use the above fractional expression of capillary pressure because they found it
to give a more accurate solution in a simulation of flow on a cylinder. Since we already chose
a different O(ε2) truncation by keeping the pressure gradient separate from the mobility, we do
not follow them on this issue. Both our Equation (8.41) and Roy et al.’s Equation (8.45) are
valid only up to O(ε2), and their differences will be at that scale.

On the subject of truncating perturbation expansions, it should be noted that while the method-
ology of lubrication theory is somewhat ad-hoc, mathematicians have provided more rigorous
grounding in recent years. Bertozzi and Pugh (1996) proved the conditions necessary for exis-
tence of solutions to the capillary-driven thin film equation. Roberts (1997) (a co-author of Roy
et al., 2002) showed that lubrication theory can be viewed as an application of center manifold
theory. Giacomelli and Otto (2003) demonstrated that Darcy flow (a simplified model of fluid
flow in which the velocity is equal to the gradient of pressure, u = ∇p) with a free surface
converges to the thin film equation in the limit as the aspect ratio ε → 0. Although the thin
film equation on a curved substrate has not been proven rigorously to be the ε → 0 limit of the
Navier-Stokes equations, we will accept it as the best low-order analytical model available.

Roy and Schwartz (1997) also included tangential stresses on the curved-substrate thin film
equation. We have written the tangential stress in Equations (8.41) and (8.43) as a covector,
T ext

β , which is the most convenient form if one wants to include a Marangoni stress of the form
∇βγ. If the tangential stress is to be expressed as a vector, the index must be raised, i.e.

T ext
β = (g̃αβ − 2εHIIαβ) T α

ext +O(ε2), (8.47)

in which case the right-hand side tangential stress term of Equation (8.41) becomes:

−∇α

{
H2

[1
2 g̃

α
β − 1

3εH
(
4Kmg̃

α
β + 2IIα

β

)]
T α

ext

}
+O(ε2). (8.48)

If we then replace T α
ext, which is a tensor, with its non-tensorial physical vector counterpart

T α
ext = [g̃α

β − εHIIα
β + O(ε2)]T α

ext (produced by multiplying by the scale factor), the RHS of
Equation (8.41) becomes

−∇α

{
H2

[1
2 g̃

α
β − 1

3εH
(

4Kmg̃
α
β + 1

2IIα
β

)]
T α

ext

}
+O(ε2), (8.49)

which is the same result found by Roy and Schwartz (1997). Whether working in covariant nota-
tion with tensors or in vector notation with scale factors, one must be very careful when adding
tangential stresses. Note, however, that such stresses will not be needed for the applications of
this thesis.
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* C h a p t e r 9 *

GENERALIZED STABILITY OF VISCOUS THIN FILM CAPILLARY FLOW ON THE
SURFACE OF A TORUS

9.1 Background
In this chapter, we consider the problem of viscous thin-film flow on a torus, driven only by
capillary forces. While the torus may seem to be a rather simple shape, the base state and
stability behaviors of a thin film coating its exterior turn out to be significantly more complex than
those of films coating spheres or cylinders, and some of the results are initially counterintuitive.

We base our work on the curved-substrate viscous thin film equation driven by capillary forces
alone, first developed by Roy and Schwartz (1997) [an improvement on an earlier model by
Schwartz and Weidner (1995), including conservation of fluid volume] and expanded upon by
Roy et al. (2002) (for a review of the derivation, see Chapter 8). Roy and Schwartz (1997)
simulated the viscous thin film equation on the exterior of a torus, finding that an initially
uniform film will thin on the outside of the torus and thicken on the inside (this phenomenon
is depicted in Figure 9.1). (We use “outside” to refer to the side away from the center and
“inside” to refer to the sides adjacent to the central hole. We will always think of the torus
as a solid object with the film coating the exterior.) This behavior is to be expected, as the
mean substrate curvature is more negative (and thus the capillary pressure more positive) on the
outside than the inside. Roy et al. (2002) repeated the computation using a Galerkin method
and with a governing equation differing by O(ε2), where ε is the characteristic film thickness
over the characteristic length scale of variations, and finding a qualitatively similar result. Howell
(2003) modified the curved-substrate viscous thin film equation of Roy and Schwartz (1997) by
dropping pressure terms due to film interface variation; keeping only constant capillary pressure
terms induced by substrate curvature. Howell showed that without the smoothing effect of
fluid interface curvature, the interface experiences finite-time blowup; Howell went on to predict
the blowup time for thin films coating the exterior of a torus and those coating the interior
of a hollow torus. Reintroducing film curvature effects prevents blowup, but introduces an
intermediate length scale between the fluid thickness and the substrate curvature length scale.

The analyses just mentioned were axisymmetric. However, Roy and Schwartz (1997) performed a
simulation whose initial state was a uniform film with non-axisymmetric noise added. They found
that, over time, a periodic disturbance appeared; with their simulation parameters of [major torus
radius / minor torus radius] = B = 10 and [initial film thickness / minor torus radius] = ε = 0.05,
the periodic pattern which emerged formed 4 ridges and 4 troughs, i.e., had wavenumber k = 0.4.
Roy and Schwartz did not investigate this phenomenon further. We will do so with a linear
stability analysis, and the result of which will confirm that k = 0.4 is an expected instability
wavenumber with these parameters. Rumpf and Vantzos (2013) rederived the equation of Roy
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and Schwartz (1997), expressing it as a gradient flow. In a later work, Vantzos et al. (2017)
displayed the results of the thin film equation with gravity on a variety of curved substrates,
including a torus. Beginning with a uniform thin film with “small perturbations,” a symmetry
breaking instability forms a periodic ring of droplets at the bottom of the torus (the authors did
not provide parameter details or discuss the phenomenon further). We will ignore gravity in our
work.

The study of capillary-induced instability of fluids has a long history, beginning with the Plateau-
Rayleigh instability, according to which the surface of a cylindrical column of an inviscid fluid
is unstable and forms undulations of a characteristic wavelength, and may break up into drops.
Plateau (1873) computed the critical wavelength at which a perturbation becomes unstable,
finding it to be 2π times the fluid radius. He verified the result with experiments in which a
cylindrical thread of oil was suspended between two plates, observing that if the plates were
separated by a distance of 6 to 8 times thread’s radius, an undulation would indeed appear on
the surface. Rayleigh (1878) performed a linear stability analysis of the problem, and found
that besides the critical wavelength being 2π times the radius of the thread, the fastest-growing
wavelength is approximately 9.02 times the radius.

While the Plateau-Rayleigh instability ignores viscosity, the phenomenon occurs in viscous fluids
as well, where it is known as the Rayleigh-Tomotika instability. Rayleigh (1892) revisited the
problem of fluid column instability with a linear stability analysis of a viscous and inertia-free
fluid surrounded by vacuum, finding that the critical wavelength remains the same (2π times
the column radius), but that there is no finite fastest-growing wavelength; longer wavelengths
are monotonically more and more unstable. Tomotika (1935) extended the result by supposing
that the cylindrical fluid column is surrounded not by vacuum but by another viscous fluid; in
this case the fastest-growing wavelength is finite and a function of the ratio of the viscosities.

Variations on the Plateau-Rayleigh and Rayleigh-Tomotika instabilities can occur in fluid tori.
Interest in tori of fluid appears to have begun with the study of ring bubbles, like those famously
produced for recreation by dolphins (Marten et al., 1996). Perhaps the first experimental study
of ring bubbles without cetaceans was performed by Walters and Davidson (1963), who then
modeled them theoretically as inviscid vortex rings and thus found a relation between bubble
radius and velocity. A symmetry-breaking instability is visible in the photographs taken by
Walters and Davidson, but not addressed in their work. Lundgren and Mansour (1991) argued
that the circulation of fluid around vortex ring bubbles should diminish the Plateau-Rayleigh
instability; their simulations of ring bubbles revealed instead an axisymmetric instability in which
the radius of the ring oscillates.

Pairam and Fernández-Nieves (2009) created smaller fluid tori a few millimeters across by a
different process, injecting a stream of water into a rotating bath of oil. They observed a
qualitatively Rayleigh-Tomotika-like instability in narrow tori, with fastest-growing wavelength
proportional to the minor radius of the torus. Thick tori, i.e., those with a large minor radius,
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shrank and formed droplets without holes before any symmetry-breaking instability was observed.
Fragkopoulos et al. (2018) plotted the experimental results of Pairam and Fernández-Nieves
(2009) against the Rayleigh-Tomotika dispersion curve and found them to be fairly close (within
about 20%), suggesting that the observed instability was perhaps indeed related to the Rayleigh-
Tomotika instability. McGraw et al. (2010) created even smaller liquid tori, around 30 microns in
diameter, by melting small rings of solid polystyrene suspended in methanol; they also reported
an instability with fastest-growing wavelength proportional to the torus minor radius. Mehrabian
and Feng (2013) performed numerical simulations of an inertia-free, viscous fluid torus suspended
in another viscous fluid, and performed a stability analysis by imposing a sinusoidal perturbation
on the surface and numerically tracking the perturbations’ growth. They found thick tori to
be more stable than thin tori at early times; at later times, the complicated shrinkage of the
tori prevented assessment of perturbation growth. For one example aspect ratio, they found a
fastest-growing wavelength to be nearly exactly that of the cylinder predicted by Tomotika.

Unlike the work just described, our focus is not on pure fluid systems, but instead on thin
films coating solid substrates. The linear instability of a thin film on the exterior of a straight
cylinder was apparently first derived by Goren (1962), who found the most unstable wavelength
for viscous and inviscid, and thick and thin film regimes. In the viscous thin-film regime, the
fastest-growing wavelength is 2

√
2π ≈ 8.89 times the cylinder radius. Hammond (1983) carried

out a numerical investigation of the full nonlinear thin film equation coating the interior of
a cylindrical tube, finding that the fluid breaks up into a pattern of large and small droplets.
Johnson et al. (1991) extended Hammond’s analysis to include inertial effects and predicted
the timescale at which a liquid bridge would form across the tube for various values of Reynolds
number.

Unlike the case of a cylinder, the base state of thin film initially uniformly coating a torus is
time-dependent, and the linearization of the governing equation is non-normal. In the limit as
T → ∞, the system approaches a stationary state, and in that limit a modal analysis can be
conducted. At earlier times, a generalized linear stability analysis is required, which we will
conduct following the generalized linear stability analysis methodology of Farrell and Ioannou
(1996a,b) and Goldhirsch et al. (1987).

Generalized linear stability analysis has been applied to the problem of thin viscous films coating
curved substrates under the influence of capillary forces and gravity by Balestra et al. (2016,
2018a,b). Those authors investigated a fluid coating the interior of cylindrical and spherical
substrates, which produced periodic patterns of droplets as gravity and surface tension oppose
each other. While the linearization of the curved thin film equation for a thin film uniformly
coated cylinder of sphere without gravity is normal, the addition of gravity and a non-uniform
initial condition resulted in non-normal and nonautonomous operators, necessitating a gener-
alized linear stability analysis. Balestra et al. found in both cases that the system underwent
large transient growth due to the non-orthogonal eigenfunctions; on spheres this was followed by
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decay (decreasing amplitude) of disturbances at late times, while on a cylinder the disturbances
continued to grow but at more slowly than at early times. They computed optimal disturbances
using an adjoint method (Schmid, 2007); an overview of this method is given in Appendix B of
this thesis. The problem of a thin film coating a torus without gravity is different in that the
force driving evolution of the film is purely capillary, arising from the balance between outside
and inside substrate curvatures, in addition to film interface curvature. The linear operator is
also non-normal and nonautonomous.

We carry out a linear stability analysis of thin viscous films on tori. We concentrate on initial
time (T = 0) and late times (T → ∞). The non-normality of the operator leads us to compute
both normal modes and optimal non-normal transient disturbances at T = 0, while at late times
a modal analysis is sufficient. We also carry out a full, time-dependent generalized linear stability
analysis for certain cases. We use comparisons to the cylinder instability to gain insight into
the torus, though a few key differences should be kept in mind. First, the linearization of the
governing equation on the torus yields a non-normal operator, rather than the normal operator
that arises in the cylindrical case. Second, the base state of the film on the torus is moving,
necessitating nonautonomous stability analysis. And, third, the periodic boundary conditions of
the torus limit the admissible wavenumbers of the instability. While one might initially expect
that the value of the fastest-growing wavelength should converge to that of the uniformly-coated
cylinder as the major radius of the torus approaches infinity, that turns out to be the case only
at T = 0. We show analytically and numerically that in the limit of large radius and late times,
the fastest-growing wavelength does converge to a finite and well-defined value, and we explain
why it does not equal that of the uniformly-coated cylinder.

The chapter is organized as follows. Section 9.2 will introduce the thin film equation on a
toroidal substrate, and Section 9.3 will discuss the base state evolution. Section 9.4 will discuss
the general linear stability analysis methodology. Section 9.5 will analytically explore limiting
cases. While the general case is not analytically tractable, results will be found in the limiting
cases of large major radius, and of extremely thin films, and these will be sufficient to provide
explanation of much of the observed behavior. Numerical results for a variety of parameters will
then be presented in Section 9.6.

9.1.1 Key model assumptions
Several important assumptions underlie the model developed in the following sections, restricting
its domain of validity. The liquid film is assumed to be Newtonian and incompressible. Further-
more, gravity is ignored; specifically it is assumed that the Bond number Bo = ρgL2/γ ≪ 1,
where ρ is fluid density, g is gravitational acceleration, L is the length scale of the substrate
variations (taken to be the minor radius of the torus), and γ is the surface tension.

The liquid is assumed to be purely viscous, and all inertial effects are ignored. This condition
is valid when the velocity is sufficiently small or the film is sufficiently thin. Specifically, epsilon
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times the Reynolds number must be small, i.e., εRe = ε(ρucd/µ) ≪ 1, where ε = d/L is
the lubrication parameter representing the ratio of the length scale of the film thickness normal
to the substrate to the minor torus radius, ρ is the fluid density, uc is the characteristic fluid
velocity, and µ is the dynamic viscosity of the fluid. In the curved-substrate thin film problem,
uc = ε2γ/µ, where γ is surface tension, yielding the inertia-free condition ε3ργd/µ2 ≪ 1.
Furthermore, the thickness of the fluid is assumed to be much smaller than the length scale of
tangential variations. These two conditions allow the fluid to be modeled by the viscous thin
film equation on a curved substrate, first developed by Roy and Schwartz (1997).

Because we work exclusively in nondimensional coordinates, there is no concern about the zero
gravity or noninertial requirements being unmet. However, the lubrication requirement must
be checked continuously, as the characteristic length scale of fluid variations does not always
equal that of the substrate (Howell, 2003). Therefore, we ensure that (h/L)2 = ε2H2 ≪ 1,
(∂θh/L)2 = ε2(∂θH)2 ≪ 1, and (h∂θθh/L

2) = ε2(H∂θθH) ≪ 1 at all times, where h is the
normal film thickness and H = h/d is the dimensionless normal film thickness. We find that
this condition is satisfied so long as the initial uniform film thickness satisfies ε < 0.15 and the
dimensionless major torus radius B = b/L satisfies B ≥ 5. For tori with smaller radius, a thick
film analysis such as that of Wray et al. (2017) may be applicable. Roy and Schwartz (1997)
and Roy et al. (2002) show base state results for only B = 2, ε = 0.1, which we exclude due
to violation of our lubrication limit requirements. Our model differs from theirs at O(ε2) (and
both are accurate only to ε2 in the first place), and thus does not give the same results in the
thick film regime h/L ≳ 0.3. In the thin film regime, for h/L ≲ 0.3, the results for the B = 2,
ε = 0.1 case match well, with typical difference < 1% and worst-case difference of 5% (see
Section 9.6.4).

It should also be noted that the solid torus substrate is assumed to be perfectly smooth, with no
roughness or grooving. Furthermore, Van der Waals effects, which become important for very
thin films, are ignored, and no rupturing processes will be considered.
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(a) (b)

(c)

Figure 9.1: Evolution of initially uniform base state film Hbase(θ, T ) for a torus with minor
radius 1, major radius B = 5 and initial uniform film thickness 0.1× the minor radius (i.e.,
ε = 0.1), according to the thin film equation on a torus, Equations (9.17) and (9.18). Plots
depict the uniform condition, Hbase(θ, T = 0), and a late time Hbase(θ, T = Tlate = 510) at
which the system has reached a quasi-stationary state. Numerical results were computed using
a finite difference method, described in Section 9.6.1. See Table 9.1 for an overview of variable
definitions relevant to this system.
(a) Overhead view of torus at initial time T = 0.
(b) Overhead view of torus at late time T = Tlate = 510, by which point the fluid has reached
a quasi-stationary state in which it has thickened on the inside and thinned on the outside.
(c) Cross-sectional view displaying thin film interface at T = 0 (dotted blue line) and T =
Tlate = 510 (solid blue line).

9.2 Thin film equation on a torus
Consider a torus (doughnut) coated by an initially uniform thin film of a viscous, incompressible
Newtonian liquid. Over time, the film will thicken around the central hole, while thinning on
the outside (Figure 9.1). Furthermore, a linear stability analysis reveals that an undulating
disturbance to the film surface around the central hole may grow in time. The purpose of this
work is to elucidate the nature of this instability. In this derivation, we will use the term “inside”
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to refer to region proximal to the central hole of the torus, where the Gaussian curvature is
negative, and “outside” to refer to the distal region where the Gaussian curvature is positive.
These terms should not be confused with the exterior or interior of a hollow, tubular torus; our
tori will always be solid and the liquid film will lie only on the exterior.

9.2.1 Thin film equation on a general curved substrate
The fluid is modeled by the viscous thin film equation on a curved substrate, first developed by
Roy and Schwartz (1997), given for a general curved substrate by

∂

∂t

(
h− κmh

2 + 1
3κGh

3
)

= − 1
3µ∇α

{
h3
[
−δα

β + h

(
2κmδ

α
β − 1

2 iiαβ

)]
∇β

p

}
+O(ε2),

(9.1)

where h is the film thickness measured normal to the substrate, iiαβ is the substrate shape tensor,
or second fundamental form, κm = (1/2)iiαα is the substrate mean curvature, κG = det[iiαβ] is
the substrate Gaussian curvature, t is time, p is pressure at the fluid interface, and ε = d/L, with
d being the characteristic film thickness and L being the characteristic length scale of variations
in the substrate. The derivatives ∇α are covariant derivatives, defined on the substrate surface.

The system is nondimensionalized as described in Chapter 8; an overview of the dimensionless
variables is given in Table 9.1. In dimensionless variables, Equation (9.1) may be written as

∂

∂T

(
H − εKmH

2 + 1
3ε

2KGH
3
)

= − 1
3∇α

{
H3

[
−δα

β + εH

(
2Kmδ

α
β − 1

2IIα
β

)]
∇βP

}
+O(ε2), (9.2)

where H = h/d is the dimensionless film thickness, Km = κmL is the dimensionless substrate
mean curvature, KG = κGL is the dimensionless substrate Gaussian curvature, II = iiL is
the dimensionless substrate shape tensor, and the covariant derivatives ∇α = L∇α have been
nondimensionalized by L. P = p/pc = p/(γ/L) is the dimensionless pressure, which has been
nondimensionalized by the characteristic capillary pressure γ/L, γ being the surface tension.
The dimensionless time is T = t/tc = t(ε2γ)/(µL).

It is convenient to work not in film thickness H measured normal to the substrate surface, but in
volumetric film thickness V = [H−εKmH

2 +(1/3)ε2KGH
3], which measures the total volume

of fluid above an infinitesimal patch of substrate surface. Besides simplifying the left-hand side
of Equation (9.2), working in volumetric film thickness makes tracking the redistribution of fluid
more intuitive. If a small volume of fluid is added to the outside of the torus, it will change the
normal thickness H differently than if that same volume were added to the inside of the torus,
because of the curvature of the substrate. But the volumetric thickness V increases in response
to an additional volume of fluid by the same amount, regardless of where on the substrate that
volume is added. The dimensionless thin film equation in terms of volumetric thickness is

∂V

∂T
= −1

3∇α

{
V 3
[
−δα

β − εV

(
Kmδ

α
β + 1

2IIα
β

)]
∇βP

}
+O(ε2) = −∇αQ

α, (9.3)
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Quantity Scaling Rescaled
variable

Minor torus radius L 1
Major torus radius L B = b/L

Lubrication parameter ε = d/L ≪ 1

Normal film thickness d H(θ, S, T ) = h(θ, s, t)/d
Normal film thickness d H(θ, S, 0) = h(θ, s, 0)/d = 1
at t = 0
Volumetric film thickness d V (θ, S, T ) = v(θ, s, t)/d
Base state d Hbase(θ, S, T ) = hbase(θ, s, t)/d
normal film thickness
Base state d Vbase(θ, S, T ) = vbase(θ, s, t)/d
volumetric film thickness

= [H − εKmH
2 + (1/3)ε2KGH

3]

Coordinates L S = s/L = Bϕ
ϕ
θ

Wavenumber L−1 k = k̃L

Velocity uc = ε2γ/µ

Time tc = L/uc = Lµ/(ε2γ) T = t/tc
Late time Tlate = 5ε−1/3π2B(1 −B−2)

Pressure pc = γ/L P = p/pc

Mean curvature kc = 1/L Km = κm/kc

Gaussian curvature kc = 1/L KG = κG/kc

Shape tensor kc = 1/L IIαβ = iiαβ/kc

Covariant derivative 1/L ∇α = L∇α

Lubrication limit capillary number Ca = ε−2µuc/γ = Lpc/γ = 1
Reynolds number Re = ρucd/µ = ε2ργd/µ2

Bond number Bo = ρggravL
2/γ

Shorthand geometric factor f f = B−1 cos θ

Table 9.1: Characteristic scalings (lower case) and nondimensional variables (uppercase) used
to describe dimensionless system depicted in Figure 9.2.
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where Qα is the flux, a vector quantity tangential to the substrate which is the result of
integrating the tangential fluid velocity normally from the substrate to the fluid interface. The
flux can be understood as the net amount of fluid passing through a line which extends normally
from a point on the surface. The pressure P is the capillary pressure, which is given by

P = Ca−1
[
−IIα

α − ε
(
∇µ∇µV + V IIα

µIIµ
α

)]
+O(ε2)

= −Ca−1
[
2Km + ε

(
∇µ∇µV + V

{
4Km

2 − 2KG

})]
+O(ε2)

= −
[
2Km + ε

(
∇µ∇µV + V

{
4Km

2 − 2KG

})]
+O(ε2) (9.4)

and Ca the capillary number. We have taken the characteristic velocity to be the capillary
velocity, uc = γ/µ, so that Ca = 1 and the time scale is tc = L/uc = Lµ/γ. Because inertial
effects are neglected and the only force is that of surface tension, µ and γ have no effect on the
equation other than to set the time scale. The base state and instability behavior of the system
do not otherwise depend on the viscosity or surface tension constant.

Equation (9.3) can be understood as describing how a local volume element, a parcel of fluid
above a small patch of substrate surface, changes in response to flux divergence. If the divergence
of flux is positive at some point on the substrate surface, i.e., ∇αQ

α > 0, then fluid is on the net
flowing away from that point, and the local volume element (and local film height) will decrease.
The flux is essentially the negative gradient of pressure (with some multiplicative corrections
due to the curved coordinates); in particular, fluid is driven from high pressure to low pressure.
The capillary pressure is determined by the mean curvature of the fluid interface. The film is
assumed to be thin compared to the substrate radius of curvature, and thus at lowest order may
be considered to be conformal to the substrate. Therefore, the dominant contribution to the
mean curvature of the fluid interface is simply the mean curvature of the substrate; the film
thickness and variations thereof induce O(ε) corrections to the interfacial curvature, as seen in
Equation (9.4). For a detailed derivation of Equations (9.2) to (9.4), see Chapter 8.

9.2.2 Torus geometry
Let the minor radius of the torus be denoted L, and the major radius b, with the major radius
measured to the center of the solid portion of the torus (Figure 9.2). Nondimensionalizing with
the minor radius L as the characteristic length, the dimensionless minor radius is 1 and the
dimensionless major radius is B = b/L. The major radius, B, must satisfy B > 1 to avoid
self-intersection. In all cases, we will take the initial condition of the film to be a coating of
uniform thickness d, which is nondimensionalized as a small parameter ε = d/L.

In order to define Equation (9.3) on a toroidal substrate of minor radius 1 and major radius B,
we choose to express the substrate parametrically in terms of a minor coordinate θ ∈ [0, 2π)
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and major coordinate S ∈ [0, 2πB) as:

X⃗ =


(B + cos θ) cosϕ
(B + cos θ) sinϕ

sin θ

 =


(B + cos θ) cos

(
S
B

)
(B + cos θ) sin

(
S
B

)
sin θ

 . (9.5)

This is the same parametrization used by Roy and Schwartz (1997), Roy et al. (2002), and
Howell (2003), except that we choose S instead of ϕ as our major coordinate. Since we have
designated the minor radius as 1, then θ is both an angular measure and an arc length measure.
Note that θ = 0 on the outside of the torus, and θ = π on the inside. The other coordinate,
S, measures arc length of the major coordinate, and ϕ = S/B is the major angular measure
(see Figure 9.2). We use the coordinate S instead of ϕ in order to simplify comparisons to the
cylindrical case, where B → ∞ and ϕ becomes ill-defined.

1

B θ=0θ=0 θ= 
θ= 

θθ

S=Bϕ

Figure 9.2: Coordinate system on a torus of minor radius 1 and major radius B (diagram depicts
only toroidal substrate, omitting coating liquid film).

The local metric is then

g̃αβ = (∇X⃗)T · (∇X⃗) =
[
1 0
0
(
1 +B−1 cos θ

)2
]
, (9.6)

g̃αβ =
[
1 0
0
(
1 +B−1 cos θ

)−2

]
, (9.7)

√
det g̃ = 1 +B−1 cos θ. (9.8)

The surface tangent and normal vectors are

N̂ =


cos θ cosϕ
cos θ sinϕ

sin θ

 T̂θ =


− sin θ cosϕ
− sin θ sinϕ

cos θ

 , T̂s =


−(1 +B−1 cos θ) sinϕ
(1 +B−1 cos θ) cosϕ

0

 . (9.9)



251

The shape tensor, or second fundamental form, can then be derived, along with the mean and
Gaussian curvatures

IIαβ =
[

(∂θT̂θ) · N̂ (∂θT̂S) · N̂
(∂ST̂θ) · N̂ (∂ST̂S) · N̂

]

=
[
−1 0
0 −(1 +B−1 cos θ)B−1 cos θ

]
=
[
−1 0
0 −f(1 + f)

]
, (9.10)

IIα
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(1+B−1 cos θ)
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−1 0
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 , (9.11)

IIαβ = IIα
δ g̃
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 , (9.12)

Km = 1
2IIα

α = − 1 + 2B−1 cos θ
2(1 +B−1 cos θ) = − 1 + 2f

2(1 + f) , (9.13)
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IIα
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IIα
βIIβ
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(
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2 − 2KG

)
= 1 + (B−1 cos θ)2

(1 +B−1 cos θ)2 = 1 +
(

f

1 + f

)2
, (9.15)

where we have defined

f = B−1 cos θ (9.16)

for convenience. The curvature does not depend on ϕ, since the torus is symmetrical in ϕ. The
mean curvature, Km, is clearly negative on the outside, where θ = 0, and lower there than on
the inside, where θ = π. For sufficiently small B (i.e., sufficiently “fat” tori) where B < 2, Km

becomes positive on the inside; at larger B, it is negative. As for the Gaussian curvature, it is
positive on the outside and negative on the inside.

Using the differential geometry identity
√

det g̃∇αv
α = ∂α(

√
det g̃vα), the thin film equation

on a torus can be written explicitly:
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where again f = B−1 cos θ. By comparison, the thin film equation on a cylinder is computed
by taking the limit B → ∞, or f → 0:

∂V

∂T
=∂θ

{
V 3

3 [1 − εV ] ∂θPcylinder

}
+ ∂S

{
V 3

3

[
1 − 1

2εV
]
∂SPcylinder

}
+O(ε2), (9.19)

Pcylinder = 1 − ε {∂θθV + ∂SSV + V } +O(ε2). (9.20)

In this cylindrical case, the substrate contribution to the pressure is constant (the leading 1),
while the thin film adds pressure both by its own surface curvature (∂θθV + ∂SSV ) and by
its thickness changing the radius of curvature about the substrate (the V term). Because the
substrate pressure is constant on the cylinder, the dynamics will be entirely driven by film surface
effects; on the torus, the non-constant substrate curvature drives film redistribution even without
taking into account the film’s curvature contribution.

9.3 Base state evolution
In this work, we consider the evolution of thin films which initially uniformly coat tori. Specifi-
cally, we set initial condition

Hbase(θ, S, T = 0) = H0 = 1, (9.21a)

=⇒ Vbase(θ, S, T = 0) = V0(θ) = 1 − εKm + ε2

3 KG = 1 + ε
1 + 2f

2(1 + f) + ε2

3
f

1 + f
, (9.21b)

where Hbase and Vbase denote the base-state solutions to Equations (9.17) and (9.18) given the
uniform initial condition specified above. Note in particular that the initial condition specified
in Equation (9.21) is axisymmetric, i.e., independent of S. The evolution of this base state thus
remains axisymmetric at all times T .

There is no stationary (time-independent) solution to Equations (9.17) and (9.18) without fluid
rupture or bridging the inner hole. This situation arises due to the lack of axisymmetric surfaces
of topological genus > 0 (i.e., with holes) with constant mean curvature (Delaunay, 1841);
a result which also explains why the pure fluid tori of Pairam and Fernández-Nieves (2009)
collapsed into droplets. However, an axisymmetric surface of constant mean curvature does
exist if rupture is allowed, and this is the state which the initially uniformly-coated torus system
approaches. Because rupture or, alternatively, Van der Waals forces, are not included in our
model, the system approaches rupture without actually achieving it, simply becoming very thin
and never reaching H = 0. Due to the large viscous stresses in regions where the film becomes
extremely thin, fluid redistribution slows down and the interface very gradually approaches the
ruptured stationary state. The speed of interface movement at late times slows to far below the
rate of growth of instabilities, and hence can be considered a quasi-stationary state.

9.3.1 Numerical methodology
By virtue of the base state being axisymmetric, the evolution equations [Equations (9.17)
and (9.18)] become a 1+1 dimensional PDE. The base state was integrated in matlab r2018b
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(Mat, 2018) by first manually discretizing the spatial derivatives and then using the built-in
ode15s solver to integrate the result in time.

The spatial discretization was performed with 4th order central differences on an equispaced
mesh θ ∈ [0, 2π), with periodic boundary conditions. For ε ≥ 0.01, Nmesh = 100 mesh points
were used. For thinner films, the mesh spacing was set to be ceil[50 × 2π/(0.15ε1/3)]/50 to
ensure that narrow regions around θ = π were adequately captured; specifically, Nmesh was

ε ≥ 0.01 0.005 0.001 5 × 10−4 10−4 5 × 10−5 10−5

Nmesh 100 250 450 550 950 1150 1950
ε 5 × 10−6 10−6 5 × 10−7 10−7

Nmesh 2450 4200 5300 9050

.

For the case of B = 200, a finer mesh of Nmesh = 200 was used, even for ε ≥ 0.01. These
mesh sizes were sufficient to capture fluid thickness variations; in particular, ∆θ < |V/∂θV | and
∆θ <

√
|V/∂θθV | in all simulations.

Due to the varying geometry, there is no canonically “correct” timescale for comparing results of
different simulations. The integration time Tlate was simply chosen to be long enough to ensure
that the base state was close to the stationary state. For simplicity, a single Tlate expression was
chosen and used across all simulations, with

Tlate = 10ε−1/3 π2

P0(θ = 0) − P0(θ = π) = 10ε−1/3π
2(1 −B−2)

2B−1 , (9.22)

where P0 refers to the substrate-induced pressure. In other words, the timescale was chosen to
be the distance between inside and outside (π) squared over the nondimensional O(ε0) pressure
difference between inside and outside. This choice is made from Equation (9.2), as a coarse
scaling with H ≈ 1 gives it the form roughly 1/T ∼ ∇2P . A correction ε−1/3 is included to
ensure that sufficient time is allotted due to the singular perturbation effect (Section 9.5.2),
and a factor of 10 is added. Time-dependent simulations were run for ε ≥ 0.05 (very small ε
simulations were run only to determine T = 0 results). In all cases, the velocity of the fluid
interface was much lower than both the initial velocity and the spectral abscissa β(Tlate) (see
Section 9.4). Specifically, |∂TV (θ = π, T = Tlate)|/|∂TV (θ = π, T = 0)| < 5 × 10−3 and
[β(Tlate)]−1|[∂TV (θ = π, T = Tlate)]/V (θ = π, T = Tlate)| < 10−3. Tlate is thus judged to be a
sufficiently long time as to consider the base state to be quasi-stationary.

The intermediate time Tmid was chosen to be the point at which the fluid thickness at θ = π

had grown to 25% of the distance between its initial state and its late state. That is, H(θ =
π, T = Tmid) = H(θ = π, T = 0) + 0.25[H(θ = π, T = Tlate) − H(θ = π, T = 0)]. Typically,
Tmid ≈ O(0.01Tlate).

Individual time steps were chosen automatically by ode15s to ensure stable integration (the
alternative built-in matlab solvers ode23s, ode23t, and ode23tb were tested for B = 10
and ε = 0.1 and gave nearly identical results, with maximum absolute difference maxT,θ
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|Hode15s(T, θ) −Hode23x(T, θ)| = 0.0066 and maximum relative difference maxT,θ |Hode15s(T, θ)
/ Hode23x(T, θ) − 1| = 0.53% ).

Note that because we conduct numerical simulations of Equations (9.17) and (9.18) in the
volumetric thickness variable V rather than the normal thickness variable H, the total volume
is automatically conserved (this was confirmed numerically as well).

9.3.2 Numerical results
Examples of base state evolution are shown in Figure 9.3, for ε = 0.1 and major radii B = 5
(a)-(b), B = 10 (c)-(d), and B = 100 (e)-(f). Plots display the normal thickness Hbase(θ, T )
plotted against θ, and a cross-section plot showing the growth of Hbase(θ, T ) as it appears on
the curved substrate. Plots show evolution until a late time at which the film is quasi-stationary.
In all cases, fluid thins on the outside of the torus and thickens on the inside; this phenomenon
was described by Howell (2003); Roy and Schwartz (1997); Roy et al. (2002) as well. There
appear to be two stagnation points where the fluid thickness remains nearly constant in time as
fluid is transferred from the outside to the inside. This stagnation point is near ±π/2, but is not
exactly at that value; it occurs at approximately θ = {1.77, 1.70, 1.59} for B = {5, 10, 100},
respectively.

The B = 100 case (Figure 9.3 (e)-(f)] approaches a state which is nearly a simple shifting of
the entire fluid surface: where it was a circle of radius (1+0.1) centered around the substrate at
T = 0, at later times it is close to a circle of radius (1+0.1) shifted inwards (f). In the linear plot
(e), the shifted circle corresponds to a nondimensional film thickness of Hbase ≈ [1 − cos(θ)].

The cases of B = 5, (a)-(b), and B = 10, (c)-(d), look different. The thickening on the inside
is much greater and narrower, and the fluid forms an egg shape around the substrate. Although
at first glance this appears to violate conservation of volume, it does not; because the inside
circumference 2π(B− 1) is much less than the outside circumference 2π(B+ 1), a greater fluid
thickness is needed θ = π to store the same volume of liquid. It is also notable that as the
major radius B is decreased, the point of presumable future rupture moves inwards. Thus, the
stationary state being approached is one of two distinct regions, one mass of fluid on the inside
of the torus and a second mass on the outside of the torus. As B decreases, the size of the
outer mass appears to increase. This phenomenon appeared in the results of Howell (2003);
Roy et al. (2002) as well, both of whom considered B = 2.

We next fix the major radius at B = 10 and vary the initial uniform film thickness, such that
ε ∈ {0.05, 0.1, 0.15}, results of which are shown in Figure 9.4. The difference between these
three cases is somewhat similar to that between the cases of different B. Thin initial films (small
ε) have a greater thickening around θ = π and a narrow peak, with the stagnation points at
approximately θ = ±{1.79, 1.70, 1.66} for ε = {0.05, 0.1, 0.15}, respectively. This phenomenon
occurs because a thinner film requires a larger second derivative in order for the variation in its
interface curvature to balance that of the substrate.
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Figure 9.3: Evolution of base state volumetric film thickness Vbase(θ, T ) for tori with uniform
initial film thickness such that ε = 0.1, according to the thin film equation on a torus, Equa-
tions (9.17) and (9.18). Each plot depicts five time steps, chosen such that the film thickness
at θ = π is equispaced between T = 0 and the late time, T = Tlate. The left column depicts
volumetric film thickness against θ; the right column depicts a cross-sectional view of the fluid
coating the circular substrate (black dotted line).
(a)-(b): Major radius B = 5, shown at time steps T ∈ {0, 5.21, 13.3, 35.1, 510}.
(c)-(d): Major radius B = 10, shown at time steps T ∈ {0, 10.1, 24.3, 57.0, 1050}.
(e)-(f): Major radius B = 15, shown at time steps T ∈ {0, 81.9, 187, 382, 10600}.
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The similarity between the effects of varying B and varying ε arises because the film growth
is controlled by the competing effects of substrate curvature, which is O(1/B), and thin film
interface curvature, which is O(ε). The ratio of these two factors is thus O(εB). That is,
increasing B or ε increases the relative effect of the film interface curvature, and vice versa.
While this argument captures the main effect, there are additional factors of B and ε in the
governing equations which cannot be collapsed into a single parameter (εB).

Additional plots of the base states may be found in this chapter’s appendix (Section 9.9).
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Figure 9.4: Evolution of base state volumetric film thickness Vbase(θ, T ) for tori with major
radius B = 10, and various uniform initial film thicknesses such that ε ∈ {0.05, 0.1, 0.15},
according to the thin film equation on a torus, Equations (9.17) and (9.18). Each plot depicts
five time steps, chosen such that the film thickness at θ = π is equispaced between T = 0 and
the late time, T = Tlate. The left column depicts volumetric film thickness against θ; the right
column depicts a cross-sectional view of the fluid coating the circular substrate (black dotted
line).
(a)-(b): ε = 0.05, shown at time steps T ∈ {0, 10.4, 25.9, 68.0, 1330}.
(c)-(d): ε = 0.1, shown at time steps T ∈ {0, 10.1, 24.3, 57.0, 1050}.
(e)-(f): ε = 0.15, shown at time steps T ∈ {0, 9.93, 24.3, 55.2, 919}.
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9.4 Linear stability analysis
We next perform a linear stability analysis of viscous, capillary-driven thin-film flow on tori which
are initially uniformly coated with a film. The initial condition is given by Equation (9.21), i.e.,
H0 = 1, V0(θ) = 1 + ε(1 + 2f)/[2(1 + f)] + ε2f/[3(1 + f)].

Letting the perturbed volumetric thickness be

V (θ, S, T ) = Vbase(θ, T ) + δV (θ, S, T ), (9.23)

where δV is an infinitesimal perturbation, the linearization of Equations (9.17) and (9.18) is

∂δV

∂T
= L[Vbase]δV, (9.24)

where

L[Vbase] = −ε

3V
3

base∂
4
θ − ε

3V
2

base

[2(∂θf)Vbase + 3(1 + f)∂θVbase
1 + f

]
∂3

θ

− ε

3V
2

base

[
Vbase[1 − (∂θf)2] + 3(1 + f)(∂θf)(∂θVbase)

(1 + f)2

]
∂2

θ

+ V 2
base

{
∂θf

(1 + f)2 − ε

3

[
[4 + 18f + (2 + sec2 θ)f2]Vbase(∂θf)

(1 + f)2

+6[1 + f + cos(2θ) sec2(θ)f2]∂θVbase
(1 + f)2 + 3(∂θf)(∂2

θVbase)
1 + f

− 3∂3
θVbase

]}
∂θ

− 2ε
3

[
V 3

base
(1 + f)2

]
∂2

θ∂
2
S + ε

3

[2Vbase(∂θf) − 3(1 + f)(∂θVbase)
(1 + f)3

]
∂θ∂

2
S

− ε

3V
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base

[
(1 + 4f + 4f2 sec2 θ)Vbase − 6(1 + f)(∂θf)(∂θVbase)

(1 + f)4

]
∂2

S

− ε

3
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V 3

base
(1 + f)4

]
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− Vbase
3

{
3f(1 + f sec2 θ)Vbase + 6f(1 + f) tan(θ)∂θVbase

(1 + f)3

+ε
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−4f − 2f2[3 + 6 cos(2θ) + 7f ] sec2 θ

(1 + f)4 V 2
base

+[12 + 3f(18 + 2f + f sec2 θ)](∂θf)(∂θVbase)Vbase
(1 + f)3 + 3[1 − (∂θf)2]Vbase∂

2
θVbase

(1 + f)2

+6[1 + f + cos(2θ)f2 sec2 θ](∂θVbase)2

(1 + f)2 + 6(∂θf)(∂θVbase)(∂2
θVbase)

1 + f

+6Vbase(∂θf) + 6(1 + f)(∂θVbase)
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θVbase + 3Vbase∂
4
θVbase

]}
. (9.25)

This linear operator is rather complicated, but a few key features stand out. First, because it
contains the time-dependent base state Vbase(θ, T ), it is nonautonomous.
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Second, the operator is non-normal. Specifically, defining the adjoint L†[Vbase] by∫ 2πB

0

∫ 2π

0

√
det g̃ uL[Vbase]vdθdS =

∫ 2πB

0

∫ 2π

0

√
det g̃ vL†[Vbase]udθdS (9.26)

for all test functions u and v, L[Vbase] and L†[Vbase] do not commute1. Because the operator is
both non-normal and nonautonomous, interaction between non-orthogonal eigenfunctions can
cause transient growth behavior not predicted by a modal analysis. Therefore, a generalized
linear stability analysis is necessary to analyze the system. However, in the limit of T → ∞ and
the system approaches a stationary state, a modal analysis will be sufficient.

It is notable that there is no S-dependence in the operator except in the presence of the 2nd-
and 4th-order S derivatives, ∂2

S and ∂4
S . Therefore, defining the partial adjoint in S, LS∗[Vbase]

by ∫ 2πB

0
uLvdS =

∫ 2πB

0
vLS∗udS (9.27)

for test functions u and v, it is apparent that L[Vbase] = LS∗[Vbase] (this can be seen by
inspection, as ∂2

S and ∂4
S are self-adjoint). That is, the linear operator is self-adjoint and normal

in the S coordinate, and non-normal in the θ coordinate. We can therefore perform a Fourier
transform in S. Without loss of generality, we perform a cosine transform, and define a given
perturbation as

δV (θ, S, T ) = δVk(θ, T ) cos(kS) (9.28)

(although k is lowercase, it is a nondimensional wavenumber). The linear operator then becomes

Lk[Vbase] = −ε

3V
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[4 + 18f + (2 + sec2 θ)f2]Vbase(∂θf)
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]
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θ − k2 ε
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+ k2 ε

3V
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[
(1 + 4f + 4f2 sec2 θ)Vbase − 6(1 + f)(∂θf)(∂θVbase)

(1 + f)4

]

− k4 ε

3

[
V 3

base
(1 + f)4

]
1Given the complexity of the L[Vbase] and the time dependence of Vbase, one could conclude from inspection

that the operator is almost certainly non-normal. Proving that it is indeed non-normal can be done by directly
evaluating the commutator, LL† − L†L, and determining that it is nonzero. This is a long computation which
was performed, but is not shown here.
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− Vbase
3
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3f(1 + f sec2 θ)Vbase + 6f(1 + f) tan(θ)∂θVbase
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θVbase + 3Vbase∂
4
θVbase
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. (9.29)

The key differentiating factor between normal and non-normal operators is that the eigenfunc-
tions of non-normal operators are non-orthogonal. Thus, a superposition of two eigenfunctions
may grow at a faster rate than the eigenfunctions individually, a phenomenon which is impossible
for normal operators with orthogonal eigenfunctions (for a review of generalized linear stability
theory, see Chapter 3). But L[Vbase] is normal in the S coordinate and non-normal in the θ co-
ordinate, and can be decomposed into eigenfunctions of the form v(θ) cos(kS). Thus, selecting
any two eigenfunctions with k = k1 and k = k2, then if k1 = k2 the eigenfunctions are not
necessarily orthogonal, but if k1 ̸= k2 then they will be orthogonal. That is, perturbations with
different values of k are orthogonal and cannot interfere with each other. We can therefore
perform a Fourier transform in S, and perform a generalized stability analysis of each family of
perturbations with a given k.

All disturbances must satisfy the periodic boundary condition of the torus, δV (0, S, T ) =
δV (2π, S, T ). Because the domain is finite, the spectrum is discrete; specifically, the only
accessible wavenumbers are k = n/B, with n ∈ Z≥0. Note that we limit our investigation to
k ≤ 1. Larger wavenumbers (indicating smaller wavelengths) are expected to be increasingly
stable, as such disturbances would be dominated by film curvature rather than substrate cur-
vature. This is borne out by numerical simulations. Furthermore, the lubrication assumption
required that variations be at least O(L), which is equivalent to k < O(1). Note also that there
is no additional scaling of k with B. Wavenumbers k may be directly compared across tori of
different major radii.

The analysis follows the methodology developed by Farrell and Ioannou (1996a) and Gold-
hirsch et al. (1987) for nonautonomous generalized linear stability analysis, as introduced in
Section 3.1.2. We will present instantaneous normal (modal) results for comparison with the
nonautonomous non-normal results. Because of the non-normality and time-dependence of
the linear operator, the fastest growing modes at T = 0 are different from the modes which
experience the greatest amplitude growth over long periods of time.

We first define instantaneous modal operators and spectral abscissae. Note that each will be
defined in terms of specific wavenumber k. Let the least-stable normal mode at time T at
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wavenumber k be defined as

Wk(T ) = arg max
eigenvectors

real(eigenvalueLk[Vbase(θ, T )]). (9.30)

That is, Wk(T ) represents the eigenvector of Lk[Vbase(θ, T )] whose corresponding eigenvalue
has maximum real part. The real part of the corresponding eigenvalue is denoted the spectral
abscissa,

βk(T ) = max real(eigenvalueLk[Vbase(T )]). (9.31)

Note that both Wk(T ) and βk(T ) are instantaneous quantities; they are determined based on
Vbase(θ, T ) without taking into account the history of the base state’s evolution.

Because Lk[Vbase(θ, T )] is non-normal and time-dependent, one can define quantities that de-
scribe how perturbations introduced at T = 0 grow and change over time. First, it is useful to
define a linear propagation operator Φk(T ) by

Φk(T = 0) = 1, (9.32a)
dΦk(T )
dT

= Lk[Vbase]Φk(T ), (9.32b)

where 1 represents the identity operator. Φk(T ) can be represented explicitly by a time-ordered
exponential series; for a review of the subject, see Farrell and Ioannou (1996a). The linear
evolution of an infinitesimal perturbation δVk can then be described as

δVk(θ, T ) = Φk(T )δVk(θ, 0). (9.33)

The optimal input and output disturbances are defined as

V in
k (θ, T ) = arg max

yk(θ,0)

∥Φk(T )yk(θ, 0)∥
∥yk(θ, 0)∥ (9.34a)

and

Uout
k (θ, T ) = Φk(T )V in

k (θ, T )
∥Φk(T )V in

k (θ, T )∥
, (9.34b)

respectively, where ∥ · ∥ denotes the L2 norm,

∥u∥2 =
∫ 2πB

0

∫ 2π

0

√
det g̃ u2dθdS =

∫ 2πB

0

∫ 2π

0

(
1 +B−1 cos θ

)
u2dθdS. (9.35)

In other words, V in
k (θ, T ) is the infinitesimal initial disturbance of wavenumber k which experi-

ences the greatest amplitude of growth between time 0 and T , and Uout
k (θ, T ) is the resulting

form which V in
k (θ, T ) evolves into over that time. Both V in

k and Uout
k are normalized; the optimal

disturbance amplitude is defined separately as

Gk(T ) = ∥Φk(T )V in
k (θ, T )∥

∥V in
k (θ, T )∥

= max
yk(θ,0)

∥Φk(T )yk(θ, 0)∥
∥yk(θ, 0)∥ = ∥Φk(T )∥, (9.36)
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where ∥ · ∥ in the last expression represents the operator norm. Thus,

Φk(T )V in
k (θ, T ) = Gk(T )Uout

k (θ, T ). (9.37)

Note that Gk(0) = 1, and thus at T = 0

V in
k (θ, 0) = Uout

k (θ, 0) = lim
T →0

arg max
yk(θ,0)

∥Φk(T )yk(θ, 0)∥
∥yk(θ, 0)∥

= arg max
eigenvectors

eigenvalue
{

Lk[Vbase(T = 0)] + L†
k[Vbase(T = 0)]

2

}
,

(9.38)

i.e., the optimal input and output disturbances at T = 0 are identical and equal to the eigenvector
of the transient operator, (Lk[Vbase] + L†

k[Vbase])/2|T =0, with greatest value. While V in
k (θ, T )

and Uout
k (θ, T ) describe the input and output disturbances which experience the greatest total

amplitude of growth from 0 to T , in the limit as T → 0, they instead describe the disturbance
with the fastest growth rate at T = 0.

Our preferred measure of growth at intermediate times will not be Gk(T ) itself but rather the
time-dependent Lyapunov exponent (Goldhirsch et al., 1987),

λk(T ) = ln ∥Φk(T )∥
T

= lnGk(T )
T

. (9.39)

λk(T ) can be understood as the average exponential growth rate of the optimal disturbance
between times 0 and T . Note that the T = 0 numerical abscissa, ωk, representing the fastest
growth rate of any disturbance at T = 0, is given by the maximum eigenvalue of the transient
operator and is equal to

ωk = max eigenvalue
{

Lk[Vbase(T = 0)] + L†
k[Vbase(T = 0)]

2

}
= λk(0). (9.40)

Note that at T = 0, the optimal input and output disturbances coincide. This disturbance
will be labeled Xk(θ), the optimal transient disturbance, and represents the fastest growing
disturbance at T = 0.

Xk(θ) = Uout
k (θ, T = 0) = V in

k (θ, T = 0). (9.41)

In autonomous systems (i.e., systems in which the linear operator is time independent),

lim
T →∞

λk(T ) = βk = max eigenvalue {Lk} , (9.42)

i.e., the time-dependent Lyapunov exponent converges to the spectral abscissa (Farrell and
Ioannou, 1996b). Because Vbase varies more and more slowly in time, Lk[Vbase] approaches
autonomy at late times. It is therefore expected that limT →∞ λk(T ) = limT →∞ βk(T ). That
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is, the time-dependent Lyapunov exponent is expected to converge to the instantaneous spec-
tral abscissa as time goes to infinity; similarly, the optimal output disturbance is expected to
converge to the fastest growing normal mode, i.e., limT →∞ Uout

k (θ, T ) = limT →∞Xk(θ, T ).
Note also that while autonomous systems satisfy λk(T ) ≥ βk(T ) at all times, this is not true
for nonautonomous systems.

The numerical abscissa represents the fastest instantaneous growth rate of any disturbance and is
always greater than or equal to the spectral abscissa, which represents the fastest instantaneous
growth rate of any eigenfunction (Farrell and Ioannou, 1996b). Hence, λk(T = 0) = ωk(T =
0) ≥ βk(T = 0). At later times, however, λk(T ) represents the average exponential growth rate
of the disturbance with greatest total amplitude increase between 0 and T and is not necessarily
greater or less than the spectral abscissa.

Note that we have defined everything in Fourier space, in terms of wavenumber k. Thus, for
example, ωk is the numerical abscissa for wavenumber k.

We denote the peak wavenumbers representing the fastest growing normal modes and optimal
disturbances by

knormal
peak (T ) = arg max

k
βk(T ) (9.43a)

knon-normal
peak (T ) = arg max

k
λk(T ). (9.43b)

We denote the fastest growing normal modes and optimal disturbances over all k by

W (θ, S, T ) = Wk(θ, T ) cos(kS)|k=knormal
peak (T ), (9.44a)

X(θ, S) = Xk(θ) cos(kS)|k=knon-normal
peak (T =0), (9.44b)

V in(θ, S, T ) = V in
k (θ, T ) cos(kS)|k=knon-normal

peak (T ), (9.44c)

Uout(θ, S, T ) = Uout
k (θ, T ) cos(kS)|k=knon-normal

peak (T ). (9.44d)

A summary of the variable definitions related to linear stability analysis is given in Table 9.2. In
all cases, W , X, V in, and Uout refer to disturbances of volumetric fluid thickness V , not normal
fluid thickness H.
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Variable Definition

k Dimensionless wavenumber from performing Fourier transform in S;
all disturbances and eigenfunctions of interest contain the term cos(kS).

knormal
peak (T ) Wavenumber of fastest growing normal mode at time T : arg maxk βk(T )
knon-normal

peak (T ) Wavenumber of optimal input and output disturbance with maximal
amplitude at time T : arg maxk λk(T )

Lk[Vbase(T )] Linear operator; linearization of Eqns. 9.17 and 9.18 about base
state Vbase(θ, T ), Fourier-transformed in S. Defined by Eqn. 9.29

V in
k (θ, T ) Optimal input disturbance of wavenumber k, defined by Eqn. 9.34a
V in(θ, S, T ) Optimal input disturbance, defined by Eqn. 9.44
Uout

k (θ, T ) Optimal output disturbance of wavenumber k, defined by Eqn. 9.34b
Uout(θ, S, T ) Optimal output disturbance, defined by Eqn. 9.44
Xk(θ) Optimal transient disturbance of wavenumber k at T = 0,

defined by Eqn. 9.41
X(θ, S) Optimal transient disturbance at T = 0, defined by Eqn. 9.44
Wk(θ, T ) Fastest growing normal mode of wavenumber k at time T ,
W (θ, S, T ) Fastest growing normal mode, defined by Eqn. 9.44

defined by Eqn. 9.31
Gk(T ) Optimal disturbance amplitude of wavenumber k at time T ,

defined by Eqn. 9.36
βk(T ) Spectral abscissa: growth rate of fastest growing normal mode Wk

at time T ; defined by Eqn. 9.31
λk(T ) Time-dependent Lyapunov exponent: average growth rate of optimal

disturbance from time 0 to T ; defined by Eqn. 9.39
ωk Numerical abscissa: fastest growth rate of any disturbance at T = 0;

defined by Eqn. 9.40

Table 9.2: Variables arising in linear stability analysis of a thin viscous film coating a torus.
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9.5 Linear stability analysis: Analytical and semi-analytical results
We begin by addressing analytically tractable limits of the linear stability of a thin viscous film
coating a torus. Our main result will be to show that in the large-major-radius limit B → ∞, the
wavenumber of the fastest growing normal mode at T = 0 is knormal

peak (T = 0) = 1/
√

2 ≈ 0.707,
but at late times converges to knormal

peak (T → ∞) ≈ 0.566. To understand this result, we will first
analyze thin films coating cylinders.

We will next compute analytically the peak wavenumbers of fastest growing normal and transient
non-normal modes at T = 0, knormal

peak (T = 0) and knon-normal
peak (T = 0) to O(B−2) for tori with

large major radius such that Bε ≫ 1.

Finally, we will determine the power-law dependence of ω (the numerical abscissa) on ε, finding
that ω = B−1/[2(1 −B−1)2] − const.× ε1/3 in the limit of small ε.

9.5.1 Analysis of cylinder
Uniform film coating a cylinder

The case of a straight cylinder corresponds to the limit B → ∞, i.e., (1/B) → 0 or f → 0.
The normal stability analysis for a uniform film coating a cylinder was first carried out by Goren
(1962). In this case,

P = {1 − ε [V + ∂θθV + ∂SSV ]} +O(ε2). (9.45)

The first term, 1, comes from the azimuthal (θ-coordinate) curvature of the cylindrical substrate.
The next term, −εV , is the correction to the azimuthal curvature due to a film of thickness V .
A thicker film implies a greater radius of curvature, and hence a lower pressure. The next two
terms, the Laplacian of the film thickness, describe the additional curvature due to azimuthal
and axial (S-coordinate) variations in the film itself.

Consider adding a perturbation of the form δV = cos(ks) to an initially flat film (see Figure 9.5).
At the peaks of δV , the pressure will decrease due to the azimuthal curvature correction, but
increase due to the axial curvature correction; vice versa at the troughs. To see this competition
clearly, we can write out the corrected pressure as δP = ε(−1 + k2) cos(ks).

If k > 1, then (−1 + k2) > 0, and so δP is positive at peaks and negative at troughs.
Introducing such a perturbation will thus lead to a pressure gradient driving fluid from the peaks
to the troughs, smoothing out the film again. That is, at large wavenumbers, the axial curvature
dominates azimuthal curvature and suppresses perturbations. But if k < 1, then (−1 + k2) < 0
and the peaks have lower pressure than the troughs. Such a perturbation will be unstable, as
fluid will be driven from the troughs to the peaks, enhancing the perturbation. For these small
wavenumbers, the azimuthal curvature dominates the axial curvature.

Performing the computations explicitly, the equation of motion is

∂V

∂T
=∂θ

{
V 3

3 [1 − εV ] ∂θP

}
+ ∂S

{
V 3

3

[
1 − ε

2V
]
∂SP

}
+O(ε2). (9.46)
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Linearizing about the constant-thickness initial condition V = V0 = H0 + 1
2εH

2
0 ,

∂δV

∂T
= −εH

3
0

3
[
∂2

θ + ∂2
S + ∂4

θ + ∂2
θ∂

2
S + ∂4

S

]
δV +O(ε2). (9.47)

We immediately find that indeed δV = cos(ks) is an eigenfunction with eigenvalue corresponding
to the spectral abscissa

βk = (εH3
0/3)k2(1 − k2) (9.48)

[see Figure 9.6 (b)]. Hence, the critical wavenumber is k = 1, and the most unstable mode
has kpeak = 1/

√
2 ≈ 0.707 and wavelength 2

√
2π ≈ 8.89. These results agree with Goren

(1962). Note that although there exists another set of eigenfunctions of the form cos(aθ +
const) sin(ks+ const), these are all stable (decaying).

(a) (b)

Figure 9.5: Viscous-capillary instability of a thin film coating a cylinder. (a) Cylinder (orange)
of radius 1 coated with uniform film (blue) of thickness 0.2.
(b) Cylinder of radius 1 coated by uniform film with a sinusoidal disturbance, exhibiting the
wavenumber k = 1/

√
2 and wavelength 2

√
2π corresponding to the most unstable normal

mode.
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(a) (b)

Figure 9.6: Geometry and dispersion of uniform and shifted thin films coating a cylinder. (a)
Diagram displaying a cylindrical cross-section (gray) coated by a uniform thin film (blue) and a
shifted thin film (red).
(b) Dispersion curves, βk, normalized by ε and corresponding to a uniform film coating a cylinder
(blue) described by Equation (9.48) and to a shifted film coating a cylinder (red) described by
the real parts of the eigenvalues of Equation (9.49).

Shifted film coating a cylinder

Consider now a shifted film on a cylinder (see Figure 9.6 a). Recall from Section 9.3 that for
tori with large major radii B, the base state effectively translates the entire fluid surface inward
relative to the substrate. Indeed, in the B → ∞ cylinder limit, a static fluid with circular
cross-section is a stationary state, regardless of the substrate’s location within it. The shifted
film cylinder turns out to have a very different dispersion pattern from the uniform film cylinder,
and represents the T → ∞, B → ∞ limit of the torus system.

Substituting the base state H0 = [1 − cos(θ)] into Equations (9.19) and (9.20) and linearizing
yields

∂δV

δT
= −4

3ε
[
2 sin6

(
θ

2

)(
∂2

θ + ∂2
s

)
+ 3 sin(θ) sin4

(
θ

2

)
∂θ

] [
1 + ∂2

θ + ∂2
s

]
δV

= −4
3ε
[
2 sin6

(
θ

2

)(
∂2

θ − k2
)

+ 3 sin(θ) sin4
(
θ

2

)
∂θ

] [
1 − k2 + ∂2

θ

]
δV, (9.49)

where the second line has been Fourier transformed in the S-dimension. This linearized equation
is non-normal, but we are interested in it as a late-time limit of the torus system. Therefore,
the relevant quantity of interest is the spectral abscissa, β, and not the numerical abscissa, ω.
While Equation (9.49) has no simple analytic solution, it can easily be computed numerically;
the resulting dispersion relation is shown in Figure 9.6 (b). Note in particular that the most
unstable wavenumber is approximately kpeak = 0.566, which is less than the uniform film result
of kpeak = 1/

√
2 ≈ 0.707.
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To understand the decreased peak k physically, recall the effect of a sinusoidal perturbation
δV on a cylinder with a uniform coating: at the peaks of δV , the pressure will decrease due
to the azimuthal curvature correction, but increase due to the axial curvature correction, and
vice versa at the troughs. A sinusoidal disturbance on a shifted film has a similar change in
pressure due to the azimuthal effect, as the circular surface is expanding just as much as before
at each peak. But the axial curvature is concentrated on one side, and hence is around twice
as large as it would be on a uniform film. Therefore, high-frequency undulations are more
strongly suppressed than before, and so the peak shifts to lower frequencies. There are some
additional complicating factors; most importantly, the peak eigenfunction is not really a uniform
expansion of the circular interface. If we were to make a back-of-the-envelope approximation by
doubling the axial curvature, we would find a dispersion proportional to k2(1 − 2k2), yielding
an approximate peak k of 0.5, which is indeed lower than that of the uniformly-coated cylinder.
This physical argument is likely the dominant reason for the shift in peak k.

9.5.2 Analysis of torus
Unlike the cylinder, the base state of the torus evolves in time; in particular, the film on the
inside of the torus thickens while that on the outside thins. At early times, this evolution is
accelerating, which causes the fastest-growing transient mode to have knon-normal

peak (T = 0) = 0,
reflecting the base state’s evolution. At late times, the base state’s evolution decelerates and
kpeak shifts to above 0.

The torus system has two particular limits which are amenable to some analysis. Large-radius
or thick-film tori, satisfying 1 ≪ εB, experience capillary effects dominated by the film surface
rather than the substrate curvature; such tori can be viewed as a perturbation of the cylindrical
case. Small-radius or thin-film tori, satisfying εB ≪ 1, experience capillary effects dominated
by the substrate curvature; these tori are highly non-cylindrical and display a different behavior.
Note that although the quantity (εB) determines the regime of the torus at a coarse level, ε
and B remain independent and cannot be reduced into one parameter.

Large-radius torus at late times

As even the shifted-film cylinder dispersion curve could only be computed numerically, the late-
time behavior of the torus is not analytically tractable. That said, we can make a 0th order
estimate for the relationship between the peak wavenumber and the radius B. Beginning with
the peak wavenumber of the shifted-film cylinder (k = 0.566) and including a correction to
account for the inner circumference of the torus being shorter than 2πB, we approximate

lim
T →∞

knormal
peak (T ) ≈ 0.566(B − 1)/B. (9.50)

This approximation is shown in Figure 9.7, along with the peak wavenumbers knormal
peak (T =

Tlate) found in numerical simulations. The plot shows the peak wavenumber without imposing
boundary conditions; including boundary conditions, the results would be rounded to the nearest
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1/B. The crude approximation captures the general trend line for large B, suggesting that the
physical intuition is correct; however, it is not sufficiently accurate to capture the variation in
results due to varying ε.

Figure 9.7: Comparison of the analytic approximation of limT →∞ knormal
peak (T ) for large B (black

solid line), described by Equation (9.50), to numerically computed knormal
peak (T = Tlate) (crosses).

The black dotted line indicates 0.566, representing knormal
peak of the shifted cylinder (see Figure 9.6).

The horizontal axis displays major radius B on a log scale; the vertical axis displays knormal
peak on

a linear scale. Colors indicate film thickness ε; ε = 0.05 (blue), ε = 0.1 (red), and ε = 0.15
(purple). Numerical results are given for B ∈ {10, 15, 20, 30, 40, 50, 100, 200}, computed at
T = Tlate = 5ε−1/3π2B(1 − B−2) using a finite difference method (Section 9.6.1). knormal

peak is
computed without boundary conditions; including boundary conditions would round the data
points to the nearest 1/B.

Large-radius torus at T=0

We next consider T = 0. Substituting the initial condition H(T = 0) = H0 = 1 [i.e., V0 =
H0 + 1

2εH
2
0 +O(ε2) = 1 + ε/2 +O(ε2)] into Equations (9.17) and (9.18) and linearizing yields

∂δV

∂T
=LδV = −1

3

{
ε∂4

θ − 2εB−1 sin θ ∂3
θ

(1 +B−1 cos θ) + ε
(
1 − 2k2 −B−2 sin2 θ

)
∂2

θ

(1 +B−1 cos θ)2

+B−1 sin θ
[
3 − 2εk2 − ε− 2B−2ε+ 3B−1(1 − 4ε) cos θ −B−2ε cos(2θ)

]
∂θ

(1 +B−1 cos θ)3

−ε
(
1 − k2 + 4B−2 + 4B−1 cos θ

)
k2

(1 +B−1 cos θ)4

+3(3 − ε)B−2 + 2B−1[3 − ε+ (3 − 8ε)B−2] cos θ + 3B−2(1 − 5ε) cos(2θ)
2(1 +B−1 cos θ)4

}
δV,

(9.51)

where the result has been Fourier transformed in S, with wavenumber k. This is equivalent to
Equation (9.29), substituting in V0 = H0 + 1

2εH
2
0 +O(ε2) = 1 + ε/2 +O(ε2).
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The transient operator is then2

L + L†

2 = − 1
3

{
ε∂4

θ − ε
2B−1 sin θ

1 +B−1 cos θ∂
3
θ + ε

(
1 − 2k2 −B−2 sin2 θ

)
(1 +B−1 cos θ)2 ∂2

θ

−B−1 sin θε
[
2B−2 + 2k2 + 4B−1 cos θ +B−2 cos(2θ)

]
(1 +B−1 cos θ)3 ∂θ

−ε
(
1 − k2 + 4B−2 + 4B−1 cos θ

)
k2

(1 +B−1 cos θ)4

+3B−2 (3 − ε) + 2B−1 [3 − ε+ (3 − 8ε)B−2] cos θ + 3B−2(1 − 5ε) cos(2θ)
4(1 +B−1 cos θ)4

}
.

(9.52)

These linear operators are quite complicated and it should come as no surprise that they have
no simple closed-form eigenfunctions. Therefore, we must work in limiting cases. For the
large-radius torus satisfying B−1 ≪ ε, we expand to second order in B−1 yielding

L = ε

3
{

−∂4
θ − (1 − 2k2)∂2

θ + k2(1 − k2)
}

+ B−1

3
{

sin θ
[
2ε∂3

θ − (3 − ε− 2k2ε)∂θ

]
+ cos θ

[
(2 − 4k2)ε∂2

θ − (3 − ε− 4k4ε)
]}

+ B−2

6
{

sin(2θ)
[
−2ε∂3

θ + 3(2 + 3ε− 2k2ε)∂θ

]
− 2ε

[
1 − 3k2 + (2 − 3k2) cos(2θ)

]
∂2

θ

+
[
3 − (1 − 2k2 + 10k4)ε+ (9 + {11 − 6k2 − 10k4}ε) cos(2θ)

]}
+O(B−3), (9.53)

L + L†

2 = ε

3
{

−∂4
θ − (1 − 2k2)∂2

θ + k2(1 − k2)
}

+ B−1

6
{

4ε sin θ
[
∂3

θ + k2∂θ

]
+ cos θ

[
4(1 − 2k2)ε∂2

θ − (3 − ε− 8εk4)
]}

+ B−2

12
{

−4ε sin(2θ)
[
∂3

θ − (2 − 3k2)∂θ

]
− 4ε

[
1 − 3k2 + (2 − 3k2) cos(2θ)

]
∂2

θ

+
[
3 − ε(1 − 4k2 + 20k4) + 9 cos(2θ) + ε(11 − 12k2 − 20k4) cos(2θ)

]}
+O(B−3).

(9.54)

Though still ugly, the lack of complicated denominators gives these operators analytic eigen-
functions. The first eigenfunctions δVnormal and eigenvalues (dispersion) β of the operator L
are given by

δVnormal = 1 − (εB)−1 3 − ε(1 + 4k4)
2k2 cos θ

+ (εB)−2 9 − ε18k4 − ε2(1 − 14k2 + 8k4 − 2k6 − 8k8)
8k2(3 + 2k2) cos(2θ) +O(εB)−3, (9.55a)

β = ε

3k
2(1 − k2) −B−2 1

3k
2
[
3 − (2 − 3k2 + 4k4)ε

]
+O(B−3), (9.55b)

2Note: when computing the adjoint, be sure to include the integration weight
√

det g̃ = (1 + B−1 cos θ).
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leading to a peak wavenumber of

knormal
peak (T = 0) = 1 −B−2(1.5ε−1 − 1)√

2
+O(B−3) (9.56)

and a critical wavenumber k = 1−(3/2)B−2(ε−1 −1). Thus the peak and critical wavenumbers
for the normal solution at T = 0 are shifted to lower k, as compared to the cylinder.

As for the fastest-growing non-normal mode at T = 0, the first set of eigenfunctions δVnon-normal

and eigenvalues (dispersion) ω is given by

δVnon-normal = 1 − (εB)−1 3 − ε(1 + 8k4)
4k2 cos θ

+ (εB)−2 9 + 6ε(3 − 8k4) − ε2(7 − 56k2 + 96k4 − 16k6 − 64k8)
64k2(3 + 2k2) cos(2θ) +O(εB)−3,

(9.57a)

ω = ε

3k
2(1 − k2)

+B−2ε−1 9 − 6ε(1 + 8k4) + ε2(1 + 32k4 − 48k6 + 64k8)
48k2 +O(B−3), (9.57b)

yielding a peak wavenumber

knon-normal
peak (T = 0) = 1 −B−2(1.125ε−2 + 0.75ε−1 − 0.875)√

2
+O(B−3) (9.58)

and a critical wavenumber k = 1 + B−2ε−2(9 − 54ε + 49ε2)/32. Thus the peak wavenum-
ber is shifted down, and the critical wavenumber up. These analytic approximations for peak
wavenumber are plotted in Figure 9.8, along with the numerical result from simulations (nu-
merical methods are described in the next section). For εB ≳ 4 (e.g., ε = 0.1 and B ≥ 40, or
ε = 0.2 and B ≥ 20), the analytic approximation is fairly close to the numerical solution.

It is notable that both T = 0 and late time analytical results reflect the general rule that knormal
peak

and knon-normal
peak increase with B and ε. The relationship with B is most intuitive. Effectively, the

ratio of the circumference of the inner hole of the torus, 2π(B−1), to the central circumference,
2πB, is given by (B−1)/B = 1−B−1, a quantity which increases with B. Thus, a disturbance
of the form cos(kS) has wavelength 2π/k in the solid center of the torus, but wavelength
(2π/k)(B − 1)/B around the inner hole. The effective wavenumber is thus decreased from k

to kB/(B − 1). The correction to the value of kpeak from the cylindrical value depends on the
relative strength of the O(1/B) substrate curvature and the O(ε) film interface curvature; the
ratio of which is of the form (εB). Thus, increasing ε or B has the same effect of increasing
the relative strength of the interface curvature over the substrate curvature, and vice versa for
decreasing ε or B.

Fixing B, thinner films (with smaller ε) have a decreased kpeak for a reason similar to that
of the shifted cylinder having a lower kpeak than the uniform cylinder. As ε gets smaller, the
eigenfunction (normal or transient) has a taller peak around θ = π. The extra height of this peak
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(a) (b)

Figure 9.8: Comparisons of analytic approximations of knormal
peak (T = 0) and knon-normal

peak (T = 0)
for large B to numerically computed results. The black dashed line indicates 0.707, represent-
ing knormal

peak of the uniformly coated cylinder (see Figure 9.6). The horizontal axis displays major
radius B on a log scale; the vertical axis displays knormal

peak on a linear scale. Colors indicate
film thickness ε; ε = 0.05 (blue), ε = 0.1 (red), and ε = 0.15 (purple). Numerical results
are given for B ∈ {10, 15, 20, 30, 40, 50, 100, 200}, computed at T = 0 using a finite difference
method (Section 9.6.1). knormal

peak is computed without boundary conditions; including boundary
conditions would round the data points to the nearest 1/B.
(a) Analytic approximation of knormal

peak (T = 0) for large B (solid lines), described by Equa-
tion (9.56), and numerically computed results (circles).
(b) Analytic approximation of knon-normal

peak (T = 0) for large B (solid lines), described by Equa-
tion (9.58), and numerically computed results (crosses).

results in a greater pressure being produced by undulations in the S coordinate. To compensate,
the peak k is therefore reduced.
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Thin-film torus at T=0

Taking the limit ε → 0 of Equation (9.52) yields an operator with no derivatives; only a
multiplicative constant −(1/2)(B−1 cos θ)/(1−B−1 cos θ)2. Such a non-constant multiplicative
operator has no eigenfunctions. Thus the ε → 0 limit of the curved thin film equation is a singular
perturbation problem (Bender and Orszag, 1999), as noted by Howell (2003). It is clear from
the numerical results that the eigenfunctions are maximized around θ = π, and hence that is
where the inner region should be defined. Setting the inner region variable η = (θ − π)/ε1/6,
Equation (9.52) becomes 3

[
L + L†

2

]
inner

= B−1

2 (1 −B−1)2 − ε1/3
[

1
3∂

4
η + B−1(1 + 3B−1)η2

4(1 −B−1)3

]
+O(ε2/3). (9.59)

The equation [(L + L†)/2]u = ωu does not appear to have a simple closed form solution. For
the case ω = 0, it can be solved using computer algebra, yielding a result in terms of a sum of
hypergeometric functions. Instead of pursuing an exact solution, we can glean some information
directly from the equation.

Note that we expect knon-normal
peak (T = 0) = 0 for sufficiently small B (numerical results shown in

the next section suggest this is true for B ≤ 20 and ε ≤ 0.1), and hence can proceed without
k dependence. The remaining interesting quantity to determine is therefore ω, the numerical
abscissa, representing the growth rate of the fastest-growing disturbance. Clearly, in the limit
ε → 0, ω0 = B−1/[2(1 −B−1)2]. As the film thickness increases, the growth rate should have
a correction that scales as ε1/3. Figure 9.9 shows a comparison between the growth rate found
in numerical simulations (blue crosses) and the relation ω0 − const.× ε1/3, where the constant
is selected by a numerical fit, for B = 10. The numerical results appear to match the predicted
power law well for ε ≲ 10−3.

3Because we are considering an eigensystem problem, constants added to the operator do not affect the
eigenvector. Therefore, the inner region is not a balance between ε∂4

θ and the ε0 constant term, as one might at
first be tempted to assume (and which would yield a scaling of [θ − π]/ε1/4), but instead between ε∂4

θ and the
cos(θ) term in Equation (9.52). cos(θ) expands to a constant plus θ2, and hence balances ε∂4

θ if η = (θ−π)/ε1/6.
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Figure 9.9: Plot of T = 0 numerical abscissa, ωk=0, on a torus with B = 10 and initial uniform
film thickness such that ε ∈ {5×10−7, 10−6, 5×10−6, 10−5, 5×10−5, 10−4, 5×10−4, 10−3, 5×
10−3, 10−2, 5 × 10−2, 10−1}. The horizontal axis shows ε on a log scale; the vertical axis
shows −(ω − ω0) on a log scale, where ω0 = B−1/[2(1 − B−1)2] ≈ 0.0617. Crosses denote
numerically computed results which were computed at T = 0 using a finite difference method
(Section 9.6.1). The red line displays the power law ε1/3 for reference.

9.6 Linear stability analysis: Numerical results
We next numerically compute normal modes and optimal transient disturbances for a variety
of parameters. We concentrate on T = 0 and late times, though some results for intermediate
times will be shown. Because Vbase approaches a stationary state as T → ∞ and thus varies
more and more slowly in time, Lk[Vbase] approaches autonomy at late times. We therefore show
both non-normal and normal results at T = 0, but at T = Tlate we show only normal results.
Comparisons will be made among systems with fixed initial film thickness and varying major
radius B, and among systems with fixed major radius B and varying initial film thickness. All
results are shown in nondimensional variables.

9.6.1 Numerical methodology
Linear stability analysis was performed in matlab, using the nonautonomous methodology
described in Section 9.4. Discretized linear operators Lk were constructed according to Equa-
tion (9.29) using 4th order central finite differences on the same equispaced mesh used for
the base state. The propagation matrix was constructed by defining Φk(0) to be the identity
matrix and integrating Φk(T ) in time according to the differential equation, Equation (9.32).
Integration was performed using the implicit trapezoid method (Trefethen, 1996)

Φn+1
k − Φn

k

Tn+1 − Tn
= 1

2
[
Ln+1

k Φn+1
k + Ln

kΦn
k

]
. (9.60)

Time steps were chosen to be Tn ∈ {0, 10−7, [1, 2, 3, · · · ] × 10−4} × Tlate. In order to effi-
ciently compute non-normal modes over longer timescales or with smaller time steps, it may be
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preferable to use adjoint methods instead of direct computation of the propagator matrix (see
Appendix B.2 and references therein).

Normal modes, Wk(θ, T ), and the corresponding spectral abscissae βk(T ) were computed simply
by determining the eigenvector of Lk(T ) whose eigenvalue had maximum real part. The transient
mode Xk(θ) = Uout

k (θ, T = 0) = V in
k (θ, T = 0) and numerical abscissa ωk(T = 0) were

computed by determining the maximum eigenvalue eigenvector pair of the transient operator
[Lk(T = 0),L†

k(T = 0)]/2. Optimal input and output modes and the corresponding amplitude
Gk(T ) were determined by computing the SVD of Φk(T ), by which

Φk(T ) = Uall
k (T )Σ(T )V all

k
†(T ) (9.61)

Uout
k (T ), V in

k (T ), and Gk(T ) were the entries of Uall
k (T ), Σ(T ), and V all

k (T ) corresponding
to the maximum singular value (Farrell and Ioannou, 1996a). The time-dependent Lyapunov
exponent was then λk(T ) = lnGk(T )/T , as defined in Equation (9.39).

9.6.2 Normal modes and optimal disturbances at T = 0 and T = Tlate

(a)

0 5π 10π
S0
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2
π
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3

2
π

2π
θ

(b)
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B
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θ= θ=0
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B=5
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S=
B
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θ= θ=0

S=10 

S=0=20 

B=10

Figure 9.10: Diagram to demonstrate how flat contour plots map to the surface of a torus. The
outside of a torus (red line) is mapped to θ = 0 and θ = 2π which are the top and bottom of
the contour plot. The inside of the torus (black dashed line) maps to the center of the contour
plot, at θ = π.
Contour plots will depict θ ∈ [0, 2π] and S ∈ [0, 10π], the domain shown in (a).
For the torus of major radius B = 5 shown in (b), S ∈ [0, 10π] spans the entire torus.
For a torus of major radius B > 5, such as the B = 10 torus shown in (c), the region S ∈ [0, 10π]
does not span the entire torus.

Contour plots of the optimal transient disturbance X(θ, S) and fastest growing normal modes
W (θ, S, T ) at T = 0 and T = Tlate are shown in Figure 9.11 for a cylinder, and Figures 9.12
and 9.13 for tori of various parameters. In each case, the vertical axis plots θ, the minor angular
measure, while the horizontal axis plots S, the arc-length distance around the torus or along the
cylinder axis. To simplify comparison between different cases, S is plotted in the range [0, 10π].
For the B = 5 torus, this represents the entire domain of S; for B > 5 tori, this is a subset
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Optimal transient disturbance Fastest growing normal mode Fastest growing normal mode
X(θ, S) = W (θ, T = 0) = W(θ, S, T = Tlate) =

Xk(θ) cos(kS)|k=kpeak Wk(θ, 0) cos(kS)|k=kpeak Wk(θ, Tlate) cos(kS)|k=kpeak

Figure 9.11: Optimal transient disturbance of volumetric fluid thickness, X(θ, S), fastest
growing normal mode at T = 0, W (θ, S, 0), and fastest growing normal mode at a late time
W (θ, S, Tlate = 10), described by Eqn. 9.44, for a thin film uniformly coating a cylinder with
ε = 0.1. The wavenumber of all disturbances shown is kpeak = 1/

√
2 ≈ 0.707. Disturbances

are normalized to [−1, 1], without loss of generality due to the scaling freedom of linear sta-
bility theory. Results were computed numerically using a finite difference method described in
Section 9.6.1.
Because the linear operator on a uniformly coated cylinder is normal and autonomous, X(θ, S) =
W (θ, T ) ∀T .

of the domain, S ∈ [0, 10π] ⊂ [0, 2πB]. The extrema θ = 0 and θ = 2π represent the outside
of the torus, while the center of the plot, θ = π is the inside of the torus. An overview of the
plotting domain is given in Figure 9.10. All results are normalized to have peaks and troughs
between −1 and 1. Because these are results of linear stability (not nonlinear stability), every
disturbance can be freely multiplied by a constant factor without changing the result. Because
Uout(θ, S, T ) converges to W (θ, S, T ) at late times, only W (θ, S, Tlate) is shown [see Section 9.9
for plots of Uout(θ, S, Tlate) and V in(θ, S, Tlate)].

Figure 9.11 displays X(θ, S), W (θ, S, 0), and W (θ, S, T = 10) for a cylinder. Because the
linear operator on the cylinder is normal and time-independent, there is no difference between
the optimal transient disturbance or fastest growing normal modes at different times. As shown
in Section 9.5.1, X(θ, S) = W (θ, S, T ) = cos(S/

√
2). Note that the results on the cylinder are

symmetric in θ; there is no sense of an “inside” and “outside” as with the torus.

Figure 9.12 displays X(θ, S), W (θ, S, 0), and W (θ, S, T = Tlate) for tori of identical initial
film thickness such that ε = 0.1, but varying major radius B (recall that the system has been
nondimensionalized so that the minor radius is fixed at 1). The top row, with B = 100,
clearly has similar wavenumber and structure to the cylinder at T = 0, although the normal
and output modes are concentrated around the inside of the torus (θ = π). At T = Tlate =
10600, however, the fastest growing normal mode W clearly has a longer wavelength, with
knon-normal

peak (T = Tlate) = 0.56, and is even more concentrated around θ = π. These results
accord with the analysis in Section 9.5.2, in which it was found that tori with large B have
kpeak(T = 0) near the cylinder value of 1/

√
2, while at late times kpeak approaches the lower
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Optimal transient disturbance Fastest growing normal mode Fastest growing normal mode
X(θ, S) = W (θ, T = 0) = W(θ, S, T = Tlate) =

Xk(θ) cos(kS)|k=kpeak Wk(θ, 0) cos(kS)|k=kpeak Wk(θ, Tlate) cos(kS)|k=kpeak
B

=
10

0
B

=
10

B
=

5

Figure 9.12: Optimal transient disturbance of volumetric fluid thickness, X(θ, S), fastest
growing normal mode at T = 0, W (θ, S, 0), and fastest growing normal mode at a late time
W (θ, S, Tlate), described by Eqn. 9.44, for a thin film initially uniformly coating tori with ε = 0.1.
Results are shown for tori of various major radii B ∈ {5, 10, 15}. Disturbances are normalized to
[−1, 1], without loss of generality due to the scaling freedom of linear stability theory. Results
were computed numerically using a finite difference method described in Section 9.6.1.
Row 1: B = 100. knon-normal

peak (0) = 0.70; knormal
peak (0) = 0.71; knormal

peak (Tlate = 10600) = 0.56.
Row 2: B = 10. knon-normal

peak (0) = 0; knormal
peak (0) = 0.6; knormal

peak (Tlate = 1050) = 0.5.
Row 3: B = 5. knon-normal

peak (0) = 0; knormal
peak (0) = 0.2; knormal

peak (Tlate = 510) = 0.4.

shifted-film cylinder value of 0.566. The next row displays B = 10. In this case, the optimal
transient disturbance X(θ, S) has wavenumber k = 0, implying that the accelerating transfer of
fluid from outside to inside of the torus dominates symmetry-breaking instability at T = 0. The
wavenumber of the fastest growing normal modes at T = 0 and T = Tlate = 1050 are slightly
lower than those of the B = 100 torus, and more concentrated around θ = π. This again
accords with the analysis performed earlier, in which it was predicted that both kpeak(T = 0)
and kpeak(T = Tlate) should decrease with B. The last row displays B = 5. As with B = 10,
the optimal transient disturbance has wavenumber knon-normal

peak (T = 0) = 0. And the fastest
growing normal modes have knormal

peak (T = 0) and knormal
peak (T = Tlate = 510) smaller than those

of B = 10, reflecting the general rule that kpeak should decrease as B decreases, due to the
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Optimal transient disturbance Fastest growing normal mode Fastest growing normal mode
X(θ, S) = W (θ, T = 0) = W(θ, S, T = Tlate) =

Xk(θ) cos(kS)|k=kpeak Wk(θ, 0) cos(kS)|k=kpeak Wk(θ, Tlate) cos(kS)|k=kpeak
ε

=
0.

05
ε

=
0.

1
ε

=
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Figure 9.13: Optimal transient disturbance of volumetric fluid thickness, X(θ, S), fastest
growing normal mode at T = 0, W (θ, S, 0), and fastest growing normal mode at a late time
W (θ, S, Tlate), described by Eqn. 9.44, for a thin film initially uniformly coating tori with B = 10
and ε ∈ {0.05, 0.1, 0.15}. Disturbances are normalized to [−1, 1], without loss of generality due
to the scaling freedom of linear stability theory. Results were computed numerically using a
finite difference method described in Section 9.6.1.
Row 1: ε = 0.05. knon-normal

peak (0) = 0; knormal
peak (0) = 0.5; knormal

peak (Tlate = 1330) = 0.5.
Row 2: ε = 0.1. knon-normal

peak (0) = 0; knormal
peak (0) = 0.6; knormal

peak (Tlate = 1050) = 0.5.
Row 3: ε = 0.15. knon-normal

peak (0) = 0; knormal
peak (0) = 0.7; knormal

peak (Tlate = 919) = 0.5.

relatively smaller circumference of the inner hole. But, unlike with higher B, the B = 5 case
has knormal

peak (T = 0) < knormal
peak (T = Tlate). The general trend of disturbances concentrating more

around θ = π as B decreases is similar to the increasingly sharply peaked base states generated
as B is decreased, seen in Figure 9.3.

Figure 9.13 displays X(θ, S), W (θ, S, 0), and W (θ, S, T = Tlate) for tori of identical major radius
B and varying initial film thickness, such that ε ∈ {0.05, 0.1, 0.15}. In each case, the optimal
transient disturbance X(θ, S) has wavenumber knon-normal

peak (T = 0) = 0, reflecting axisymmetric
transfer of fluid from the outside of the torus to the inside. The fastest growing normal modes
W (θ, S, T = 0) display increasing wavenumber knormal

peak (T = 0) (decreasing wavelength) as ε
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increases. This accords with the analysis of Section 9.5.2. Intuitively, the peak wavenumber
is determined by a balance of curvature in θ and S coordinates. The eigenfunctions for thin
films (smaller ε) are more concentrated, and have a taller peak, around θ = π. A sinusoidal
disturbance in the S-coordinate therefore produces a greater curvature and greater effect on
pressure for small ε, decreasing kpeak in compensation. At T = Tlate (Tlate = 1330 for ε = 0.05,
1050 for ε = 0.1, and 919 for ε = 0.15), knormal

peak (T = Tlate) is identical; i.e., any difference
in knormal

peak is less than 1/B = 0.1. Thinner films (smaller ε) appear to be more concentrated
around θ = π, an effect similar to the sharper base states of thinner films (Figure 9.4).

9.6.3 Dispersion curves
We now examine dispersion relations of the spectral abscissa βk(T ) [representing the growth rate
of the fastest growing normal mode at T , Equation (9.31)] and the time-dependent Lyapunov
exponent λk(T ) [representing the average growth rate of the disturbance which has experiences
greatest amplitude growth from 0 to T , Equation (9.39)]. We begin with a torus with B = 10
and ε = 0.1.

Figure 9.14 displays dispersion relations (plots against k) of λk(T ) and βk(T ) for T ∈ {0,
10.1, 24.3, 57.0, Tlate = 1050}. These times were chosen to be those at which the normal
film thickness at θ = π, H(π, T ) had risen to approximately {0, 0.25, 0.5, 0.75, 1} of the
distance between H(π, 0) and H(π, Tlate) (the same times were shown in base state plots,
Figure 9.3 c-d). Dots indicate the accessible wavenumbers (k = n/B = n/10, for integer
n). At T = 0, λk(0) = ωk is monotonically decreasing in k, with knon-normal

peak (T = 0) = 0,
reflecting the accelerating growth of the base state as fluid is transferred from the outside to
the inside of the torus. As time progresses and the base state slows, the entire dispersion
relation decreases (indicating that the average growth rate of disturbances at all k decreases
over time for 0 ≤ T ≤ 57). The average growth rate of small k declines faster, resulting in a
shift from knon-normal

peak (T = 0) = 0 to knon-normal
peak (10.1) = 0.3, and knon-normal

peak (T ≥ 24.3) = 0.5.
At late times, the average growth rate λ0(Tlate) of the optimal k = 0 disturbance drops to
near 0, but the growth rate of the peak increases again. At late times, λk(Tlate) appears
very similar to the spectral abscissa βk(Tlate), although there is a small discrepancy for k ≳ 0.8.
Although for nonautonomous systems there is no requirement that λk(T ) be greater than βk(T ),
this discrepancy may be due to the numerics; the slow convergence of λk(T ) with k ≥ 0.8
as timesteps are decreased is discussed in Section 9.6.4, reflecting the challenge of capturing
decaying exponents over long periods of time. This issue does not arise in the unstable (λk > 0)
portion of the dispersion relation, or at earlier times.

The dispersion of the spectral abscissa, βk(T ), follows a different path. At T = 0, knormal
peak (0) =

0.6; as time progresses, it first decreases to knormal
peak (T = 10.1) = knormal

peak (T = 24.3) = 0.4
before increasing again to knormal

peak (T ≥ 57) = 0.5. The general trend of knormal
peak (T = 0) >

knormal
peak (T = Tlate) is expected, as fluid gathers on the inside of the torus, making it more similar

to a shifted-film cylinder than a uniform cylinder (discussed in Section 9.5.1). The increase in
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knormal
peak at intermediate times is difficult to assess intuitively, but is likely related to the relative

sharpening of the base state at later times (see Figure 9.3).

λk(T ) βk(T )
(non-normal) (normal)

Figure 9.14: Dispersion relations, plotting time-dependent Lyapunov exponent λk(T ), defined
by Equation (9.39) and spectral abscissa βk(T ), defined by Equation (9.31), against k for a torus
with B = 10 and ε = 0.1. Each plot depicts five time steps T ∈ {0, 10.1, 24.3, 57.0, 1050},
chosen such that the film thickness at θ = π is equispaced between T = 0 and the late time,
T = Tlate = 1050. λk and βk are expected to converge at late times, and appear to do
so. The discrepancy between λk(1050) and βk(1050) in the stable portion of the dispersion
relation, at k ≥ 0.8, may be due to the numerics; the slow convergence of λk(T ) with k ≥ 0.8
as timesteps are decreased is discussed in Section 9.6.4, reflecting the challenge of capturing
decaying exponents over long periods of time. This issue does not arise in the unstable (λk > 0)
portion of the dispersion relation, or at earlier times.

Having seen in Figure 9.14 that knon-normal
peak begins at 0 and increases to 0.3 and then 0.5, for the

torus with B = 10 and ε = 0.1, we plot the optimal disturbance amplitude, Gk(T ), at each of
these wavenumbers in Figure 9.15. Figure 9.15 (a) shows a long time period, T ∈ [0, 600], with
Gk(T ) on a log scale; (b) shows a shorter time frame T ∈ [0, 20] with Gk(T ) on a linear scale.
Although the G0(T ) has the fastest growth at T = 0, it is not much faster than Gk=0.3 and
Gk=0.5. At T = 10.1, Gk=0.3 is larger than Gk=0.5, but the difference is almost imperceptible
[note that the dispersion of λk(T = 10.1), shown in Figure 9.14 (a), is close to flat for k ≤ 0.5].
It is only over long periods of time that the k = 0.5 disturbance pulls ahead of the others. In
a realistic system, in which noise is added to an initial state, it is therefore expected that it is
only at late times that a single dominant k = 0.5 mode would be preferred over other modes;
at earlier times before the fluid has approached stationary state thickness, it is likely that small
random variations could lead to either k = 0.5, k = 0.3, or other modes being dominant. Plot
(a) also shows a line proportional to exp[β(Tlate)T ] (dashed black line), demonstrating that the
optimal disturbance amplitude converges towards the growth rate of the spectral abscissa at
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late times.

Although there is a hand-off of knon-normal
peak from 0 at T = 0, to 0.3 and T = 10.1, and finally to

0.5, there does not appear to be a transient disturbance with another wavenumber significantly
more unstable than the late-time knon-normal

peak (Tlate) = 0.5 wavenumber.

(a) (b)

Figure 9.15: Plots over time of optimal disturbance amplitude, Gk(T ), defined by Equa-
tion (9.36), for a torus with B = 10 and ε = 0.1. Three wavenumbers are shown:
k = knon-normal

peak (T = 0) = 0 (blue), representing the fastest growing transient disturbance
at T = 0; k = knon-normal

peak (T = 10.1) = 0.3 (green), representing the disturbance with greatest
amplitude growth between T = 0 and T = 10.1; and k = knon-normal

peak (T = Tlate = 1050) = 0.5
(yellow), representing the disturbance with greatest amplitude growth between T = 0 and
T = Tlate.
(a) Plot of Gk(T ) with linear horizontal axis T and log vertical axis Gk(T ). The dashed black
line indicates const. × exp[β(Tlate)], where β(Tlate) = βk=0.5(Tlate) is the spectral abscissa at
late times, defined by Equation (9.31). Gk(T ) is expected to converge to const.× exp[β(Tlate)]
at late times.
(b) Plot of Gk(T ) over a shorter time range with linear axes. Gk=0(T ) has greater slope than
Gk=0.3(T ) and Gk=0.5(T ) at T = 0 because it is the amplitude of the fastest growing transient
disturbance at that time. At T = 10.1, Gk=0.3(T ) > Gk=0.5(T ) and Gk=0(T ). At later times,
Gk=0.5(T ) exceeds the other two.

We next look at tori with different initial film thickness and major radius B parameters, compar-
ing dispersion relations of the numerical abscissa at T = 0, ωk [representing the growth rate of
the fastest growing disturbances at T = 0, Equation (9.40)], the spectral abscissa at T = 0 [rep-
resenting the growth rate of the fastest growing normal mode at T = 0, Equation (9.31)], and
βk(T = Tlate) [representing the growth rate of the fastest growing normal mode at T = Tlate,
Equation (9.31)]. Having seen in Figure 9.14 that βk and λk appear to converge at late times,
we show only the former.
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Figure 9.16 shows dispersion relations of ωk, βk(T = 0), and βk(T = Tlate) for tori of identical
initial film thickness such that ε = 0.1, and varying major radius B ∈ {5, 10, 50, 100, 200}.
Note that Tlate = {510, 1050, 5310, 10600, 21300}, respectively. In all cases, the general rule
of kpeak increasing as B increases is maintained. Tori with smaller radii, B ∈ {5, 10}, have
knon-normal

peak (0) = 0 due to the accelerating base state which transfers fluid from the outside to
the inside of the torus. At larger radii, B ∈ {50, 100, 200}, the base state motion is slower,
and hence the disturbances similar to those on the cylinder with wavenumber kpeak = 0.707
(dashed line) are able to grow faster. Dispersion of βk(T = 0) similarly has a small knormal

peak for
B ∈ {5, 10} and knormal

peak near the cylindrical value for large B. It is notable that βk(T = 0)
increases with B, i.e., normal modes grow faster at large B than small B, while ωk has the
opposite effect. This gap reflects the large non-normality of the linear operator at small B; while
at large B the linear operator approaches that of the cylinder and becomes closer to normal. At
late times, the knormal

peak (T = Tlate) approaches the shifted-cylinder peak of ≈ 0.566 (dotted line).
At smaller B, the peak wavenumber is lower. Furthermore, βk(T = Tlate) is larger for small B
than large B, i.e., disturbances grow faster at late times on small-B tori than large-B tori.

ωk(T = 0) βk(T = 0) βk(T = Tlate)
(non-normal, transient) (normal) (normal)

Figure 9.16: Dispersion relations of numerical abscissa ωk at T = 0, defined by Equation (9.40),
spectral abscissa βk(T = 0) defined by Equation (9.31), and spectral abscissa at late times
βk(T = Tlate), for a tori with identical uniform film thickness such that ε = 0.1, and varying
major radii B ∈ {5, 10, 50, 100, 200}, for which Tlate = {510, 1050, 5310, 10600, 21300}, re-
spectively. The dispersion relations are discrete, and accessible wavenumbers are indicated by
dots. The continuous dispersion relation connecting the accessible wavenumbers was included
to simplify the visual presentation. Dashed vertical line indicates k = 1/

√
2 ≈ 0.707, the peak

wavenumber on a uniformly coated cylinder. Dotted vertical line indicates k = 0.566, the peak
wavenumber on a cylinder coated by a shifted film (see Figure 9.6). Numerical results were
computed using a finite difference method (Section 9.6.1).

Figure 9.17 shows dispersion relations of ωk, βk(T = 0), and βk(T = Tlate) for tori of identical
major radius B = 10 and varying initial film thickness such that ε ∈ {0.05, 0.1, 0.15}. Note that
Tlate = {1330, 1050, 919}, respectively. The general rule of knormal

peak increasing as B increases
is maintained; although, knon-normal

peak (T = 0) = 0 for all film thicknesses. The dispersion of
the numerical abscissa ωk at T = 0 appears similar for all cases, as the growth is driven by
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the base state. Thinner films have higher ωk, following the ωk ∼ ε−1/3 relation discussed in
Section 9.5.2. At T = Tlate, the film has approached the stationary state at which the interface
curvature balances the substrate curvature, and so disturbances induce pressure variations of
O(ε), and the scaling should thus be βk(Tlate) ∝ ε. This explains the relative magnitudes of
βk(T = Tlate). It is interesting that the spectral abscissa at T = 0, βk(T = 0), has scaling
similar to βk(T = Tlate), rather than similar to ωk. It is thus likely that a normal mode
analysis effectively picks up only the O(ε) pressure variations, and is relatively unaffected by the
substrate pressure which drives the base state and optimal transient disturbances. In the case
of the thickest film, ε = 0.15, βk(T = 0) begins to develop a secondary peak at wavenumber
k = 0. While it is still lower than the peak at k = 0.7, it suggests that as the film gets thicker
the k = 0 mode (similar to the optimal transient disturbance) becomes more important. For
very thick films, it may be that knormal

peak (T = 0) is 0 instead of having a value near 0.707; such
an analysis could be conducted using a thicker film model such as that of Wray et al. (2017),
but is beyond the scope of the present work.

Note that B = 10, ε = 0.05 is the parameter set used by Roy and Schwartz (1997) in their
nonlinear simulation of a thin film with noise added to a uniform initial condition, which evolved
into a periodic disturbance with wavenumber k = 0.4. According to our linear stability analysis,
βk=0.4(Tlate) = 0.0101 and βk=0.5(Tlate) = 0.0104; thus, although βk=0.5 is slightly higher, the
results are very close (approximately 3% apart) and the appearance of a k = 0.4 disturbance is
in agreement with our results.
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ωk(T = 0) βk(T = 0) βk(T = Tlate)
(non-normal, transient) (normal) (normal)

Figure 9.17: Dispersion relations of numerical abscissa ωk at T = 0, defined by Equation (9.40),
spectral abscissa βk(T = 0) defined by Equation (9.31), and spectral abscissa at late times
βk(T = Tlate), for a tori with major radius B = 10 and varying initial uniform film thickness
such that ε ∈ {0.05, 0.1, 0.15}, for which Tlate = {1330, 1050, 919}, respectively. The disper-
sion relations are discrete, and accessible wavenumbers are indicated by dots. The continuous
dispersion relation connecting the accessible wavenumbers was included to simplify the visual
presentation. Dashed vertical line indicates k = 1/

√
2 ≈ 0.707, the peak wavenumber on a

uniformly coated cylinder. Dotted vertical line indicates k =≈ 0.566, the peak wavenumber on
a cylinder coated by a shifted film (see Figure 9.6). Numerical results were computed using a
finite difference method (Section 9.6.1).
Note the increase in βk(T = 0) for ε = 0.15 (red) around k = 0. Simulations conducted at
ε = 0.2 indicate that the k = 0 peak of βk(T = 0) grows even further; these results were not
shown due to the system violating the lubrication assumption at intermediate and late times. It
may be that for sufficiently thick films, the k = 0 peak of βk(T = 0) could surpass the k > 0
peak, resulting in knormal

peak (T = 0) = 0.

9.6.4 Numerical validation tests
The good agreement between numerical and analytic results in large-B and small-ε limits,
suggest that the numerical method is likely accurate; additional tests are carried out to ensure
that this is the case.

We first compare our base state result to that of Roy et al. (2002), whose equation of motion
differs from ours at O(ε2). The authors only provided results for a torus of B = 2, ε =
0.1, a parameter set which we exclude due to violation of the lubrication condition; in such
a situation, the designated ε = 0.1 is not reflective of the actual ratio (h/L), and we should
expect O([h/L]2) difference instead. However, we compute results at these parameters in order
to compare our results to those of Roy et al.. Figure 9.18 displays εHbase(θ, T ) superimposed
on the corresponding plot from Roy et al. (2002). At the peaks, the difference is approximately
0.5(h/L)2 = 0.5h2, in line with the expected O([h/L]2) difference. For Hbase ≲ 3, the results
match well; the difference is typically less than 1% and reaches a worst case of 5% at the peak
near θ = π. In order to avoid issues with violation of lubrication limits, all results in the present
work satisfy Hbase < 3.1. In order to study thicker films, a model such as that of Wray et al.
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(2017) would be needed.

Figure 9.18: Evolution of base state normal film thickness hbase(θ, T ) = εHbase(θ, T ) for torus
with B = 2, ε = 0.1, according to the thin film equation on a torus, Equations (9.17) and (9.18).
Data is superimposed on the evolution plot from the publication of Roy et al. (2002). Results
are shown at times T ∈ {0, 100, 300, 1000, 3000, 10000}ε2, corresponding to the times shown
by Roy et al.. The difference betwen the models is expected to have O(h2/L2). In this case,
L = 1, and the maximum difference at the fluid peaks is indeed approximately 0.5h2. Note
that the results are very close for h ≲ 0.3 (i.e., H ≲ 3); all results in the present work satisfy
Hbase < 3.1.

In order to further validate the numerical results, we confirm that the results converge as the
spatial mesh size is refined, as the time step is decreased, and also that the results are unchanged
if a spectral differentiation scheme is used instead of finite difference. Numerical tests are
performed for the parameter B = 10, ε = 0.1. Comparisons of base state and dispersion
relations are made at times T = 0, T = Tmid = 10.1, and T = Tlate = 1050.

We first perform a mesh refinement test, with results shown in Figure 9.19. Simulations are run
with Nmesh mesh points in the range θ ∈ [0, 2π), where Nmesh = 25×2j−1 ∈ {25, 50, 100, 200}.
The relative difference between the base state film thickness with mesh size j, Hj(θ, Tlate), and
that of mesh size j + 1 is compared: ∥Hj+1(θ, Tlate) −Hj(θ, Tlate)∥ / ∥Hj+1(θ, Tlate)∥, where
∥ · ∥ indicates the L2 norm on the domain θ ∈ [0, 2π]. The result is plotted in Figure 9.19
(a). The relative difference between subsequent mesh refinements is small (< 1% for all cases
tested), and decreases for j = 1, 2, 3.

A similar test is performed for the normal and non-normal dispersion curves. Letting a given
dispersion curve be denoted σ(k), the comparison ∥σ(k)j+1 − σ(k)j∥/∥σ(k)j+1∥ is performed,
where ∥ · ∥ indicates the L2 norm on the domain k ∈ [0, 1]. A second comparison of the
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maximum difference, maxk |σ(k)j+1 − σ(k)j | is also computed. This comparison is performed
for normal modes [i.e., σ(k) = βk] at T = 0, Tmid, Tlate and non-normal modes at T = 0
[for which σ(k) = ωk] and at T = Tmid [for which σ(k) = λk, the time-dependent Lyapunov
exponent]. Note that intermediate-time non-normal results were not computed for Nmesh = 200,
due to computational constraints. The results are plotted in Figure 9.19, (b)-(c). Under moth
measures, the difference decreases monotonically as the mesh size is decreased. The relative
norm difference of normal mode dispersion, shown in (b), is at most 2.4% between Nmesh = 100
and Nmesh = 200; non-normal mode dispersion has relative norm difference of at most 0.12%
between Nmesh = 50 and Nmesh = 100. We therefore conclude that the choice of Nmesh = 100
is reasonable.

(a) (b) (c)

Figure 9.19: Convergence of base state film thickness and dispersion relations as mesh is
refined. Simulations are run for the parameter B = 10, ε = 0.1 to time T = Tmid = 10.1 and
T = Tlate = 1050, with Nmesh mesh points in the range θ ∈ [0, 2π), where Nmesh = 25×2j−1 ∈
{25, 50, 100, 200}.
(a) Relative norm difference between the base state film thickness with mesh size j, Hj(θ, Tlate),
and that of mesh size j+1: ∥Hj+1(θ, Tlate)−Hj(θ, Tlate)∥/∥Hj+1(θ, Tlate)∥, where ∥·∥ indicates
the L2 norm on the domain θ ∈ [0, 2π].
(b) Relative norm difference, ∥σ(k)j+1−σ(k)j∥/∥σ(k)j+1∥, between mesh sizes of the dispersion
curves σ(k) ∈ {βk(T = 0), βk(T = Tmid), βk(T = Tlate), ωk(T = 0), λk(T = Tmid)}, defined by
Equations (9.31), (9.39) and (9.40).
(c) Maximum absolute difference, maxk(|σ(k)j+1−σ(k)j |), between mesh sizes of the dispersion
curves σ(k) ∈ {βk(T = 0), βk(T = Tmid), βk(T = Tlate), ωk(T = 0), λk(T = Tmid)}.
Note that λk(T = Tmid) was not computed for Nmesh = 200, due to computational expense.

Next, the convergence of non-normal dispersion curves σ(k) is computed with decreasing time
steps. The generalized linear stability analysis is performed with time steps of size ∆T =
{5, 2, 1, 0.5, 0.25} × 10−4Tlate. The comparison ∥λ(k)i+1 − λ(k)i∥/∥λ(k)i+1∥ is performed,
where ∥ · ∥ indicates the L2 norm on the domain k ∈ [0, 1], and λ(k) represents the time-
dependent Lyapunov exponent. We also compute the maximum difference |λ(k)i+1 − λ(k)i|.
Finally, noting that the dispersion is positive (unstable) for k ≤ 0.77, we also compute differences
for k ∈ [0, 0.8].
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The results are plotted in Figure 9.20. The relative difference decreases monotonically as the
time steps are decreased. At Tmid = 10.1, the relative norm difference between dispersion
relations λk(T = Tmid) with ∆T = 2 × 10−4Tlate and ∆T = 10−4Tlate is below 0.003%. At
Tlate = 1050, the relative difference between λk(T = Tlate) is 4.3%. But restricting the domain
of interest to positive k with k ∈ [0, 0.8], the relative difference is only 0.00003%. Thus, a finer
time step would be required to achieve high accuracy in the stable portion of the dispersion
relation at k > 0.8. Based on these results, we choose a standard timestep of ∆T = 10−4Tlate.
For B = 10, ε = 0.1, we use ∆T = 0.5 × 10−4Tlate, as a simulation with that short timestep
was produced for the convergence test.

(a) (b)

Figure 9.20: Convergence of time-dependent Lyapunov exponent dispersion relations as
timestep is refined. Simulations are run for the parameter B = 10, ε = 0.1 to time T =
Tmid = 10.1 and T = Tlate = 1050, with time steps of size ∆T = {5, 2, 1, 0.5, 0.25}×10−4Tlate.
Results are shown for time-dependent Lyapunov exponent λk, defined by Equation (9.39), at
T = Tmid = 10.1 on the domain k ∈ [0, 1] (red pluses), T = Tlate = 1050 on the domain
k ∈ [0, 1] (yellow stars), and T = Tlate = 1050 on the domain k ∈ [0, 0.8] (purple circles).
(b) Relative norm difference, ∥λ(k)j+1 − λ(k)j∥/∥λ(k)j+1∥, between time steps of the time-
dependent Lyapunov exponent λk, where ∥ · ∥ represents the L2 norm.
(c) Maximum absolute difference, maxk(|λ(k)j+1 − λ(k)j |), between time steps of the time-
dependent Lyapunov exponent λk.
Note that late time convergence is slow on the entire domain, k ∈ [0, 1], but fast on k ∈ [0, 0.8].
Because λk>0.8 < 0, the slow-converging portion of the dispersion relation is stable. I.e., the
unstable portion of the dispersion relation, which is the region of interest, converges quickly
with time step refinement.

Results were computed using fourth-order central finite differences, on an equispaced mesh with
periodic boundary conditions. As a check on the robustness of the numerical method, we com-
pute results with a spectral differentiation method as well. A mesh of size Nmesh = 100 points
covering θ ∈ [0, 2π) is used, as with the finite difference case, so that θj = 2π(j−1)/Nmesh, with
1 ≤ j ≤ Nmesh. Discrete wavenumbers are defined by kj = 1 − (Nmesh/2) + j; let the diagonal
matrix K̂ be defined by K̂jj = kj . The discrete Fourier transform matrix, F̂ , is constructed by
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F̂jℓ = (2π/
√
Nmesh) exp(−ikjθℓ), and inverse by F̂−1

jℓ = (2π/
√
Nmesh)−1 exp(ikℓθj). Differen-

tiation matrices are then defined by ∂̂θ = F̂−1(iK̂)F̂ , ∂̂θθ = F̂−1(iK̂)2F̂ , ∂̂m
θ = F̂−1(iK̂)mF̂ .

Comparisons between finite difference and spectral method results are computed for B = 10, ε =
0.1, for base state H(θ, T ) and for dispersion relations σ(k, T ). Base state solutions showed little
difference with maximum absolute difference maxT,θ |Hfin.diff.(T, θ) −Hspectral(T, θ)| = 0.00018
and maximum relative difference maxT,θ |Hfin.diff.(T, θ)/Hspectral(T, θ) − 1| = 0.31%.

Dispersion relations of normal modes βk(T = 0), βk(T = Tmid = 10.1), βk(T = Tlate = 1050)
and non-normal modes, ωk at T = 0, λk(T = Tmid = 10.1), λk(T = Tlate = 1050) were
similar between the two cases. Letting σ(k) represent the dispersion relation, the maximum
relative norm difference was ∥σfin.diff.(k) −σspec(k)∥/∥σfin.diff.(k)∥ = 0.034, except for the time-
dependent Lyapunov exponential λk(T = Tlate), which had relative norm difference 0.12. But,
as with the time convergence test, the error was concentrated at k > 0.8, the stable region of
the dispersion relation (note the visible difference in Figure 9.21 f). When the stable region
is excluded, the relative norm difference is at most 0.037. Plots of the dispersion relations
βk(T = 0), ωk, βk(T = Tmid), λk(T = Tmid), βk(T = Tlate), λk(T = Tlate) for finite difference
and spectral methods are shown in Figure 9.21. Note that in order for the spectral method to
converge, a smaller time step of 5 × 10−6Tlate was used for T ∈ [0, 0.01Tlate], instead of the
10−4Tlate used for the finite difference case.
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(a) (b) (c)

(d) (e) (f)

Figure 9.21: Comparison of dispersion relations of the spectral abscissa βk(T ), defined by
Equation (9.31) and the time-dependent Lyapunov exponent λk(T ), defined by Equation (9.39),
between finite difference and spectral differentiation methods. Results are computed on a torus
of B = 10 and ε = 0.1, at times T = 0, T = Tmid = 10.1, and T = Tlate = 1050.
(a) βk(T = 0) (b) βk(T = Tmid = 10.1) (c) βk(T = Tlate = 1050) (d) ωk(T = 0) = λk(T = 0)
(e) λk(T = Tmid = 10.1) (f) λk(T = Tlate = 1050)
The results in all cases show good agreement, with the exception of λk(Tlate) for k > 0.8,
representing the stable portion of the λk(Tlate) dispersion relation. Using a finer time step
would likely lead to convergence in this region, but was not possible due to computational
expense.

9.7 Discussion
The thin film model ignored inertial effects, requiring in particular that ερduc/µ = ε3ργd/µ2

≪ 1 [an alternative condition specific to the torus was suggested by Roy et al. (2002), namely,
ε4ργd/(6µ2B) ≪ 1] . If a real system has a large length scale, or a large density, then this
requirement might be violated, making the results invalid. Similarly, gravity has not been taken
into account; the effect of gravity would depend on the orientation of the torus relative to the
gravitational field. Given the droplet formation results for a thin film coating a torus with gravity
reported by Vantzos et al. (2017), a stability analysis of that case may be an interesting future
research direction. Because all simulations were conducted in nondimensional variables, with
no specific choice of physical length scales or materials, there is no concern of the simulations
violating the noninertial or zero gravity assumptions.



290

Over time, the liquid film thins on the outside of the torus, and the stationary state approached
is that of a ruptured film. Therefore, it may be worthwhile to conduct additional studies either
explicitly allowing the film to rupture or including Van der Waals forces where the film is very
thin. However, it is expected that the late-time dynamics are largely driven by the inside, where
the fluid is thick, and a Van der Waals correction to the dynamics where the fluid is extremely
thin would likely not have a very large effect on the results.

It should also be noted that the linear stability analysis is valid only for infinitesimal perturbations.
Given that the governing thin film equation is highly nonlinear, large perturbations to the film
interface should not necessarily be expected to follow the predictions of the linear system.
The study was performed in two dimensions, time and θ, while the dimension s was factored
out by a Fourier transform; this simplified the numerical method considerably. To further
validate the predictions of the linear stability analysis, it may be worthwhile to perform full
nonlinear simulations with noisy initial conditions. Such a simulation was performed for one
set of parameters by Roy and Schwartz (1997), resulting in an instability with wavenumber
matching our linear stability analysis; however, a wider range of parameters could be tested. It
may be interesting to compute pseudospectra and other quantifiers of the non-normality of the
linear operator L. In order to achieve higher resolution results, one could use the approach of
Balestra et al. (2016, 2018b) and apply an adjoint method (Schmid, 2007) to determine optimal
disturbances. See Appendix B of this thesis for an overview of both pseudospectral analysis and
adjoint methods for computing optimal disturbances.

9.8 Conclusion
The instability behavior of viscous thin films coating tori of various sizes has been computed.
The result differed from the behavior of thin films on cylinders, due to the moving base state
and non-normality of the linear operators on tori. We have shown that in the limit of infinite
major radius, B → ∞, the most unstable disturbance converges to wavenumber k = 0.566 at
late times, which is that of the shifted film on a cylinder, not the k = 0.707 found on a centered
cylinder as in Goren (1962). We further developed approximate analytic expressions for the
T = 0 dispersion relations of both normal modes and fastest-growing transient disturbances in
the large-radius and thin-film limits.

This study focused on only a few torus sizes and film thicknesses, and on T = 0 and late times.
By choosing this simplified set of parameters to consider, analytically tractable results were able
to be determined and compared to the numerics. It is hoped that this work opens the door to
future research considering larger parameter ranges and additional effects such as inertia and
gravity.

9.9 Appendix: Additional plots
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(a) (b)

(c) (d)

(e) (f)

Figure 9.22: Evolution of base state normal film thickness Hbase(θ, T ) and volumetric film
thickness Vbase(θ, T ) = Hbase − εKmH

2
base + (1/3)ε2KGH

3
base, for tori with uniform initial film

thickness such that ε = 0.1 and major radius B ∈ {5, 10, 100}. Note that because the mean
curvature Km < 0 at all points on the torus, Vbase > Hbase. Each plot depicts five time
steps, chosen such that the film thickness at θ = π is equispaced between T = 0 and the
late time, T = Tlate. The left column depicts Hbase(θ, T ) against θ; the right column depicts
Vbase(θ, T ). Simulations were conducted in V ; results in H were computed by the inverse
relation H = V + εKmV

2 + (1/3)ε2(6Km
2 −KG)V 3.

(a)-(b): Major radius B = 5, shown at time steps T ∈ {0, 5.21, 13.3, 35.1, 510}.
(c)-(d): Major radius B = 10, shown at time steps T ∈ {0, 10.1, 24.3, 57.0, 1050}.
(e)-(f): Major radius B = 15, shown at time steps T ∈ {0, 81.9, 187, 382, 10600}.
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(a) (b)

(c) (d)

(e) (f)

Figure 9.23: Evolution of base state normal film thickness Hbase(θ, T ) and volumetric film
thickness Vbase(θ, T ) = Hbase−εKmH

2
base+(1/3)ε2KGH

3
base, for tori with major radius B = 10,

and various uniform initial film thicknesses such that ε ∈ {0.05, 0.1, 0.15}. Note that because
the mean curvature Km < 0 at all points on the torus, Vbase > Hbase. Each plot depicts five
time steps, chosen such that the film thickness at θ = π is equispaced between T = 0 and the
late time, T = Tlate. The left column depicts Hbase(θ, T ) against θ; the right column depicts
Vbase(θ, T ). Simulations were conducted in V ; results in H were computed by the inverse
relation H = V + εKmV

2 + (1/3)ε2(6Km
2 −KG)V 3.

(a)-(b): ε = 0.05, shown at time steps T ∈ {0, 10.4, 25.9, 68.0, 1330}.
(c)-(d): ε = 0.1, shown at time steps T ∈ {0, 10.1, 24.3, 57.0, 1050}.
(e)-(f): ε = 0.15, shown at time steps T ∈ {0, 9.93, 24.3, 55.2, 919}.
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Vbase(0, T ) Vbase(π, T ) Vbase(π, T ) − Vbase(π, 0)
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Figure 9.24: Evolution of base state volumetric film thickness Vbase(θ, T ) at θ = {0, π}, for
tori with uniform initial film thickness such that ε = 0.1 and major radius B ∈ {5, 10, 100}.
Result were computed from T = 0 to T = Tlate ∈ {510, 1050, 10600}, respectively. The left
column shows Vbase(θ = 0, T ), the middle column Vbase(π, T ), and the right column shows
Vbase(π, T ) − Vbase(π, 0) on a log-log plot, along with a linear [(1/3)B/(B − 1)2] × T 1 line for
reference, indicating the linear growth of Vbase at early times.
The constant term [(1/3)B/(B − 1)2] was derived by substituting in θ = π and V = 1 to
Equations (9.17) and (9.18), and dropping terms of O(ε). In that case, the Laplacian of the
substrate pressure is ∂θθP = B/(B − 1)2 +O(ε).
Note that dots represent results at requested output times from the matlab solver, not the
time steps used for integration.
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Figure 9.25: Evolution of base state volumetric film thickness Vbase(θ, T ) at θ = {0, π}, for tori
with major radius B and varying uniform initial film thickness such that ε ∈ {0.05, 0.1, 0.15}.
Result were computed from T = 0 to T = Tlate ∈ {1330, 1050, 919}, respectively. The left
column shows Vbase(θ = 0, T ), the middle column Vbase(π, T ), and the right column shows
Vbase(π, T ) − Vbase(π, 0) on a log-log plot, along with a linear [(1/3)B/(B − 1)2] × T 1 line for
reference, indicating the linear growth of Vbase at early times.
Note that dots represent results at requested output times from the matlab solver, not the
time steps used for integration.
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Figure 9.26: Evolution of base state volumetric film thickness Vbase(θ, T ) at the thinning point,
for tori with uniform initial film thickness such that ε = 0.1 and major radius B ∈ {5, 10, 100}.
Result were computed from T = 0 to T = Tlate ∈ {510, 1050, 10600}, respectively. Note that
dots represent results at requested output times from the matlab solver, not the time steps
used for integration.
(a) B = 5, ε = 0.1, thinning point θ = 0.88 = 0.28π. Linear axes. (b) Log axes.
(c) B = 10, ε = 0.1, thinning point θ = 0.63 = 0.20π. Linear axes. (d) Log axes.
(c) B = 100, ε = 0.1, thinning point θ = 0. Linear axes. (d) Log axes.
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Figure 9.27: Evolution of base state volumetric film thickness Vbase(θ, T ) at the thin-
ning point, for tori with major radius B = 10 and uniform initial film thickness such that
ε =∈ {0.05, 0.1, 0.15}. Result were computed from T = 0 to T = Tlate ∈ {1330, 1050, 919},
respectively. Note that dots represent results at requested output times from the matlab solver,
not the time steps used for integration.
(a) B = 10, ε = 0.05, thinning point θ = 0.88 = 0.28π. Linear axes. (b) Log axes.
(c) B = 10, ε = 0.1, thinning point θ = 0.63 = 0.20π. Linear axes. (d) Log axes.
(c) B = 10, ε = 0.15, thinning point θ = 0.50 = 0.16π. Linear axes. (d) Log axes.
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T = 0 T = Tlate

Figure 9.28: Dispersion relation of first and second normal modes (i.e., the two eigenvalues
with maximum real part of Lk[Vbase], defined in Equation (9.29)) and first and second transient
disturbances (i.e., the two eigenvalues with maximum real part of (Lk[Vbase] + L†

k[Vbase])/2) at
T = 0, and of the first and second normal modes at T = Tlate = 1050, for a torus with B = 10
and ε = 0.1.
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Figure 9.29: Optimal input disturbance of volumetric fluid thickness, V in(θ, S, T ), optimal
output disturbance Uout(θ, S, T ), and fastest growing normal mode W (θ, S, T ), described by
Eqn. 9.44, for a thin film initially uniformly coating a torus with B = 100 and ε = 0.1. Results
are shown at T = 0, T = Tmid = 81.9 (the time at which the film thickness at θ = π is
1/4 of the way from its initial thickness to its T = Tlate thickness), and T = Tlate = 10600.
Disturbances are normalized to [−1, 1], without loss of generality due to the scaling freedom
of linear stability theory. Results were computed numerically using a finite difference method
described in Section 9.6.1. Note that at T = 0, V in(θ, S, 0) = Uout(θ, S, 0) = X(θ, S). At
T = Tlate, Uout(θ, S, Tlate) has converged to the normal mode W (θ, S, Tlate).
Row 1: T = 0. knon-normal

peak (0) = 0.70; knormal
peak (0) = 0.71.

Row 2: T = Tmid = 81.9. knon-normal
peak (Tmid) = 0.68; knormal

peak (Tmid) = 0.67.
Row 3: T = Tlate = 10600. knon-normal

peak (Tlate) = knormal
peak (Tlate) = 0.56.
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Figure 9.30: Optimal input disturbance of volumetric fluid thickness, V in(θ, S, T ), optimal
output disturbance Uout(θ, S, T ), and fastest growing normal mode W (θ, S, T ), described by
Eqn. 9.44, for a thin film initially uniformly coating a torus with B = 10 and ε = 0.1. Results
are shown at T = 0, T = Tmid = 10.1 (the time at which the film thickness at θ = π is
1/4 of the way from its initial thickness to its T = Tlate thickness), and T = Tlate = 1050.
Disturbances are normalized to [−1, 1], without loss of generality due to the scaling freedom
of linear stability theory. Results were computed numerically using a finite difference method
described in Section 9.6.1. Note that at T = 0, V in(θ, S, 0) = Uout(θ, S, 0) = X(θ, S). At
T = Tlate, Uout(θ, S, Tlate) has converged to the normal mode W (θ, S, Tlate).
Row 1: T = 0. knon-normal

peak (0) = 0; knormal
peak (0) = 0.6.

Row 2: T = Tmid = 10.1. knon-normal
peak (Tmid) = 0.3; knormal

peak (Tmid) = 0.4.
Row 3: T = Tlate = 1050. knon-normal

peak (Tlate) = knormal
peak (Tlate) = 0.5.
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Figure 9.31: Optimal input disturbance of volumetric fluid thickness, V in(θ, S, T ), optimal
output disturbance Uout(θ, S, T ), and fastest growing normal mode W (θ, S, T ), described by
Eqn. 9.44, for a thin film initially uniformly coating a torus with B = 5 and ε = 0.1. Results
are shown at T = 0, T = Tmid = 5.21 (the time at which the film thickness at θ = π is
1/4 of the way from its initial thickness to its T = Tlate thickness), and T = Tlate = 510.
Disturbances are normalized to [−1, 1], without loss of generality due to the scaling freedom
of linear stability theory. Results were computed numerically using a finite difference method
described in Section 9.6.1. Note that at T = 0, V in(θ, S, 0) = Uout(θ, S, 0) = X(θ, S). At
T = Tlate, Uout(θ, S, Tlate) has converged to the normal mode W (θ, S, Tlate).
Row 1: T = 0. knon-normal

peak (0) = 0; knormal
peak (0) = 0.2.

Row 2: T = Tmid = 5.21. knon-normal
peak (Tmid) = 0; knormal

peak (Tmid) = 0.
Row 3: T = Tlate = 510. knon-normal

peak (Tlate) = knormal
peak (Tlate) = 0.4.
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Figure 9.32: Optimal input disturbance of volumetric fluid thickness, V in(θ, S, T ), optimal
output disturbance Uout(θ, S, T ), and fastest growing normal mode W (θ, S, T ), described by
Eqn. 9.44, for a thin film initially uniformly coating a torus with B = 10 and ε = 0.05. Results
are shown at T = 0, T = Tmid = 10.4 (the time at which the film thickness at θ = π is
1/4 of the way from its initial thickness to its T = Tlate thickness), and T = Tlate = 1330.
Disturbances are normalized to [−1, 1], without loss of generality due to the scaling freedom
of linear stability theory. Results were computed numerically using a finite difference method
described in Section 9.6.1. Note that at T = 0, V in(θ, S, 0) = Uout(θ, S, 0) = X(θ, S). At
T = Tlate, Uout(θ, S, Tlate) has converged to the normal mode W (θ, S, Tlate).
Row 1: T = 0. knon-normal

peak (0) = 0; knormal
peak (0) = 0.5.

Row 2: T = Tmid = 10.4. knon-normal
peak (Tmid) = 0.1; knormal

peak (Tmid) = 0.2.
Row 3: T = Tlate = 1330. knon-normal

peak (Tlate) = knormal
peak (Tlate) = 0.5.
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Figure 9.33: Optimal input disturbance of volumetric fluid thickness, V in(θ, S, T ), optimal
output disturbance Uout(θ, S, T ), and fastest growing normal mode W (θ, S, T ), described by
Eqn. 9.44, for a thin film initially uniformly coating a torus with B = 10 and ε = 0.15. Results
are shown at T = 0, T = Tmid = 9.93 (the time at which the film thickness at θ = π is
1/4 of the way from its initial thickness to its T = Tlate thickness), and T = Tlate = 919.
Disturbances are normalized to [−1, 1], without loss of generality due to the scaling freedom
of linear stability theory. Results were computed numerically using a finite difference method
described in Section 9.6.1. Note that at T = 0, V in(θ, S, 0) = Uout(θ, S, 0) = X(θ, S). At
T = Tlate, Uout(θ, S, Tlate) has converged to the normal mode W (θ, S, Tlate).
Row 1: T = 0. knon-normal

peak (0) = 0; knormal
peak (0) = 0.7.

Row 2: T = Tmid = 9.93. knon-normal
peak (Tmid) = 0.4; knormal

peak (Tmid) = 0.5.
Row 3: T = Tlate = 919. knon-normal

peak (Tlate) = knormal
peak (Tlate) = 0.5.
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* C h a p t e r 10 *

THE ROLE OF VARIATIONAL SYMMETRIES IN GRADIENT FLOW PDES

10.1 Introduction
It is a well-known result of multivariable calculus that a scalar quantity’s gradient vector is
orthogonal to its level sets (see, e.g., Marsden and Tromba, 2003). This fact is the basis for dis-
crete gradient descent techniques such as the Newton-Raphson method, which sequentially take
steps in the direction of the gradient to seek local minima. In the limit of infinitesimally short
steps, Newton-Raphson descent can be described as an ordinary differential equation (ODE) in
gradient flow form (Jordan, 2017), in which case the evolution progresses in a direction orthogo-
nal to the level sets. An example of finite-dimensional gradient flow is shown in Figure 10.1; red
arrows depict the evolution vectors, which are orthogonal to the blue level set tangent vectors.

Figure 10.1: Depiction of gradient flow in a finite-dimensional functional landscape. Red
arrows depict evolution vectors, and point in the direction of the gradient of the functional.
Blue arrows depict the tangent vectors of level sets (sets of constant value), and are orthogonal
to the evolution.

Generalizing such gradient flow ODEs from finite dimensions to infinite-dimensional functional
spaces allows definition of gradient flow partial differential equations (PDEs), which evolve by
following gradients of a governing functional (Naito, 1988). It is natural, then, to ask whether
the intuition of evolution orthogonal to level sets can be extended to the case of PDE gradient
flow and, if so, under what conditions and what definition of orthogonality. In this paper,
we demonstrate how such intuition indeed holds: in particular, generalized symmetries of the
governing functional describe vectors tangent to level sets, and we apply Noether’s Theorem to
show that the gradient flow is orthogonal to those symmetries under an inner product which
depends on the form of the gradient flow equation.

The one-to-one correspondence between the generalized symmetries of Lagrangian systems and
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conservation laws was first discovered by Noether (1918), in a foundational result of modern
mathematical physics. Since that time, analogous results have been produced by studying the
role played in other partial differential equations by Noether’s generalized symmetries (which are
sometimes referred to as Lie-Bäcklund symmetries, although Olver [1986] points out that credit
is due to Noether). Olver (1980) found the relationship between generalized symmetries and con-
served quantities of Hamiltonian systems, a result which was subsequently extended to a larger
class of skew-symmetric evolution equations by Strampp (1982). Fokas (1979) demonstrated
that single-variable evolution equations of the form du(x, t)/dt = K[u(x, t)], where dK[u]/dx
is the Euler-Lagrange equation for some Lagrangian, also have an exact correspondence between
their generalized symmetries and conserved quantities.

It is the goal of this paper to instead consider the role of generalized symmetries in gradient flow
PDEs, of the type described by Otto (2001). In contrast to prior work on evolution equations, we
will consider symmetries not of the full PDE, but only of the functional driving the gradient flow.
Furthermore, the main result will be a correspondence not between symmetries and conservation
laws, but between symmetries and functions orthogonal to the evolution of the system. The
result can be understood as a generalization of the finite-dimensional result that, for a finite-
dimensional gradient flow dx⃗/dt = ∇F , the variable x⃗ evolves in a direction orthogonal to the
level sets of F . Special cases leading to conservation laws will also be discussed.

One practical application of Noether’s Theorem in Lagrangian systems is to verify numerical
simulations. After performing a simulation, one can confirm that it satisfies conservation of,
e.g., energy or angular momentum. Similarly, the evolution of gradient flows orthogonal to their
functionals’ symmetries may be used to measure the accuracy of different numerical schemes.
For example, suppose one is computing the evolution of a gradient flow equation whose governing
functional satisfies rotational symmetry on a circular domain. If the meshing or discretization
of the domain is too coarse, then one may be concerned about the numerical error due to
the discretization asymmetry. Computing the numerical solution’s orthogonality to the relevant
rotational symmetry characteristic provides one metric for that error.

In Section 10.2, we will review definitions of continuous symmetries and Noether’s Theorem.
Section 10.3 will relate the main theorem regarding evolutionary constraints, as well as a corollary
describing the special conditions for a conserved quantity to arise. Section 10.4 demonstrates
the results by computing the evolutionary constraints of a thermocapillary thin film flow. An
example of a gradient flow whose symmetry leads to a conserved quantity is also related.

10.2 Background
We begin by reviewing some definitions, and the statement of Noether’s Theorem. For brevity,
details such as smoothness requirements will be omitted. All functions will be assumed to
be sufficiently smooth, and the interested reader is referred to Olver (1986) for a more rigor-
ous approach. For the duration of this work, we will consider functionals of scalar functions
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u(x1, · · · , xk), the with u defined on a k-dimensional space Ω. Furthermore, we will ignore
boundary terms, assuming that all relevant terms vanish on ∂Ω. The requirements for boundary
terms to vanish will be shown for specific examples in Section 10.4.

10.2.1 Variational derivatives and the Euler operator
The Fréchet derivative of a function or functional F is the differential operator defined such
that its action on a function m is given by

DF (m) =
(
d

dε
F [u+ εm]

)
ε=0

(10.1)

(Olver, 1986).

The variational derivative of a functional F [u] =
∫

Ω F [u]dkx with respect to a function u will
be denoted δuF , defined by satisfying∫

Ω
δuF [u] ·mdkx = DF (m) =

(
d

dε
F [u+ εm]

)
ε=0

(10.2)

for all sufficiently smooth functions m (Olver, 1986). Note that δuF is a vector with the same
dimension as u; this work will assume u is a scalar, so δuF will also be a scalar.

Let J denote the multi-index J = {j1, j2, · · · , jk}, each ji being a nonnegative integer, and
let |J | =

∑
i ji be the size of J . Let dJ denote the differential operator dJ = dj1+j2+...+jk/

dxj1
1 dx

j2
2 · · · dxjk

k . Then the Euler operator is defined as

Eu =
∑

J

(−1)|J |dJ
∂

∂(dJu)

= ∂

∂u
−

k∑
i=1

d

dxi

∂

∂(du/dxi)
+

k∑
i=1

k∑
ℓ=i

d2

dxidxℓ

∂

∂(d2u/dxidxℓ)
− · · · , (10.3)

where the sum in the first expression extends over all sets of multi-indices J (Olver, 1986). Note
in particular that

δuF = Eu[F ]; (10.4)

that is, the variational derivative of a functional is equal to the Euler operator applied to the
functional density (Olver, 1986). Furthermore, if F is a Lagrangian (and hence F is a Lagrangian
density), then Eu[F ] is the corresponding Euler-Lagrange equation.

10.2.2 Symmetries and characteristics
A classical variational symmetry group of a functional F =

∫
Ω F [u]dkx with x⃗ ∈ ω and u ∈ U

is a group G of local transformations g : Ω × U → Ω × U∫
Ω1

F [g · u]dkg · x =
∫

Ω1
F [u]dkx (10.5)
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for all Ω1 ⊂ Ω (Olver, 1986). Note that defining the action of g on u and x is sufficient to
determine its action on derivatives of u, via the prolongation equation.

A continuous symmetry group is a Lie group and hence may be described in terms of a set of
infinitesimal generators

v⃗ =
k∑

i=1
ξi[x, u] ∂

∂xi
+ ϕ[x, u] ∂

∂u
. (10.6)

The action of v⃗ on derivatives of u is determined self-consistently by the vector prolongation
formula (Olver, 1986). Note that the factors of ξi and ϕ may depend both on u and on
derivatives of u. For brevity, we will occasionally refer to v⃗ as a “symmetry,” although, being
precise, it is the generator of a symmetry group.

An infinitesimal generator v⃗ as in Equation (10.6) generates a classical variational symmetry
group of F if and only if

v⃗(F) + F∇ · ξ = 0 (10.7)

(Olver, 1986). Note that while the infinitesimal generator of a symmetry group of a differential
equation A satisfies simply v⃗(A) = 0, a functional F =

∫
Ω Fdkx has a total of k extra

multiplicative factors of x due to the integral, and hence requires the factor of F∇ · ξ in the
infinitesimal generator equation.

An infinitesimal generator v⃗ as in Equation (10.6) generates a generalized variational symmetry
group of F if and only if

v⃗(F) + F∇ · ξ = ∇ · A⃗ (10.8)

for some A⃗ (Olver, 1986). While a generalized variational symmetry does not necessarily leave
a functional F invariant, it does leave the Euler-Lagrange equation of that functional invariant.
That is, it adds a term to F which is in the kernel of Eu. For the remainder of this work, the
term variational symmetry will be used to refer to generalized variational symmetries.

The characteristic of a symmetry generated by v⃗ as in Equation (10.6) is given by

Q = ϕ[x, u] −
k∑

i=1
ξi[x, u] ∂u

∂xi
(10.9)

(Olver, 1986). Note that a specific solution uspec. is invariant under the group generated by v⃗
iff Q[uspec.] = 0 (Hydon, 2000).

The evolutionary representative of a generator v⃗ with characteristicQ is the generator v⃗Q = Q∂u.
v⃗ is a variational symmetry of a functional F if and only if v⃗Q is a variational symmetry of said
functional. In this sense, v⃗ and v⃗Q are equivalent (Olver, 1986). Note that this equivalence
holds only for generalized variational symmetries, and not for classical variational symmetries,
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due to the fact that v⃗(F) + F∇ · ξ − v⃗Q(F) = ∇ · (ξF) which does not in general vanish.
Furthermore, regardless of whether or not v⃗ is a symmetry of F ,

v⃗Q(F) = Eu[F ]Q+ ∇ · A⃗ (10.10)

for some A⃗ (Olver, 1986).

10.2.3 Noether’s Theorem

Theorem 1 (Noether’s Theorem). A functional L [u] has a variational symmetry with charac-
teristic Q if and only if ∃B⃗ such that Eu[L ]Q = ∇ · B⃗. In particular, when Eu[L ] vanishes,
then ∇ · B⃗ = 0, i.e., B⃗ is a conserved flux (Olver, 1986).

The typical application of Noether’s Theorem in physics is to Lagrangian problems, in which
L =

∫
Ldnxdt is a Lagrangian integrated over both space and time. On shell, Eu[L ] = 0, so

that 0 = ∇ · B⃗ = ∂tB
(t) + ∇iB

(i), where we have separated the time and space components of
B⃗. Integrating the result over a time-independent spatial domain yields ∂t

∫
B(t)dnx = 0, the

classic conservation law. This last result holds only if the boundary conditions are such that the
boundary terms vanish. In the derivation below, we will similarly ignore boundary conditions,
assuming they are vanishing; boundary conditions will be discussed in the specific examples in
Section 10.4.

10.3 Noether’s theorem applied to gradient flow
In the following results, ⟨·, ·⟩L2 will denote the L2 inner product, while ⟨·, ·⟩G will denote the
inner product ⟨w, y⟩G ≡ ⟨w,Gy⟩L2 = ⟨Gw, y⟩L2 , where G : V → L2 is a self-adjoint linear
operator which is assumed to be surjective. Often, G will be the identity, in which case V = L2,
or else an elliptic operator such as a modified Laplacian, in which case V will be a subset of L2

subject to appropriate smoothness constraints. Other choices of G are also possible.

A pseudoinverse G−1 : L2 → V is defined by choosing a representative element of V for
every element of L2 (more precisely, G−1 = P[G/ ker(G)]−1, where P takes elements from
the equivalence class produced by quotienting G by its kernel and projects them onto V ).
When G is a differential operator, the imposition of vanishing boundary conditions may be
enough to uniquely select representative elements. Otherwise, another rule may be defined.
The uniqueness of G−1’s definition is not important to the results which follow. Because G is
surjective, a pseudoinverse may be defined; that is all that is needed. The G−1 inner product
will be defined by ⟨w, y⟩G−1 ≡

〈
w,G−1y

〉
=
〈
G−1w, y

〉
.

A gradient flow PDE will be defined following Otto (2001), as an equation of the form

⟨∂tu,w⟩L2 = ⟨δuF , w⟩G . (10.11)
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10.3.1 Main result: Evolutionary constraints of gradient flow PDEs
Proposition 1. Let v⃗ be a variational symmetry of the functional F , with characteristic Q. If
u is governed by a gradient flow equation ⟨∂tu,w⟩L2 = ⟨δuF , w⟩G , then ∂tu is orthogonal to
Q under the G−1 inner product, ⟨∂tu,Q⟩G−1 = 0, given appropriate boundary conditions.

Proof. By Noether’s Theorem, ⟨δuF , Q⟩L2 =
∫

ΩEu[F ]Qdkx =
∫

Ω ∇ · B⃗dkx =
∮

∂Ω B⃗ · dn̂,
where n̂ is the normal vector. If the boundary conditions are such that

∮
B⃗ · dn̂ vanishes, then

⟨δuF , Q⟩L2 = 0. Given such boundary conditions, 0 =
〈
δuF ,G−1Q

〉
G =

〈
∂tu,G−1Q

〉
L2 =

⟨∂tu,Q⟩G−1 .

One interesting aspect of this result is that it reverses the usual importance of the terms in
Noether’s Theorem. In Lagrangian systems, where Eu[L ]Q = ∇ · B⃗, the Eu[L ]Q term
vanishes on-shell and it is the B⃗ term which is nontrivial and describes the conserved quantity.
But for gradient flow, it is the B⃗ term which vanishes and the Eu[F ]Q term which is relevant
to the final result.

In the finite dimensional case, we know that the gradient of a scalar function f is orthogonal
to contours of constant f . In particular, a symmetry of f defines contours of constant f , and
so the gradient must be orthogonal to the symmetry. In the infinite dimensional gradient flow,
Proposition 1 defines the sense in which the evolution is orthogonal to any variational symmetry.

10.3.2 Conserved quantities
The evolutionary constraints do not lead to conserved quantities except under certain circum-
stances, which should not be expected to arise frequently. We show here the conditions under
which conserved quantities do arise.

Corollary 1. Let v⃗ be a variational symmetry of the functional F , with characteristic Q. Let u
be governed by a gradient flow equation ⟨∂tu,w⟩L2 = ⟨δuF , w⟩G . If Q = GδuR for some R =∫

Rdkx, then R is a conserved quantity under the gradient flow, i.e., ∂tR = ∂t
∫

Rdkx = 0,
given appropriate boundary conditions.

Proof. It was established in Proposition 1 that ⟨∂tu,Q[u]⟩G−1 = 0. Hence, 0 = ⟨∂tu,Q[u]⟩G−1

= ⟨∂tu,GδuR⟩G−1 = ⟨∂tu, δuR⟩L2 = ∂t
∫

Rdkx.

The question of when Q = GδuR then arises. Although it is difficult to determine in general,
an easily-checked condition exists for the special case where G has no u dependence and G−1Q

has no integral operators.

Corollary 2. Let v⃗ be a variational symmetry of the functional F , with characteristic Q. Let
u be governed by a gradient flow equation ⟨∂tu,w⟩L2 = ⟨δuF , w⟩G . Further assume that G is
independent of u, and that G−1Q is expressible without integral operators. If DQ is self-adjoint
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under the G−1 inner product (i.e., DQG = GD∗
Q, where DQ is the Fréchet derivative of Q and

D∗
Q is its adjoint), then Q = GδuR for some R =

∫
Rdkx, and R is a conserved quantity under

the gradient flow, given appropriate boundary conditions.

Proof. It can be shown that an expression M is the variational derivative of some quantity N
(i.e., M = δuN for some N) if and only if DM = D∗

M , where DM is the Fréchet derivative of
M and D∗

M its adjoint under the L2 inner product (Olver, 1986). Therefore, Q = GδuR for
some R if and only if DG−1Q = [DG−1Q]∗. If G is independent of u, then it commutes with the
Fréchet derivative, and hence the condition becomes DQG = GD∗

Q, where we used the fact that
G is self-adjoint. Equivalently, Q = GδuR if and only if DQ is self-adjoint under the G−1 inner
product, because ⟨u,DQv⟩G−1 =

〈
G−1u,DQv

〉
L2 =

〈
GD∗

QG−1u, v
〉

G−1
.

10.4 Examples
10.4.1 Example 1: Thermocapillary thin film equation
Gradient flow form and symmetries

Consider the thermocapillary thin film equation,

∂th = −∇ ·
{
h3

3 ∇∇2h+ Ma
3

h2

(1 − h)2 ∇h
}

= ∇ ·
{
h3

3 ∇p
}
, (10.12)

p = −∇2h− Ma
[ 1

1 − h
+ ln

(
h

1 − h

)]
(10.13)

where h is nondimensional film thickness, Ma is the thermocapillary Marangoni constant, and
p is the effective nondimensional pressure (Oron and Rosenau, 1992). This equation describes
the evolution of a thin film on a flat substrate held at a constant temperature, with a second
plate parallel to the substrate and having a different temperature held above the fluid interface.
The first term in the pressure is the capillary pressure; we have seen this in the curved-substrate
thin film derivation of Chapter 8. The second term arises due from tangential stresses induced
by the temperature-dependence of the thin film’s surface tension.

Oron and Rosenau (1992) showed that the equation may be expressed in gradient flow form as

⟨∂th,w⟩L2 =
〈

∇2h+ Ma
[ 1

1 − h
+ ln

(
h

1 − h

)]
, w

〉
G

= ⟨δhF , w⟩G , (10.14)

where

⟨u, v⟩G =
〈

−∇ ·
(
h3

3 ∇u
)
, v

〉
L2

(10.15)

and

F = −1
2∇h · ∇h+ Mah ln

(
h

1 − h

)
. (10.16)
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Hence, by Proposition 1, if Q is a variational symmetry characteristic of F then

⟨∂th,Q⟩G−1 =
∫

Ω
(∂th)u dxdy = 0, (10.17)

with u defined by ∇ · (h3∇u) = Q. (10.18)

Just as Noether’s theorem in Lagrangian systems provides quantities which are conserved in
time only with the appropriate boundary conditions, the symmetry characteristics of the gradient
flow functional will be orthogonal to the evolution vector only with the appropriate boundary
conditions. In this case specifically, the required boundary condition on u for the boundary terms
to vanish is ∫

∂Ω

[
(∂th)h3∂nu− ∂n

(
h3∂th

)
u
]

= 0 (10.19)

where ∂n denotes n̂ · ∇, the gradient normal to the domain boundary. In particular, if the thin
film equation is solved with Dirichlet boundary conditions, then u may be chosen to satisfy ho-
mogeneous Dirichlet boundary conditions u|∂Ω = 0. And if the thin film equation is solved with
Neumann boundary conditions, then u may be restricted to homogeneous Neumann conditions
∂nu|∂Ω = 0.

Performing a variational symmetry analysis on F , we find three symmetries:

1. v⃗1 = ∂x, corresponding to translation in x. The characteristic is Q1 = −∂xh.

2. v⃗2 = ∂y, corresponding to translation in y. The characteristic is Q2 = −∂yh.

3. v⃗3 = x∂y − y∂x, corresponding to rotation in the x-y plane. The characteristic is Q3 =
y∂xh− x∂yh.

Numerical example

We now demonstrate the results with a numerical example, computed using the finite element
method in comsol (Com, 2017). Let us consider as an example v⃗3, the rotational symmetry.
This symmetry is valid if the domain Ω is circular and h satisfies a rotationally symmetric
boundary condition, such as ∂nh = const. Therefore, the function (y∂xh − x∂yh) is always
orthogonal to the evolution ∂th under the G−1 norm,

⟨∂th, y∂xh− x∂yh⟩G−1 = 0. (10.20)

Note in particular that the initial condition is not required to be rotationally symmetrical for
this orthogonality to hold; it is sufficient for the domain shape and boundary condition to satisfy
rotational symmetry.

We will numerically solve the thermocapillary thin film equation on a circle of radius 1, with
boundary conditions ∂nh|∂Ω = ∂np|∂Ω = 0. We set Ma = 10, and an arbitrary initial condition
maintaining h(t = 0) ∈ [0.1, 0.11].
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h ∂th Q3 u3

t
=

0
t

=
1

t
=

4

Figure 10.2: Plots of fluid film thickness h, evolution vector ∂th, rotational symmetry char-
acteristic Q3, and orthogonal function u3 = G−1Q3 at various times (t ∈ {0, 1, 4}) during
the evolution of the thermocapillary thin film equation, Equation (10.12), for a finite element
simulation with mesh element size 0.02. Note that the scale of the color bar varies between
plots.

The evolution of the thermocapillary thin film equation with the example initial condition in a
circular domain of radius 1 is shown in Figure 10.2. The columns display fluid height h, evolution
vector ∂th, rotational symmetry characteristic Q3, and orthogonal function u3 = G−1Q3. Each
row shows a different time in the evolution; the first row is the initial condition at t = 0, the
second row displays t = 1, and the final row displays t = 4. Note that the color bars are not
consistent between times as the scale of the fluid surface varies significantly.

The symmetry characteristic, Q3, would vanish if the data (h) satisfied the symmetry; that
is, if h were rotationally symmetric, Q3 would be identically zero. Q3 (as seen in column 3
of Figure 10.2) thus provides a local measure of the deviation of h from rotational symmetry.
u3 = G−1Q3 would thus also vanish if h were rotationally symmetric; however, it is not a local



316

(a) (b)

(c)

Figure 10.3: Comparison of symmetry condition violation between coarse and fine meshes.
(a)-(b): Fine and coarse meshes on a circle of radius 1. Fine mesh (a) has maximum mesh
element length dx = 0.02 and 25,970 elements; coarse mesh (b) has maximum mesh element
length dx = 0.2 and 250 elements.
(c): Normalized inner product of the evolution vector and the rotational symmetry characteristic,
| ⟨∂th,Q3⟩G−1 |/

√
⟨∂th, ∂th⟩ ⟨u3, u3⟩, where u3 = G−1Q3. Vertical axis is a log axis, and displays

the normalized inner product value. Horizontal axis is linear and tracks time.

descriptor of deviation from the symmetry, but a nonlocal one, as G−1 is a nonlocal operator.

As the film evolves, it should be the case that ∂th and Q3 are orthogonal under the G−1 norm,
and that ∂th and u3 are orthogonal under the L2 norm. Keep in mind that this must hold even
though the initial condition is not rotationally symmetric. As with the application of Noether’s
Theorem to Lagrangian problems, the symmetry is a quality of the governing equations, not of
the data.

The thermocapillary thin film simulation with the displayed initial condition was performed using
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the finite element method two times; once with a fine mesh (the results of which were shown
in Figure 10.2), and once with a coarse mesh. The fine mesh had maximum mesh element
length dx = 0.02 and 25,970 elements, while the coarse mesh had maximum mesh element
length dx = 0.2 and 250 elements; both meshes are shown in Figure 10.3. In both cases,
the orthogonality of ∂th to Q3 in the G−1 norm was computed in order to test how well the
simulations avoided violating the symmetry condition. While the value ⟨∂th,Q3⟩G−1 could be
used as a metric of orthogonality, its magnitude will scale with ∂th and Q3. It is hence reasonable
to instead take a normalized measure of orthogonality as ⟨∂th,Q3⟩G−1 /

√
⟨∂th, ∂th⟩ ⟨u3, u3⟩; this

result is plotted in Figure 10.3. The normalized violation of orthogonality is much lower for the
fine mesh than the coarse mesh; the former has values ranging from approximately 10−10 to
10−7, while the latter has values ranging from approximately 10−6 to 10−4. A portion of the
difference may be due to comsol selecting shorter time steps on the finer mesh, in addition to
the mesh itself being finer. These results suggest that the symmetry condition may indeed be a
useful quantitative metric to assess the quality of a simulation; if the violation is too large, one
may wish to use a finer mesh or timestep, or change the numerical method.

10.4.2 Example 2: A gradient flow equation with a conservation law
Although the evolutionary constraints of gradient flow problems do not typically lead to conserved
quantities, Corollary 1 showed that it can sometimes occur. Consider the gradient flow equation

∂tu = ∂x

{
∂x
[
f
(
∂4

xu
)]

∂3
xu

}
= ∂x

[
f ′ (∂4

xu
)

∂3
xu

∂5
xu

]
(10.21)

=⇒ ⟨∂tu,w⟩L2 =
〈
∂4

xu,w
〉

G
, G = ∂x

[
f ′ (∂4

xu
)

∂3
xu

∂x

]
. (10.22)

One variational symmetry of F is given by

v⃗ = −
(
∂5

xu
)
f ′′
(
∂4

xu
)
∂u =

[
Gδu

(∂xu)2

2

]
∂u. (10.23)

It is then straightforward to show that (∂xu)2/2 is indeed a conserved quantity of Equa-
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tion (10.21), so long as the appropriate boundary conditions are met:

∂t

∫ 1
2 (∂xu)2 dx = [(∂tu)(∂xu)]boundary −

∫
(∂tu)∂xxu dx

= [(∂tu)(∂xu)]boundary −
∫
∂x

{
∂x
[
f
(
∂4

xu
)]

∂3
xu

}
∂xxu dx

=
[
(∂tu)(∂xu) − ∂x

[
f
(
∂4

xu
)]

∂3
xu

∂xxu

]
boundary

+
∫
∂x
[
f
(
∂4

xu
)]

∂3
xu

∂3
xu dx

=
[
(∂tu)(∂xu) − ∂x

[
f
(
∂4

xu
)]

∂3
xu

∂xxu

]
boundary

+
∫
∂x

[
f
(
∂4

xu
)]

dx

=
[
(∂tu)(∂xu) − ∂x

[
f
(
∂4

xu
)]

∂3
xu

∂xxu+ f
(
∂4

xu
)]

boundary

= 0 , if boundary term vanishes. (10.24)

This example is clearly somewhat contrived; in general, conservation laws should not be expected
to arise out of variational symmetries of gradient flow PDEs.

10.5 Conclusion
We have demonstrated how the continuous symmetry characteristics of gradient flow functionals
produce a constraint on the evolution vector of that flow. We have described the special case
in which symmetries give rise to conserved quantities in gradient flow PDEs, and provided an
example of such a system. And we have given a practical example in which the obedience of a
simulation of the thermocapillary thin film equation to this constraint was measured in order to
provide a metric of the validity of the numerical method.

The application of this result to validation of numerical methods is expected to be the primary
domain in which it is useful. However, the most important takeaway of this work should be that
Noether’s Theorem is not confined to Lagrangian systems or conservation laws. Indeed, any
time one works with a variational problem, Noether’s Theorem can likely provide some useful
insight.
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* C h a p t e r 11 *

ROBUST COMPUTATION OF CUBIC GALILEON GRAVITY POTENTIAL FIELD AT
SOLAR SYSTEM SCALES

Note: This chapter is adapted from published work (White et al., 2020).

11.1 Introduction
Researchers continue to debate whether dark energy or modified gravity is responsible for the
apparent accelerating expansion of the universe. This debate underscores our current lack of
understanding of gravitational physics at large scales (de Rham, 2012; Koyama and Silva, 2007;
Schmidt, 2009; Schmidt et al., 2010). In order to explain cosmological expansion at large scales
while also maintaining consistency with the observed lack of a strong “fifth force” on bodies
at sub-solar-system scales, modified gravity theories often take the form of phenomenological
scalar field theories incorporating screening mechanisms. Such screening mechanisms can be
classified broadly as depending on the local value, the first derivative, or the second derivative
of the scalar potential field (Joyce et al., 2015). Examples of the first class, in which the
fifth force is screened when the gravitational potential exceeds some critical value, include the
Symmetron (Hinterbichler and Khoury, 2010; Olive and Pospelov, 2008), Chameleon (Khoury
and Weltman, 2004), and dilaton (Brax et al., 2011; Damour and Polyakov, 1994) screening
mechanisms. Models such as k-mouflage (Babichev et al., 2009) fall into the second class for
which the screening is engaged once the gradient of the potential field exceeds some bound.
Vainshtein screening mechanisms (Vainshtein, 1972) fall into a third class, in which the fifth
force is screened in regions of space where the local curvature of the field exceeds some value.
The popular cubic, quartic and quintic Galileon models (de Rham, 2012; Nicolis et al., 2009)
all incorporate such a Vainshtein mechanism. A comprehensive review of screening mechanisms
and modified gravity theories may be found in Joyce et al. (2015) and references therein. In
this work, we focus exclusively on the cubic Galileon gravity (CGG) form of the Vainshtein
mechanism, which was first identified in the context of the Dvali-Gabadadze-Porrati (DGP)
braneworld model (Dvali et al., 2000). The cubic and higher-order Galileon terms have been
included in various other models of massive gravity (a review can be found in Sakstein, 2018
and references therein). These effective field theories have also been proposed as an alternative
to dark matter rather than dark energy (Chan and Hui, 2018).

In scalar field models that incorporate Vainshtein screening, the standard quadratic kinetic
term in the Lagrangian is augmented by a higher-order nonlinearity and the system is forced
by the trace of the stress-energy tensor. The resulting governing equation includes a linear
d’Alembertian term, which dominates at long distances (based on a length scale derived from
the forcing of the given system), and a nonlinear term, which suppresses the field at small
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distances (de Rham, 2012). A particularly simple manifestation of the Vainshtein mechanism,
and the one investigated in this study, is one in which the Lagrangian contains a cubic interaction
term, hence leading to an equation that is quadratic in the field and higher derivatives.

One notable example giving rise to such a cubic Lagrangian is the DGP model, in which the
universe is regarded as a 4D brane embedded in a 5D Minkowski bulk space. The corresponding
action contains two Einstein-Hilbert terms, one for the bulk and one for the brane, each with
its own Planck mass setting the strength of the gravity, which may be denoted M4 and M5,
respectively. These two mass scales induce a crossover length scale rc = (ℏ/c)M2

4 /
(
2M3

5
)
,

where ℏ denotes Planck’s constant and c is the speed of light, which characterizes the distance
over which metric fluctuations propagating on the brane dissipate into the bulk, above which
5D gravity is dominant and below which 4D gravity is dominant (Dvali et al., 2000). Metric
perturbations can then be linearized as scalar fields acting on the brane in the decoupling limit.
These perturbations to the metric describe leakage of gravitons from the 4D brane universe (Lue
and Starkman, 2003). The resulting equation of motion is dominated by linear terms at scales
above the Vainshtein radius rV , and nonlinear terms below rV , where rV ∼ r

1/3
c and is also

dependent on details of the local density. To make contact with current cosmological models,
rc is typically expressed in terms of the current Hubble rate H0 and matter density parameter
Ω0

m such that rc = cH−1
0
(
1 − Ω0

m

)−1 (Chan and Scoccimarro, 2009; Deffayet, 2001). The
crossover length evaluates to approximately 1.8 × 1023 km or 6 × 103 Mpc using the constants
reported by Carroll and Ostlie (2017).

Scalar field models are ultimately constrained by comparison to direct observations at cosmo-
logical or galactic scales (e.g., Mpc scales) at which the field is still relatively strong. Model
predictions are often based on density perturbation analyses and n-body simulations. So far,
analytic approaches have mostly yielded field equations for large-scale density perturbations (Def-
fayet, 2002; Koyama and Maartens, 2006; Koyama and Silva, 2007; Lue et al., 2004; Schmidt
et al., 2010; Scoccimarro, 2009). Numerical simulations of large-scale structure evolution in
the quasi-static approximation have also been conducted using spectral (Chan and Scoccimarro,
2009) and position-space (Barreira et al., 2013; Li et al., 2013; Schmidt, 2009) methods which
sequentially solve for the scalar field and update the local mass density distribution, represented
as discrete particles. These large-scale simulations have predicted perturbative density growth
rates, power spectra of mass distribution, and parameter values for dark matter halos. Besides
large-scale structure formation, the dynamics and radiation of binary pulsars under a Galileon
scalar field have also been studied and shown to influence orbital periods due to Vainshtein
screening (Dar et al., 2018; de Rham et al., 2013a,b). Analysis of the dependence of the Vain-
shtein radius on the radii of bodies has also demonstrated that the relative strength of the cubic
Galileon fifth force to gravity is greater around infinite cylindrical bodies than around spherical
bodies (Bloomfield et al., 2015), indicating potential advantages in obtaining measurements in
regions lacking spherical symmetry in order to better discriminate signals from the fifth force.
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On the experimental side, advances in instrumentation, such as atom interferometry, have in-
troduced unprecedented sensitivity in force measurements (Chiow et al., 2015, 2016; Williams
et al., 2016), so much so that there now exists the possibility of direct detection of a “fifth
force” due to modified gravity; indeed, detection schemes for Chameleon (Burrage et al., 2015;
Chiow and Yu, 2018; Hamilton et al., 2015) and Symmetron (Chiow and Yu, 2020) models
have already been proposed. Direct detection experiments of the cubic Galileon scalar field at
solar system scales may soon provide parameter constraints supplementing those arising from
astrophysical observations, where in particular a significant tension has been found with data
from the Integrated Sachs-Wolfe effect (Barreira et al., 2014; Renk et al., 2017). Efforts on
validating modified gravity models at solar system scales are summarized by Sakstein (2018), in
which the cubic Galileon field for only a single spherical object was analyzed. A comprehensive
solution of the scalar field potential must include contributions from multiple planetary bodies
to enable realistic mission design and data analysis as well as utilization of planetary ephemeris
for constraining the cubic Galileon model, an approach similar to that of Bernus et al. (2019)
on graviton mass bounds. To determine fully accurate solutions of the field around multiple
bodies, 3D numerical simulations are required.

Numerical investigation of the 3D Galileon potential field at solar system scales described by
the CGG model carries some inherent challenges. In contrast to the behavior at large-scales,
the linear term at small distances is essentially negligible, such that the field equation becomes
strongly nonlinear in the second derivative terms. Methods based on the finite element technique
therefore become difficult to apply. Unlike the large-scale n-body regime, the solar system regime
contains mass sources with compact support, such as the Sun and planets, which introduces
difficulties for spectral methods, and further suggests modeling mass density as a field rather
than as discrete particles. And since the radii of bodies tend to be orders of magnitude smaller
than their separation distances, the multiple scales inherent in this system must be managed
effectively to prevent numerical artifacts. Furthermore, since the CGG equation is quadratic,
it harbors both attractive and repulsive solutions; care must be taken in isolating solutions
iterating toward two separate global minima. Despite these challenges, some numerical studies
have successfully elucidated aspects at small scales within the Vainshtein radii of the relevant
bodies. For example, the anomalous precession of bodies such as Mercury beyond the correction
to GR has been computed (Iorio, 2012; Lue and Starkman, 2003) as has solution of the Green’s
functions for corrections to a massive, spherically-symmetric body, with perturbative corrections
computed to several orders (Andrews et al., 2013; Chu and Trodden, 2013).

While prior work had concentrated on large-scale cosmological simulations, Hiramatsu et al.
(Hiramatsu et al., 2013) realized the importance of studying the very different small-scale regime
as well and carried out the first significant numerical study of the static scalar potential field
equation at small scales. Their study considered an idealized system containing two spherical
bodies with mass ratio comparable to Earth and the Moon but positioned within very close
range, using a finite difference technique coupled with a successive over-relaxation method. The
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system considered was within the nonlinear regime subject to strong screening since the two
bodies were both well within each other’s Vainshtein radius. In this case, the authors were
able to take advantage of the fact that despite the presence of a strong nonlinear term, the
solution at distances close to a massive body must be dominated by that body. (We note the
use of the term “screening” by Hiramatsu et al., 2013, to describe this effect should not be
confused with the Vainshtein screening mechanism). Recent studies have also examined masses
contained within spherical shells or voids which become subject to a force, in contrast to masses
subject purely to Newtonian gravity (Belikov and Hu, 2013). Numerical simulations of disks
containing holes have revealed how cavities reduce the screening force (Ogawa et al., 2019). In
these examples, the numerical iteration scheme converges well so long as the initial trial solution
is sufficiently close to the true solution.

The goal of this current work therefore is to provide an accurate and rapidly convergent numerical
scheme for solution of the static scalar potential field of the cubic Galileon model at solar
system scales for systems containing multiple dense compact mass sources. We present a
numerical method based on finite differences for solution of the static CGG scalar field for a
2D axisymmetric Sun-Earth system and a 3D Cartesian Sun-Earth-Moon system. The method
relies on gradient descent of an integrated residual based on the normal attractive branch of the
CGG equation. The algorithm is shown to be stable, accurate and rapidly convergent toward the
global minimum state. While the computation of observational constraints is beyond the scope
of this work, the results presented below nonetheless offer useful guidelines for the positioning
of space-based detection schemes to obtain measurements at solar system scales.

This paper is organized as follows: Section 11.2 describes the model system and non-dimen-
sionalization of the governing equation to identify dominant and subdominant terms; Section
11.3 outlines the iteration scheme with application to solution of the Galileon potential fields
for the axisymmetric Sun-Earth system and 3D Sun-Earth-Moon system along with discussion
of results. Following the conclusion, we provide in the Appendices detailed explanations of the
numerical method along with validation tests. Included there are download links to the data
and software for the interested reader.

11.2 Analytic model and rescalings
In what follows, we follow the derivations in Refs. (Schmidt et al., 2010) and (Nicolis and
Rattazzi, 2004) and review features of the CGG model equation. In particular, we discuss the
known analytic solution for a spherically-symmetric single body at length scales above and far
below the Vainshtein limit. The CGG equation are then non-dimensionalized to highlight relative
strengths of the linear and nonlinear terms at solar system scales and to facilitate numerical
investigation.
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The cubic Galileon Lagrangian is given by

L = 3ϕ□ϕ− r2
c

c2 (∂αϕ) (∂αϕ)□ϕ+ 16πGc−2Tα
αϕ, (11.1)

where □ is the d’Alembertian operator, ∂α is the 4D covariant derivative, ϕ(r⃗) is the scalar
field, G is the gravitational constant, and Tα

α is the trace of the stress-energy tensor (de Rham,
2012; Nicolis and Rattazzi, 2004). Eq. 11.1 was derived for a Minkowski (flat) 4D space; in a
Friedmann background, the Lagrangian can instead be written as

LFr = 3 β
a2ϕ□ϕ− r2

c

a4c2 (∂αϕ) (∂αϕ)□ϕ+ 16πGc−2Tα
αϕ, (11.2)

where a is the cosmological scale factor and β = 1 ± 2H0c
−1rc[1 + (∂tH0)/(3H2

0 )], where ∂t

denotes the time derivative. In the DGP model there is an unstable self-accelerating branch,
corresponding to the positive branch of β, and a stable “normal” non-accelerating attractive
branch (Charmousis et al., 2006; Deffayet, 2001), corresponding to the negative branch of β
(Koyama and Silva, 2007; Schmidt et al., 2010). We consider only the normal branch. By
definition, a = 1 at the present day and, depending on the deceleration factor of the Universe, β
may be estimated by a value of 2–4. Following Hiramatsu et al. (2013), we approximate β ≈ 1
and proceed with the Lagrangian defined in Equation (11.1).

The resulting equation of motion is given by

3□ϕ+ r2
c

c2

[
(□ϕ)2 − ∂αµϕ∂

αµϕ
]

= −8πGc−2Tα
α, (11.3)

whose static potential field satisfies the nonlinear equation

3∇2ϕ+ r2
c

c2

(∇2ϕ
)2

−
∑
i,j

(∇i∇jϕ)2

 = 8πGρ̃, (11.4)

where ρ̃ denotes the local mass density difference from the cosmological mean and ∇i is the
3D gradient operator. We note henceforth that the Einstein summation convention no longer
applies. The scalar field can be regarded as static since the configuration of solar system bodies
changes very slowly in comparison with the speed of light.

In the vicinity of dense bodies, the nonlinear term is dominant due to size of the coefficient
rc; at long scales above the Vainshtein radius, the linear term is dominant. The transition in
solution behavior that results, is evident, for example, in the spherically-symmetric solution ϕ(r)
for a single mass source, for which Equation (11.4) reduces to the form (Schmidt et al., 2010)

6
r
∂rϕ+ 3∂rrϕ+ r2

c

c2
2
r2 (∂rϕ) (∂rϕ+ 2r∂rrϕ) = 8πGρ̃. (11.5)

Schmidt et al. (2010) showed that the solution ϕ(r) for a single spherical body of radius rref,
density ρref and total mass Mref = (4/3)πρrefr

3
ref can be written in terms of the hypergeometric
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function 2F1, where

ϕ(r) = 3c2

8



(
r
rc

)2
[√

1+
(

rV
rref

)3
−1
]

+
(

rref
rc

)2
(

2F1

[
− 1

2 ,− 2
3 ; 1

3 ; −
(

rV
rref

)3
]

−

√
1+
(

rV
rref

)3
)
,

r ≤ rref;(
r
rc

)2 (
2F1

[
−1

2 ,−
2
3 ; 1

3 ; −
( rV

r

)3]− 1
)
, r > rref;

(11.6)

and the Vainshtein radius is given by (Deffayet, 2002)

rV = 4
3rref

(
π
G

c2 ρrefr
2
c

)1/3
=
(16

9
G

c2Mrefr
2
c

)1/3
. (11.7)

The constant of integration incorporated into this form, which ensures limϕ(r → ∞) = 0,
does not affect the resulting force since the addition of a constant to the potential is a gauge
freedom.

Given the complex nature of this solution, it is useful to examine instead the resulting force
on a test body, which yields the simpler expression (Nicolis and Rattazzi, 2004; Schmidt et al.,
2010):

∂rϕ(r) = 3c2r

4r2
c



√
1 + 64

27π
G

c2 ρrefr2
c − 1, r ≤ rref,√

1 + 64
27π

G

c2 ρrefr2
c

(
rref
r

)3
− 1, r > rref,

(11.8)

or equivalently,

∂rϕ(r) = 3c2r

4r2
c



√
1 +

(
rV

rref

)3
− 1, r ≤ rref,√

1 +
(
rV

r

)3
− 1, r > rref.

(11.9)

This solution corresponding to the positive square root identifies the attractive solution which
correctly matches the r → ∞ linear-dominated limit of Equation (11.4).

At short distances where rref < r ≪ rV , wherein the nonlinear terms dominate, the first-order
solution becomes (Nicolis and Rattazzi, 2004; Schmidt et al., 2010):

lim
rref<r≪rV

∂rϕ(r) = 3c2rV

4r2
c

[(
r

rV

)−1/2
+O

(
r

rV

)]
. (11.10)

At long distances r ≫ rV in which the linear term is instead dominant, the solution to first
order becomes harmonic and reduces to (Nicolis and Rattazzi, 2004; Schmidt et al., 2010):

lim
r≫rV

∂rϕ(r) = 3c2rV

8r2
c

[(
r

rV

)−2
+O

(
r

rV

)−4
]
. (11.11)
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11.2.1 Non-dimensionalization of scalar potential equation
We introduce here scalings for non-dimensionalization of the governing scalar potential equation
in order to clarify the relative importance of the linear term at small scales and to simplify the
numerical method. The rescaling is based on a suitable length scale of interest, d, and a reference
spherical mass of radius rref and density ρref. These choices yield a characteristic scale for the
potential field ϕref and a dimensionless coefficient k preceding the linear term, where

ϕref =
(3

2

)3/2 c2d1/2r
3/2
V

r2
c

=
√

(8πGρref)
d c2 r3

ref
r2

c

, (11.12a)

k =
√

8
3

(
d

rV

)3/2
=

√√√√ 9
8π

(
d3 c2

Gρrefr3
refr

2
c

)
. (11.12b)

The resulting non-dimensional equation for the scalar field Φ(R⃗) becomes

k∇2Φ +

(∇2Φ
)2

−
∑
i,j

(∇i∇jΦ)2

 = ρ, (11.13)

where the reduced density ρ = ρ̃/(ρrefr
3
ref/d

3) and dimensionless reference body radius is Rref =
rref/d. All other scalings and definitions can be found in Table 11.1.

The solution in Equation (11.6) can now be recast in dimensionless form for a spherically
symmetric body of radius Rb = rb/d and density ρb = ρ̃b/(ρrefr

3
ref/d

3):

Φ(R) = kR2
b

8



(
R

Rb

)2
[√

1 + 8ρb

3k2 − 1
]

+ 2F1

[
−1

2 ,−
2
3; 1

3; − 8ρb

3k2

]
−
√

1 + 8ρb

3k2 , R ≤ Rb;(
R

Rb

)2
(

2F1

[
−1

2 ,−
2
3; 1

3; − 8ρb

3k2

(
Rb

R

)3
]

− 1
)
, R > Rb.

(11.14)

In regions close to a dense mass such as a planet, the reference density ρref will typically be
tens of orders of magnitude greater than the cosmological average density (Ryden, 2016); hence
even if the surrounding space has an underdensity, it will tend to be negligibly small. The empty
space close to a dense mass may therefore be assumed to have a value ρ ≥ 0.

The chosen scalings help distinguish between solutions characterized by k large and k small and
in turn make evident whether the linear or nonlinear term in Equation (11.13) is dominant at a
given distance. The scalings above derive from consideration of a single body with spherically
symmetry, but may be applied to the case of multiple bodies by choosing an appropriate distance
d and either one body or a combination of the bodies for the reference mass and radius. In the
case of one massive body which dominates the fields of all other bodies, such as the Sun in the
solar system, the massive body is the natural reference choice. In the highly nonlinear regime
characterized by negligibly small values of k, the governing equation for Φ(R⃗) retains only the
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nonlinear terms, thereby simplifying to the form(∇2Φ
)2

−
∑
i,j

(∇i∇jΦ)2

 = ρ. (11.15)

The single-body spherically-symmetric solution in this nonlinear regime is then given by

Φ(R) =

√
MbRb

32π



(
R

Rb

)2
+ const. , R ≤ Rb

4
√
R

Rb
− 3 + const. , R > Rb,

(11.16)

where Mb = (4/3)πρbR
3
b is the dimensionless reduced body mass. This result corresponds to

the limit of small r derived by Schmidt et al. (2010). The choice of additive constant is arbitrary
and may be chosen to match the full single-body solution.

Returning to Equation (11.13), we note that the coefficient k corresponding to the two-body
Sun-Earth system is in fact negligibly small. For example, with the Sun as the reference body
and a reference distance d = 1 AU, k ≈ 10−11. The distance 1 AU is well within the Vainshtein
radii of the Sun, Earth, and Moon, which are approximately 3 × 107 AU, 4 × 105 AU, and
1 × 105 AU, respectively. For comparison, the apogee of Pluto’s orbit is around 50 AU and the
Oort cloud extends to at most 2 × 105 AU from the Sun. Furthermore, comparison between
the analytic one-body solutions for the force field caused by the Sun, ∂rΦS, for k = 0 and
k ̸= 0 reveals that the linear term is indeed irrelevant in the Sun-Earth system, as the relative
difference at 1 AU is only of the order of 10−11.

Smaller masses such as satellites or individual atoms have much smaller Vainshtein radii. How-
ever, so long as they are within the solar system, their potential fields will be dominated by the
Sun or other planets at short distances below the Vainshtein radii of the smaller objects. For
example, a hydrogen atom has a Vainshtein radius of approximately 0.4 m, but the fifth force it
would exert on an object one angstrom away is still tens of orders of magnitude smaller than the
fifth force exerted by the Sun on an object at a distance of 1 AU. Similarly, a spherical satellite
of mass 104 kg has a Vainshtein radius of approximately 1010 m. However, at a distance of 1
AU from the Sun, the force the satellite would exert on a nearby mass is comparable to the fifth
force exerted by the Sun at a millionth of an angstrom away. The magnitude of the Laplacian
of its scalar field is comparable to that of the Sun at a distance of about 250 meters, still many
orders of magnitude below the satellite’s Vainshtein radius. In the present work, focusing on
solar system scales, the coefficient k of the linear term in Equation (11.13) was set to 0 in all
simulations, although the numerical method should remain valid for arbitrary k > 0.

11.3 Scalar potential solution for the axisymmetric Sun-Earth and 3D Sun-Earth-Moon
systems

Although Equations (11.13) and (11.15) have been solved analytically for the case of single
body with spherical symmetry, as shown above, exact analytic solutions for asymmetric systems
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consisting of two or more bodies have remained intractable. By noting that the governing
equation remains invariant to the addition of terms represented by constant gradients to Φ
(so-called Galilean invariance), Hui et al. (2009) suggested that the influence of a distant mass
on a local system could be approximated by first solving for the local system in isolation and
then adding the linearized potential of the field of the distant mass. For an axisymmetric two-
body problem, an analytic perturbation expansion based on this assumption has been developed
(Cutler). To achieve higher accuracy for the two-body problem or to solve complex systems
containing many bodies or non-spherical masses, it becomes necessary to turn to numerical
solution techniques.

The success of the numerical method used in this work relies on an important observation by
Chan and Scoccimarro (2009). Recasting Equation (11.13) or Equation (11.15) as a quadratic
equation in terms of the Laplacian ∇2Φ allows one to isolate the solution which correctly
matches the large-scale limiting behavior by selecting the corresponding positive or negative
square root. While they used a discriminant splitting technique to avoid complex roots in
the residual function of trial solutions in large-scale cosmological simulations containing both
over- and under-densities, we find that the method without splitting is particularly useful for
simulations like ours at distances below the Vainshtein radius containing dense and compact mass
sources, i.e., cases in which underdensities can be ignored. In particular, we show that in this
small scale regime, the residual error landscape of the solved quadratic form of Equation (11.13)
or Equation (11.15) has no local minima, implying that an iteration scheme following gradient
descent will locally converge to the global minimum representing the true solution. The main
analytic aspects of the iteration scheme used in the numerical simulations are discussed in
Section 11.3.1, while a detailed explanation of the implementation and numerical method of
central finite differences with nested meshes is contained in Section 11.5.

Unlike previous studies incorporating compact mass sources (Belikov and Hu, 2013; Hiramatsu
et al., 2013), the Vainshtein radii in our studies are many orders of magnitude larger than the
radii and separation distance of the solar system bodies of interest. The scalar potential field
is therefore computed well within the Vainshtein radii of the dominant bodies, without having
to extend the computational domain to the far field region dominated by the linear term. In
addition, the boundary conditions applied along the edges of the computational domain derive
from the values of the spherically-symmetric solution given by Equation (11.14) forced by a
spherical average of the mass sources, in contrast to boundary conditions corresponding to
superposition of single-body solutions. The reader will find in Section 11.3.1 a more detailed
explanation of the boundary conditions and validation tests are presented in Section 11.6.2.

Experimental detection relying on force measurements would allow quantification of the Galileon
force ∇Φ, and its spatial variation in the form of the Laplacian ∇2Φ. At solar system scales, ∇Φ
is many orders of magnitude smaller than the force of Newtonian gravity. Directly measuring
the small additional Galileon force would require exact computation of the gravitational field to
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the same precision, and is therefore one of the key obstacles to detection. However, because the
Laplacian of the Newtonian gravitational field always vanishes, measurement of the Laplacian
will reveal only non-Newtonian forces associated with the background scalar field. For this
reason, we concentrate in this work mostly on the gradient and Laplacian functions of Φ for the
two-body Sun-Earth system and the three-body Sun-Earth-Moon system.

In Sections 11.3.2 and 11.3.3, we contrast the full numerical solutions for the 2D axisymmetric
Sun-Earth and 3D Cartesian Sun-Earth-Moon system, with the solution to the single body Sun
case, and naïve solutions based on simple superposition of the independent scalar fields. The
results of the Sun-Earth-Moon system are further compared to the superposition of the two
body Earth-Moon system with the single body Sun solution. Because the Sun’s field has nearly
a constant gradient in the region surrounding Earth and the Moon, the latter solution closely
represents the approximation proposed by Hui et al. (2009). Simulation parameters are listed
in Table 11.1. We note that although our numerical simulations were all based on the non-
dimensionalized form of the governing equation and corresponding boundary conditions, the
results that follow are presented in dimensional variables for the convenience of those readers
interested in experimental scales and verification.

Quantity Scaling Rescaled variable

Current Hubble rate constant H0= 71 km/s/Mpc (Carroll and Ostlie, 2017)
Matter density parameter Ω0

m= 0.27 km/s/Mpc (Carroll and Ostlie, 2017)
Speed of light in vacuum c= 2.998 × 108 m s−1

Crossover length scale rc= cH−1
0
(
1 − Ω0

m

)−1

= 1.8 × 1023 km
Gravitational constant G= 6.674 × 10−11 m3 kg−1 s−2

Sun density ρ̃S= 1, 408 kg m−3 ρS= ρ̃S/ρref = 1
Sun radius rS= 0.6957 × 106 km RS= rS/d = 1
Sun Vainshtein radius rV,S=

[
(64π/27)Gc−2ρ̃Sr

3
Sr

2
c

]1/3

= 4.396 × 1015 km RV,S= rV,S/d = 6.318 × 109

Sun coordinates xS= 0 XS= xS/d = 0
yS= 0 YS= yS/d = 0
zS= 0.5 AU ZS= zS/d = 107.5

= 74.80 × 106 km

Earth density ρ̃E= 5, 515 kg m−3 ρE= ρ̃E/ρref = 3.917
Earth radius rE= 0.006371 × 106 km RE= rE/d = 9.158 × 10−3

Earth Vainshtein radius rV,E= 6.346 × 1013 km RV,E= rV,E/d = 9.121 × 107

Earth coordinates xE= 0 XE= xE/d = 0
yE= 0 YE= yE/d = 0
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zE= −74.80 × 106 km ZE= zE/d = −107.5

Moon density ρ̃M= 3, 344 kg m−3 ρM= ρ̃M/ρref = 2.375
Moon radius rM= 0.001737 × 106 km RM= rM/d = 2.497 × 10−3

Moon Vainshtein radius rV,M= 1.464 × 1013 km RV,M= rV,M/d = 2.105 × 107

Moon coordinates xM= 0 XM= xM/d = 0
yM= −0.3850 × 106 km YM= yM/d = −0.5534
zM= −74.80 × 106 km ZM= zM/d = −107.5

Reference distance d= 0.6957 × 106 km = rS (X,Y, Z,R) = (x, y, z, r)/d
Reference body density ρref= 1, 408 kg m−3 = ρ̃S ρ= ρ̃/ρref

Reference body radius rref= 0.6957 × 106 km = rS Rref= rref/d = 1
Reference scalar field value ϕref=

√
(8πGρref) c2dr3

ref/r
2
c

= 1.2 × 10−3 m2 s−2 Φ= ϕ/ϕref

Linear coeff. of Equation (11.13) k=
√

(9d3c2)/(8πGρrefr3
refr

2
c )

= 3.2 × 10−15 k= 0 in simulations

Gravitational potential field ψG : ∇2ψG = 4πGρ̃(r⃗) ΨG= ψG/ϕref

Quantity normalized by gravity ∥ · ∥G = ∥ · ∥/∥∇ψG∥

Arbitrary body density ρ̃B ρB= (ρ̃B/ρref)(d/rref)3

Arbitrary body radius rB RB= rB/d

Computational domain size ℓ= 64 AU L= ℓ/d = 1.376 × 104

= 9, 574 × 106 km

3D simulation bounds (x, y, z) ∈ [−ℓ, ℓ] × [−ℓ, ℓ] × [−ℓ, ℓ]
2D simulation bounds (r, z) ∈ [0, ℓ] × [−ℓ, ℓ]
Iteration number n

Table 11.1: Parameter values and scalings for the numerical simulations (unless otherwise specified). In
this work, the reference distance d, reference body density ρref, and reference body radius rref were set
equal to the Sun values, resulting in a reference scalar field, ϕref, based on the Sun.

11.3.1 Solution scheme
The numerical solution scheme for obtaining the CGG scalar potential field at solar system scales
is based on inclusion of mass sources far denser than any local cosmological underdensities.
Under this assumption, the mass density term ρ of Equation (11.13) can be assumed to be
non-negative, which allows formulation of a robust iteration scheme with rapid convergence
regardless of the initial trial solution. The accuracy and convergence of this iteration scheme
are examined next.



331

Analytic properties of implemented iteration scheme

The solution to the general governing nonlinear equation given by Equation (11.13) can be
accurately approximated by iterative linearization. Given a nonlinear residual function R[Φ]
quantifying the difference of an interim solution from the actual solution Φ, the numerical
approximation scheme is recast as an optimization problem by minimizing the value of the
integrated residual over the volume of interest, namely ∥R[Φ]∥2 =

∫
R2[Φ]dV . The initial trial

function for Φ is then made to evolve via gradient descent toward a minimum of the residual,
where the gradient operator is defined by the functional derivative L[Φ] = δR[Φ]/δΦ. A variety
of algorithms exist in the literature for speeding the computations involving gradient descent and
seeking global minima amidst a residual landscape potentially populated by many local minima,
all the while ensuring accuracy and stability (Kelley, 1995).

The choice of residual function is not unique and ultimately establishes the details of the residual
landscape, which can complicate identification of the global minimum. The most straightforward
option based simply on collection of all terms in Equation (11.13) yields a direct residual function
Rdirect and direct linear gradient operator Ldirect given by

Rdirect[Φ] = k∇2Φ +

(∇2Φ
)2

−
∑
i,j

(∇i∇jΦ)2

− ρ, (11.17)

Ldirect[Φ] = k∇2 + 2
(
∇2Φ

)
∇2 − 2

∑
i,j

(∇i∇jΦ) ∇i∇j . (11.18)

This choice of residual and linear operator has previously been shown to produce convergence
in cases where the initial trial function was chosen to be close to the true solution (Belikov and
Hu, 2013; Hiramatsu et al., 2013; Ogawa et al., 2019) or in cases where the governing equation
was restricted to the large-scale regime where the linear term is dominant (Schmidt, 2009). The
difficulty in applying this choice of residual function to finding solutions of Equation (11.13) is
that its quadratic form can yield two solution branches, leading to a residual landscape containing
at least two global minima [we say “at least,” because proof that there exist only two solutions
to Equation (11.13) would require analysis beyond the scope of this paper]. Furthermore, our
numerical tests have found that if the trial solution is not sufficiently close to the true solution,
then gradient descent with this direct residual can yield solutions which settle into minima far
from the true solution. Such local minima can occur when the local solution in one region of
space iterates toward the repulsive branch of Equation (11.13) while the solution in a different
region iterates towards the attractive branch.

Chan and Scoccimarro (2009) made the critical observation that upon solving Equation (11.13)
as a quadratic equation in ∇2Φ, one can explicitly select a solution branch and thus avoid the
potential problem of different points converging to the undesired branch when the starting trial
solution is not close enough to the true solution. With that insight, the positive branch is given
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by

∇2Φ =

√√√√∑
i,j

(∇i∇jΦ)2 + ρ+
(
k

2

)2
− k

2 . (11.19)

This then leads to the following natural choice for the residual function and gradient operator:

R[Φ] =

√√√√∑
i,j

(∇i∇jΦ)2 + ρ+
(
k

2

)2
− ∇2Φ − k

2 , (11.20)

L[Φ] =
∑

i,j (∇i∇jΦ) ∇i∇j√∑
ℓ,m (∇ℓ∇mΦ)2 + ρ+

(
k
2

)2
− ∇2. (11.21)

For any solution Φ of Equation (11.13), the discriminant in the square root will be positive.
However, when evaluating the residual for a trial solution which is not a true solution, the
discriminant will not necessarily be positive if ρ < 0. At galactic and cosmological scales, such
ρ < 0 underdensities must be considered, so Chan and Scoccimarro used a discriminant splitting
method to ensure that the residual could be evaluated for any trial solution. In the small-scale
case around dense bodies, underdensities can be ignored, i.e., ρ ≥ 0, and hence splitting the
discriminant is unnecessary.

As we demonstrate next, this reformulation introduces a significant advantage for computation
in that all critical points of R[Φ]2 are global minima, due to the fact that R[Φ] is a convex
function unbounded from below. The convexity of R[Φ] is evident from inspection of the second
functional derivative of R acting on an arbitrary function ξ, which is always non-negative:

δ2R
δΦ2 [ξ, ξ] =

[
ρ+

(
k
2

)2
+
∑

i,j (∇i∇jΦ)2
]∑

i,j (∇i∇jξ)2 −
[∑

i,j (∇i∇jΦ) (∇i∇jξ)
]2

[∑
ℓ,m (∇ℓ∇mΦ)2 + ρ+ (k/2)2

]3/2

≥

[
ρ+

(
k
2

)2
] [∑

i,j (∇i∇jξ)2
]

[∑
ℓ,m (∇ℓ∇mΦ)2 + ρ+ (k/2)2

]3/2 ≥ 0. (11.22)

The functional second derivative vanishes only when ξ is a constant or a linear function. Both
forms of ξ represent a gauge freedom of Φ since any constant or linear function can be added to
a solution of Equation (11.13) and remain a solution; hence, R is convex. The unboundedness
of R from below can be shown by considering the ansatz function Φ = (c/2)(x2 + y2 + z2)
representing solutions close to an extremum. Then ∇2Φ = 3c and

∑
i,j(∇i∇jΦ)2 = 3c2. If

c ≫ k and c ≫ ρ, then R[Φ] ≈ (
√

3 − 3)c, which can assume arbitrarily large values for
arbitrarily large coefficient values c.

Because R is a convex function unbounded from below, R2 has the property that the only critical
points are global minima. This can be seen immediately by noting that δR2/δΦ = 2R(δR/δΦ),
which can vanish only if δR/δΦ = 0 or R = 0. But the existence of an extremum satisfying
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δR/δΦ = 0 would contradict the unboundedness of R, and hence the only critical points of R2

correspond to points at which R = 0, which represent global minima of R2. Furthermore, this
implies that so long as R is sufficiently smooth, the global minima of R2 must be connected, in
the sense that one solution can be continuously deformed into another while satisfying the global
minimum condition R2 = 0. Were there to exist two separated minima, there would then have
to exist a non-minimum critical point on a line connecting them, resulting in a contradiction.

The properties of R and R2 so far described represent local behavior. However, the residual
function of interest, which represents a global constraint, is represented by the integral L2 norm
of R, namely ∥R[Φ]∥2 =

∫
R2[Φ]dV . Because the global minima of R2 are connected within

sufficiently smooth regions of R, then if boundary conditions allow a global solution to exist, the
quantity ∥R[Φ]∥2 is also expected to have no minima aside from the global minimum. Rigorous
proof is beyond the scope of this paper, as is proof of the existence and uniqueness of solutions
to R[Φ] = 0 subject to Dirichlet boundary conditions. Furthermore, the strong concavity of the
landscape requires k > 0; if k is taken to be 0 then there are no local minima but there may be
saddle points. That said, we have found that in practice the numerical convergence of ∥R[Φ]∥2

is accurate, stable, and rapidly convergent even in the k = 0 limit, suggesting that the local
properties of R2 yield a residual landscape for ∥R[Φ]∥2, whose geometry is highly favorable to
gradient descent techniques and rapid identification of the global minimum.

Boundary conditions in numerical simulations

Solution of Equation (11.19), which is second-order, requires specification of a condition at each
point on the boundary. For the axisymmetric Sun-Earth simulations, we invoked a Neumann
condition reflecting symmetry about the R = 0 axis such that ∂RΦ(R = 0, Z) = 0. With regard
to the remaining far field boundary conditions in R and Z, (or in X, Y , and Z, for the 3D
Sun-Earth-Moon simulations based on Cartesian geometry), we note the following reasoning for
the choice of Dirichlet conditions.

When simulations of Equation (11.19) are conducted in a computational domain whose size is
much larger than the Vainshtein radii of the interior bodies, the equation becomes dominated by
the linear term along the far field exterior boundaries. In this case, boundary conditions based
on superposition of the individual analytic single-body solutions may represent a good choice
(Hiramatsu et al., 2013). In the present study, however, the Vainshtein radii are prohibitively
large and all simulations were conducted within a computational domain whose size represents
relatively small scales such that the nonlinear term in Equation (11.19) is dominant. For such
a nonlinear equation, there is no reason to expect that the boundary conditions applied along
the domain boundaries should be accurately represented by simple superposition of single-body
solutions. However, it is expected that so long as the domain edges are sufficiently far from the
included bodies, they should together act as a point source or equivalently, the scalar potential
function should behave as though it is driven by a single point mass.
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Since in our simulations all bodies were confined to the interior of the computational domain,
we adopted far field Dirichlet conditions obtained from the value of the scalar potential given by
Equation (11.16) for a point mass equal to the total mass of all interior bodies positioned at the
center of mass of those bodies. Were the computational domain to be spherical, this boundary
condition would be a constant applied on the domain boundaries. But because the computational
domain was either spherical or cubic, the spherically-symmetric solution was used to determine
the values at each point of the boundary, resulting in a non-constant boundary condition. In what
follows, we refer to this choice of boundary condition as the point source boundary condition
(PSBC) and its dimensional value denoted by ϕ∞(r⃗) [or dimensionless value Φ∞(R⃗)]. It should
also be noted that for a spherically-symmetric system whose density field has compact support,
the scalar potential field in the external vacuum depends only on the total mass and not its
spatial distribution. Thus, a point mass and an arbitrary compact spherically-symmetric mass
distribution are indistinguishable beyond their radii, and the point mass boundary condition is
equivalent to the solution of the scalar potential equation forced by a spherical average of the
density field. The point source boundary condition is therefore the natural physical choice for
the scalar potential field at distances much greater than the separation distances of the interior
bodies. For the solar system, the Sun is so massive that the relative difference between the point
source solution and the linear superposition of single-body solutions is of the order of 10−6 and
therefore essentially negligible. However, it seems inappropriate to impose far field boundary
conditions based on linear superposition of individual single-body potential fields when solving
a nonlinear equation.

11.3.2 Results of axisymmetric Sun-Earth system
Shown in Figure 11.1 are far-field and near-field views about the Earth body of the dimen-
sional axisymmetric Sun-Earth Galileon field ϕSE(r, z) m2/s2 for Sun (S) and Earth (E) bodies
positioned on the axis of symmetry r = 0. The body coordinates were chosen to be (rS =
0, zS = +74.80 × 106 km = +0.5 AU) and (rE = 0, zE = −74.80 × 106 km = −0.5 AU). The
boundary conditions applied along the exterior edges of the cylindrical domain were ∂rϕSE(r =
0,−64 AU ≤ z ≤ +64 AU) = 0, ϕSE(r = +64 AU,−64 AU ≤ z ≤ +64 AU) = ϕ∞(r, z)
and ϕSE(0 ≤ r ≤ 64 AU, z = ±64 AU) = ϕ∞(r, z). The strong spherical symmetry of the
solution about the Sun body evident in Figure 11.1(a) is indicative of the fact that the field is
dominated by the massive Sun. Shown in Figure 11.1(b) is a magnified view of the field about
the Earth body. The results in Figure 11.1(c) and the magnified view in (d) depict the field
values along the axis of symmetry near the Earth body. The results show a slight reduction in
the field value near the location of the Earth body. Shown for comparison is the single-body Sun
solution ϕS(0, z) and the combined solution from linear superposition of the single-body Sun
and Earth solutions ϕS+E(0, z). At the scales shown about the Earth body, the full numerical
solution ϕSE(0, z) and the solution obtained by linear superposition of single-body solutions
ϕS+E(0, z) are virtually indistinguishable but differ from the single-body Sun solution ϕS(0, z).
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Whereas ϕS(0, z) appears nearly linear throughout the range shown, the full solution given by
ϕSE contains a visible bend within a distance of approximately O(105 km) of the Earth center.
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Figure 11.1: Numerical solutions for the axisymmetric Sun-Earth (SE) Galileon potential field
ϕSE(r, z) m2/s2. Magnitudes indicated on solid contour lines (black) correspond to major
divisions on color bar; dashed contour lines represent 1/5 intermediate color bar values. Sun
and Earth bodies shown in white. (a) Contour plot for region containing Sun (S) and Earth
(E) bodies positioned at coordinate values (rS = 0, zS = +74.80 × 106km = +0.5 AU) and
(rE = 0, zE = −74.80 × 106km = −0.5 AU). (b) Magnified view of (a) showing solution about
the Earth center. (c) Comparison of three solutions in the vicinity of the Earth body along
the line connecting the Sun and Earth bodies: full solution ϕSE (solid black line), single-body
Sun solution ϕS (dashed red line) and combined solution ϕS+E (dashed gray line) from linear
superposition of single-body Earth and Sun solutions. Span in z equals a distance 4.17 × 105

km about Earth. (d) Magnified view of solutions in (c). Span in z equals a distance 3.48 × 104

km about Earth.
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Shown in Figure 11.2 is a large scale view and near field views about the Earth body of
the relative strength of the fifth force to the force of Newtonian gravity, ∥∇ϕSE(r, z)∥G =
∥∇ϕSE(r, z)∥/∥∇ψG∥, where ∥ · ∥ denotes the vector norm. These data correspond to the
simulation runs shown in Figure 11.1. Here ψG, the Newtonian potential, is the solution of
∇2ψG(r⃗) = 4πGρ(r⃗). The strong spherical symmetry about the massive Sun body is evident
in Figure 11.2(a). The magnified plots in Figure 11.2(b) and (c) also indicate high spherical
symmetry about the Earth body with only slight elongation along the z axis. The results in
Figure 11.2(d) and the magnified view in (e) depict the spatial variation in the field along the
axis of symmetry near the Earth body. The plots shown exclude results within the regions in-
terior to the Earth body where the gravitational force vanishes. The results show a very slight
depression near the location of the Earth body with a slight asymmetry about its center. Shown
for comparison is the single-body Sun solution and the combined solution from superposition of
the single-body Sun and Earth solutions. At the scales about the Earth body indicated, the full
numerical solution and the superposed solution are virtually indistinguishable but differ from the
single-body Sun solution. The visible asymmetry between the solutions reflects the fact that
the Sun’s and Earth’s force fields oppose each other on the side of Earth facing the Sun and
supplement each other on the side of Earth away from the Sun.

Shown in Figure 11.3 are the results for the dimensional axisymmetric Sun-Earth (SE) Laplacian
field ∇2ϕSE(r, z) s−2 plotted on a logarithmic scale for the runs shown in Figure 11.1. The strong
spherical symmetry of the solution about the massive Sun body is evident in Figure 11.3(a).
The magnified plots in Figure 11.3(b) and (c) make evident the anisotropy along the z axis
due to the Sun body. The Laplacian field magnitude undergoes rapid decay with increasing
distance from either body. The results in Figure 11.1(d) and the magnified view in (e) depict
the Laplacian field values along the axis of symmetry near the Earth body. Shown for comparison
is the single-body Sun solution and the superposed single-body Sun and Earth solutions. At
the scales about the Earth body indicated, the full numerical solution and the superposed
solution are virtually indistinguishable but differ significantly from the single-body Sun solution
in form and magnitude. In particular, the Laplacian field of the single-body Sun solution is
uniformly negligible by comparison. Also evident from Figure 11.1(d) is the fact that the
solution obtained from superposition everywhere slightly underestimates the correct magnitude,
with the discrepancy increasing with distance from the Earth body. Figure 11.1(e) shows that
the Laplacian field for the Sun-Earth system within the radius of the Earth is approximately
constant, beyond which it undergoes rapid decay in accord with the single-body solution given
by Equation (11.16).

Shown in Figure 11.4 are numerical solutions of the normalized differences for the Galileon
force and Laplacian fields, namely ∥∇ϕSE(r, z) − ∇ϕS+E(r, z)∥/∥∇ϕSE(r, z)∥ (top panel) and
[∇2ϕSE(r, z) − ∇2ϕS+E(r, z)]/[∇2ϕSE(r, z)] (bottom panel), plotted on a logarithmic scale.
The relative errors are smaller near the Sun body than the Earth body. As evident from Figs.
11.4(a) and (d), these smaller errors in the vicinity of the Earth are caused by the fact that the
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Figure 11.2: Numerical solutions for the axisymmetric Sun-Earth (SE) force field normalized
by the force of gravity (G), ∥∇ϕSE(r, z)∥G = ∥∇ϕSE(r, z)∥/∥∇ψG(r, z)∥, where ψG(r, z) is
the Newtonian gravitational potential. Magnitudes plotted on a logarithmic scale and indicated
by solid contour lines (black) correspond to major divisions on color bar; dashed contour lines
represent 1/5 intermediate color bar values. Sun and Earth bodies shown in white. (a) Contour
plot in region containing Sun (S) and Earth (E) bodies positioned at coordinate values (rS =
0, zS = +74.80 × 106km = +0.5 AU) and (rE = 0, zE = −74.80 × 106km = −0.5 AU).
Magnitudes plotted on a logarithmic scale. (b) Magnified view of solution in (a) centered about
the Earth body. Span in z is 10% larger than the Moon’s orbit radius. (c) Further magnified
view of contour plot in (b). Earth body outlined in white. (d) Comparison of three solutions in
the vicinity of the Earth body along the line connecting the Sun and Earth bodies: full solution
∥∇ϕSE∥G (solid black line), single-body Sun solution ∥∇ϕS∥G (dashed red line) and combined
solution ∥∇ϕS+E∥G (dashed gray line) from linear superposition of the single-body Earth and
Sun solutions. Span in z equals a distance 4.17 × 105 km about Earth. (e) Magnified view of
solutions in (d). Span in z equals a distance 3.48 × 104 km about Earth.

more massive Sun body has a relatively larger influence on the field about the Earth than vice
versa. As evident also from Figs. 11.4(c) and (f), for distances close to the Earth body, the
relative error in the force field is of the order of 0.1% while that for the Laplacian field is of
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Figure 11.3: Contour plots showing the axisymmetric Sun-Earth (SE) Laplacian field dis-
tribution ∇2ϕSE(r, z) s−2 plotted on a logarithmic scale. Magnitudes plotted on a loga-
rithmic scale and indicated by solid contour lines (black) correspond to major divisions on
color bar; dashed contour lines represent 1/5 intermediate color bar values. Sun and Earth
bodies shown in white. (a) Solution in region containing both Sun (S) and Earth (E)
bodies positioned at coordinate values (rS = 0, zS = +74.80 × 106km = +0.5 AU) and
(rE = 0, zE = −74.80 × 106km = −0.5 AU). (b) Magnified view of solution in (a) centered
about the Earth body. Span in z is 10% larger than the Moon’s orbit radius. (c) Magnified view
of solution in (b). Earth body outlined in white. (d) Comparison of three solutions in the vicinity
of the Earth body along the line connecting the Sun and Earth bodies: full solution ∇2ϕSE (solid
black line), single-body Sun solution ∇2ϕS (dashed red line) and combined solution ∇2ϕS+E
(dashed gray line) from linear superposition of the single-body Earth and Sun solutions. Span
in z equals a distance 4.17 × 105 km about Earth. (e) Magnified view of solutions in (d). Span
in z equals a distance 3.48 × 104 km about Earth.

the order of 1%. At a distance of 4 × 105 km from Earth, these differences become larger—
the relative error in the Laplacian field can exceed 15%, as shown in (e). In general too, the
superposition approximation tends to underestimate the value of the Laplacian field along the
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central Sun-Earth axis and to overestimate the value away from this axis.
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Figure 11.4: Contour plots showing the normalized differences ∥∇ϕSE(r, z) − ∇ϕS+E(r, z)∥/
∥∇ϕSE(r, z)∥ (top panel) and [∇2ϕSE(r, z)−∇2ϕS+E(r, z)]/[∇2ϕSE(r, z)] (bottom panel) plot-
ted on a logarithmic scale. Magnitudes indicated by solid contour lines (black) (logarithmic
scale in top panel; linear scale on bottom panel) correspond to major divisions on corresponding
color bar; dashed contour lines represent 1/5 intermediate color bar values. Sun and Earth
bodies shown in white. (a) and (d) Solutions in region containing Sun (S) and Earth (E)
bodies positioned at the coordinate values (rS = 0, zS = +74.80 × 106km = +0.5 AU) and
(rE = 0, zE = −74.80×106km = −0.5 AU). (b) and (e) Magnified view of solutions in (a) and
(d) centered about the Earth body. Span in r and z is 10% larger than the Moon’s orbit radius.
(c) and (f) Magnified view of solutions in (b) and (d) in close vicinity of the Earth body. Span
in r equals a distance 3.48 × 104 km about Earth.

11.3.3 Results of Sun-Earth-Moon system
In this section, we review results of 3D simulations for the three-body Sun-Earth-Moon system
computed in a cubic domain (Cartesian coordinates). The Sun (S) and Earth (E) bodies were
positioned on the z axis and the Moon (M) located at a point in its orbit forming a 90◦

angle with the Earth and Sun. The actual coordinates used in the simulations were as follows:
(xS = 0, yS = 0, zS = +74.80×106 km = +0.5 AU), (xE = 0, yE = 0, zE = −74.80×106 km =
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−0.5 AU) and (xM = 0, yM = −0.3845 × 106 km = −0.00257 AU, zM = −74.80 × 106 km =
−0.5 AU). The Dirichlet boundary conditions applied along the exterior edges of the cubic
domain −64 AU ≤ (x, y, z) ≤ +64 AU equaled those values given by Equation (11.16) for a
point particle with a mass equal to the total mass of the three individual bodies positioned at
the location of the three-body center of mass.

Shown in Figure 11.5 are the numerical solutions for the Sun-Earth-Moon (SEM) scalar potential
field ϕSEM(x, y, z) m2/s2. The strong spherical symmetry of the solution about the Sun body
is evident in Figure 11.5(a), indicative of the fact that the potential field is dominated by that
of the massive Sun. Shown in Figure 11.5(b) is a magnified view of the potential field near
the Earth and Moon showing how their presence slightly distorts the local potential field. The
plots in (c) and (e) show magnified views at distances close to the Earth body for the potential
field along the line joining the Sun and Earth. There is no visible difference between the plots
in (c) and (e) and the values plotted in Figure 11.1 (c) and (d), except for the addition of an
overall constant which has no effect on the force. The results in (c) and (e) also show a slight
reduction in the field near the Earth body. Shown for comparison is the single-body Sun and
combined solution from superposition of the single-body Sun, Earth and Moon solutions. At
the scales shown about the Earth body, the full numerical solution and the solution obtained
by linear superposition are quite close but differ from the single-body Sun solution. While the
single-body solution exhibits linear behavior, the full solution contains a visible bend centered
about the Earth body. The results in (d) and (f) clearly show the influence of the Moon on the
potential field solution in close proximity to the Earth. Here, the deviations of the full and linear
superposition solutions from the single-body Sun solution are more evident. In particular, the
influence of the Moon is clearly visible by the kink appearing on the curve at y = −0.385 × 106

km. Close inspection also reveals that the full solution differs somewhat from the superposition
solution. The latter appears to underestimate the correct field value near the Moon and to
overestimate the value on the side of the Earth farthest from the Moon.

Figure 11.6 shows, on a logarithmic scale, large scale and near field views about the Earth body
of the relative strength of the fifth force to the force of Newtonian gravity, ∥∇ϕSE(x, y, z)∥G

= ∥∇ϕSE(r, z)∥/∥∇ψG∥ for the runs shown in Figure 11.5, where ψG(r, z) is the Newtonian
gravitational potential. The normalized values of the force in the vicinity of the Earth and
Moon bodies is on the order of 10−12. As shown in (a)–(d), beyond the confines of each body,
the contours are nearly spherically symmetric, with value increasing with distance from each
body. The results in Figure 11.6 (e) and (f) depict the spatial variation in the normalized force
field along the axis connecting the Sun and Earth bodies and the Moon and Earth bodies,
respectively, centered about the Earth body. Curves exclude results within the regions interior
to the Earth and Moon bodies where the gravitational force vanishes. The curves indicate a
very slight reduction near the Earth body and slight asymmetry about its center. Shown for
comparison is the single-body Sun solution and the combined solution from linear superposition
of the single-body Sun, Earth and Moon solutions. At the scales about the Earth body shown,
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the full numerical solution and the superposed solution are virtually indistinguishable and fairly
close to the Sun solution, though the approximate solutions have opposing errors. In Figure 11.6
(f), all three solutions yield the same result when viewed at distances on the order of 106 km.

Figure 11.7 shows solutions of the Sun-Earth-Moon (SEM) Laplacian field ∇2ϕSEM(x, y, z)
s−2 for the runs in Figure 11.5, plotted on a logarithmic scale. The magnitudes about the
Earth and Moon span roughly 10−23 to 10−21 s−2, decreasing rapidly with distance from each
body. Contours of the Laplacian field along the axis connecting the Earth and Moon in (b) and
centered about the Moon in (c) exhibit some elongation. [The small ripples visible in some of
the contours adjacent to the Moon and Earth surface boundaries in (c) and (d) are numerical
artifacts due to meshing and not physical phenomena.] Shown also are close up views of the
spatial variation in the Laplacian field in the vicinity of the Earth body along the line connecting
the Sun and Earth (e) and Earth and Moon (f). For comparison, shown are the single-body
Sun solution and the combined solution from linear superposition of the single-body Sun, Earth
and Moon solutions. At the scales about the Earth body indicated in (e), the full numerical
solution and the solution based on linear superposition are virtually indistinguishable and differ
significantly from the uniform single-body Sun solution shown. The rapid decay with increasing
distance from each body in (e) accords with the single-body solution given by Equation (11.16).
The data in (f) indicate that the approximate solution based on linear superposition tends to
overestimate the correct solution with increasing distance from the Earth and Moon bodies.

The contour plots depicted in Figure 11.8 show the normalized residuals for the runs in Fig-
ure 11.5 of the force field—∥∇ϕSEM − ∇ϕS+E+M∥/∥∇ϕSEM∥ (left column) and ∥∇ϕSEM −
∇ϕEM − ∇ϕS∥/∥∇ϕSEM∥ (right column)—displayed in the x = 0 plane on a logarithmic scale.
As is the case with the residual errors for the two-body Sun-Earth system shown in Figure 11.4,
the relative errors for the three-body system in Figure 11.8 are nowhere more than 1%. These
errors become even smaller when the full solution is compared against the solution based on the
sum of the two-body Earth-Moon (ϕEM) and single-body Sun solution, as evident in the right
panel.

The contour plots in Figure 11.9 show the normalized residuals for the corresponding Laplacian
fields—(∇2ϕSEM − ∇2ϕS+E+M)/(∇2ϕSEM) (left column) and (∇2ϕSEM − ∇2ϕEM − ∇2ϕS)/
(∇2ϕSEM) (right column). The relative errors corresponding to (∇2ϕSEM − ∇2ϕS+E+M)/
(∇2ϕSEM) (left column) are of the order of 1% within distances of about 105 km from the
Earth body but increase to about 80% at distances of about 2 × 105 km from the Moon. The
relative errors corresponding to (∇ϕSEM − ∇ϕEM − ∇ϕS)/(∇ϕSEM) (right column) are smaller
though still reach values of 15% at a distances of about 2 × 105 km from the Moon. We note
that the small-scale undulations visible on some of the contour lines are numerical artifacts due
to the mesh size, which can be resolved by enforcing much finer meshes in the vicinity of the
respective masses shown.
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Figure 11.5: Numerical solutions for the Sun-Earth-Moon (SEM) scalar potential field
ϕSEM(x, y, z) [m2/s2] displayed in the x = 0 plane. Magnitudes indicated on solid contour
lines (black) correspond to major divisions on color bar; dashed contour lines represent 1/5
intermediate color bar values. Sun, Earth and Moon bodies shown in white. (a) Contour plot in
region containing Sun (S), Earth (E) and Moon (M) bodies positioned at the coordinate values
(xS = 0, yS = 0, zS = +74.80×106 km = +0.5 AU), (xE = 0, yE = 0, zE = −74.80×106 km =
−0.5 AU) and (xM = 0, yM = −0.3845 × 106 km = −0.00257 AU, zM = −74.80 × 106 km =
−0.5 AU). (b) Magnified view of solution in (a) centered about the Earth body with the Moon
to its left. (c) Comparison of three solutions in the vicinity of the Earth body along the line
connecting the Sun and Earth bodies: full solution ϕSEM (solid black), single-body Sun solution
ϕS (dashed red) and combined solution ϕS+E+M (dashed gray) from linear superposition of the
single-body Earth, Sun and Moon solutions. Span in z equals a distance 8.35 × 105 km about
Earth. (d) Comparison of three solutions in the vicinity of the Earth body along the line con-
necting the Earth and Moon: full solution ϕSEM, single-body Sun solution ϕSEM and combined
solution ϕS+E+M from linear superposition of the single-body Earth, Sun and Moon solutions.
(e) Magnified view of solutions in (c) in the vicinity of the Earth body. (f) Magnified view of
solutions in (d) in the vicinity of the Earth body.
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Figure 11.6: Numerical solutions for the Sun-Earth-Moon (SEM) force field normalized by gravity
(G), ∥∇ϕSEM(x, y, z)∥G = ∥∇ϕSEM(x, y, z)∥/∥∇ψG(x, y, z)∥ displayed in the x = 0 plane and on a
logarithmic scale, corresponding to the simulation runs in Figure 11.5. Magnitudes indicated by solid
contour lines (black) correspond to major divisions on color bar; dashed contour lines represent 1/5
intermediate color bar values. Sun, Earth and Moon bodies shown in white. The plots exclude regions
interior to the Earth and Moon bodies where the gravitational force vanishes. (a) Contour plot showing
Sun (S), Earth (E) and Moon (M) bodies positioned at coordinate values (xS = 0, yS = 0, zS =
+74.80 × 106km = +0.5 AU), (xE = 0, yE = 0, zE = −74.80 × 106km = −0.5 AU) and (xM = 0, yM =
−0.3845 × 106km = −0.00257 AU, zM = −74.80 × 106km = −0.5 AU). (b) Magnified view of solution
in (a) centered about Earth body with the Moon to its left. (c) Magnified view of solution in (b) centered
about the Moon body. (d) Magnified view of solution in (b) centered about Earth body (surface outlined
in white). (e) Comparison of three solutions in the vicinity of the Earth body along the line connecting the
Sun and Earth bodies: full solution ∥∇ϕSEM∥G (solid black), single-body Sun solution ∥∇ϕS∥G (dashed
red) and combined solution ∥ϕS+E+M∥G from linear superposition of the single-body Earth, Sun and
Moon solutions (dashed gray). Span in z equals a distance 8.35 × 105 km about Earth. (f) Comparison
of three solutions in the vicinity of the Earth body along the line connecting the Earth and Moon: full
solution, single-body Sun solution and combined solution.
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Figure 11.7: Numerical solutions for the Sun-Earth-Moon (SEM) Laplacian field
∇2ϕSEM(x, y, z) s−2 on a logarithmic scale, corresponding to the simulation runs in Figure 11.5.
Magnitudes indicated by solid contour lines (black) correspond to major divisions on color bar;
dashed contour lines represent 1/5 intermediate color bar values. Sun, Earth and Moon bodies
shown in white. (a) Contour plot in region containing Sun (S), Earth (E) and Moon (M) bod-
ies positioned at the coordinate values (xS = 0, yS = 0, zS = +74.80 × 106km = +0.5 AU),
(xE = 0, yE = 0, zE = −74.80 × 106km = −0.5 AU) and (xM = 0, yM = −0.3845 × 106km =
−0.00257 AU, zM = −74.80 × 106km = −0.5 AU). (b) Magnified view of (a) centered about
the Earth body with the Moon body to its left. (c) Magnified view of (b) centered about the
Moon. (d) Magnified view of (b) centered about Earth. (e) Comparison of solutions in the
vicinity of the Earth body along the line connecting the Sun and Earth: full solution ∇2ϕSEM
(solid black), single-body Sun solution ∇2ϕS (dashed red) and combined solution ∇2ϕS+E+M
(dashed gray) from linear superposition of the single-body Earth, Sun and Moon solutions. Span
in z equals a distance 8.35 × 105 km about the Earth. (f) Comparison of three solutions in
the vicinity of the Earth body along the line connecting the Moon and Earth: full solution,
single-body Sun solution and combined solution.
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Figure 11.8: Contour plots showing normalized residuals of the force field - ∥∇ϕSEM −
∇ϕS+E+M∥/∥∇ϕSEM∥ (left column) and ∥∇ϕSEM − ∇ϕEM − ∇ϕS∥/∥∇ϕSEM∥ (right column)
- displayed in the x = 0 plane on a logarithmic scale, corresponding to the simulation runs
in Figure 11.5. Magnitudes indicated by solid contour lines (black) correspond to major divi-
sions on color bar; dashed contour lines represent 1/5 intermediate color bar values. Earth and
Moon bodies shown in white. (a) and (b) Contour plots showing Earth body with Moon to
its left. Body coordinates values are (xS = 0, yS = 0, zS = +74.80 × 106km = +0.5 AU),
(xE = 0, yE = 0, zE = −74.80 × 106km = −0.5 AU) and (xM = 0, yM = −0.3845 × 106km =
−0.00257 AU, zM = −74.80 × 106km = −0.5 AU). (c) and (d) Magnified view of solutions in
(a) and (b) centered about the Earth body (surface outlined in white). (e) and (f) Magnified
view of solutions in (a) and (b) centered about the Moon body (shaded in white).
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Figure 11.9: Contour plots showing the normalized residuals of the Laplacian fields—
(∇2ϕSEM −∇2ϕS+E+M)/(∇2ϕSEM) (left column) and (∇2ϕSEM −∇2ϕEM −∇2ϕS)/(∇2ϕSEM)
(right column)—displayed in the x = 0 plane on a linear scale, corresponding to the simulation
runs in Figure 11.5. Magnitudes indicated by solid contour lines (black) correspond to major
divisions on color bar; dashed contour lines represent 1/5 intermediate color bar values. Earth
and Moon bodies shown in white. (a) and (b) Contour plots showing Earth body with Moon
to its left. Body coordinates values are (xS = 0, yS = 0, zS = +74.80 × 106km = +0.5 AU),
(xE = 0, yE = 0, zE = −74.80 × 106km = −0.5 AU) and (xM = 0, yM = −0.3845 × 106km =
−0.00257 AU, zM = −74.80 × 106km = −0.5 AU). (c) and (d) Magnified view of solutions in
(a) and (b) centered about the Earth body (surface outlined in white). (e) and (f) Magnified
view of solutions in (a) and (b) centered about the Moon body (shaded in white).
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11.3.4 Discussion
The results presented were obtained from numerical simulations of 2D axisymmetric and 3D
Cartesian scalar potential fields at solar system scales in the cubic Galileon gravity model given
by Equation (11.15) in the limit where the coefficient of the linear Laplacian term vanishes
(k = 0). These studies for the two-body Sun-Earth system indicate that despite the nonlinearity
of the governing equation, linear superposition of the individual Sun and Earth potential fields
satisfying Equation (11.16) for a single-body, spherically symmetric mass provides a satisfactory
first-order approximation to the correct scalar field. Inspection of the corresponding differences
for higher-order derivatives such as the force and Laplacian fields, both critical to experimental
measurements, indicate significant deviations away from the two bodies. These results highlight
that despite their sizable separation distance, the nonlinear couplings between the Earth and
Sun bodies play a significant role. For the studies involving the three-body Sun-Earth-Moon
system, we find that linear superposition of the individual Sun, Earth and Moon potential fields
satisfying Equation (11.16) for a single-body, spherically symmetric mass do not provide a
satisfactory first-order approximation to the correct scalar field. Differences between the correct
solution and approximations based on superposition fields for the force and Laplacian become
unacceptably large.

These phenomena can be simply traced to the relatively small distance separating the Earth and
Moon and the large distance separating the Earth and Sun. For the two-body Sun-Earth system,
the field is dominated by the massive Sun body and its corresponding force field is practically
constant in the vicinity of the Earth. This background force field (i.e., the gradient of the Sun
potential field) near the Earth does not affect solutions to Equation (11.13) due to Galilean
invariance. By contrast, the Earth and Moon are closer in mass and distance, and therefore the
single-body potential field of each is stronger and the corresponding gradient functions (forces)
no longer relatively constant. The two-body Earth and Moon system is therefore expected
to exhibit stronger nonlinear coupling than the two-body Sun and Earth system. Indeed, the
approximate solutions for the force fields and Laplacian fields based on linear superposition of
the two-body Earth-Moon system and the single-body Sun solution (see right columns of Figs.
11.8 and 11.9) show an accuracy comparable to that of the superposition solution for the two-
body Sun-Earth system.

Based on our findings, we recommend that space-based detection schemes for measurements at
solar system scales, which are designed around the fact that the Laplacian field for Newtonian
gravity vanishes identically, will be best served by relying on predictions based on three-body
Sun-Earth-Moon simulations (Yu et al., 2018). This will avoid potentially large errors in the
range of 10-15 % near the Earth-Moon region reported in this study. We also recommend
that such detection missions be positioned in regions where the fifth force is relatively strong
compared to Newtonian gravity. Our results in Figure 11.6 (f) indicate that this ratio achieves
a local maximum between the Earth and Moon body, corresponding to the location where
their individual gravitational fields nearly cancel. This then provides an optimal location for
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detection of the fifth force. In fact, the results in Figure 11.7 (b) showing significant elongation
of the Laplacian field along the axis connecting the two bodies suggest that the location choice
based on a local maximum in the force can also be balanced against regions exhibiting strong
modulation in the Laplacian field in order to seek optimal orbits for detection and measurement.

11.4 Conclusion
In this work, we provide an accurate, stable and rapidly convergent numerical scheme for solution
of the 2D axisymmetric and 3D Cartesian scalar potential fields at solar system scales in the
cubic Galileon gravity model given by Equation (11.15). The method should be equally effective
for non-vanishing k. The approach taken derives from the fact that the solar system must be
treated differently from systems modeled at galactic and cosmological scales since dense mass
sources have compact support and the distances relevant to solar system bodies fall well within
the Vainshtein radii.

We illustrate the numerical method by obtaining solutions for the 2D axisymmetric Sun-Earth
system and 3D Cartesian Sun-Earth-Moon system. The iteration scheme is based on gradient
descent of a residual function representing the positive (attractive) branch of the governing
equation, which is quadratic in the Laplacian field. Due to the assumption that the dense
mass sources dominate local underdensities, the algorithm converges rapidly toward the global
minimum, regardless of the initial trial solution. This behavior is confirmed by a simple analytic
argument. The proposed iteration scheme is therefore robust against initial trial solutions and
converges rapidly to the global minimum representing the correct two-body and three-body
solutions. Generally speaking, the results of our simulations indicate that the approximate
solutions based on linear superposition of fields of individual bodies may be an acceptable
zero order approximation to the correct solution. But even in cases where the full 2D or 3D
Galileon potential solutions do not deviate too strongly from the solutions obtained by linear
superposition, higher derivatives of the scalar field, namely the force and Laplacian fields, always
show unacceptable discrepancy. And since current detection schemes are being designed around
measurement of the Laplacian field, we discourage use of approximate solutions based on linear
superposition as a substitute for the correct solution.

Regarding the choice of boundary conditions used in such simulations, we offer the following
suggestions as well. The validation studies provided in Section 11.6.2 offer good evidence that
the far field boundary condition we applied is acceptable so long as the boundaries of the
computational domain are placed sufficiently far from the location of all interior bodies. This
boundary condition mimics the influence of an interior point source mass equal to the total
mass of all interior bodies positioned at the center of mass of those bodies. Sensitivity studies
to investigate the influence of choice of far field boundary condition should also be conducted
in order to quantify how boundary perturbations affect the solution in the interior domain. In
addition to this issue, even more realistic simulations can be conducted by attributing density
profiles to massive bodies with spatial variation. Of course, for even more accurate predictions of
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the scalar, force and Laplacian fields for detection missions, even finer meshes are recommended.
One could also consider a different parameter rc or include a non-unity β term. Doing so would
only multiply the results by a constant factor, giving a different estimate for the relative strength
of the Galileon force and Newtonian gravity, but otherwise having no effect on our conclusions.

We anticipate that our methodology can be adopted in support of future detection missions
seeking to validate the Vainshtein screening mechanism at small scales. To this end, we hope the
results of this study can better guide the design of future instrumentation and bounds on precision
required for such missions. To facilitate distribution of our software code and encourage further
testing, we provide the following link https://www.github.com/nwhite-math/small-GaPS,
where this material can be freely downloaded.1

11.5 Details of implemented iteration scheme
11.5.1 Algorithm
We present the numerical scheme used in the numerical simulations along with tests conducted
to verify accuracy, stability and convergence. Note that all computations were performed in di-
mensionless variables according to Table 11.1; however, results are presented here in dimensional
form for convenience.

The iteration scheme mentioned in Section 11.3.1 was carried out in MATLAB (Mat, 2015)
using central finite difference discretization. The mesh consisted of a discrete set of points
describing a series of nested rectilinear grids described in more detail in Section 11.5.2. All
quantities of interest were therefore defined on mesh points. Each mesh point was specified by
a unique number ranging from 1 to Nmesh, the latter denoting the total number of mesh points.
Each quantity of interest, such as Φ or ρ, was stored as a vector of length Nmesh, where the ith
component defined its value at mesh point i.

The density field ρ(r⃗) for each body mass was constructed by setting all mesh points within
the interior equal to the relevant density value listed in Table 11.1. All mesh points in empty
space between and around bodies were set to zero. The boundary surfaces were therefore de-
fined to within a mesh length. The initial trial solution for the non-dimensional scalar field,
Φ(n=0), was then constructed from the summation of the single-body solutions obtained from
Equation (11.16) according to their respective masses. As discussed in Section 11.3.1, however,
any other trial solution is acceptable. The values of Φ(n=0) at the boundaries were then set to
the required boundary conditions. For the 2D axisymmetric Sun-Earth simulations, we applied a
Neumann condition along the symmetry axis R = 0 such that ∂RΦ(R = 0, Z) = 0. With regard
to the remaining far field boundary conditions in R and Z, and for the far field boundary condi-
tions chosen for the 3D Sun-Earth-Moon simulations based on Cartesian geometry, we adopted
Dirichlet conditions obtained from the value of the scalar potential given by Equation (11.16).

1An archived version including both code and data is available at https://dataverse.harvard.edu/
dataverse/nwhite-cubic-galileon-sun-earth-moon.

https://www.github.com/nwhite-math/small-GaPS
https://dataverse.harvard.edu/dataverse/nwhite-cubic-galileon-sun-earth-moon
https://dataverse.harvard.edu/dataverse/nwhite-cubic-galileon-sun-earth-moon


350

Because the initial trial solution was always made to satisfy the boundary condition, iterative
corrections were computed using homogeneous boundary conditions.

Discrete differential operators ∂̂r, ∂̂2
r , ∂̂z, and ∂̂2

z for the 2D axisymmetric simulations and ∂̂x,
∂̂2

x, ∂̂y, ∂̂2
y , ∂̂z, and ∂̂2

z for the 3D Cartesian simulations (where ∂̂ denotes the discrete version
of ∂) were constructed according to the central difference scheme described in Section 11.5.2.
Each of these operators was stored as an Nmesh ×Nmesh matrix.

At each iteration step n, the corresponding discrete residual function for Equation (11.20) given
by

R(n) =

√√√√∑
i,j

(
∂̂i∂̂jΦ(n)

)2
+ ρ+

(
k

2

)2
−

∑
i

∂̂2
i Φ(n) − k

2 , (11.23)

and the discrete linear operator for Equation (11.21) given by

L̂(n) =
∑

i,j

(
∂̂i∂̂jΦ(n)

)
∂̂i∂̂j√∑

ℓ,m

(
∂̂ℓ∂̂mΦ(n)

)2
+ ρ+

(
k
2

)2
−
∑

i

∂̂2
i (11.24)

were computed. Here we include the linear term with coefficient k. For i ̸= j, the term ∂̂i∂̂j was
computed by matrix multiplication since even in discrete form, the product is commutative. The
term ∂̂2

i was computed using its own stencil instead of multiplying together the two first-order
derivative operators. We refer to Section 11.5.2 for further explanation. Like the ∂̂i operator
matrix, the linear operator L̂(n) was also stored as an Nmesh ×Nmesh matrix.

The correction step ξ(n) was then computed by solving the equation

L̂(n)ξ(n) = −R(n). (11.25)

This step, based on a linear solver, is described in more detail below. The correction ξ(n) was
then added to the current value of Φ(n) to yield the updated solution Φ(n+1), namely

Φ(n+1) = Φ(n) + νξ(n). (11.26)

Had the classical Newton-Raphson method been used instead, the gradient step size ν would
have equalled 1 (Householder, 1953), but convergence would not have been guaranteed. Dy-
namically reducing ν to be less than 1 ensured that the integrated residual decreased at every
iteration (Broyden, 1965). In the present implementation, ν was chosen to be 1 whenever
possible. If

∫
(R(n+1)[Φ(n) + ξ(n)])2dV >

∫
(R(n)[Φ(n)])2dV (i.e., the residual error did not

decrease), then ν was halved to a value of 0.5. If this smaller step size still did not reduce the
residual error, ν was halved yet again. In this manner, the step size ν was continually decreased
by powers of two until either the residual decreased or attained a limiting value of 10−10. Once
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a value of ν was found which successfully reduced the residual, the iteration loop was allowed
to continue, i.e., R(n+1), L̂(n+1), ξ(n+1), etc were constructed. If no step size ν could be found
which reduced the residual, then the iteration loop was either aborted or switched to a different
linear solver, as described below.

The boundary conditions were handled in two different ways. Whenever the iteration loop for a
minimum step size ν did not reduce the value of the residual, the algorithm was switched to an
alternate linear solver that applied the boundary conditions differently. This approach was found
to improve the final value of the residual by a few percent in comparison to results obtained
using either solver alone.

Some additional notation is required before describing these linear solvers. Let B ⊂ {1, . . . ,
Nmesh} denote the set of mesh points on the boundary of the computational domain, and I

denote the mesh points within the domain interior, so that I ∪B = {1, . . . , Nmesh}. Let square
brackets denote indexing, so that for example, ξ(n)[I] denotes the subvector of ξ(n) defined on
interior mesh points and L̂(n)[I ∪B, I] denotes the rectangular submatrix of L̂(n) consisting of
rows corresponding to all nodes and columns corresponding only to interior nodes.

The first linear solver relied only on the interior points such that

ξ(n)[B] = 0,

L̂(n)[I, I]ξ(n)[I] = −R(n)[I]. (11.27)

Since the matrix L̂(n)[I, I] is square and invertible, a solution was guaranteed, which was ob-
tained using the direct solver in MATLAB mldivide based on least squares. This was the
approach taken for most of the runs conducted. For cases involving large 3D meshes, the itera-
tive biconjugate gradient solver bicgstab in MATLAB was used instead, with the diagonal of
L̂(n)[I, I] used as a preconditioner. When the process bicgstab failed to converge, the algo-
rithm was made to revert back to the direct solver mldivide. The second linear solver relied
on the fact that R(n) is defined on both interior and boundary nodes such that the equation
could be solved immediately as a least squares problem using mldivide, according to which

ξ(n)[B] = 0,

ξ(n)[I] = arg min
ξ(n)[I]

(
L̂(n)[I ∪B, I]ξ(n)[I] + R(n)[I ∪B]

)2
. (11.28)

11.5.2 Nested grid finite difference scheme
One of the challenges in simulating the scalar potential field over solar system distances is the
range of length scales which must be resolved numerically. For example, the radius of the Sun is
approximately 5 × 10−3 AU, while the radius of Earth is only about 4 × 10−5 AU. Constructing
a uniform 3D rectilinear mesh covering one cubic AU, with mesh spacing of one Earth radius,
would easily demand about 1013 points, clearly not an effective use of computational resources.
One alternative is to construct a rectilinear mesh with variable mesh spacing, the approach used
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by Hiramatsu et al. (2013). Constraining variable mesh spacings to be rectilinear, however,
inevitably leads to distorted spacings of high aspect ratio in regions where the mesh is fine
along one coordinate axis but coarse along another. When possible, it is preferable instead to
implement local mesh refinement.

To resolve this issue without introducing an entirely unstructured mesh, a system of nested
rectilinear meshes was employed. This choice led to two types of mesh points: interior points
which were not on a boundary between coarse and fine regions, and boundary points. Derivatives
on interior points were then computed at second order using a 3-point central difference scheme,
while boundary points involved a more complex stencil to include interpolated “halo points”
(Figueroa and Löhner, 2019). A diagram outlining this nested mesh scheme (confined to 2D for
simplicity) is shown in Figure 11.10. The solid circles (blue) denote mesh points on a fine mesh
with spacing of h, the solid squares (red) denote mesh points on an exterior coarser mesh with
spacing of 2h, and the open diamonds (white) denote interpolated halo points.

We illustrate this scheme for the 3D Cartesian system. Let x, y and z coordinates be indexed
by i, j, k so that {i+ 1, j, k} is the point immediately adjacent to {i, j, k} along the x-axis. Let
fi,j,k denote the value of a scalar function f on the mesh point {i, j, k} where xi,j,k denotes
the value of the coordinate x at that point, and so on. Let then xi,j,k − xi−1,j,k = h1 and
xi+1,j,k − xi,j,k = h2. In Figure 11.10, h1 = h and h2 = 2h.

All derivatives were computed to second order. Variations in the scale function f along the x
axis, for example, are given by

∂̂f

∂̂x
= h2

1 (fi+1,j,k − fi,j,k) + h2
2 (fi,j,k − fi−1,j,k)

h1h2(h1 + h2) , (11.29)

∂̂2f

∂̂x2
= 2h1 (fi+1,j,k − fi,j,k) − h2 (fi,j,k − fi−1,j,k)

h1h2(h1 + h2) (11.30)

(Sundqvist and Veronis, 1970), and similarly for y and z. On the interior of each submesh,
points are equispaced and the derivatives reduce to central difference. At the outer edges of the
outermost mesh, derivatives are computed to O(h2) using two neighboring points. For example,
letting x2,j,k − x1,j,k = h2 and x3,j,k − x1,j,k = h3,

∂̂f

∂̂x
= 1
h3 − h2

[
h3
f2,j,k − f1,j,k

h2
− h2

f3,j,k − f1,j,k

h3

]
, (11.31)

∂̂2f

∂̂x2
= 2
h3 − h2

[
f3,j,k − f1,j,k

h3
− f2,j,k − f1,j,k

h2

]
. (11.32)

Similarly for derivatives along the y and z axes.

The above scheme, of course, relies on every point having neighboring points. However, certain
points on the boundary of fine submeshes will not have a neighboring point in the exterior mesh.
In Figure 11.10 for example, the mesh point {i, j, k} has no neighbor to the right along the
x axis and {i − 1, j + 1, k} has no neighboring point above it along the y axis. To compute
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a second order x derivative at {i, j, k}, for example, information from the surrounding points
{i, j + 1, k}, {i+ 1, j + 1, k}, {i, j − 1, k}, {i+ 1, j − 1, k} and {i− 1, j, k} is required. The
information from all these surrounding points can be incorporated through the introduction of
a halo point at {i+ 1, j, k}. To illustrate this from Figure 11.10, the halo point is defined as

fi+1,j,k = fi,j,k + 2h×
1
2

[
fi+1,j+1,k − fi,j+1,k

2h + fi+1,j−1,k − fi,j−1,k

2h

]
. (11.33)

The halo point is therefore defined by linear interpolation of nearby points. In particular, the
x-derivative is approximated by a weighted average of first order derivatives at fi,j−1,k and
fi,j+1,k, and the result multiplied by 2h to extrapolate from fi,j,k to fi+1,j,k. The 3D analogue
is identically computed except that the neighboring points fi,j,k−1 and fi,j,k+1 along the z

axis are also used in the weighted average. Multiple derivatives for different variables, such as
∂̂2f/(∂̂x∂̂y), are constructed directly by first computing ∂̂f/∂̂x and then ∂̂/∂̂y at each mesh
point.

h

h

2hh

h

2h x (i)

y (j)
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z (k)
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Figure 11.10: Diagram of nested mesh structure used in numerical simulations. Filled circles
(blue) indicate points on a fine mesh with periodic spacing h. Filled squares (red) indicate
points on an exterior coarser mesh with periodic spacing 2h. Open diamonds (white) indicate
interpolated halo points.

11.5.3 Meshes used in simulations
The 2D axisymmetric Sun-Earth simulations included 26 nested rectangular meshes, each twice
as long in the ẑ direction compared to the r̂ direction. Each mesh consisted of (n + 1) points
per side along r̂ and (2n + 1) points per side along ẑ, with n = 32 for all but one of the
submeshes which contained n = 64. The submeshes were divided into 7 outer meshes centered
at the midpoint of the Sun and Earth bodies and containing both, 6 Sun body centered meshes
containing only the Sun, and 13 Earth body centered meshes containing only Earth. The outer
meshes extended over a radial distance from the origin equal to 2p AU and a total longitudinal
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distance equal to 2p+1 AU for 0 ≤ p ≤ 6. The system for p = 0 required extra mesh points
(n = 64) since there was no outer mesh of size 0.5 AU, as such a mesh would have bifurcated
the Sun and Earth bodies. The Sun-centered meshes were constructed to have a radial range of
2−2 AU, 2−3 AU, . . . , 2−7 AU, the last representing a distance roughly 1.7 times the radius of
the Sun. The Earth-centered meshes were constructed to have a radial range of 2−2 AU, . . . ,
2−14 AU, the last roughly 1.4 times the radius of Earth.

The 3D Cartesian Sun-Earth-Moon simulations were constructed similarly and included 32 nested
cubic meshes, each with (n + 1) points per side along each of the x̂, ŷ and ẑ axes. All but
two of the meshes were designed with n = 10; two submeshes were designed with n = 20. The
submeshes consisted of the following collection: 7 outer meshes centered at the midpoint of
the Sun and Earth bodies, 6 centered about the Sun containing only the Sun, 7 centered about
the Earth containing both the Earth and Moon bodies, 5 additional meshes centered about
the Earth containing only the Earth body, and 7 centered about the Moon containing only the
Moon. The outer meshes had side lengths 2p+1 AU for 0 ≤ p ≤ 6. The p = 0 system required
extra mesh points (n = 20), again due to the fact that there was no outer mesh of side length 1
AU. The Sun-centered meshes had side lengths 2−1 AU, 2−2 AU, . . . , 2−6 AU, the last roughly
1.7 times the diameter of the Sun. The Earth-centered meshes had side extent 2−1 AU, . . . ,
2−7 AU and 2−9 AU, . . . 2−13 AU, the last roughly 1.4 times the diameter of the Earth. The
choice 2−8 AU was not implemented, since the edge of such a mesh would have bifurcated the
Moon body. Instead, double the number of mesh points was used for the runs with side lengths
2−7 AU. The Moon-centered meshes had side lengths 2−9 AU, . . . , 2−15 AU, the last roughly
1.3 times the diameter of the Moon.

11.6 Validation and benchmarking of numerical algorithm
The analysis in Section 11.3.1 describes the iteration scheme from an analytic standpoint, and
the proofs therein cannot be applied exactly to a discretized approximation. That said, we
observed fast convergence even in the finite difference implementation and encountered no
numerical instabilities. In this section, we provide results of numerical tests to validate the
implementation of our algorithm.

11.6.1 Solution convergence study
The arguments presented in Section 11.3.1 indicate that the numerical simulations should con-
verge rapidly regardless of choice of initial trial function for the scalar field potential. Conver-
gence tests were therefore conducted to quantify approach to the global minimum representing
the solution to Equation (11.15). A variety of initial trial solutions was tested which included
a uniform zero field, as well as nine distributions representing both white and red noise, each
initiated from a different seed.

The (non-dimensional) white noise trial function was represented by values on each mesh node
extracted from a normal distribution with zero mean and a standard deviation of 270.3, reflecting
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the range in values of the single body Sun solution Φ(R) given by Equation (11.16) evaluated
within a distance of 512 AU from the Sun body. The (non-dimensional) red noise trial function
was represented by

Φ(n=0) = 270.3
100∑
j=1

aj

∏
Xi={X,Y,Z}

sin(κj,iXi + θj,i)√
κ2

j,X + κ2
j,Y + κ2

j,Z

. (11.34)

Here, j denotes the 100 wave numbers along each coordinate direction selected uniformly from
a logarithmic distribution ranging from 10−3 − 103 where the wave numbers for the 2D ax-
isymmetric case are labeled κj,R and κj,Z and for the 3D Cartesian case κj,X , κj,Y and κj,Z .
The corresponding amplitudes aj were chosen from a normal distribution with zero mean and
normalized to unity such that

∑
j a

2
j = 1. The phase offsets represented by θj,X and the like

were chosen uniformly from the range [0, 2π].

Figure 11.11 shows results of the volume averaged integration of the dimensionless residual error
squared computed after each iteration step n according to Equation (11.23). Within just a few
iterations, the integrated residual decays rapidly by many orders of magnitude, followed by a
second substantial drop, and is observed to asymptote rapidly to values below 10−4. Indeed,
the results of Figure 11.11 confirm that in both the 2D and 3D systems studied, the integrated
residual error for all test cases converged to the same small value within no more than 25
iterations.

Although the analytical argument suggests that the integrated residual error should rapidly decay
to zero, this cannot occur, or course, since the solution domain is represented by a discretized
mesh. Because all points on domain boundaries are fixed by Dirichlet boundary conditions and
only internal mesh points are free to vary, there are not enough degrees of freedom to achieve a
pointwise residual of zero. Furthermore, the gradient descent step computed from the equation
L[Φ]ξ = −R[Φ] is a discrete approximation. However, higher accuracy can be achieved by
implementation of other higher order finite difference schemes on even finer meshes than the
basic implementation outlined in Appendix 11.5.2.
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Figure 11.11: Results of volume averaged integration of the (dimensionless) residual error
squared d−3 ∫ (R(n)[Φ])2dV computed after each iteration step n according to Equation (11.23).
(a) Results for 2D axisymmetric Sun-Earth potential field ϕSE(r, z). (b) Results for Sun-Earth-
Moon potential field ϕSEM(x, y, z). Shown are three types of initial trial functions: ϕ(n=0) = 0
(solid blue line), red noise (long dashed red line) and white noise (short dashed black line).
White noise and red noise distributions were generated from nine different seeds each. Further
detail provided in Section 11.6.1.

11.6.2 Finite size study
Far beyond the Vainshtein radius of the largest body in a collection of bodies, the Galileon scalar
potential is expected to vanish (Chu and Trodden, 2013) such that lim(R → ∞)Φ(R⃗) = 0. In
contrast to previous studies (Hiramatsu et al., 2013), our computational domain falls well within
the Vainshtein radii of all included bodies, and we therefore argue that it is natural to apply the
approximate boundary condition set by the values of the Galileon field given by Equation (11.16).
This seems a valid choice so long as all computational boundaries are positioned at distances
far greater than any internal length scales such as body separation distances. To validate this
choice and to quantify finite size effects, we carried out simulations with domain boundaries
positioned increasingly distant from the massive bodies. These simulations were carried out
for the 2D axisymmetric Sun-Earth and 3D Cartesian Sun-Earth-Moon systems, which are the
subject of the current work, as well as the idealized two-body system investigated by Hiramatsu
et al. (2013). The origin of each coordinate system was positioned halfway between the two
bodies for the idealized cases, and halfway between the Sun and Earth bodies for the solar
system cases.



357

(a)

(b)

100 101 102 10310-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2

  ò||
Ñ

Φ
p
+

1
 -

 Ñ
Φ

p
||  

d
V

1

Vainshtein 

radii

100 101 102 103

Domain boundary distance L = 2p

L
-1

10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2

L
-1

(c)

100 101 102 10310-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2

R
el

at
iv

e 
er

ro
rs

ò||ÑΦp - ÑΦ10|| 

     V1 ||ÑΦ10||

 ò|Ñ
2
Φ

p
+

1
 -

 Ñ
2
Φ

p
|  d

V
1
 

dV1

ò|Ñ2Φp- Ñ2Φ10| 

      V1 |Ñ2Φ10|
dV1

Figure 11.12: Results of convergence tests carried out in a cylindrical domain for increas-
ing domain boundary distance L for the Galileon field of an idealized axisymmetric two body
system. The parameter values were obtained from the study by Hiramatsu et al. (2013) ac-
cording to which the dimensionless radii and densities of the two bodies equalled (0.3, 1.0)
and (0.1, 0.3375), the separation distance equalled one, k = 5.93 × 10−4 and the Vain-
shtein radii (vertical dashed lines) equalled 58.9 and 13.7, respectively. Additional details
can be found in Section 11.6.2. (a) Log-log plot showing the volume averaged relative er-
rors in field strength

∫
∥∇Φp − ∇Φ10∥/(V1∥∇Φ10∥)dV1 (solid blue circles) and Laplacian field∫

|∇2Φp−∇2Φ10|/(V1|∇2Φ10|)dV1 (solid red squares) for increasing domain size L2p for integer
values 1 ≤ p ≤ 10. (b) Log-log plot of

∫
∥∇Φp+1 − ∇Φp∥dV1 for increasing domain size. (c)

Log-log plot of
∫

|∇2Φp+1 − ∇2Φp|dV1 for increasing domain size. Shown in (b) and (c) for
comparison is the decay function L−1.

In Figure 11.12, our results for the same two-body system examined by Hiramatsu et al. (2013)
are plotted in non-dimensional form. In Figure 11.13 for the Sun-Earth (SE) and Sun-Earth-
Moon (SEM) systems, our results are plotted in dimensional form for the convenience of experi-
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mentalists. The non-dimensional length scale L = 2p refers to the radius of a cylindrical domain
of volume Vp = π × (2p)2 × 2p+1 for integer values 1 ≤ p ≤ 10 used to compute the non-
dimensional Galileon field potential Φp(R,Z). The dimensional length scale ℓ = 2p AU refers
instead to the distance from the origin of the computational domain to its nearest boundary. For
those simulations carried out in cylindrical domains, this distance ℓ equaled the radius of a cylin-
der of volume Vp = π × (2p)2 × 2p+1 AU3. For simulations carried out in a cubic domain, this
distance ℓ equaled the half length of the edge of a cube of volume Vp = 2p+1 ×2p+1 ×2p+1 AU3

for integer values 1 ≤ p ≤ 9. The actual simulations to determine the potential fields ϕp(r⃗)
m2/s2 for the SE and SEM systems were, of course, carried out in dimensionless coordinates,
with the results then plotted in dimensional form. For proper comparison, all differences re-
ported were evaluated only within the smallest volume common to all volumes tested for a given
system, namely Vp=1. All relative errors are reported in comparison to the solutions obtained
for the largest domain size tested.

For the idealized two-body system, we used the parameter values given by Hiramatsu et al.
(Hiramatsu et al., 2013). Accordingly, body A was assigned a radius and density of (0.3, 1.0),
respectively, and body B was assigned the values (0.1, 0.3375). The two bodies were given a
separation distance of 1.0. These choices yielded a non-dimensional value for the linear coeffi-
cient in Equation (11.13) k = 5.93 × 10−4 and Vainshtein radii of 58.9 and 13.7, respectively.
The results in Figure 11.12(a) demonstrate just how small are the relative errors for the force
and Laplacian fields when compared to the results for the largest domain. The comparison in
(b) and (c) of the results for the gradient and Laplacian fields to the decay function L−1 also
confirm rapid convergence. The results in (b) showing the mean relative difference in the force
field for the smallest domain V1 (where L falls well within the Vainshtein radii) and the largest
domain V10 (where L far exceeds the Vainshtein radii) is only about 0.43%. The corresponding
mean relative difference for the Laplacian field, shown in (c), is only about 0.23 %. There
does appear a region around the larger Vainshtein radius at which the convergence stalls, but
the relative error subsequently continues to decrease as the size of the computational domain
increases. A more comprehensive study of boundary conditions is required to determine whether
this stall is spurious.

The results in Figure 11.13 show convergence of the solar system simulations with increasing
domain size. The Sun-Earth (3D Cartesian) and Sun-Earth-Moon (3D Cartesian) results are
indistinguishable to two significant digits. The results in (a) and (b) demonstrate rapid conver-
gence with increasing ℓ when compared to the decay function ℓ−1. The results in (c) and (d)
evidence numerical consistency with increasing ℓ, as expected. Quantitatively, in the SE (cylin-
drical) simulations, the mean relative gradient difference between the simulations carried out
with ℓ = 2 AU and ℓ = 256 AU was only 0.075% and between the ℓ = 64 AU and ℓ = 256 AU
simulations only 0.00033%. The corresponding mean relative Laplacian difference was 0.16%
and 0.000060%, respectively. Likewise for the Sun-Earth (3D Cartesian) and Sun-Earth-Moon
(3D Cartesian) simulations, the mean relative gradient difference between the simulations car-
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ried out with ℓ = 2 AU and ℓ = 256 AU was only 0.33% and between the ℓ = 64 AU and
ℓ = 256 AU simulations only 0.00071%. The corresponding mean relative Laplacian difference
was 1.7% and 0.0010%, respectively.
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Figure 11.13: Results of convergence tests for increasing domain boundary distance ℓAU for the
Galileon force and Laplacian fields corresponding to the Sun-Earth (SE) (cylindrical), Sun-Earth
(SE) (3D Cartesian) and Sun-Earth-Moon (SEM) (3D Cartesian) solutions. The largest domain
boundary distance is ℓ = 2p=9 AU = 512 AU. Additional details can be found in Section 11.6.2.
Shown for comparison in (a) and (b) is a line with a fall off rate of 1/ℓ. (a) Log-log plots of∫

∥∇ϕp+1 − ∇ϕp∥dV1 m
4/s2. (b) Log-log plots of

∫
|∇2ϕp+1 − ∇2ϕp|dV1 m

4/s2. (c) Log-log
plots of

∫
∥∇ϕp − ∇ϕ9∥dV1 normalized by V1∥∇ϕ9∥. (d) Log-log plots of

∫
|∇2ϕp − ∇2ϕ9|dV1

normalized by V1|∇2ϕ9|.

Based on these results, we chose a domain boundary distance of 64 AU, measured from the
midpoint of the axis connecting the Sun-Earth bodies, as the standard domain boundary distance
for the main computations presented in the body of this work. The improved convergence seen
in Figure 11.13 for the SE (cylindrical) system is likely due to the finer meshes used there. In
particular, when comparing the slope of the curves in Figure 11.13(b) connecting the final two
points, we find for the SE (3D Cartesian) system yields a value slightly greater than −1 while
the SE (cylindrical) yields a value closer to −1.5, indicating more rapid convergence.
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Figure 11.14: Mesh refinement study quantifying the difference between the single-body
Sun solutions, ϕS and ∇ϕS, and the exact analytical result given by Equation (11.20),
namely ϕtheor. Results were carried out with a cylindrical and cubic domain of boundary
distance 64 AU and volume V6. Since the computational volume for each geometry was
held constant, increasing number of mesh points reflects smaller mesh lengths. (a) Inte-
grated residual value d−3 ∫ (R(n)[Φ])2dV6. (b) Root mean square error (RMS) of ϕ given by
[
∫

(ϕS − ϕtheor)2dV6/V6]1/2. (c) RMS value of ∇ϕ given by [
∫

∥∇ϕS − ∇ϕtheor∥2dV6/V6]1/2.

11.6.3 Convergence with mesh refinement
A mesh refinement study was conducted comparing the difference between the numerical solution
ϕS(r⃗) and the analytic solution for the Galileon field ϕtheor(r⃗) of the single-body Sun system
given by Equation (11.16). Both cylindrical and 3D Cartesian volumes were used with boundary
distance ℓ = 64 (i.e. V6 AU3). The cylindrical volume contained 26 submeshes and the 3D
Cartesian volume contained 32 submeshes. For the cylindrical coordinate system, the underlying
rectangular mesh elements contained (n+ 1) × (2n+ 1) mesh points per side for n = 4, 8, 16,
32, 64 and 128. For the 3D Cartesian system, the underlying cubic mesh elements contained



361

(2n+ 1) mesh points per side for n = 4, 6, 8, 10 and 12. The total number of mesh points was
therefore approximately m× (2n+ 1)(n+ 1) for the cylindrical volume and m× (2n+ 1)3 for
the 3D cubic volume. These numbers are not exact because some points are shared between
submeshes and some submeshes contained (4n+ 1) points per side instead of (2n+ 1) for the
reasons described in Section 11.5.3.

The results in Figure 11.14 for either geometry at constant volume confirm that the integrated
residual error decreases monotonically with increasing mesh refinement as shown in (a), indicat-
ing that the numerical results approach the analytical results as the total number of mesh points
is increased. The root-mean-square (RMS) error for Φ in (b) and ∇Φ in (c) also decreases,
though not entirely monotonically. In particular, two somewhat odd features are apparent.
Firstly, the simulations conducted within a cylindrical volume exhibit a dip of about an order of
magnitude at the third mesh refinement step. This is likely a spurious effect, perhaps reflecting
that the distribution of points at that mesh size better captures the spherical contours about
the Sun center. Regardless, the error continues to decrease monotonically upon further mesh
refinement. Secondly, the RMS error of ∇Φ for the 3D Cartesian system increases slightly at
the final mesh refinement step, while that of the cylindrical system continues to drop. This
suggests that the simulation results may become more accurate far from the Sun and slightly
less accurate near the Sun. However, this behavior may also arise from numerical issues in con-
nection with the fact that the linear problem was solved approximately by using the MATLAB
bicg biconjugate gradient solver instead of the direct linear solver. Additional tests conducted
using even finer meshes will help resolve this issue.

11.6.4 Study of computational times
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Figure 11.15: Mean time per iteration, total iteration time and nested mesh/differential oper-
ator setup time for the single-body potential field ϕS(r⃗) with increasing total number of mesh
points. The volume of the cylindrical and cubic domains was V6. Additional details given in
Section 11.6.4.

Simulations were also conducted to quantify the mean time per iteration, total iteration time
and time for constructing nested mesh differential operators for the single-body field ϕS(r⃗) by
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increasing the number of total mesh points with a cylindrical and a cubic domain referenced
to a volume V6. The computations were performed on a Dell Power Edge R430 server with
two 10-core Intel Xeon E5-2630 v4 2.2GHz processors and 112GB of RAM [including 25M
Cache, 8.0 GT/s QPI, Turbo, HT, 10C/20T, Max Mem 2133 MHz]. Our software code was not
parallelized although some matrix operations in MATLAB automatically run in parallel across
multiple cores. The initial trial function for this study was chosen to be the analytic solution
given by Equation (11.16), which of course is not an exact solution once discretized. The total
number of mesh points ranged from 903 for the cylindrical domains with the coarsest meshes
to 635, 941 for the cubic domains with the finest meshes.

The results in Figure 11.15 show that for the cylindrical volume, the mean time per iteration
scales approximately linearly with the total number of mesh points, while the cubic volume
scales somewhere closer to a quadratic. The total iteration time in either case does not increase
monotonically due to the variable number of iterations required for the residual to cease to
decrease. The time required to set up the initial nested meshes and discrete differential operators
appears to scale somewhat between linear and quadratic for both geometries. The results in
the main body of this paper were obtained with 47,985 mesh points for the cylindrical volumes
with a radius measuring 26 = 64 AU, resulting in computation times on the order of one or two
minutes, and 374,411 mesh points for the cubic volumes of side half-length measuring 26 = 64
AU, resulting in computation times on the order of thirty minutes.
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A p p e n d i x A

BRIEF NOTES ON COVARIANT NOTATION AND FLUID MECHANICS

A.1 Brief notes on covariant notation
In several sections of this work (Chapter 2, Chapter 7, Chapter 8), we will find it convenient
to use covariant notation for our results on curved lines and surfaces. Here we review a few
features that will be relevant. Note that we will use the Einstein summation convention in which
repeated indices are summed.

For a given coordinate system, a metric tensor gij defines how vectors are measured. In flat
space with Cartesian coordinates, the metric tensor is simply the identity matrix. But in curved
space or in a flat space with non-Cartesian coordinates (e.g., spherical or cylindrical coordinates),
the metric tensor is nontrivial. The inverse of the metric tensor is written with raised indices, as
[gij ]−1 = gij . This then allows a convenient convention of raising indices by multiplying with
gij and lowering them by multiplying by gij . For example, a vector vi = gijvj , and a covector
vi = gijv

j (Aris, 1989).

Such notation makes it easy to compute dot products without getting confused about the
coordinate system. While in Cartesian coordinates one can simply write u⃗ · v⃗, summing the
product of each component of the vectors, in more general coordinates the dot product is
given by uigijv

j = ujv
j . While vectors and tensors have different representations in different

coordinate systems, scalars do not; any expression which has no hanging indices (e.g., ujv
j) will

have the same value regardless of coordinate system (Aris, 1989).

The covariant derivative ∇j is defined for scalars simply as the partial derivative:

∇jf = ∂jf. (A.1)

For vectors and covectors, it is defined with an additional correction,

∇jv
i = ∂jv

i + Γi
jkv

k (A.2)

∇jvi = ∂jvi − Γk
jivk, (A.3)

where Γi
jk is the Christoffel symbol of the second kind. Each additional index of a tensor

introduces a similar correction. E.g., for second rank tensors,

∇jT
ik = ∂jT

ik + Γi
jℓT

ℓk + Γk
jℓT

iℓ (A.4)

∇jT
i
k = ∂jT

ik + Γi
jℓT

ℓ
k − Γℓ

jkT
i
ℓ, (A.5)

etc. The Christoffel symbols are defined by

Γi
jk = 1

2g
iℓ (∂kgjℓ + ∂jgℓk − ∂ℓgjk) . (A.6)
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The covariant derivative makes it easy to convert between different coordinate systems. For
example, the Laplacian of a scalar is written as ∇j∇jf , an expression which is valid in any coor-
dinate system. For example, the Laplacian in cylindrical coordinates is ∂zzf+∂rrf+(1/r)∂rf+
(1/r2)∂θθf , which is fully captured by the covariant expression ∇j∇jf . The covariant derivative
commutes with the metric tensor, so that ∇iv

j = gjk∇ivk, for example. In curved space, co-
variant derivatives do not commute with themselves; in particular, ∇i∇jv

k = ∇j∇iv
k +R k

ℓ jiv
ℓ,

where R k
ℓ ji is the Riemann curvature tensor (Aris, 1989).

A.1.1 Curved surfaces in Cartesian space
In this work, we will be interested in curved lines and surfaces embedded in a flat bulk space.
Given a 2D manifold M parametrized by ξ and ζ, σ⃗(ξ, ζ) ∈ R3, the metric tensor on the
manifold may be computed as

gµν =
[
(∂ξσ⃗ · ∂ξσ⃗) (∂ξσ⃗ · ∂ζ σ⃗)
(∂ζ σ⃗ · ∂ξσ⃗) (∂ζ σ⃗ · ∂ζ σ⃗)

]
. (A.7)

This metric allows computation of vector lengths for vectors in the tangent bundle of the manifold
(Aris, 1989).

The shape tensor, or second fundamental form, describes the curvature of M and can be
expressed as

iiµν =
[
(∂ξξσ⃗ · n̂) (∂ξζ σ⃗ · n̂)
(∂ζξσ⃗ · n̂) (∂ζζ σ⃗ · n̂)

]
= −

[
(∂ξσ⃗ · ∂ξn̂) (∂ξσ⃗ · ∂ζ n̂)
(∂ζ σ⃗ · ∂ξn̂) (∂ζ σ⃗ · ∂ζ n̂)

]
, (A.8)

where n̂ is a normal vector on M (note that the shape tensor will switch sign depending on
which direction the normal is chosen to have). The eigenvectors of iiµν give the directions of
principal curvature, while the eigenvalues give the magnitude of the principal curvature. The
mean curvature is then given by κm = (1/2)iiµµ and the Gaussian curvature by κG = det[iiµν ].
For example, on the surface of a cylinder of radius R, one principal curvature is 1/R, while the
other is 0 (there is no curvature axially along the cylinder). Thus the mean curvature is 1/(2R)
and the Gaussian curvature is 0 (Aris, 1989).

The mean curvature is an extrinsic quantity, i.e., it depends on the embedding of the manifold
in the bulk space, and the sign of the mean curvature depends upon the choice of normal
direction. The Gaussian curvature is intrinsic; it depends only on the metric and not the
embedding. Intuitively, the difference can be understood by considering a surface which moves
isometrically (without bending or stretching). A flat sheet of paper (with mean curvature 0
and Gaussian curvature 0) can be rolled up into a cylinder, giving it (extrinsic) mean curvature
1/(2R) but maintaining its (intrinsic) Gaussian curvature (Misner et al., 1973).

A.2 Brief notes on fluid mechanics
A portion of this work describes the flow of liquids in various micro-scale geometries. These
liquids will be assumed to be Newtonian, incompressible, and well-described by the continuum
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approximation. Frequently, they will also be assumed to have negligible inertia. In this sec-
tion, the equations of motion governing such fluids will be briefly derived, and the associated
assumptions discussed.

A.2.1 Conservation and the Navier-Stokes equations
In relativistic mechanics, conservation of energy and momentum are expressed by ∇ΞT

ΞΛ (with
Einstein summation) and conservation of angular momentum by TΞΛ = TΛΞ, where TΞΛ is
the stress-energy tensor and the indices (for which we will use capital Greek letters) span the
four dimensions space and time (Misner et al., 1973). While the nonrelativistic limit of the
stress-energy tensor is not uniquely defined, due to the decoupling of mass and energy and of
time and space (Duval and Künzle, 1978), it will be sufficient for our purposes to write down a
version which tracks only mass and momentum (Vinokur, 1974):

TΞΛ =
[

−ρ −ρui

−ρuj T ij

]
, (A.9)

T ij = τ ij + τ ij
add. − pgij − ρuiuj , (A.10)

where lowercase Latin letters index the three spatial coordinates, ρ denotes the local fluid
density, ui denotes local fluid velocity, p denotes pressure, gij denotes the three-dimensional
spatial metric tensor, τ ij denotes the viscous stress tensor, and τ ij

add. denotes any additional
contributions to the stress tensor, such as electric fields and conservative forces, like gravity.
(Not including the t terms of the electromagnetic stress tensor means that we disallow transfer
between mass and electromagnetic energy, which is expected in nonrelativistic systems.) The
first row (or column) of the stress-mass tensor, T tΛ, is recognizable as the negative of the
nonrelativistic four-momentum of a piece of fluid.

The conservation of mass and momentum can then be written as

∇ΞT
ΞΛ = fΛ, (A.11)

where fΛ = {0, f i} represents any external nonconservative forces acting on the system. Writing
out the t-component (mass conservation) and spatial components (momentum conservation)
separately,

0 = ∂tρ+ ∇i

(
ρui
)
, (A.12)

0 = ∂t

(
ρuj

)
− ∇i

[
τ ij + τ ij

add. − pgij − ρuiuj
]

− f j

= ρ
(
∂tu

j + ui∇iu
j
)

− ∇i

(
τ ij + τ ij

add. − pgij
)

− f j , (A.13)

where the momentum conservation equation was simplified by substituting in the mass conser-
vation result. Equation (A.13) is known as Cauchy’s equation of motion (Marsden and Tromba,
2003). The operator

(
∂t + ui∇i

)
is sometimes called the material derivative (or advective

derivative, convective derivative, total derivative, etc.), and represents the time derivative of a
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fixed “particle” of fluid, taking into account that particle’s motion. (Note that we implicitly
assumed ∂t

√
det g = 0, i.e., the coordinate system does not shrink or grow in time).

Setting τ ij = 0 represents a fluid with no viscous dissipation and is often used as an approxima-
tion to model certain high-speed or low-viscosity fluids. Equation (A.13) with τ ij = 0 is known
as the Euler equations (Landau and Lifshitz, 1987).

In order to close the equations for a viscous fluid, a constitutive relation defining the relationship
between τ ij and ui is necessary. Clearly, a fluid for which ui is a constant or which is undergoing
rigid-body rotation should have no viscous dissipation (Landau and Lifshitz, 1987). The most
general linear constitutive relation which does not depend on higher derivatives of uj then has
the form

τij = µ (∇iuj + ∇jui) +
(
ζ − 2

3µ
)
gij∇ku

k, (A.14)

where µ is the dynamic viscosity and ζ the second viscosity of the fluid (Landau and Lifshitz,
1987). This describes so-called Newtonian fluids, and is the most commonly used constitutive
relation in fluid dynamics. Other constitutive relations exist for non-Newtonian fluids, including
those for shear-thickening fluids (which solidify as shear stress is applied) and shear-thinning
fluids (which become less viscous as shear stress is applied). Shear-thinning fluids include blood,
paint, and foods like mayonnaise, and are often modeled as Bingham plastics or Casson fluids
(Larson, 1999). In this work, only Newtonian fluids will be considered.

Substituting the Newtonian stress tensor, Equation (A.14), into the Cauchy equation, Equa-
tion (A.13), yields the Navier-Stokes equations:

ρ
(
∂tu

j + ui∇iu
j
)

= −∇jp+ f j + µ
(
∇i∇iuj +Rj

iu
i
)

+
(
ζ + 1

3µ
)

∇j∇iu
i. (A.15)

Here Rj
i is the Ricci curvature tensor describing the curvature of the background space. Because

we work only in the nonrelativistic limit, our bulk equations will always be in flat space and lack
the extra curvature term. It should be noted that the restriction of the Navier-Stokes equations
to 2D membranes does include that term, and it is thus relevant for flows confined to fluid
interfaces (Aris, 1989).

Liquids which move very slowly compared to the speed of sound may be assumed to be incom-
pressible, i.e., (∂t + ui∇i)ρ = 0 (Landau and Lifshitz, 1987). This incompressibility assumption
must be expressed with the material derivative, to imply that a small convecting parcel of fluid
has constant density. Under this assumption, the incompressible continuity (mass conservation)
and Navier-Stokes equations are

∇iu
i = 0, (A.16)

ρ
(
∂tu

j + ui∇iu
j
)

= −∇jp+ f j + µ∇i∇iuj . (A.17)
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It is worth noting at this point that we have assumed from the start that a fluid may be modeled
as a continuum. This assumption breaks down when the mean free path or the length scale of
intermolecular forces is comparable to the relevant length scale of interest, e.g., the diameter of
the bounding channel. Such a situation arises in liquids at very small scales, typically ≲ O(nm),
or at larger scales in dilute gases (Bird et al., 2002). Neither of these regimes will be considered
in this work.

A.2.2 Reynolds number
Setting a length scale L and characteristic velocity scale uc, along with a characteristic time scale
tc = L/uc and pressure scale pc = µuc/L, and defining dimensionless quantities Uj = uj/uc,
T = t/tc, P = p/pc, the Navier-Stokes equations can be rewritten as

Re
(
∂TU

j + U i∇iU
j
)

= −∇j
P + f j

pc/L
+ ∇i∇

i
U j , (A.18)

Re = ρucL

µ
. (A.19)

Re is called the Reynolds number (Landau and Lifshitz, 1987). When Re is large, inertia is
relatively important compared to viscous dissipation, and vice-versa.

Fluids typically become turbulent above a critical Reynolds number, which varies depending on
the flow geometry but typically has order of magnitude 102 to 103 (Trefethen et al., 1993)1.
High viscosity, slow flow, or small scales all decrease the Reynolds number. We will rely on the
small scales (a few microns) of our problems of interest to keep Re low enough to ignore, and
hence we will not consider turbulence.

A.2.3 Bond number and capillary number
Two other nondimensional numbers which will be encountered in this work are the Bond number2

and capillary number. The Bond number measures the relative strength of gravity to capillary
(surface tension) pressure, and is defined as

Bo = ρgL

γ/L
= ρgL2

γ
, (A.20)

where ρ is density, g is gravitational acceleration, γ is surface tension, and L is the relevant length
scale (Probstein, 1994). The numerator of the first expression is the hydrostatic gravitational
pressure and the denominator the capillary pressure, for the given length scale. Assuming it was
defined with the relevant length scales, then a large Bond number Bo ≫ 1 indicates that gravity
dominates surface tension, and a small Bond number Bo ≪ 1 indicates that surface tension
dominates gravity. In this work, we will typically remain in the small Bond number regime, as we
not only consider very small systems but also are interested in applications in space. The Bond

1For example, Trefethen et al. (1993) cite turbulent transition for flow driven by a moving flat plate to occur
at Re ≈ 350, and for pressure-driven flow in a pipe to occur at Re ≈ 1000.

2Note that the value of the Bond number depends on the system and is not, in fact, fixed at 007.
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number is discussed, however, in the derivation of the V-groove equations of motion (Chapter 4)
and the thin film equation for a curved substrate (Chapter 8).

The capillary number measures the scale of viscous forces to capillary forces, and is defined as

Ca = µuc/L

γ/L
= µuc

γ
, (A.21)

where µ is viscosity, uc is the velocity scale, γ is the surface tension, and L is the relevant length
scale (Probstein, 1994). The first expression makes clear that the numerator is the scale of the
normal viscous stress and the denominator the scale of the capillary pressure. Keep in mind
that, despite its name, the capillary number is inversely proportional to surface tension: a large
capillary number implies relatively small surface tension, and vice versa. Because this work deals
with phenomena which are dominated by surface tension, we typically nondimensionalize with
a velocity scale uc proportional to the capillary velocity γ/µ, and hence the capillary number is
factored out.

A.2.4 Wall boundary condition
For this work, we will take the no-slip boundary condition against solid surfaces. This implies that
the fluid immediately adjacent to a solid boundary is stationary (with respect to that boundary);
not only does it not move normal to the boundary, but also does not move tangent to it. This no-
slip condition is widely used in fluid mechanics (Landau and Lifshitz, 1987), but does break down
at very small scales. In particular, the assumption of a no-slip condition at the contact line of two
fluids and a solid (or a fluid, a vacuum, and a solid) leads to a stress singularity; introducing a
small slip between the fluid and solid allows computation of a contact line configuration without
a singularity (Cox, 1986). However, the slip condition is not always easy to predict and depends
on the form of intermolecular potentials and microscopic wall roughness (Thompson and Troian,
1997). Therefore, this work considers only the no-slip boundary condition, although the results
could certainly be rederived for slip boundary conditions.
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A p p e n d i x B

RELATED STABILITY ANALYSIS TECHNIQUES

B.1 Introduction
The methods in this section relate to the generalized linear stability analysis, but were not
employed for the new research in this thesis. They are mentioned here because they are expected
to be useful for future extensions of this work.

Appendix B.2 discusses adjoint and variational methods of computing optimal input and output
modes, which can be far more computationally efficient than the naïve direct computation of the
propagator (the method used in this thesis). In particular, adjoint methods are likely necessary
to extend the stability results for thin films on curved substrates (Chapter 9) to finer resolution or
to non-axisymmetric substrates. Appendix B.3 discusses pseudospectral analysis, which provides
analytic techniques for bounding transient growth, as well as a way of understanding the response
of non-normal operators to forcing. It was not needed for the results in this thesis, as all systems
were either shown to be stable using Lyapunov techniques or the numerical abscissa alone, or
else were nonautonomous and hence out of the purview of pseudospectroscopy. But future
variations on the V-groove equation which are not amenable to Lyapunov’s direct method1 may
be best addressed with pseudospectral or resolvent techniques.

B.2 Adjoint and variational methods
Another method for studying the growth of perturbations in a linearized system is the ad-
joint method (Schmid, 2007). The adjoint method is a general term for a variety of analyses
which consider the sensitivity of later-time outputs to initial-time inputs. For example, con-
sider some vector vi(t) which is propagated in time by the linear operator Φ(t, s), so that
vi(t) = Φij(t, 0)vj(0). Given some function f [vi(t)] which measures some property of the
output vi(t), we can compute the sensitivity of f to the input vi(0) explicitly (Johnson, 2006):

∂f

∂vj(0) = ∂f

∂vi(t)
∂vi(t)
∂vj(0) = ∂f

∂vi(t)
∂Φik(t, 0)vk(0)

∂vj(0) = ∂f

∂vi(t)
Φij(t, 0) = [Φ(t, 0)]Tji

∂f

∂vi(t)
.

(B.1)

The sensitivity of f to perturbations in the initial state vi(0) is equal to the product of the
adjoint propagator and the sensitivity of f to perturbations in the output state vi(t). This result
in itself is not especially interesting; we are already familiar with the propagator Φ(t, s) from
generalized linear stability analysis, and so we could use it to compute any desired sensitivity
to initial conditions. Unfortunately, the propagator is in general computationally expensive to

1For example, coupling an electric field to a dielectric liquid in a groove would lead to a reduced V-groove
equation with tangential stresses for which it may be challenging to find a Lyapunov functional.
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compute; even for an autonomous equation where Φ(t, 0) = exp(At), the matrix exponential
must be computed, an operation which is cubic in the number of rows or columns of A (Moler
and Van Loan, 2003).

The adjoint method provides a way around the inefficiency of matrix operations by using
backwards propagation of sensitivities. Given a linear (possibly nonautonomous) equation
∂tvi(t) = Aij(t)vj(t) with vi(t) = Φij(t, s)vj(s), then

∂τ ṽi(t− τ) = [A(t− τ)]Tij ṽj(t− τ) =⇒ ṽi(t− τ) = [Φ(t, t− τ)]Tij ṽj(t). (B.2)

That is, the adjoint propagator applied to a vector ṽj(t) is described by the solution of the
backwards-time evolution equation controlled by AT . In particular, the sensitivity ∂f/∂vi(0)
can be computed by starting with the adjoint initial condition ṽi(t) = ∂f/∂vi(t) and integrating
the differential equation of Equation (B.2) from τ = 0 to τ = t. Rather than compute the entire
propagator which contains the solutions to the evolution equation for every possible vector, it
becomes necessary only to compute one solution backwards in time.

However, there is still a catch. The adjoint method provides a way to get from ∂f/∂vi(t) to
∂f/∂vi(0) with a relatively cheap computation, but ∂f/∂vi(t) is not necessarily known. This
situation arises in particular when using the adjoint method to optimize an output variable, so
that vi(t) is not known a priori. In such cases, an iteration is typically performed in which an
initial input vi(0) is guessed and propagated forward in time to get vi(t); ∂f/∂vi(t) is then
computed and propagated backwards. A condition based on the optimization being performed
is used to update the guess of vi(0), which is again propagated forward, and so on (Schmid,
2007).

The adjoint method can be used to determine maximally growing perturbations by formulation
a variational optimization problem. We will first relate a simplification the example given by
(Schmid, 2007), and then show how the result is equivalent to that obtained by generalized
linear stability theory with a known propagator. Consider a (possibly nonautonomous) linear
system ∂tvi(t) = Aij(t)vj(t) with the Euclidean inner product. The maximum perturbation
growth maxvi(0) ∥vi(t)∥/∥vi(0)∥ at some time t may be computed by treating vi(t) and vi(0) =
v

(0)
i as independent vectors and relying on Lagrange multipliers to enforce their evolutionary

relationship, yielding the Lagrangian (Schmid, 2007)

L(v, ṽ, v(0), ṽ(0)) = ∥v(t)∥2

∥v(0)∥2 −
∫ t

0
[ṽ(s)]T

(
∂

∂s
v(s) −A(s)v(s)

)
ds− [ṽ(0)]T

(
v(0) − v(0)

)
,

(B.3)

where indices have been dropped for brevity. Here ṽ(s) is a Lagrange multiplier enforcing the
evolution equation and ṽ(0) a Lagrange multiplier enforcing the initial condition. Maximizing L
by differentiating with respect to ṽ(s), ṽ(0), v(s) (with 0 < s < t), v(t), v(0) and v(0) gives the
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equations (Schmid, 2007)

∂

∂s
v(s) = −A(s)v(s), (B.4a)

v(0) = v(0), (B.4b)
∂

∂s
ṽ(s) = −[A(s)]T ṽ(s), (B.4c)

ṽ(t) = 2 v(t)
∥v(0)∥2 , (B.4d)

ṽ(0) = ṽ(0), (B.4e)

ṽ(0) = 2∥v(t)∥2

∥v(0)∥4 v
(0). (B.4f)

The iteration procedure to determine v(t) and v(0) is then fully specified. Starting with a guess
v(0) = v(0), propagate forward in time using Equation (B.4a) until v(t) is attained. Then
compute ṽ(t) with Equation (B.4d) and propagate it backwards in time with Equation (B.4c)
until ṽ(0) = ṽ(0) is attained. An updated guess of v(0) is then set by Equation (B.4f), and the
whole process is repeated until convergence is achieved.

To see that this result is the same as that achieved by generalized linear stability theory, we use
the propagator Φ, which is defined by v(t) = Φv(0) and ṽ(0) = ΦT ṽ(t). Plugging in the values
from Equations (B.4d) and (B.4f),

v(t) = Φv(0) = Φ ∥v(0)∥4

2∥v(t)∥2 ṽ(0) = Φ ∥v(0)∥4

2∥v(t)∥2 ΦT ṽ(t) = Φ ∥v(0)∥4

2∥v(t)∥2 ΦT 2v(t)
∥v(0)∥2

= ∥v(0)∥2

∥v(t)∥2 ΦΦT v(t). (B.5)

Thus, the optimal output vector v(t) is an eigenvector of ΦΦT with eigenvalue ∥v(t)∥2/∥v(0)∥2.
The SVD gives Φ = V ΛUT , so that ΦΦT = V Λ2V T ; i.e., the eigenvectors of ΦΦT are precisely
the output modes computed with generalized linear stability theory. Thus the adjoint method
provides a way to determine optimal input and output modes without explicitly computing the
propagation matrix. The downside is that these optimal perturbations are computed only for a
specific time t; the whole iterative procedure must be repeated for each time of interest.

Farazmand and Sapsis (2017) apply a similar variational approach to determine the instanta-
neously fastest-growing perturbations at each time, corresponding to the numerical abscissae.
Although computing only numerical abscissae gives less information than computing the opti-
mal perturbations over a period of time, it is less computationally expensive as there is no need
even for reverse time propagation of the adjoint. They apply the analysis to a nonautonomous
system with “intermittent bursts” of large perturbation growth to identify the fastest-growing
mode associated with each burst, and suggest that, once identified, such modes be tracked in
order to detect future bursts of growth early in their onset.
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B.3 Pseudospectral and resolvent analysis
Key to classical modal stability analysis is the spectrum σ of an operator L, defined as the set
of its eigenvalues. One way of identifying eigenvalues is as values z such that the resolvent
(z − L)−1 does not exist; that is, z − L is not invertible (Trefethen and Embree, 2005). The
spectrum can then be extended to the concept of a pseudospectrum, which consists of all points
which are in a specific sense close to eigenvalues. Specifically, the ε-pseudospectrum is defined
as

σε(L) =
{
z ∈ C

∣∣∣ ∥z − L∥−1 > ε−1
}

(B.6)

or, equivalently,

σε(L) =
{
z ∈ C

∣∣∣ ∥(z − L)v∥ < ε for some unit vector v
}

(B.7)

(Trefethen and Embree, 2005). The second definition in particular makes it clear that σε includes
all z which are “almost” eigenvalues in the sense that there are certain “almost” eigenvectors v
which satisfy Lv = zv +O(ε).

It turns out that the ε-pseudospectra for normal matrices simply describe circles of radius ε
around the eigenvalues, while the ε-pseudospectra of non-normal matrices can be much more
complicated. Specifically, using the L2 norm,

σε(L) =
{
z ∈ C

∣∣∣ |z − σ(L)| < ε
}

if L is normal, (B.8)

σε(L) ⊇
{
z ∈ C

∣∣∣ |z − σ(L)| < ε
}

if L is non-normal. (B.9)

Along with the ε-pseudospectrum, the ε-pseudospectral abscissa is defined by βε(L) = max{
re(z)|z ∈ σε(L)} (here re refers to the real part, not the Reynolds number).

An example comparing ε-pseudospectra for normal and non-normal matrices is given in Fig-
ure B.1, based on the non-normal example in the previous section. Note that the pseudospectra
of the normal matrix (left) describe perfect circles around the spectrum. Besides the non-normal
having a more ellipsoid shape, each ε-pseudospectrum of the non-normal matrix is clearly much
larger than its normal counterpart. We can also see clearly that while βε=0.5 ≈ −0.5 for the
normal matrix, βε=0.5 ≈ +0.4 for the non-normal one.

A number of theorems describe various upper and lower bounds on transient growth based on
pseudospectra; two notable ones will be related here. First, an upper bound. Letting Lε be the
arc length of the boundary or convex hull of σε(L),

∥ exp(tL)∥ ≤ Lε exp (tβε(L))
2πε (B.10)

(Trefethen and Embree, 2005). Note that for a normal matrix, Lε = 2πε for sufficiently small
ε, and so the statement trivially implies ∥ exp(tL)∥ = exp[tβmax(L)] ≤ exp[tβmax(L) + tε].
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Figure B.1: Depiction of ε-pseudospectra with ε = {0.25, 0.5, 1, 2, 4} for a normal matrix
{−1, 0; 0,−2} (left) and a non-normal matrix {−1, 6; 0,−2} (right). Vertical axis is imaginary
and horizontal axis real; the dotted black line indicates the imaginary axis re(z) = 0. Black dots
indicate eigenvalues.

Furthermore, the fact that the ε-pseudospectrum of a non-normal matrix always contains the
ball of radius ε around the spectrum, then non-normal matrices always satisfy Lε ≥ 2πε.

Next, a lower bound. Defining the Kreiss constant K(L) by

K(L) = sup
ε>0

βε(L)
ε

= sup
re(z)>0

re(z)∥z − L∥−1, (B.11)

then

sup
t>0

∥ exp(tL)∥ ≥ K(L) (B.12)

(Trefethen and Embree, 2005). Again, it is easy to see that for a normal matrix, K(L) is equal
to 1 if βmax < 0 and ∞ if βmax > 0. Unfortunately this bound is not always sharp, and a variety
of more complicated bounds can be constructed; the interested reader is referred to Trefethen
and Embree (2005), an entire book devoted exclusively to pseudospectral analysis.

The discussion so far has been limited to the behavior of perturbations introduced at a single
specific time whose evolution is then tracked, but another question one might ask is how a
non-normal linear system responds to forcing (either deterministic or stochastic). The resolvent
matrix described earlier proves critical to analyzing such behavior. Suppose we have a forced
linear system

∂tu = Lu+ f. (B.13)

Performing a Fourier transform in time, so that û(ω) =
∫∞

−∞ u(t) exp(−iωt)d(t/2π), and simi-
larly for f , one immediately finds that

û = (iω − L)−1f̂ , (B.14)
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where (iω − L)−1 is the resolvent matrix used earlier to derive the pseudospectrum, with iω

playing the role of what we called z before (Farrell and Ioannou, 1996). Recalling that the
pseudospectrum of a non-normal matrix may cover a large area, i.e., there may be a large
range of ω for which ∥iω − L∥−1 > ε−1 for a given ε, it is thus immediately clear that non-
normal operators can have large “pseudoresonant” responses even at frequencies ω quite far
from the eigenvalues of L (Trefethen et al., 1993). McKeon and Sharma (2010) built upon
these results to construct a nonlinear model of turbulent fluctuations. Rather than assuming
small perturbations and discarding nonlinear terms when linearizing the Navier-Stokes equations,
they retain the quadratic fluctuation terms to be used as the forcing f̂ in Equation (B.14).
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A p p e n d i x C

V-GROOVES IN OTHER REGIMES

C.1 Introduction
This section sketches out how the V-groove equation would be extended to capture other
regimes, such as the presence of gravity perpendicular to the flow, and inertial regimes. These
are not full derivations (which would be very lengthy), but blueprints; it is hoped that they are
sufficient to make it fairly easy for another student to construct the models.

C.2 V-grooves with perpendicular gravity
The equation of motion for flow in V-grooves when gravity acts parallel to Z (i.e., parallel to
the flow) was found by Weislogel (1996) and discussed in Chapter 4. Recall that gravity in such
cases can be ignored when Bo/(εΦ) ≪ 1, where Bo = ρgd2/γ is the Bond number.

When gravity acts perpendicular to the flow (i.e., in the X-Y plane), it has a smaller effect, and
can be ignored when Bo/Φ ≪ 1. For water, which has ρwater = 103 kg/m3 and surface tension
γ ≈ 0.072 N/m (Dean, 1999), and for a groove with α = 45◦, θ = 15◦, Bo/Φ ≈ 5.6 × 106d2,
with d measured in meters. Thus, Bo/Φ = 1 when d ≈ 0.42mm. Many lab-on-a-chip devices
are likely oriented perpendicular to gravity, specifically with gravity in the y-axis, and reach such
a scale. Determining the equation of motion with gravity in the y-direction is thus a natural
next step. Doing so is a bit more involved than when gravity acts in z; an overview of the
procedure is given here.

Following the derivation in Chapter 4, when gravity acts in the y-axis, the reduced Navier-Stokes
and continuity equations are:

∂U

∂X
+ ∂V

∂Y
+ ∂W

∂Z
= 0, (C.1a)

∂P

∂X
= 0, (C.1b)

∂P

∂Y
= B, (C.1c)

∂P

∂Z
= ∂2W

∂X2 + ∂2W

∂Y 2 , (C.1d)

where

B = Bo
CaGy (C.2)

is the y-rescaled Bond number (note that this differs from the z-rescaled Bond number in the
earlier chapter).
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Hence,

P = P0(Z) +BY. (C.3)

C.2.1 Interface correction
The normal interface boundary condition reduces to

0 = −P − Ca−1
(

∂2
XΣ

[1 + (∂XΣ)2]3/2

)
+O(ε2). (C.4)

In static variables (X̃ = X/H, Ỹ = Y/H, Σ̃ = Σ/H, etc.), and letting P0 = −P̂ /H,

CaP̂ =

 ∂2
X̃

Σ̃

[1 + (∂
X̃

Σ̃)2]3/2

+ CaBH2Σ̃ +O(ε2). (C.5)

Thus, the fluid interface is no longer a circular section. Unfortunately there does not seem
to be a general analytic solution, so Σ̃ must be computed numerically for each value of the
three parameters: {α, θ,CaBH2}. (If, however, the gravity is very small compared to the
capillary pressure, then a perturbative approach can be taken, following Chapter 7, yielding an
analytic surface correction). This interface defines a cross-sectional domain Ω̃(α, θ,CaBH2)
which likewise depends on all three parameters.

C.2.2 Flux computation
The flux does not have any bulk corrections; as before, the static velocity variable can be defined
as W̃ (X̃, Ỹ ) =

[
−H2∂ZP

]−1
W . W̃ is then solved for by the Poisson equation ∇2W̃ = −1 on

the domain Ω̃(α, θ,CaBH2), and the flux by

Q =
∫

Ω
WdXdY = H2

[
−H2∂ZP

] ∫
Ω̃
W̃dX̃dỸ (C.6)

= −H4Γ(α, θ,CaBH2)∂Z

[
− P̂ (α, θ,CaBH2)

H

]
. (C.7)

C.2.3 Final equation
Finally, using the conservation of mass relation ∂TA = −∂ZQ yields the equation of motion

∂T

[
H2Â(α, θ,CaBH2)

]
= ∂Z

{
H4Γ(α, θ,CaBH2)∂Z

[
− P̂ (α, θ,CaBH2)

H

]}
. (C.8)

These three geometric factors, Â, P̂ , and Γ, now depend on the third parameter CaBH2,
and each must be computed numerically. In the weak-gravity limit, each could be computed
perturbatively to linear order in B.

Because the corrective factors depend only on H and not on derivatives thereof, the equation
still has a self-similar solution with η = Z/T 1/2; i.e., Washburn-like T 1/2 spreading and draining
is retained. Furthermore, the equation can be put into nonlinear diffusion form.
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C.3 V-grooves with inertia
In a regime such that εReΓ < O(1), inertial terms can be added perturbatively to the V-groove
system. The methodology is analogous to the perturbative addition of inertial terms to the thin
film equation, an overview of which may be found in the review article by Oron et al. (1997).

From Chapter 4, the reduced Navier-Stokes and continuity equations without gravity are given
by

0 = ∂U

∂X
+ ∂V

∂Y
+ ∂W

∂Z
, (C.9a)

∂P

∂X
= 0 +O(ε3Re) (C.9b)

∂P

∂Y
= 0 +O(ε3Re) (C.9c)

εRe [∂TW + U∂XW + V ∂Y W +W∂ZW ] = −∂P

∂Z
+ (∂XX + ∂Y Y )W +O(ε2). (C.9d)

Note that P is, as in the inertia-free groove, constant in each cross-section. Hence the circular
interface is maintained.

Let

W = W0 + εReW1, (C.10)

where W0 is the streamwise velocity in the purely viscous V-groove (i.e., W0 is the solution
described in Chapter 4), which satisfies −∂ZP = (∂XX + ∂Y Y )W0. The W1 correction is then
computed by

(∂XX + ∂Y Y )W1 = [∂TW0 + U0∂XW0 + V0∂Y W0 +W0∂ZW0] , (C.11)

with W1 = 0 on the walls and ∂nW1 = 0 at the free surface.

To determine W1, we switch to static variables, with X̃ = X/H, Ỹ = Y/H, and W̃0 =
W/(−H2∂ZP ). Note first that static forms of U0 and V0 must be split in two:

U0 = H3(−∂ZZP )ŨA +H2(∂ZH)(−∂ZP )ŨB (C.12a)

V0 = H3(−∂ZZP )ṼA +H2(∂ZH)(−∂ZP )ṼB. (C.12b)

The continuity equation then splits into

0 = ∂
X̃
ŨA + ∂

Ỹ
ṼA + W̃0, (C.13a)

0 = ∂
X̃
ŨB + ∂

Ỹ
ṼB + 2W̃0 − X̃∂

X̃
W̃0 − Ỹ ∂

Ỹ
W̃0, (C.13b)

while ŨA, ŨB, ṼA, and ṼB are harmonic, zero at the walls, and obey the relevant surface
boundary condition.
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Plugging these values into Equation (C.11) yields a variety of coefficients involving different
derivatives of P and H. The corrective W1 must then be written as a sum of three parts:

W1 = H6(∂ZP )(∂ZZP )W̃A(X̃, Ỹ ) +H5(∂ZH)(∂ZP )2W̃B(X̃, Ỹ ) +H4(−∂ZTP )W̃C(X̃, Ỹ ),
(C.14)

resulting in the three Poisson equations:

∇̃2W̃A = −Γ0

Â
W̃0 + W̃ 2

0 +
[
ŨA + Γ0

Â

X̃

2

]
∂

X̃
W̃0 +

[
ṼA + Γ0

Â

Ỹ

2

]
∂

Ỹ
W̃0, (C.15a)

∇̃2W̃B = −4Γ0

Â
W̃0 + 2W̃ 2

0 +
[
ŨB + 2Γ0

Â
X̃ − X̃W̃0

]
∂

X̃
W̃0 +

[
ṼB + 2Γ0

Â
Ỹ − Ỹ W̃0

]
∂

Ỹ
W̃0,

(C.15b)

∇̃2W̃C = W̃0, (C.15c)

where ∇̃2 =
(
∂

X̃X̃
+ ∂

Ỹ Ỹ

)
. Upon integrating the result, the corrected flux is given by

Q = −Γ0H
4∂ZP + εReH2

[
ΓAH

6(∂ZP )(∂ZZP ) + ΓBH
5(∂ZH)(∂ZP )2 + ΓCH

4(−∂ZTP )
]
.

(C.16)

Recalling that ∇̃2W̃0 = −1 yielded an integrated factor of Γ0, we then expect that ΓA,ΓB ≈
O(Γ3

0) and ΓC ≈ O(Γ2
0). This Q can then be substituted into ∂TA = −∂ZQ to get the equation

of motion.

We have until now kept P as an unknown quantity, in order to more easily allow inertia to
be added to, e.g., a V-groove with an electric field. Let us focus on the straight groove with
pressure set purely by capillary effects, i.e., P = −(ΦR̂H)−1. In this case,

Â−1Q = −H2∂ZH

+ εRe 1
Φ2ÂR̂2

H2
[
ΓAH

6(∂ZH
−1)(∂ZZH

−1) + ΓBH
5(∂ZH)(∂ZH

−1)2 + ΓCH
4(∂ZTH

−1)
]

= −H2H ′ + εRe
{

ΓAÂ

Γ2
0
H3H ′[−2(H ′)2 +HH ′′]

+ΓBÂ

Γ2
0
H3(H ′)3 + 1

2
ΓC

Γ0

[
4(H ′)3 − 3HH ′H ′′ −H2H ′′′

]}
, (C.17)

and finally,

∂TH
2 = ∂Z

(
−H2H ′ + εRe

{
ΓAÂ

Γ2
0
H3H ′[−2(H ′)2 +HH ′′]

+ΓBÂ

Γ2
0
H3(H ′)3 + 1

2
ΓC

Γ0

[
4(H ′)3 − 3HH ′H ′′ −H2H ′′′

]})
.

(C.18)

Recalling that Â = O(1), the corrective term is thus expected to have O(εReΓ0).

All that remains is to do the work of numerically computing ŨA, ŨB, W̃A, W̃B, W̃C , ΓA(α, θ),
ΓB(α, θ), and ΓC(α, θ). We leave this as an exercise for the reader.
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