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ABSTRACT

Most studies of emotion have as their subject matter the emotion experiences that
people can describe and rate. By contrast to this approach from psychology, studies
in animals, and some biological studies in humans, focus on behavior and its adaptive
function. These two literatures typically use very different corresponding features
by which to characterize emotion: categories or dimensions describing feelings for
which we have convenient words, for the former (e.g., happiness, pleasantness), and
functional properties for the latter (e.g., persistence, generalizability, approachabil-
ity). In this thesis I use both sets of ratings, and I ask whether the latter, biologically
inspired features could also be used to characterize people’s emotion experiences,
and might reveal novel dimensions of variability. They also typically use different
sets of stimuli to induce the emotions: lexical stimuli in which participants are asked
to imagine something hypothetical are common in human studies; ecologically valid
stimuli that at least the subjects cannot distinguish from the real world are common
in animal studies. Here I used three domains of stimuli: stories, videos, and real-life
experiences, in the same set of participants, permitting a unique comparison.

I took advantage of a sample of approximately 1000 Americans who were surveyed
longitudinally over the internet during the COVID-19 pandemic. I collected ratings
of emotion experiences evoked by three classes of stimuli: a validated set of short
stories, a validated set of short videos, and actual experiences in real life across
multiple waves. I found that all three types of emotion experiences could be
characterized by low dimensional spaces, with the first two factors that accounted
for most of the variance in people’s ratings corresponding to the dimensions of
valence and arousal, in line with prior work. However, I discovered additional novel
factors related to generalizability (the extent to which an emotion experience is
shared across many different situations and occurrences) or modularity (the extent
to which an emotion experience is unique to specific situations). The findings
show that emotion features not usually assessed in humans can be recovered from
subjective ratings of their experiences. I argue for a revision of current dimensional
theories of emotion: they have been incomplete because they were restricted to
ratings entrenched in how we think of our conscious experience, and the typical
English words we use to describe it. The new dimensions validate some theories of
emotion and offer hope for linking psychological studies in humans with behavioral
or neurobiological work across species. I also characterized the distributions of the
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three types of emotion experiences and found that emotions were distributed along
continuous gradients, with no well-separated clusters even for emotions belonging
to the six basic emotion categories.

My thesis presents two additional topics that capitalize on my unique sample: the
emotions experienced during the COVID pandemic, and individual differences.
For example, I also found that resilience buffered individuals against the effect of
loneliness on depression, and that people who had tested positive for COVID felt
more morally disgusted towards acts of violating social norms. I also explored
the association between psychological traits and differences in emotion experiences
both in terms of the magnitudes of the ratings and the overall correlation structure
across scales. Again, the richness of my dataset reveals a number of associations
that are theoretically interesting and that will be of relevance to understanding mood
and anxiety disorders as well.

All of the data will be made publicly available, and the core parts of many of the
investigations were pre-registered.
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C h a p t e r 1

THE PSYCHOLOGY OF EMOTION EXPERIENCE: DEBATES
AND OPEN QUESTIONS.

1.1 Emotions, concepts, and conscious experience
This dissertation is a psychological investigation of people’s emotion experience. It
is focused entirely on adult humans, and on self-report. The exclusion of physio-
logical, including neurobiological, measures in my thesis has a good justification: I
think it is mostly premature to use these dependent measures to answer fundamen-
tal questions about emotion experience, because so much work and clarification is
needed at the behavioral level first. For instance, there are specific debates about
whether the amygdala (a structure in the vertebrate brain strongly associated with
fear in the literature) is involved in emotion experience [1, 2]. There are broader
claims that emotion experiences have no specific neural correlates at all [3, 4, 5], and
no specific physiological correlates in the body either [6]. As I review below, there
is not even consensus on what the word “emotion” means, on how many emotions
there are, or on whether animals have them. Given this state of affairs, the general
topic of emotion experience first needs to be probed in much more detail at the
behavioral level—at least that is a motivation for the focus of my dissertation. Of
course this does not exclude the value of carefully designed physiological studies,
but, in my view, such studies (especially functional neuroimaging studies, of which
there are very many) are mostly uninformative because the conceptual framework
for interpretation of the findings (and designing the study) is still insufficiently well
developed. Consequently, much of the literature on emotion, especially in humans
and especially using neuroimaging, is essentially uninterpretable, since it is unclear
what process is supposed to be measured.

At the outset, it is important to clarify the focus and scope of this dissertation.
It is focused on people’s judgments about the conscious experiences of emotions
that they have. While this is the most common domain of inquiry in psychology,
it is not a topic that is studied (or indeed can be studied) in nonhuman animals,
and it is a topic whose indirect relation to actual emotion states requires cautious
claims and inferences. Much of the confusion in the literature on emotion comes
from ambiguous usage of terms, so that different studies often talk past one another
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because they mean different things when they use the word “emotion” [7, 8].

The distinction between emotions, conceived as states of an organism with an
objective characterization, and the emotion experienced, the subjective experience
of that emotion state (together with whatever else may contribute to the contents of
consciousness at that time), is a critical one for this thesis. Throughout, I will simply
use the term “emotion” for ease of exposition and when distinctions do not matter
too much. However, I will disambiguate when it does matter. Still, it is important to
keep in mind that, in general, the main variable of interest of this thesis, and the topic
of most psychological theories of emotion, is in fact the conscious experience of
emotion, rather than the emotion state itself (which I define functionally, following
Adolphs and Anderson [9], see below).

In fact, the dependent measure is even more indirect than that. For the vast majority
of psychological studies, and for this thesis, the main dependent measure is the
conceptual access that people have to their experiences of emotions, and their
ability to map this onto language. If they have a fleeting experience and forget
about it, this is not usually measured. If they have an experience so bizarre they
cannot describe it, that is also not usually measured. Once words are used, the
dependent measure narrows to that aspect of emotion experience that cannot only
be remembered and conceptualized, but about which people can think in words,
and which they can map onto various scales typically provided by the experimenter.
While perhaps obvious, it is worth emphasizing this point: not only do we not have
direct access to the emotion state, we also do not have access to unconceptualized
or unverbalized subjective experience. We are measuring what participants think
about their conscious experiences of emotions, and we are measuring using words
and concepts captured in particular rating scales.

This fact makes it critical to pay close attention to the validity and reliability of the
words used in ratings. To that end, I constructed brief definitions for each rating
scale, ensuring that everybody understood what the term meant, and everybody had
the same understanding. I assessed consistency and reliability across these scales,
so that unreliable ones could be excluded in analyses. Even after careful selection
of scales and provision of definitions for them, some scales produced ratings that
were considerably less reliable than others. It will be an important project for the
future to determine if low reliability might result from ambiguity in the definition
of the words, difficulty in accessing that aspect of one’s emotion experience, high
variability in how stimuli elicit that dimension, or other explanations. Ambiguity in
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the words used, not only to describe specific emotions, but also to make distinctions
between emotions, the conscious experiences that we have of them, and what we can
think or say about these experiences (roughly: emotion states, feelings, concepts,
and words) is ubiquitous across the literature on emotion. Many so-called theories
of emotion are completely unclear about which of these domains they intend to
address, as already noted.

There are a handful of historical and current emotion theories worth briefly re-
viewing [10]. However, it is already difficult to evaluate, let alone compare and
contrast these, since it is in general unclear what exactly the authors mean by “emo-
tion”—and, in particular, whether they are talking about actual emotion states, the
conscious experience accompanying those states, or concepts about them [7]. Per-
haps historically the first theory linked to actual biology was Charles Darwin’s book,
The Expression of the Emotions and Man and Animals [11]. Darwin was impressed
by the apparent similarity in behaviors across species, behaviors that he took to
be expressions of homologous emotions. We have reason now to believe that this
latter inference was incorrect in many cases, but the basic claim that many animals
exhibit behaviors caused by emotional states, and that these can be used for social
communication, is now very widely accepted [9, 12, 13]. Darwin proposed three
so-called principles in his book. The first, the principle of serviceable associated
habits, in fact acknowledged that emotional behaviors could be co-opted for social
communication. But Darwin insisted that there had to be an ancestral function that
served some adaptive purpose. We still do not know why people have tears in their
eyes when they are sad, but some co-opted behaviors, such as facial expressions for
fear and disgust, have been argued to have plausible ancestral functions (maximizing
sensory field-of-view or closing the sensory organs to stimuli, respectively, for these
two emotions) [14].

Darwin’s second principle was his principle of antithesis, proposing that there
was an approach-withdrawal structure to emotions that recruited antagonistic sets
of muscles. In essence, this was a precursor to modern dimensional theories of
emotion, which all seem to agree on a dimension of approach-withdrawal (or its
experiential counterpart, pleasant-unpleasant). In most modern theories of emotion
experience this corresponds to a necessary component, a dimension of so-called
core affect - valence. Darwin’s third and last principle was his principle of the direct
action of the nervous system. Although he had nothing to say about this in detail,
since the neuroscience of emotion was unknown at the time, he presumed that the
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expression of emotion was caused by events in the brain. Elaborated and with a few
further assumptions, this view is similar to modern views on the relation between
brain, behavior, and psychology. A monist ontology proposes that emotions, and
emotion experiences (psychological variables) are collections of brain events (they
supervene on the brain, in philosophical vocabulary), and in turn cause the various
dependent measures from which they can be inferred (behaviors, ratings) [15].

According to one prominent class of emotion theories, conscious experiences of the
emotion are a distinct processing step, and correspond to distinct neural correlates
in the brain. There are basically two versions of this view. The first is exemplified
by William James’ somatic feedback theory [16], and by neurological proposals
such as the classic Papez circuit. These schemes propose that emotional reactions
in the body in turn are perceived by the brain, and that this perception provides
the content of the conscious experience. When we experience an emotion, we are
thus experiencing something in our body. The intuition behind this view is clear
enough: we indeed feel a lump in our throat when sad, or a tension in our stomach
when anxious. It is less clear that this is all there is to emotion experience, or that
it is a necessary precursor to emotion experience. But William James thought this
was the case: “If we fancy some strong emotion, and then try to abstract from our
consciousness of it all the feelings of its characteristic bodily symptoms, we find we
have nothing left behind, no “mind-stuff” out of which emotion can be constituted,
and that a cold and neutral state of intellectual perception is all that remains” [16].
Taken literally, James’ theory would predict that patients with no afferent input from
the body cannot experience emotions. Although there are some arguments from
patients with spinal cord lesions [17], the evidence is ultimately inconclusive, since
it is impossible to disconnect the brain from all bodily signals (for instance, input
from the face enter at the level of the trigeminal nucleus, above the spinal cord, and
the vagus nerve provides afferent interoceptive information to brainstem nuclei).

Modern versions of these somatic feedback theories emphasize particular somatic
components, such as feedback from the muscles of the face involved in facial
expressions [18], or thinly myelinated afferents from the autonomic nervous system
[19]. The currently two most prominent theories that propose that somatic feedback
generates conscious experiences of emotion are those of Bud Craig [20, 21] and
Antonio Damasio [22, 23], and both emphasize central brain structures involved
in interoception and representation of the body, notably the insula. While there
seems to be agreement in the above theories that representation of bodily states is
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an essential component of the conscious experience of emotion, the theories are
less clear on how this comes about. Damasio, for instance, is explicit in stating that
actual somatic feedback is not necessary— it just has to be set up in the right way (in
evolution or development), but the actual on-line generation of emotion experience
in an adult human could happen entirely in the brain (through his so-called “as-if
loop”, which is something like a corollary discharge generating a sensory image of
the bodily consequences).

These “internalized” versions of somatic feedback bear a closer resemblance to
the second main version of how emotion and emotion experience might be distinct
processes: cognitive theories of emotion. Classically, cognitive theories of emotion
do not clearly distinguish emotions from emotion experiences [24]. However, a
recent theory put forth by the neuroscientist Joe LeDoux is quite explicit in making
the distinction [25]. LeDoux begins by famously claiming that we cannot, and
should not, study emotions in animals [26]. His reasons are somewhat subtle: he
does not deny that animals might have emotions, but he thinks it is not appropriate
to study them, and that the studies that have claimed to study them have in fact
been studying something else (“survival circuits” in his nomenclature). But the
argument he gives hinges entirely on a redefinition of what the word “emotion”
means. According to LeDoux “emotion” means “conscious experience of emotion”!
Given this starting point, there is some sense to LeDoux’s reasoning: we do not
currently have good or accepted methods for evaluating conscious experiences of
emotion (or of anything else) in nonhuman animals. So it is methodologically
problematic to study conscious experiences of emotions in animals. Some of
LeDoux’s most argumentative detractors in fact agree with this statement [9], but
they still think it’s perfectly possible to study emotion in animals, as long as we
don’t conflate emotions with conscious experiences of emotions.

The logic of LeDoux’s argument aside, his positive contribution is a neurobiological
theory of the conscious experience of emotion, which he takes to require working
memory and depend on the prefrontal cortex [25]. LeDoux agrees that physiological
and behavioral emotional reactions depend in part on subcortical structures like the
amygdala, but he thinks we need to have some higher-order representation of these
reactions in order to have a conscious experience of the emotion. The view is
consonant with general higher-order theories of consciousness, but seems both ad
hoc and to suggest a regress (if we need a higher-order representation to make us
conscious of any representation, then why don’t we need a second- or third-order
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representation and so on?). Regardless of these debates, LeDoux, Damasio, and
William James all share the idea that emotion states and conscious experiences are
distinct both psychologically and neurally. Whatever their merits or demerits, they
make a clear distinction and do not conflate emotions with conscious experiences
of emotions (Damasio is perhaps the most explicit in this regard [22]).

Another large and complex class of emotion theories with a long history focuses
on how emotions are induced in the first place, and how they unfold in time as a
function of context and coping mechanisms. These are so-called appraisal theories,
which are in a sense at the opposite end of the spectrum from Darwin’s biological
theory. Appraisal theories seem to discuss the conscious experience of emotion
as their primary subject matter (it is not always easy to tell), and propose that
how we evaluate, think about, and cope with complex situations is the essential
analysis required to understand emotion experience [27]. However, many appraisal
theories actually have strong links to ecological and evolutionary considerations
that provide adaptive functions for emotions [28]. Nonetheless, appraisal theories
generally require a substantial amount of “cognitive” processing before an emotion
can be induced — there is a complex set of “stimulus evaluation checks” and other
sequenced processes that incorporate context, memory, and thoughts about the self
before a stimulus can induce an emotion. In fact, one of the most vigorous debates in
the psychology of emotion revolved around exactly this claim: on one side appraisal
theorists like Richard Lazarus claimed that cognition has to come before emotion
[29]. On the other side of the debate (contra appraisal theories) Bob Zajonc argued
that emotions are fast and directly linked to stimuli, and we can evaluate and think
about them only subsequently: emotion has to come before cognition [30]. While
historically of interest, these extreme views have now been replaced by the realization
that both can be right, and that in general emotional and cognitive processing unfold
in time in parallel, and continuously influence one another [31]. Both are extended
in time, so it makes little sense to try to determine which “comes first”.

What do the various theories say specifically about the experience of emotion?
Although as already noted most emotion theories are unclear about whether they are
talking about emotion states, emotion experiences, or concepts (and in fact some
claim that these are the same [5, 32]), there are some explicit treatments of emotion
experience. Perhaps the most universal agreement concerns what psychologists call
“core affect,” which is thought to be a necessary component of all experiences of
emotions. According to most psychological theories, core affect consists of two
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dimensions, valence and arousal, around which additional components can then be
added to account for the full richness and diversity of human emotion experience
[33]. Lisa Feldman Barrett’s theory of constructed emotion incorporates core affect
as one essential feature, and then proposes that representations of many of the events
and circumstances that accompany any particular episode of emotion experience are
added into conscious experience to produce the rich experiences we usually have
[32]. As we will see in the rest of this dissertation, a two-dimensional structure of
emotion experience is also one of the most prominent findings in my data.

Needless to say, disagreements about emotion theories continue vigorously. In
addition to the foundational aspects of emotion theory discussed above, there are
disagreements in particular about whether emotion experiences are discrete or di-
mensional [34], and about how many categories or dimensions there should be.
Paul Ekman’s seminal studies on the recognition of facial expressions across cul-
tures argued for about 6 so-called basic emotions: happiness, surprise, fear, anger,
disgust and sadness (contempt was also sometimes added) [35, 36]. However, those
data are based not on trying to measure people’s experiences, but rather on their
concepts and in general they are restricted to facial expressions [37]. The findings
have also been debated, since other cross-cultural studies have produced different
results [38], and since there are methodological concerns with Ekman’s original
studies [39]. However, newer studies propose anywhere from these basic 6 or 7
emotions to possibly more than 30 [40, 41, 42, 43].

My own view does not subscribe necessarily to any of the above theories, but
only emphasizes that we need to be very careful in distinguishing emotion states
from emotion experiences, emotion concepts, and words for emotions. As noted,
my study aims to investigate emotion experiences, and it does so by measuring
aspects of people’s concepts for their experiences that can be captured by rating
scales that have words. The dependent measure I use here cannot be used in
nonhuman animals, even though it may well be the case that nonhuman animals
also have emotion experiences—but different dependent measures would need to
be used there in order to infer them. It is possible that emotion states and their
conscious experience depend on distinct brain processes, as LeDoux has proposed.
It is also possible that emotion states are themselves intrinsically conscious, or
capable of generating conscious experiences. Again, I do not take a stance on
this, and my thesis does not address these different possibilities. What my thesis
does address is the structure of human emotion experience—how many dimensions
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or categories might best characterize it? What are those dimensions? How do
these look if we compare emotions induced by reading stories, watching videos, or
real-life experiences? How do these look across different individuals—males vs.
females, extravert vs. introvert? These questions about the structure of emotion
experience, and comparisons across stimulus types and people, are what motivated
this dissertation (see also further below).

1.2 Ways of inducing emotions
In everyday life, emotions and their conscious experiences are induced by a plethora
of stimuli. Some of those stimuli are relatively direct in how they induce emotions,
and relatively universal in eliciting emotions across people. Suddenly being chased
by a bear will induce a state related to fear, for example. But we also experience
emotions that are induced very indirectly, from inferences, presumptions, expecta-
tions, and recollections caused by those stimuli. An email notice of a rejected paper
induces a negatively valenced emotion in virtue of everything a person is caused to
think about by reading the words in that email. Receiving a notice in the mail of
an upcoming surgery appointment can induce anxiety whose conscious experience
depends on imaging all kinds of events that may happen in the future. Indeed, in
many cases it is not even clear what the stimulus was, no matter how indirect —
we suddenly remember we are late for an appointment, or remember the death of a
loved one, or feel intense panic during a nightmare.

Given this highly indirect and often cognitive fashion in which emotion experiences
can be induced in humans, it is perhaps unsurprising that we also have some control
over our emotions. The topic of emotion regulation (and its pathological coun-
terpart, emotion dysregulation) have been intensively studied by both psychology
and psychiatry [44]. Emotion regulation appears prominently during childhood
development, is largely absent in nonhuman animals, and can be compromised by
diseases, drugs, or distraction. It is likely one facet of the broader category of cog-
nitive control that is effortful and that has evolved in animals with large brains and
complex behaviors, most prominently humans, where it serves a complex social role
[45]. Regulation can occur at several stages of processing, all the way from simply
avoiding situations that might make one anxious in the first place, to trying to think
about or “reappraise” a situation when confronted with it, to effortfully controlling
one’s own bodily reaction [46, 47].

While emotion regulation operates all the time even in the real world, its role
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is especially pernicious in laboratory experiments. In many studies, it is clear to
subjects that they are supposed to experience certain emotions, and they may answer
accordingly. For instance, showing people pictures of distinct facial expressions,
or photos of scenes, can elicit ratings with high consensus [48], but it is unclear if
subjects really experience emotions, or are simply rating what the intended emotion
is supposed to be. Conversely, some classes of stimuli such as music [49] or videos
[50] are able to elicit strongly felt emotions, but participants may not want to have
those experiences and may thus downregulate their actually experienced emotions.
In both cases, weak stimuli or very potent stimuli, what it is that subjects report on
may be more related to what it is that they think one should feel, or what they would
like to feel, than what they would actually feel if entirely at the mercy of the eliciting
stimuli. To some extent, clear instructions, comparisons across different types of
stimuli, and comparisons across participants can help address these concerns, but
they remain difficult to address.

All of this stands in contrast to emotion elicitation in nonhuman animals. As for
humans, emotions in the real world are elicited by complex multi sensory cues in a
rich context. In the laboratory, the ways of inducing emotions are considerably more
narrow. In animal models, particularly rodents, there are a number of commonly
used stimuli, tasks, and environments that are used to assess emotions although
the emotions so assessed are usually very specific. By far the largest number of
measures have been developed with respect to fear and anxiety, capitalizing on
innate behaviors elicited by uncertainty, unconditioned stimulus associations, or
specific basic sensory cues, such as those normally provided by predators. Unlike
the case for humans, animals do not know that they are in an experiment, and
presumably have no concept of what an intended emotion or “correct” behavior
should be on a given task. So the ecological validity of the emotional stimuli is
improved in that respect in comparison to humans: emotion regulation and explicit
knowledge of what other subjects would produce as data are eliminated as sources
of confound. It still remains, of course, to interpret the stimuli and conditions as
capturing something ecological in the real world.

In humans, there is a large literature that has developed and validated stimuli that
the experimenters think should elicit a variety of different emotions [51]. These
range from validated images [48] and videos [50, 52] to structured autobiographical
recollection of past emotional events [53]. An advantage with humans is that these
stimuli are indeed effective in conjuring up real-world equivalents, can certainly
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be effective in inducing strong emotional experiences (participants can be induced
to weep, for instance), and are in fact directly “ecologically valid” in comparison
to many situations in the real modern world, such as going to a movie theater or
reading a novel or reminiscing about one’s past memories. The very flexibility of
how emotions can be induced in humans comes to our advantage in strengthening
the argument that stimuli in a laboratory setting can be effective and meaningful.

As described further below and as detailed in the General Methods chapter, my
study used three very different types of stimuli to induce emotions (in the same set
of participants): validated brief stories [40], a large corpus of validated very brief
video clips [41], and current real-world emotions sampled longitudinally across
the COVID pandemic. The first two had extensive prior work by others, permit-
ting comparisons with those studies (a subset of whose rating scales I also used).
The third was a unique opportunity to sample emotions in everyday life during a
particularly stressful time and at multiple timepoints. The entire subject sample
was recruited from an ongoing study of over 1000 adult Americans, who were also
assessed on a rich set of other psychological measures, some of which I use here to
probe individual differences [54].

1.3 Measuring emotion experience
A functionalist approach to emotions proposes to characterize, and indeed define,
emotions by what they do, rather than how they are implemented [55]. This is a com-
mon view in the philosophy of psychology, generally called psychofunctionalism,
and it is congenial to neuroscience approaches as well. Roughly, it corresponds to
one of the higher “levels of analysis” that David Marr had once proposed [56]. Marr’s
lowest level he called the “implementation level”, which itself could be thought of
as multiple levels of scale describing the physical realization of a computationally
or psychologically defined process (e.g., actual brain circuits, neurotransmitters).
Higher levels were labeled the “algorithmic” and “computational” level, but again
these should be seen as a continuum of levels of analysis that abstract from the phys-
ical realization and describe the operations, functions, or goals of the process under
consideration. Critically, the mapping between lower-to-higher levels is many-to-
one, a property in philosophy long emphasized as “multiple realizability.” This
means that the same algorithmic-level description (e.g., an emotion with particular
functional properties, such as fear of predators) could be realized in quite different
hardware in the brain of a human, rodent, or octopus—or even a robot of the right
kind.
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As a functionally defined process, an emotion could thus be inferred from observing
its causal relations with sensory stimuli, actions, and other psychological processes.
The first would include cases such as presenting highly emotional videos intended
to induce particular emotions (in humans), or innately triggering stimuli such as
the odor [57] or shadow [58] of a predator (in rodents). The second, actions,
would include species-specific behaviors that make sense in light of the stimuli,
e.g., increased heart rate, faster breathing, freezing, or EEG arousal in response to a
threat stimulus. A large number of specific tasks have been developed for rodents,
in particular to assess fear and anxiety; self-report, psychophysiology, and facial
EMG are commonly used for humans; and a range of observed behaviors have been
catalogued for animals. There is a burgeoning field connected with animal welfare
and livestock husbandry that infers emotional states from behaviors such as the ear
posture of cows [59] to the whinnying of horses [60]. A recent cross-species study
argued for a universal arousal signature in the vocalizations made by all animals
[61], and it has been argued that some of the defensive behaviors seen in rodents
indeed show strong similarity to such emotional behaviors also in humans, just as
Darwin thought [62].

It is important to note that a functionalist view of emotions does not merely anchor
them with respect to stimuli and behaviors, but also with respect to many other
psychological processes. Indeed, how emotions influence other psychological vari-
ables (usually called “cognitive”) is a burgeoning field in both animal and human
research [63, 64, 65, 66]. The Nobel laureate cognitive scientist Herbert Simon
had one of the earliest explicit schemes for emotion-cognition interactions from an
engineering perspective. According to Simon, emotions functioned as “interrupt
mechanisms” that served to take over ongoing volitional control of goal-directed be-
havior [67]. Simon proposed that an organism going about its business in everyday
search of food and mates needed to have a separate and rather modular controller
(or perhaps set of controllers) that could detect features such as potential threats in
the environment, interrupt ongoing cognitive processing, and take over behavior to
protect the organism. Emotion-cognition interactions are often thought to promi-
nently involve the prefrontal cortex [68, 69], but the examples are ubiquitous. For
instance, emotion and attention prominently interact: we can attend to emotionally
arousing stimuli even when these are presented subliminally [70]. Emotionally
arousing stimuli strongly influence hippocampal-dependent memory consolidation
in both humans and animals [71]. Emotionally laden stimuli influence perceptual
processing of those stimuli via feedback to visual cortices [72]. There are few if
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any psychological processes that are not influenced in one way or another by emo-
tion. Characterizing those influences can by itself serve as a basis for inferring a
functionally defined emotion state.

A more functional approach to characterizing emotions has been a historical thread
in the psychology of emotion, but while purporting to be inspired by biology or
evolution, it is typically entrenched in detailed analyses of experience, is invariably
strongly focused on humans, and often linked to rather specific theories. The
appraisal theories we mentioned earlier analyze the functional role of emotions and
aim to move beyond the simple categories for which we happen to have words
in English [28]. But there are important differences: although it is often unclear,
appraisal theories still focus on experience, whereas my ratings draw from functional
features that are in the first instance observed in behavior rather than experienced
[9].

To cast a broad net, I included both standard emotion terms (e.g., the names for
the so-called basic emotions, such as happiness and sadness), appraisal features
(such as valence, self-relevance) as well as novel biologically inspired attributes
(such as generalizability and persistence). One immediate question is of course
whether people are able to rate such novel attributes. Perhaps they simply do not
have access to them in their experience; or perhaps they apply only to observed
behavior and not to experience. The question is particularly interesting, because
the very same behaviors can be accompanied by quite different experiences, and
conversely, the same experience may be accompanied by very different behaviors
(or induced by different stimuli). This many-to-many mapping between stimuli,
emotion experiences, and behaviors motivates a critical question: is there some
coherence among the domains? Intuitively, we think there has to be, but this is far
from clear empirically. I tried to provide clear definitions of my scales, but it remains
the case that some rating scales produced more consistent ratings than others, and
it remains a deeper problem that it is unclear on what exactly it is that subjects are
reporting when they produced ratings, issues I take up in the final discussion of this
thesis.

The particular words and concepts that experimenters build into questionnaires and
rating scales obviously constrain what it is that one can measure about emotion ex-
periences. This can produce biases when participants are forced to choose category
labels without sufficient alternatives, producing inflated consensus or validation for
stimuli that are in fact better described by alternative emotion concepts that were
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not offered to the participants [39]. To this end, I also collected free descriptions
of the best labels for emotions evoked by stories and videos. For real-life emotions,
again, subjects were asked to provide free descriptions of labels and the causes of
their emotions in addition to the ratings on the scales.

1.4 Motivation for the present study and unique aspects
Three main questions motivated the present dissertation. First, the recent literature
makes some strong claims that there are many different dimensions or categories of
emotions. According to some studies, there are 18-36 dimensions of emotion [40,
43], or 27 categories that can blend into one another [41]. These claims are related to
some emotion theories, like the conceptual act theory of Lisa Feldman Barrett [73],
and also to appraisal theories [28], which all emphasize the richness of the conscious
experience of emotions. No doubt, we have a large number of words available to
describe how we feel, and we can spend a lot of narrative in describing what we feel.
But that does not necessarily mean that emotion experiences are best characterized
in a high-dimensional space. We also have a large number of words and concepts
to describe colors, for instance, but we know that our color experience can be
compactly and completely characterized by just three dimensions (hue, saturation,
and brightness). As an aside, the analogy between colors and emotion has been
taken explicitly in a proposal about the structure of emotions in Drosophila; just like
primary colors mix to produce a full spectrum, so do core affects, according to this
proposal [74]. So the first question I had was: how many dimensions do we need,
and how do we best interpret those dimensions? Relatedly: are there clusters of
emotion experiences in this dimensional space that would suggest categories, and if
so, which categories of emotions might there be?

A second question concerned the emotions induced by different types of stimuli.
Most studies focus on a single type of stimulus, such as viewing pictures or watching
videos. This makes it difficult to compare across studies, and makes it difficult to
explore the vexing question of whether subjects are reporting just on what they think
the intended or “correct” emotion is, versus reporting on the actual contents of their
conscious experience of the emotion. To this end I included a type of stimulus
where one might reasonably think a clear intended emotion predominates (short
verbal scenarios describing something happening to someone), as well as those
types of stimuli where one might reasonably think subjects are reporting on their
actual emotion experience (potent videos and real-world experience reports). A
unique strength of my study was that the very same participants rated their emotions
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across these three kinds of stimuli, and on the same rating scales. This permitted
a comparison across these three stimulus types that, to my knowledge, has not yet
been undertaken in the literature.

A third question concerned individual differences. There are a wealth of studies of
how people differ in the emotions they experience, ranging from “affective style” in
healthy individuals [75, 76] to psychopathology [77, 78, 79]. Capitalizing on the
“COVID-Dynamic” study [54], I sampled the same set of participants as those in
that study. This provided extensive careful selection of subjects, strong exclusionary
criteria and quality control metrics, and very rich assessment of individual differ-
ences. I do not examine all of those here, but focus on a small subset of variables
of a priori interest. However, the extent and quality of psychological background
assessment in this sample of participants is exemplary and provides the basis for
Chapter 7 on individual differences.

The first question, how many dimensions or categories of emotion experience there
are, of course depends on how you measure it. While there is a long and in many
ways unproductive debate in the psychology of emotion on whether emotions are
categorical or dimensional, modern views generally acknowledge that both categor-
ical (discrete) and dimensional (continuous) accounts are useful [13, 34]. Both are
characterizations that the scientist gives, often on the basis of data that themselves
cannot adjudicate between discrete and dimensional accounts: the criterion should
then be simply which characterization is most useful for the purposes of the study.

If I give people a single scale on which to rate their experience, it would necessarily
be one-dimensional, and everybody would rightly complain that I simply haven’t
sampled emotion space properly. On the other hand, taking a complete inventory of
all different words on which emotions could be rated is infeasible. It is also clearly
unnecessary since most words are redundant with one another, and some words are
too vague to produce clear ratings. I selected words with relatively clear and non-
redundant meanings from three main sources. One is the emotion words classically
used, i.e., the words for basic emotions. A second is a selection from modern studies
that used specific words. A third are the “features” of emotion proposed by Ralph
Adolphs and David Anderson in their book [9].

Another choice that needs to be made is how to induce emotions, and how to induce
a sufficient diversity of emotion experiences. Here I felt that directly taking the
stimuli from prior studies that claimed to find a large number of dimensions would
be advantageous. I thus selected short narratives from [40] and videos from [41].
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This might still under sample actual emotions experienced in the real world, so I
added a third type of induction: emotions experienced in everyday life during the
COVID pandemic. As noted, a unique feature of my dissertation is the ability to
compare across these three kinds of stimuli, and to do so in the very same subjects.

Taken together then, the selection both of ratings scales and of stimuli (and of
a broad set of participants) all aimed to produce a relatively representative and
ideally complete inventory of emotion experiences in my study. Nonetheless, it
should be emphasized that there are likely to be rare emotions that were omitted
here—particularly intense ones like the devastating loss of a loved one, emotions
dependent on a specific culture such as certain emotion concepts unavailable to
Western participants, or rare emotions in complex settings such as the feeling of
religious awe.

Subject to these caveats, the question then becomes how to characterize emotions.
The approach I took focused on the similarity structure of rated emotion experience.
The raw data for this are the pairwise correlations between emotion scales across the
different types of stimuli. For a given instance of an emotion experience induced by
watching a video, for instance, that video would produce a vector of ratings on the
scales that I used. Another video would produce a different vector, corresponding
to a different emotion experience. Across all the stimuli, we can then ask what is the
similarity structure in the ratings, producing a triangle-symmetric correlation matrix.
We can visualize the stimuli in a space with dimensions corresponding to the number
of rating scales. Some ratings scales would be expected to be highly correlated with
one another (e.g., anxiety and fear), whereas others would be expected to be anti
correlated (e.g., happiness and sadness). Some emotion stimuli will be located close
to one another in the high-dimensional rating scale space (e.g., two almost identical
videos) whereas others will be far apart (e.g., two videos evoking very different
emotions).

While the similarity relations between scales and between stimuli live in a high-
dimensional space, there are numerous techniques available for quantifying the
variance in the data in a much lower dimensional space. The main methods that I used
were exploratory factor analysis to derive dimensions, and UMAP and clustering
techniques to visualize and identify clusters of emotions. In both cases these are tools
that need to be applied with a number of criteria in mind; I used both the common
criterion of how much variance can be explained, and the additional criterion of
interpretability of the results.
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1.5 Brief overview of the upcoming Chapters and their relationships
The rest of this dissertation first describes general methods shared across all of the
studies, and then separately analyzes the data from each of the three classes of stimuli
that I used to induce emotion experiences: stories, videos, and real-life experiences.
In each case, the three corresponding chapters have a parallel organization. Then, I
devote a chapter to making comparisons across the emotions induced by these three
types of stimuli, and in another I explore individual differences. Chapter 8 is a more
focused investigation of individual differences in resilience that has been submitted
as a separate publication already. I end with a general discussion.
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C h a p t e r 2

GENERAL METHODS

2.1 Materials and Procedures
2.1.1 Scale selection
As mentioned earlier, my goal was to have a comprehensive set of scales that
describe the properties of emotion experiences. I first assembled an inclusive list
from multiple sources: the words for basic emotions; affective scales from modern
studies [1, 2, 3] and biologically inspired features proposed by Ralph Adolphs and
David Anderson [4]. The initial steps of processing included deleting redundant
scales, checking if the scales were indeed describing emotions instead of just contexts
and coming up with clear definitions for each scale. All of those steps were finalized
through discussion and piloting among members of the Adolphs lab.

To further evaluate the quality of those scales, I recruited 30 subjects from Prolific
to obtain ratings of clarity of definition (from very unclear (1) to very clear (5)) and
how well each scale applies to human emotional experiences (doesn’t apply at all
(1) to definitely applies (5)). The results indicated that the final list of 28 scales
were considered to be clearly defined and appropriate to describe human emotional
experiences (https://osf.io/mqc6b/ and https://osf.io/zyck8/). The definitions of the
scales are listed below (Table 2.1).

To assess the readability of my scales (Table 2.1), I calculated the Flesch–Kincaid
grade levels [5] using the definitions of the scales. The test is a popular tool based
on word length and sentence length and indicates how hard it is to understand my
scales. Most of my scales required a grade level of 12 and lower, which corresponds
to a high school education.

Table 2.1: Definition of 28 rating scales used in my studies, along with the de-
scription of the two ends of the scales and grade level required to understand the
definitions.

Labels Definitions Lower_end Higher_end
Grade
level

mental_bodily

this scale describes the extent
to which an emotion is expe-
rienced in the mind or in the
body

experienced
mostly in the
mind

experienced
mostly in the
body

7.82
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controllability
this scale describes how much
control you have over an emo-
tion

cannot control
this emotion at
all

this emotion is
easy to control

5.86

valence
this scale describes how pleas-
ant or unpleasant an emotion is

very unpleas-
ant

very pleasant 7.19

approach
this scale describes how much
an emotion makes you want to
approach or avoid

strongly want
to avoid

strongly want
to approach

5.88

arousal
this scale describes how phys-
ically aroused/stimulated an
emotion makes you feel

not aroused at
all

highly aroused 10.72

safety_unsafety
this scale describes the degree
to which an emotion evokes a
sense of safety or unsafety

evokes a
strong sense
of unsafety

evokes a
strong sense
of safety

9.82

relief

this scale describes how the
feeling turns out to be in the
end compared to how you felt
in the beginning

felt much
worse than
it was at the
beginning

felt much bet-
ter than it was
at the begin-
ning

7.21

happy
this scale describes how happy
this emotion makes you feel

not happy at
all

very happy 4.83

sad
this scale describes how sad
this emotion makes you feel

not sad at all very sad 3.65

afraid

this scale describes how afraid
(which is immediate and di-
rected towards the present
stimulus) this emotion makes
you feel

not afraid at all very afraid 11.07

worried

this scale describes how wor-
ried (which is more diffused
and longer lasting towards a
future threat or risk) this emo-
tion makes you feel

not worried at
all

very worried 9.8

surprised
this scale describes how sur-
prised this emotion makes you
feel

not surprised
at all

very surprised 4.83

angry
this scale describes how angry
this emotion makes you feel

not angry at all very angry 4.83

physical_disgust

this scale describes how
physically disgusted (towards
things like vomit and spoiled
food) this emotion makes you
feel

not disgusted
at all

very disgusted 9.79

moral_disgust

this scale describes how
morally/socially disgusted (to-
wards things like acts of vio-
lating social norms) this emo-
tion makes you feel

not disgusted
at all

very disgusted 12.27

intensity
this scale describes how strong
or weak an emotion is

very faint
emotion

very strong,
intense emo-
tion

3.65
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scalability

this scale describes how much
an emotion can scale in inten-
sity. If it does not scale, then
it always feels equally strong
or weak. Otherwise, it can be
either strong or weak.

doesn’t scale can scale 4.8

persistence
this scale describes how long
an emotion lasts

emotion is
very brief and
fleeting

emotion sticks
for a long time

3.76

gen_stimuli
this scale describes how many
different stimuli can evoke a
certain emotion

very rare and
specific

very common
and often
found

10.72

gen_behavior
this scale describes how many
different behaviors an emotion
can cause

very rare and
specific

very common
and often
found

10.15

consciously_aware
this scale describes how con-
sciously aware you are of an
emotion

not aware at all very aware 8.01

interference
this scale describes the degree
to which an emotion disrupts
other ongoing activities

not disruptive
at all

very disrup-
tive

10.36

common
this scale describes how often
you’ve felt like this

very rare, not
often experi-
enced

very common,
I experience
this emotion
on a regular
basis

2.34

fairness_unfairness
this scale describes the degree
to which an emotion evokes a
sense of unfairness or fairness

evokes a
strong sense
of unfairness

evokes a
strong sense
of fairness

8.35

intrinsic_extrinsic

this scale describes whether an
emotion is primarily a reflec-
tion of you (e.g. your per-
sonality, your abilities, your
past experiences) or a reflec-
tion of the surrounding situ-
ation (other people, external
forces)?

completely in-
trinsic

completely ex-
trinsic

20.48

future

this scale describes the degree
to which an emotion involves
anticipation of an event that
would or might occur in the
future

not related to
anticipation of
future events
at all

totally related
to anticipation
of future
events

11.23

remembering

this scale describes the degree
to which an emotion involves
remembering events occurred
in the past

not related to
past events at
all

totally related
to past events

9.82

self_relevance
this scale describes the level
of relevance an emotion has to
your life

low relevance high relevance 6.73
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2.1.2 Stimuli selection
I used two types of emotionally evocative stimuli: short stories adapted from [2]
and short video clips from [1], in addition to sampling naturally occurring emotions
in participants’ daily lives.

The original set of stories consisted of 200 stories targeting 20 emotion categories.
Each story can be represented using a vector of 46 dimensions (valence/arousal, 6
basic emotions and 38 appraisal dimensions) using data from the original paper. I
performed principal component analysis (PCA) on randomly sampled subsets of the
whole set of stories (analysis was repeated 100 times for each fixed number of stories)
and found that generally, more principal components (PC) were needed to account
for 80% of the total variance as the number of stories increased, but the number of
PCs required reached a plateau at 150 stories. I therefore determined that 150 stories
were enough to represent the majority of the variance for the whole set. The final
set of 150 stories were selected using a maximum variation sampling procedure.
The procedure sampled the stories by maximizing the sum of Euclidean distances
between the story vectors. Specifically, the first story was randomly selected and
then the other stories were selected so that each new story had the furthest Euclidean
distances from the previously selected stories in the 46 dimensional story vector
space. The sampling procedure was repeated until the desired sample size was
reached. I repeated the whole process for all possible initializations and selected the
specific sample with the maximum sum of Euclidean distances.

Similarly for the video clips, I made use of the ratings collected in the original
study and represented each video clip with a vector of 48 dimensions (14 affective
and 34 emotion category dimensions). I then carried out a similar PCA procedure
as described above to determine that 1000 video clips contained enough variation.
The final set of videos were selected in the following ways. First, given the IRB
requirements, I deleted the set of extreme videos (the blurred ones in the online map
of the original study according to the list provided by the author) and then 1000
videos were sampled according to the maximum variation procedure as described
above. Still, I found two videos explicitly sexual and decided to delete them, which
left me with a final set of 998 videos.

The list of the final set of stories and videos can be found at https://osf.io/
7594c/, and interested researchers may contact the authors of the original studies
to get the actual stimuli. For session duration considerations, I randomly split the
150 stories into 2 sets, each with 75 stories. Similarly, 998 videos were split into 10

https://osf.io/7594c/
https://osf.io/7594c/
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sets, 9 of them with 100 videos and 1 with 98 videos.

2.1.3 Participants
Recruitment
I utilized the same participant pool to study emotion evoked by stories and videos,
and real-life emotions (as part of the Covid-Dynamic study). The Covid-Dynamic
study was pre-registered before data collection began (https://osf.io/sb6qx),
and details about the dataset can be found in the data release paper [6]. Here, I pro-
vide brief descriptions of the participant recruitment and a subset of psychological
measures used in my studies.

The recruitment was done through Prolific (www.prolific.co) and participants were
required to be adults 18 or older, fluent in English, and reside in the United States.
In addition, they had to have a Prolific approval rating of 98% or higher, and a
minimum of 5 Prolific studies completed. In total, 1797 subjects completed Wave 1
of the COVID-Dynamic study.

There was a wide range of psychological assessments administered multiple times
throughout the study. I introduced the following ones, specifically related to emotion
that I probed to study individual differences. The Connor-Davidson Resilience Scale
- 10 Item (CD-RISC) [7] is a self-report questionnaire of coping responses in the
past month that is the most common measure of psychological resilience. The NEO
Five-Factor Personality Inventory (NEO) [8] is a 60-item self-report questionnaire
that assesses an individual on five dimensions of personality: openness, conscien-
tiousness, extraversion, agreeableness, and neuroticism. NIH toolbox: Loneliness
scale (NIH-Loneliness) [9] is a 5-item self-report questionnaire of how often an
individual felt lonely or alone in the past month. Beck Depression Inventory – II
(BDI) [10] is a 21-item self-report questionnaire that examines depressive symp-
tomatology over the past two weeks. State Trait Anxiety Inventory (STAI) [11] is a
20-item self-report questionnaire on the temporary condition of "state anxiety". Per-
ceived Stress Scale (PSS) [12] is a 10-item self-report questionnaire that measures
the extent to which a participant perceives personal life events in the past month as
stressful.

Determination of sample size for the story and video rating experiments
I determined the sample size to be 15 participants per scale based on a recent study
about the point of stability for impression formation from faces [13]. The study
introduced a sampling procedure to determine when the average of observations

https://osf.io/sb6qx
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would be stable.I based my sample size estimation on the number of observations
required to obtain a stable average because my present research would aggregate
ratings across participants for each scale and then take the average rating. Given
that the rating scale was ranged from 1 to 7, the corridor of stability (COS) deemed
acceptable to me was +/- 0.5 and the level of confidence deemed acceptable to
me was 80%. Using the pilot data that I collected which involved three scales of
different semantic complexity, I found that 15 participants would be enough for
even the most complicated scale to satisfy the above criteria. Also, this sample size
was comparable to previous studies which normally had a sample size of about 10
ratings per stimulus. Expecting attrition from data quality exclusions, I decided to
collect 20 ratings per scale per stimulus. For each individual study, since there were
28 scales, each recruited 560 participants.

2.1.4 Procedures
As mentioned above, the same participant pool was utilized to study emotion evoked
by stories, videos, and in real life (as part of the Covid-Dynamic study). Each wave
of the Covid-Dynamic study (16 waves in total, from Apr 2020 to Jan 2021) and
each set of the evoked emotion experiments (12 sets in total: 2 sets of stories and
10 sets of videos, from Nov 2020 to March 2021) were posted as separate studies
on Prolific.

Covid Dynamic study
As mentioned before, I sampled naturally occurring emotions in participants’ daily
lives as part of the Covid-Dynamic study. The Covid-Dynamic study is a longitudinal
study with at least 18 waves of completed data collection (first 16 waves shown in
Fig.2.1). Each wave, participants were asked to finish an approximately hour-
long survey that included assessment on multiple psychological domains using
standard and custom questionnaires and behavior tasks (see [6] for the full battery
of questionnaires and tasks with frequency of administration).

For my experimental measure, I asked participants to rate on 22 scales (a subset
from the 28 scales as some were not applicable, collected for every wave since wave
2) regarding their current emotional states. In addition, participants were asked to
provide labels (minimum of 1 label and up to five labels, collected for every wave
since wave 3) and causes for their emotions using free descriptions (collected for
every wave since wave 4) .



28

Figure 2.1: Timeline of Real-World Events and COVID-Dynamic Wave Admin-
istrations. Visualization of the COVID-Dynamic data collection schedule in the
context of the events of January 2020 to January 2021. Orange triangles denote
each wave administration (black tick marks depict weekly intervals). The gray curve
indicates the daily 7-day average of new, confirmed COVID-19 cases in the U.S.,
black encircled X’s on top of the curve mark grim U.S. COVID-19-related death
milestones (100,000 to 400,000 dead). The green line shows the monthly unem-
ployment rate. The upper gradient (yellow-red) indicates the daily count of states
with active stay-at-home restrictions (peak=41). The lower gradient (blue-purple)
shows the daily count of U.S. anti-racism crowd events. Colored triangles below the
gradients indicate local maxima for the various measures. All these external data
(aligned to our data collection) are included in the dataset. Events of interest are
indicated with vertical blue lines. (credit: Covid Dynamic Study, [6]
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Evoked emotion experiments
Participants first signed up for my studies on Prolific and were then directed to
Qualtrics for informed consent and brief surveys. Note that as described above
(in 2.1.3), for each of the evoked emotion experiments, the number of participants
needed was 560. All participants from the Covid-Dynamic study were eligible,
but they were accommodated on a first come first serve basis. That is, the evoked
emotions studies were stopped as soon as the number of responses reached 560.

The Toronto Alexithymia Scale (TAS) [14] and emotion regulation questionnaire
(ERQ) [15] questionnaires were administered at the very first session and the Positive
and Negative Affect Schedule (PANAS) [16] was administered at the first session
of the day for each participant. Then, participants were randomly assigned one of
28 affective scales and were directed to Pavlovia where the rating experiment was
hosted.

Story rating experiment
The story rating experiment consisted of evaluating emotions evoked by 75 stories
on the assigned scale (Fig.2.2).

In the practice trial, participants were shown an example story and were asked to
move the slider to the middle of the scale (which would be 4 for a scale from 1 to 7)
as close as possible. The scale would appear below the story once the participants
clicked the ‘finished’ button. This was designed to get accurate response time that’s
not contaminated by the time spent on reading the stories. There would be a warning
message for clicking the ‘finished’ button too soon within five seconds of the start of
the trial. If no rating was made after 50 seconds, there would be a message to urge
for a response or to contact the researcher for assistance. The experiment would end
if the participant failed to proceed after 5 minutes.

In the main trials, stories were presented in random order. Similarly as in the practice
trial, participants would read the story, click the ‘finished’ button, and then move the
slider to rate. Messages would be shown if clicking the ‘finished’ button too soon
(within 5 seconds), or if responding too slow (after 50 seconds). The trial would be
timed out if no response was made within 60 seconds. And the experiment would
end if approximately 10% (8) trials were skipped.

In the retest trials where a random set of 8 stimuli previously shown in the main
trials would be presented again, participants were asked to rate them again and to
also provide the best emotion labels as free text responses. Similarly as before, slow
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responses would be warned and timed out if necessary.

Figure 2.2: Example of a main trial for the story rating experiment.

Video rating experiment
The video rating task consisted of evaluating about 100 video clips on the assigned
scale (Fig.2.3).

In the practice trial, participants were shown an example video (which could be
replayed) and were asked to move the slider to the middle of the scale (which would
be 4 for a scale from 1 to 7) as close as possible. Once the participants clicked
the ‘finished’ button, the scale would appear below and video would be stopped
(no replay allowed at this point). This was designed to get accurate response time
that’s not contaminated by the time spent on watching the videos. There would be
a warning message for clicking the ‘finished’ button too soon within the duration of
the video (t) since the start of the trial. If no rating was made after 2t + 50 seconds,
there would be a message to urge for a response or to contact the researcher for
assistance. The experiment would end if the participant failed to proceed after 2t +
5 minutes.

In the main trials, videos were presented in random order. Similarly as in the practice
trial, participants would watch the video, click the ‘finished’ button and then move
the slider to rate. Messages would be shown if clicking the ‘finished’ button too
soon (within t), or if responding too slowly (after 2t +50 seconds). The trial would
be timed out if no response was made within 2t +60 seconds, and the experiment
would end if approximately 10% (10) trials were skipped.
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In the retest trials where a random set of 8 stimuli previously shown in the main
trials would be presented again, participants were asked to rate them again and to
also provide the best emotion labels as free text responses. Similarly as before, slow
responses would be warned and timed out if necessary.

I posted 12 individual studies on Prolific with 12 different sets of stimuli (2 sets of
stories and 10 sets of video clips). Each experiment session lasted about 20 to 30
minutes. Participants were allowed to finish multiple sessions with different sets of
stimuli as they wished (each session had a different set of stimuli, and was posted as
an individual study on Prolific), but were not allowed to participate more than once
for the same session (viewing the same stimuli more than once would be potentially
problematic, especially for scales such as surprised).

Figure 2.3: Example of a main trial for the video rating experiment.

2.1.5 Exclusion
Evoked emotion experiments
I pre-registered the exclusion criteria for the evoked emotion experiments before
data collection began (https://osf.io/vprz8). The exclusions were applied to
several levels (see counts after each level of exclusion in Fig.2.4).

Trial-wise deletions were done if responses were timed-out or if reaction time
was extremely short (<400 ms). Session-wise deletions were done if any of the
following conditions was met: failing more than 1 attention checks (out of a total

https://osf.io/vprz8
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of 3 checks); extremely low test-retest reliability estimated from the retest session
(below 3 standard deviations from the mean reliability compared to all participants
who rated the same scale on the same set of stimuli) or having more than 10% of
invalid trials. Participant-wise deletions were done if they had more than 3 invalid
sessions out of all the sessions that they did.

I included additional inclusion at the participant level from the Covid Dynamic study
(as I describe below) because of the shared participant pool, which was not planned
at the time of pre-registration.

Figure 2.4: The number of remaining participants after each level of exclusion (each
row) for different experiment sessions (each column: story: s1, s2; video: v1 to
v10).

Covid Dynamic study
The exclusion criteria were chosen based on pilot analysis conducted using data
from 50 randomly selected participants (from the total sample of 1797 participants)
across 16 waves of data collections and pre-registered (https://osf.io/y78mz)

https://osf.io/y78mz
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before applying to the entire dataset. Again, exclusions were applied at multiple
levels as described below (see counts after each level of exclusion in Fig.2.5).

Wave-wise deletion: I deleted participants’ data from a wave based on the data
quality metrics (for detailed info, please see the data quality section in the data
release paper, [6]). More specifically, data were deleted if they failed 2 or more
attention questions or the percentage of quality checks failed was equal or higher
than 20%.

Participant-wise deletion: I deleted a participant’s data for all waves if any of the
following conditions were met:

1) I asked about pre-existing mental conditions at wave1 and also newly-diagnosed
mental conditions in the past month (both questions allowed for multiple selections)
several times at wave 4,7,9,11,13,15,16. I only included participants who self-
reported to be Autism Spectrum Disorder only or Major depressive disorder only or
Anxiety disorder only or Major depressive disorder and Anxiety disorder or None
or Prefer not to disclose across all waves.

Participants reported otherwise were excluded, which included: those who reported
to be Schizophrenia only or Bipolar only or Others (with text input for specification)
only or PTSD only or multiple conditions other than Depression and Anxiety.

2) Participants were excluded if they had 3 or more waves where their data were
deemed as low quality.

3) Participants were excluded if they had completed less than 50% of all waves, i.e.,
8 waves.

4) Given that the Covid Dynamic study and the evoked emotion experiments share
the same participant pool. A participant was excluded in both datasets if they met
the exclusion criteria from either of the studies.

After exclusion as described above, the number of unique participants for the story
rating experiments, the video rating experiments and the Covid-Dynamic study were
554, 638 and 1000 respectively (see Fig.2.6 for an overview of data collection and
Table 2.2 for a characterization of the sample).



34

Figure 2.5: The number of remaining participants after each level of exclusion (each
row) for different waves (each column, from wave 1 to wave 16).

a

b

c

Figure 2.6: Overview of data collection. (a) Venn diagram showing the overlap of
participants (completed at least one session or one wave) for each type of experiments
(yellow rectangle: the Covid-Dynamic study/real-life emotions, blue circle: story
rating experiment, and green circle: video rating experiment). (b) histograms for
the number of story sessions completed by each participant and (c) histograms for
the number of video sessions completed by each participant.
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Table 2.2: Demographic characteristics, means, and standard deviations of all
measures used for the final sample.

All (N = 1000) Female (N=507) Male (N=493)
Age (in years) (mean; sd) 39.65 (14.22) 40.39 (14.47) 38.89 (13.92)

Education: below Bachelor (n; %) 442 (44.2%) 220 (43.39%) 222 (45.03%)
Education: Bachelor and above (n; %) 558 (55.8%) 287 (56.61%) 271 (54.97%)

Religious level (mean; sd) 1.73 (0.92) 1.79 (0.94) 1.66 (0.9)
CD-RISC 10 (mean; sd) 26.38 (7.3) 25.59 (7.4) 27.18 (7.12)

NEO Openness (mean; sd) 30.75 (6.51) 31.69 (6.47) 29.79 (6.42)
NEO Conscientiousness (mean; sd) 33.34 (7.54) 33.26 (7.38) 33.43 (7.7)

NEO Extraversion (mean; sd) 22.68 (8.26) 22.34 (8.1) 23.04 (8.42)
NEO Agreeableness (mean; sd) 32.75 (6.26) 33.82 (5.89) 31.66 (6.45)
NEO Neuroticism (mean; sd) 20.4 (10.55) 22.18 (10.61) 18.58 (10.19)

BDI (mean; sd) 11.2 (10.12) 12.16 (10.28) 10.21 (9.88)
STAI (mean; sd) 41.82 (12.4) 43.12 (12.65) 40.49 (12.0)
PSS (mean; sd) 15.71 (7.24) 17.01 (7.2) 14.38 (7.03)
TAS (mean; sd) 44.21 (10.99) 42.94 (10.97) 45.52 (10.87)

2.2 Analytical methods
2.2.1 Evaluation of scale quality
Test-retest reliability
For the evoked emotion experiments, I had retest trials where I collected ratings
for a random set of 8 stimuli previously shown in the main trials, which allowed
me to assess within-subject test-retest reliability. I therefore calculated Pearson’s
correlation between the ratings at these two time points for each experiment session
(Fig.2.7). Scales varied in their test-retest reliability, but the pattern of relative
performance among scales was consistent across experiment sessions.
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b

Figure 2.7: Test-retest reliability for each scale. (a) median value, and (b) median
rank among 28 scales for each scale calculated using different data (all experiment
sessions, all story sessions, all video sessions, and individual sessions alone).
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Split-half reliability
I assessed between-subject consensus using split-half reliability. Specifically, for
subjects who rated the same set of stimuli on the same scale, I randomly split their
data into two halves, and correlated the average ratings derived from the two halves.
Since the split was random, I repeated the process for 50 times to get a more reliable
estimate. (Fig.2.8)

a

b

Figure 2.8: Split-half reliability for each scale. (a) median value and (b) median
rank among 28 scales for each scale calculated using different data (all experiment
sessions, all story sessions, all video sessions, and individual sessions alone).
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Scales varied in their split-half reliability, but the pattern of relative performance
among scales was consistent across experiment sessions. It’s also worth noting that
the relative performance pattern was robust across these two evaluation metrics, that
is, scales with high test-retest reliability also had high split-half reliability and vice
versa.

As can be seen from Fig.2.7 and Fig.2.8, those scales with the clearest semantic
meaning in the first place were also the ones with the greatest reliability. No-
tably, scales with low reliability were those describing complex constructs such as
intrinsic-extrinsic emotion experience, or whether the emotion was self-relevant.
Somewhat surprisingly, the commonly used scale of arousal was also of relatively
low reliability. Overall, readability as evaluated using grade levels did not correlate
significantly with scale quality as evaluated using test-retest reliability(r = -0.19, p
= 0.324) and split-half reliability (r = -0.21, p = 0.295).

Scale exclusion
Based on the quality metrics that I described above, I decided to exclude five scales
of low quality (self_relevance, Intrinsic_extrinsic, remembering, mental_bodily,
future), which left me with 23 scales for the story/video rating experiments and 18
scales for the real-life emotions.

2.2.2 Representational similarity analysis (RSA)
RSA provides a framework for comparing the similarity structure across scales
derived from different stimuli types [17]. To create a correlation matrix across
scales, I first averaged ratings across participants who rated the same set of stimuli
on the same scale for the evoked emotion experiments. For real-life emotions from
the Covid Dynamic study, since emotions for each individual were idiosyncratic, raw
ratings were used without averaging. I then calculated the scale-by-scale Pearson
correlation matrices for emotions evoked by stories, for emotions evoked by videos
and for real-life emotions. For easier visualization, the matrices were sorted using
hierarchical clustering to intuitively depict the underlying structure.

To assess how similar the correlation matrices were across stimuli types, I calculated
second-order similarity. Because the correlation matrices were symmetric about a
diagonal of ones, I vectorized the lower triangle of each matrix and calculated the
Spearman rank correlations (without assuming a strict linear match) for each pair
of matrices.

To assess the relatedness of matrices, I followed the randomization procedure as
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outlined in [17]. More specifically, I reordered rows and columns of one of the
two correlation matrices according to a random permutation, and computed the
correlations between the two matrices. A distribution of correlations simulating the
null hypothesis that the two correlation matrices were unrelated can be derived by
repeating this step 10000 times, which can be combined with the actual correlation
to derive the p-value.

2.2.3 Factor analysis
Determining the optimal number of factors
A number of standard statistical methods have been proposed for determining the
appropriate number of factors to retain, but no single method is considered to be
optimal [18]. In the hope of finding converging evidence, I tried out the following
methods which are commonly used.

Parallel analysis compares the eigenvalues of the actual data with eigenvalues of
random data with the same size and only retains factors that are not due to chance
[19]. Both the optimal coordinate (OC) and the acceleration factor (AF) attempt to
provide non graphical solutions to the scree plot [20]. OC measures the gradients
associated with eigenvalues and their preceding coordinates and finds the elbow
based on a series of linear extrapolations. AF tries to identify where the slope of
the curve changes most abruptly. The Very Simple Structure (VSS) simplifies the
pattern matrix by only keeping the greatest loadings for each item and examines how
well the original correlation matrix is reproduced [21]. Velicer’s Minimum Average
Partial test tries to identify factors that represent systematic variances, as opposed
to residual or error variance [22]. Empirical BIC evaluates models with different
numbers of factors, taking both the model fit and the parsimony into account.

Parallel analysis, the acceleration factor and the optimal coordinate were computed
using the nScree function in the “nFactors” package in R. Very Simple Structure,
Empirical BIC and Velicer’s MAP were computed using the nfactors function in the
“psych” package.

In addition to the statistical procedures described above, I also used a cross validation
procedure to choose how many factors ( tested a reasonable range of n = 1 to 8 factors)
to retain for my data. More specifically, for each n, I randomly split data into two
halves (repeated for 20 iterations). I applied exploratory factor analysis (EFA) to the
first half of the data which would result in a factor loading matrix. I then assigned
each item to a factor if the absolute loading was higher than a cutoff value of 0.2, and



40

then fitted a confirmatory factor analysis (CFA) model to the other half of the data.
To evaluate the performance of different factor solutions, I derived the percentage
of explained variance from the EFA and root mean square error of approximation
(RMSEA) fit index from the CFA.

Assessing the robustness of factor solutions
I quantified the robustness of my factor solutions both across different numbers of
stimuli and across different numbers of scales.

To test the robustness of my results against the number of stimuli, I systematically
reduced the number of stimuli and computed factor congruences between factors
derived using the reduced set and the original set. For the story rating data, I
started with the full set of 150 stories, and then removed 5 random stories (20
randomizations each) at each step, until I was left with 5 stories for the last step. At
each step, I used the new aggregated ratings for EFA and calculated Tucker indices of
factor congruence for all sub-datasets (with orthogonal Procrustes rotation). Video
rating data was assessed in a similar way that I started with 998 videos, removed 25
each time (20 randomizations each) until I was left with 23 videos for the last step.
For real-life emotions, I started with 12861 instances, and removed 250 each time
(20 randomizations each) until I was left with 111 instances for the last step.

To test the robustness of my results against the number of scales, I systematically
reduced the number of scales and quantified the relatedness of the original factors
from the full set and the ones from the subset by correlating the factor scores.

The order of removal was determined based on the redundancy of each scale with
the rest of the scales. More specifically, I started with the full correlation matrix
(23 by 23, the average of the two matrices using story and video rating data) across
all scales after excluding scales of low quality. I quantified the global redundancy
of each scale by computing the means of each row (or column), that is, the means
of correlations of a scale with all the rest of the scales. The scale with the highest
mean correlation and thus the highest redundancy was removed and the correlation
matrix was updated. I repeated the same process with the updated matrices until I
was left with two scales.

After determining the order of removal of scales, I removed scales one by one as
specified and reperformed EFA to extract the same number of factors as before until
I was left with 5 scales. I quantified the relatedness of the original factors from the
full set and the ones from the subset by correlating the corresponding factor scores.
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Exploratory factor analysis procedure
I determined the optimal number of factors to retain by taking multiple aspects
into consideration: the suggestions from the standard statistical methods, results
from the cross validation approach, results from the robustness assessment and the
interpretations of the factor loadings. The number of factors to retain for story, video
and real-life emotions was determined to be 3, 3, and 4 respectively. Exploratory
factor analysis was then performed to extract the factors using the minimal residual
method, and the solutions were rotated with oblimin rotation for interpretability.
The Tenberge method was used to obtain oblique factors scores (using the “‘fa”
function in the “psych” package in R).

2.2.4 Uniform Manifold Approximation and Projection (UMAP)
UMAP is a nonlinear dimensionality reduction technique that tries to learn the mani-
fold structure and find a low dimensional embedding that preserves the structure [23].
I used UMAP to reduce the original high dimensional space to a two-dimensional
space to visualize the distribution of emotional experiences.

The most important parameter of UMAP is the size of the local neighborhood, which
controls the tradeoff between preserving global and local structure. Specifically,
larger values lead to a better preservation of global structure while the local structure
gets worse. I used a cross validation procedure to choose this parameter with the goal
of preserving both global and local structures. Two metrics were used to evaluate
the preservation of local and global structure respectively: trustworthiness which is
based on the change of nearest neighbors [24] and the Spearman rank correlation of
the pairwise Euclidean distances. Data was randomly split into two halves (repeated
for 10 times) where one half was used for training and the other half for testing for a
range of neighborhood sizes. The size of the local neighborhood was determined to
be 10, 15, and 25 for story, video and real-life ratings respectively (Fig.2.9, Fig.2.10,
Fig.2.11).

To further elucidate the structure, I used several color coding schemes. For story
and video ratings, I color-coded using both the categorical labels from the original
studies and factor scores derived from my own data. For real-life emotions, only
factor scores were used.
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Figure 2.9: The means (points) and standard deviations (error bars, n = 10 iterations)
of trustworthiness (upper) and rank correlation of pairwise distances (lower) of the
training data and testing data (left to right) for the story ratings, with different sizes
of the local neighborhood for UMAP.

Figure 2.10: The means (points) and standard deviations (error bars, n = 10 itera-
tions) of trustworthiness (upper) and rank correlation of pairwise distances (lower)
of the training data and testing data (left to right) for the video ratings, with different
sizes of the local neighborhood for UMAP.
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Figure 2.11: The means (points) and standard deviations (error bars, n = 10 itera-
tions) of trustworthiness (upper) and rank correlation of pairwise distances (lower)
of the training data and testing data (left to right) for real-life emotion ratings, with
different sizes of the local neighborhood for UMAP.

2.2.5 Clustering
Clustering algorithms
I review some of the commonly used clustering algorithms below.

K-means clustering (implemented using sklearn.cluster.KMeans in Python) is a
centroid-based clustering algorithm that tries to find the k clusters (as specified) that
minimize the inertia, that is, the within-cluster sum-of-squares [25] . The number of
clusters was chosen either to directly compare with previous studies or determined
using the evaluation metrics as described below.

Mean-shift (implemented using sklearn.cluster.MeanShift in Python) is a clustering
algorithm that assigns the data points to the clusters iteratively by shifting points
towards the mode, that is, the highest density of data points in the region. Unlike
K-means, the algorithm does not require setting the number of clusters in advance
[26].

DBSCAN (implemented using sklearn.cluster.DBSCAN in Python) is a popular
density-based clustering algorithm where clusters are detected according to density
drop [27]. The algorithm divides points into core points, neighbors of core points,
and outliers. The two important parameters of DBSCAN that need to be specified are
min_samples (number of samples in a neighborhood for a point to be considered as
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a core point excluding the point itself) and eps (the maximum distance between two
samples for one to be considered as in the neighborhood of the other) as named in
the sklearn implementation. A core point is therefore defined as a sample in the data
where there exist min_samples other samples within a distance of eps. Heuristics
[28] suggest that min_samples can be set at 2 times the number of dimensions of the
data and eps can be chosen based on the k (min_samples -1) nearest distance plot.

To probe a hierarchy of clusters, I carried out hierarchical agglomerative cluster-
ing (HAC, implemented using sklearn.cluster.AgglomerativeClustering in Python)
which is a bottom-up approach where each observation starts in its own cluster, and
similar clusters are successively merged. I used Euclidean distance as the distance
metric and variance-minimizing Ward linkage which is similar to the objective of
k-means [29].

For all of the clustering algorithms described above, I used Euclidean distance as
the distance measure. Since all ratings on the scales were in the same range of 1
to 7, and I believed that the actual distributions for each scale contained intrinsic
information on how informative the scale was at describing emotional experiences,
I didn’t perform standardization to force the same variance across scales.

Evaluation metrics for clustering
Evaluation of clustering results is difficult with no agreed-upon standards, and can
be divided into two types of approaches. When ground truth is available, one can
assess the agreement between the true labels and the clustering results. Otherwise,
the evaluation is based on the data itself, with the general idea of assessing whether
members of the same cluster are more similar than members of different clusters. I
review some commonly used evaluation metrics below.

Inertia is the within-cluster sum-of-squares, lower values indicate that the clus-
ters are more internally coherent. The Silhouette coefficient (calculated using
sklearn.metrics.silhouette_score) compares the distances of a point to other points
in the same cluster with its distances to points in the nearest cluster [30]. The
value ranges from -1 to 1, with higher values indicating better clustering. The
Silhouette coefficient of a set of points is given as the mean of the Silhouette
coefficient of the individual points. The Davies-Bouldin index (calculated using
sklearn.metrics.davies_bouldin_score) measures the average ‘similarity’ between
clusters, where the similarity is a measure that compares the intra-cluster distances
with the inter-cluster distances. Lower values indicate better clustering with 0
being the lowest possible value [31]. The Calinski-Harabasz index (calculated us-
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ing sklearn.metrics.calinski_harabasz_score) is defined as the ratio of the sum of
between-cluster variance and of within-cluster variance for all clusters with higher
values indicating better clustering [32].

The adjusted Rand index (calculated using sklearn.metrics.adjusted_rand_score)
is a version of the Rand index corrected for chance, ranging from -1 to 1 with
higher values indicating better match [33]. The unadjusted Rand index indicates
how many pairs are in agreement between the clustering result and true labels
out of the total number of pairs [34]. The adjusted mutual information score
(calculated using sklearn.metrics.adjusted_mutual_info_score) is a version of the
mutual information corrected for chance with higher values indicating better match.
The mutual information measures how much information is shared between the
clustering result and the ground truth [35]. A contingency matrix (calculated using
sklearn.metrics.cluster.contingency_matrix) can be used to visualize the agreement
for every true/predicted cluster pair, allowing one to examine the spread of each true
cluster across predicted clusters and vice versa.
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C h a p t e r 3

EMOTIONS EVOKED BY STORIES

3.1 Introduction
Lexical stimuli are commonly used in human psychological studies to study emo-
tions. The simplest form is to use a set of emotional words [1, 2], but this approach
comes with major drawbacks. Words without context are ambiguous in meaning
and thus not ecologically valid. It’s also likely that when presented with words,
subjects simply rate the semantic meaning of those words, without experiencing
any emotions at all. For example, rating the word “happy” would presumably elicit
high ratings on a scale of “happiness”—but this could be done simply by matching
the semantic meaning of the word with the semantic meaning of the scale, in a
very shallow way that does not require the induction of any emotion experience.
Sentences or vignettes are better than words alone as they provide a more vivid
description of an emotional situation and thus are more specific and effective at
eliciting emotions [3, 4, 5].

On the other hand, it is certainly possible to use words to induce strong emo-
tions—provided that they are not rated directly, but used as triggers to elicit rich
experiences that can then be rated. For instance, autobiographical recollection of
past emotional events can be studied this way, and can be quite effective at elicit-
ing strong emotions. For instance, subjects can be induced to cry when given the
cue “sad”, when this instructs them to recall sad autobiographical memories [6].
However, the limitation of this approach is that researchers can’t fully control for
the differences in the content of the recalls across individuals, since idiosyncratic
memories would be evoked in each individual.

Taking multiple factors into consideration, I decided to use the short vignettes
developed by [4], as they featured a large number of scenarios and were verified
to be able to reliably elicit 20 fine-grained emotions. Considerable effort was put
into designing and validating these stimuli. The authors used the 200 vignettes
to study people’s ability to infer other people’s emotions (not first-person emotion
experiences) and found that an appraisal model resembled neural patterns evoked
in brain regions thought to be involved in emotion, a result that was compared
with the basic emotion model and the circumplex model. Given the extensive prior
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assessment of these stimuli, and their link to brain activation in a neuroimaging
study, it is plausible that the stimuli indeed elicited the emotions that they were
designed to evoke.

Across the many studies that have used lexical stimuli, valence and arousal were
most consistently identified as the two dimensions that characterized emotions [1,
7, 2, 3, 5]. In Jim Russell’s seminal work, emotion words form a circumplex (a
circular arrangement) in this 2-D space. The two dimensions of valence and arousal
are also universally acknowledged to constitute what psychologists refer to as “core
affect”, that aspect of emotion experience that underlies all affective conscious states.
Disagreements across studies then focus more on the variety of specific emotions
that can be added, elaborated, or constructed on top of core affect—disagreements
that in many cases can be largely attributed to the use of different scales and words
used.

3.2 Results
3.2.1 Three dimensions underlying emotion experiences evoked by stories
Correlation structure across scales
After excluding five scales due to their low reliability (as explained in 2.2.1), I derived
a pairwise Pearson correlation matrix across the 23 remaining scales (Fig.3.1), which
I interpret as a (likely incomplete) representation of the similarity structure in the
underlying psychological space of emotion experiences evoked by stories.

First, I observed strong correlations across scales as expected, suggesting that the
dimensionality can be reduced to more efficiently represent the psychological space.
Closer inspection revealed that the scales can be grouped into several groups. The
first group of scales (afraid, worried, interference, physical disgust, angry, moral
disgust) are the ones at the very top, all describing how negative the emotions are
while the other group of scales (safety, approach, fairness, valence, happy, relief)
describe how positive the emotions are. I also noted that in the middle, there’s a
group of scales that characterize the intensity and persistence of emotions (arousal
to scalability). And finally, the scales at the bottom try to describe how generalized
an emotion can be.

Looking at specific correlations suggests that more negative emotions are felt more
intensively and last longer. They are also less controlled and less generalizable over
both stimuli and behavior. Some of the scales didn’t have strong correlations with
the generalizability-related scales possibly because of the content of the stories.
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For instance, most sad stories featured in my study describe scenarios related to
death which are uncommon and not representative of the richness of the sadness
experienced in real life.

Figure 3.1: Correlation matrix across scales for emotions evoked by stories (sorted
using hierarchical clustering to intuitively depict the underlying structure).

Factor analysis
As mentioned above, the correlation matrix across scales suggested that the psycho-
logical space of emotion experiences evoked by stories can be characterized using
a smaller number of underlying factors, but the number of factors to retain in an
exploratory factor analysis needs to be determined first.

Determining the optimal number of factors to extract
Ultimately, it’s a subjective decision for how many factors to retain, and there’s no
universal agreement on the exact procedure. I determined the optimal number of
factors to retain by taking multiple aspects into consideration: the suggestions from
the standard statistical methods, results from the cross validation approach, results
from the robustness assessment, and the interpretations of the factor loadings, which
I describe below.
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First, I used the six commonly used statistical tests (see details in 2.2.3). The results
(Fig.S3.1) did not converge to a single number, but suggested either 2 or 3 factors
to retain. Very Simple Structure, Empirical BIC, and Velicer’s MAP suggested 2, 3
and 3 factors respectively. Parallel analysis, the acceleration factor and the optimal
coordinate suggested 3, 2 and 3 factors respectively.

In addition to the standard statistical procedures described above, I also used a cross
validation procedure (see details in 2.2.3) to choose how many factors to retain for
the story rating data. The general idea was to extract factors by applying exploratory
factor analysis (EFA) on one half of the data and then test the factor structure using
confirmatory factor analysis (CFA) on the other held-out half. Visual inspection
of the result (Fig.S3.2) suggested that two factors were most appropriate. As the
number of factors increased from 1 to 2, there’s a significant increase in explained
variance from EFA and model fit for CFA while adding more factors subsequently
showed marginal improvement.

I then applied EFA to further assess the interpretability of different factor solutions.
When extracting 2 factors, the factors each explained 49% and 28% of the common
variance in the data (77% in total). I interpreted the factors as “valence” and
“arousal” (Fig.S3.3a). When extracting 3 factors, the factors each explained 48%,
21% and 13% of the common variance in the data (82% in total). I interpreted the
factors as “valence”, “arousal” and “generalizability” (Fig.3.3). I also attempted the
4 factor solution, the factors each explained 48%, 20%,13% and 2% of the common
variance in the data (84% in total) which showed a marginal improvement and the
last factor was uninterpretable (Fig.S3.3b).

Evidence so far suggested both the 2 and 3 factor solutions seemed reasonable, so I
assessed the robustness of both with regard to the number of stimuli and number of
scales.

First, I systematically reduced the number of stories starting from the whole set of
150 stories. At each step, I used the new aggregated ratings for EFA and calculated
Tucker indices of factor congruence between factors derived using the reduced set
and the original set of stimuli (with orthogonal Procrustes rotation). Both the 2
factor and 3 factor solutions were robust to the number of stories (Fig.3.2 a.b). For
the 2 factor solution, all mean factor congruences were higher than 0.9 with no
fewer than 10 stories (roughly 6.7% of the whole set). For the 3 factor solution, all
mean factor congruences were higher than 0.9 with no fewer than 25 stories (roughly
16.7% of the whole set).
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Second, I removed scales one by one (the order of removal was based on global
redundancy, as explained in 2.2.3) and quantified the relatedness of the original
factors from the full set and the ones from the subset by correlating the factor
scores. Both the 2 factor and 3 factor solutions were robust to the number of scales
as the factors derived from the full set versus the subsets of scales were highly
correlated (Fig.3.2 c.d).

All evidence taken together, it was still difficult to choose decisively between the 2
and 3 factor solutions as both were interpretable and robust. I decided to retain 3
factors for completeness. However, I make no strong claims that the 3 factor solution
is superior to the 2 factor solution.
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Figure 3.2: Robustness of factor solutions with respect to the number of stories and
number of scales. (a,b) Points indicate the means and error bars indicate standard
deviations of Tucker indices of factor congruence (with orthogonal Procrustes ro-
tation) between the full set versus subsets of stories across 20 iterations, and are
color-coded for different factors for (a) the 2 factor solution and (b) the 3 factor
solution. (c, d) Pearson’s correlations between factor scores from the full set versus
subsets of scales, color-coded for different factors for (c) the 2 factor solution and
(d) the 3 factor solution.

Interpretation of the three factors
Exploratory factor analysis was then performed to extract 3 factors using the minimal
residual method, and the solutions were rotated with oblimin for interpretability.
The Tenberge method was used to obtain oblique factors scores (all using the “‘fa”
function in the “psych” package in R). I interpreted the three factors as “valence”,
“arousal”, and “generalizability” (see Fig.3.3 for factor loadings). The first two
factors are in line with previous literature [8] while the third factor is novel, and will
be discussed in more detail in Chapter 6.



53

The two groups of scales that I identified earlier in the correlation matrix which de-
scribe positive and negative emotions respectively load strongly onto the “valence”
factor. The group of scales that characterize the intensity and persistence of emo-
tions load strongly onto the “arousal” factor. And lastly, the three scales with the
highest loadings on the “generalizability” factor are “common”, “generalizability
over stimuli”, and “generalizability over behavior”.

Examining the factor scores for individual stories also allowed me to verify my in-
terpretation of the scales. For instance, stories describing accomplishments evoked
the most positive emotions while stories featuring death evoked the most negative
emotions. Intense emotions were evoked by both positive and negative events,
finding out about pregnancy brought intense joy while killing children while driv-
ing drunk resulted in intense guilt. Feeling content after a long day at work or
feeling annoyed listening to gossip on a long train ride were examples of the most
generalized emotions, of positive and negative valence respectively. On the other
hand, feeling terrified after getting lost in the woods or feeling grateful for receiving
free medication for cystic fibrosis from an altruistic doctor were examples of least
generalized emotions.

Figure 3.3: Factor loadings of scales on the three factors from EFA. Each column
plots the strength of the factor loadings (x-axis, absolute value) across scales (y-
axis). Color indicates the sign of the loading (red for positive and blue for negative);
more saturated colors for higher absolute values.
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3.2.2 Distribution of emotion experiences evoked by stories
The stories that I adapted from [4] featured a wide range of content and were
designed to evoke 20 kinds of emotions. Among the three types of stimuli that I
used, stories were the most manipulated as they were constructed from scratch by
the authors. The number of stories intended to evoke positive and negative emotions
were roughly balanced. Therefore, the distributions for many scales related to
valence (for instance, valence, relief, fairness) were bimodal while ratings on other
scales were more normally distributed (Fig.3.4).

Figure 3.4: Distributions of aggregated ratings (across subjects) on the 23 scales for
emotions evoked by 150 stories.

Uniform Manifold Approximation and Projection (UMAP)
The histograms on individual scales gave me some hints on the distributions of
emotions in the high dimensional space as defined by the 23 scales of mine. For
instance, I might find two large groups of emotions defined by their valence.

Still, I need tools to project data from the original high dimensional space to a lower
dimensional space (ideally 2d) that’s easier for visualization and interpretation. To
that end, I applied UMAP which is a nonlinear dimension reduction technique,
aimed at preserving structure [9]. Since three factors accounted for most of the total
variance in my data, representing the emotions using a two dimensional UMAP
plot should be a reasonable approximation. I further combined two sources of
information which are the labels for the intended emotion categories and the factor
scores with the UMAP plots, trying to address a key question of whether emotion
experiences are discrete or dimensional.

Color code UMAP by intended categories (20 categories)



55

As I have noted and suspected earlier, the UMAP plot revealed two large groups
of emotions (of positive and negative valence respectively) that seemed to be well
separated (Fig.3.5). This pattern of two clusters was obvious even without the
categorical labels, what the labels did do was to reveal the meaning of the clusters.

However, if I were to look at the embedding alone without the categorical labels,
I wouldn’t necessarily recognize additional clusters nested within the two overall
clusters, that is, the 20 emotion categories didn’t appear well separated.

With the labeling for the intended emotion categories, for some emotions, instances
belonging to the same categories were located in closer proximity to one another
(such as apprehensive and content) compared to other categories where instances
were more scattered (such as surprised).

It is possible that the discrepancy among categories is related to the content of
the stories; for some categories, the content was more similar and therefore the
evoked emotions were more unified. It could also be related to the effectiveness and
specificity of the stories at evoking the intended emotions. For instance, on the top
right side, a story described a situation where a driver hit a boy because of texting
while driving, but the boy turned out to be ok. This was intended to evoke gratitude
but failed as subjects reported feeling guilty and scared but not grateful.

Another possible explanation is that for some categories, the intra-category variance
is intrinsically larger than the inter-category variance. Take experiences of surprise
for example (as indicated by brown dots in Fig.3.5 a), these were located at various
positions, associated with neutral (such as a turnaround game), positive (such as a
surprise party after PhD defense), and negative (such as sudden book ending with
characters all killed) valences.

Even for categories where instances are located in relatively close proximity, it
is a separate question of whether the categories as defined semantically actually
form clusters in the high dimensional space with clear boundaries. Since loss of
information is inevitable for any dimensionality reduction tool, it is possible that
well separated clusters in the high dimensional space overlap in the low dimensional
embeddings. I addressed this question more directly using clustering analysis as
UMAP alone can’t answer that.

Color code UMAP by factor scores
In addition to testing whether emotions form discrete clusters, I also tested whether
emotions varied along continuous gradients, possibly encoded by the factors that I
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identified.

Color coding using the “valence” factor revealed a continuous global gradient linking
positive emotions on the left to negative emotions on the right (Fig.3.5 b), in line
with the dimensional view of emotions [10]. I also color-coded for “arousal”
and “generalizability”, and found that emotions varied along those two dimensions
smoothly as well, but not in a single global direction as “valence”. Extremely
positive or negative emotions are more intense and arousing compared to neutral
ones (Fig.3.5 c). Roughly, I found the opposite pattern for “generalizability”:
extremely positive or negative emotions do not generalize well (Fig.3.5 d).

Clustering
As already noted, UMAP has revealed continuous gradients, most notably the
“valence” factor, in the dimensional space of emotions evoked by stories. Here,
I applied clustering analysis to probe whether emotions form discrete clusters in the
high dimensional space with clear boundaries.
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a

b

c

d

Figure 3.5: UMAP plots color-coded for (a) intended categories, (b) the “valence”
factor, (c) the “arousal” factor, and (d) the “generalizability” factor.
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Recovering the 20 intended categories
The stories that I used consisted of 2 to 3 sentences with an average length of 50
words, carefully engineered to elicit 20 different emotion categories. So the first
question I asked was whether I can re-discover the same categories as clusters if I
set the number of clusters to be 20.

I therefore applied the K-means clustering algorithm to derive 20 clusters and
assessed the agreement between my results and the intended categories. Overall,
I found a low level of agreement between the two with an adjusted rand score of
0.244, and an adjusted mutual info score of 0.395. The contingency matrix (Fig.3.6)
showed the intersection of every intended/predicted cluster pair.

The clustering result largely confirmed the intuition I got from the UMAP result.
Emotions of the same intended category shared some level of similarity, but they
were not necessarily more similar than emotions of different intended categories.
This varied across categories. The categories with all instances located in close
proximity in UMAP, for instance, apprehensive and content, spread less across
predicted clusters. On the contrary, instances of surprise located far from each other
in UMAP, were spread out more across predicted clusters.

Figure 3.6: Contingency matrix between the 20 discovered categories (columns)
and the ones intended (rows).

Data driven clustering
The fact that I failed to recover the 20 intended categories suggested that at least the
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20 category structure was not valid given my data. However, this didn’t rule out the
possibility of emotions forming clusters in the high dimensional space. So I tried
to determine the optimal number of clusters in a data-driven manner, ignoring the
intended labels.

I tried both centroid-based and density-based algorithms, hoping to find converging
evidence.

First, I used K-means, which is a centroid-based clustering algorithm that requires
specification for the number of clusters to extract. I tried out a range of possible
number of clusters to extract, the evaluation metrics (see details in 2.2.5) suggested
that the optimal number of clusters to extract should be 2 (Fig.S3.4). Mean-shift,
an algorithm that automatically determines the number of clusters, also suggested
2 clusters. DBSCAN, which detects the boundary of clusters by a density drop
in the high dimensional space, also found 2 clusters. I chose the hyperparameters
for DBSCAN based on prior knowledge. Specifically, the number of samples in a
neighborhood for a point to be considered as a core point was set to 5 since there
were approximately 5 instances per intended emotion categories, and subsequently
eps which represents the maximum distance between two samples for one to be
considered as being in the neighborhood of the other was determined to be 4
(Fig.S3.5).

Three different clustering algorithms with different assumptions all suggested a
two-cluster structure in my data. Visualizing the solutions along the two UMAP
dimensions (Fig.3.7) revealed two clusters of emotions with positive and negative
valence respectively, with minor disagreement across models. The clustering anal-
ysis thus confirmed my previous observations of the bimodal distributions of the
valence-related scales and the UMAP result.
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Figure 3.7: Visualization of two-cluster structure as determined by different al-
gorithms; points were color coded for cluster membership (for DBSCAN, points
labeled as -1 were outliers). Location was based on UMAP coordinates.
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So far, I have established that a two-cluster structure was most appropriate for a single
partitioning of the data. In addition, I probed an extensive hierarchy of clusters,
using hierarchical agglomerative clustering (HAC) with Euclidean distance and
Ward linkage (Fig.3.8). I combined UMAP coordinates and free descriptions of the
emotion labels to interpret the meaning of the clusters (Fig.S3.6, Fig.S3.7).

Figure 3.8: Visualization of the hierarchical clustering results where the first column
indicates the intended emotion categories and the subsequent columns indicate
ratings on the 23 scales (color indicates rating magnitude: blue for lower ratings
and red for higher ratings). Each row represents one emotion evoked by one story,
150 rows in total.

The two clusters corresponding to the positive and negative emotions that I identified
before are at the top of the hierarchy. The freely-generated words that subjects used
the most to label the negative emotions were scared, sad, fear, nervous, and annoyed
while words for positive emotions included happy, excited, grateful, content, and
proud.

Further down the dendrogram, four clusters emerge which can be interpreted as
strong positive emotions (with words like proud, happy, and excited), weak positive
emotions (with words like content and happy), weak negative emotions (with words
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like annoyed, sad and jealous), and strong negative emotions (with words like scared,
sad and fear) from top to bottom respectively. The basis of partitioning at these
two levels corresponds to the “valence” and “arousal” factors that I have identified,
again justifying the dimensional account of emotions.

In principle, the hierarchy of clusters can be probed at all possible levels, with the
bottom level of having a single instance as its own cluster. However, it should be
noted that each solution represents a different level of fit and having more clusters
doesn’t necessarily imply better interpretation. For instance, for the six cluster
solution, the strong negative emotion cluster is further separated into two clusters
but the word descriptions didn’t reveal a clear conceptual difference.

Inspecting the row labels which encodes the intended categories, the result is again
somewhat mixed. Intra-category similarity does exist as indicated by some se-
quential rows of the same color, but I also observed a mixing of colors indicating
inter-category similarity.

3.3 Summary and discussion
Using 150 well validated stories that are rich in content, I characterized the evoked
emotions in a high dimensional space using 23 affective scales. Exploratory factor
analysis was performed to extract three robust factors that captured the major-
ity of the variance. The dimensions were interpreted as “valence” (pleasantness-
unpleasantness), “arousal” (intensity), and “generalizability” (extent to which the
experience applied commonly across many situations, or was specific to only one
or a few). The first two factors that I identified are in line with the literature (con-
stituting core affect) while the third factor emerges given my novel scales. I further
characterized the distribution of emotions within this three-dimensional space, and
found that emotions evoked by stories varied along continuous gradients (most no-
tably, the “valence” dimension). I didn’t find evidence for well-separated clusters in
the dimensional space, contrary to theories postulating discrete emotion categories.

My study of emotions evoked by stories has several limitations that I discuss below.

First, the stimulus set can be further improved. On average, the stories used 2-3
sentences to describe a scenario, which is probably shorter than lexical stimuli of
emotional relevance commonly encountered in real life. Longer stimuli such as
novels would probably be better at eliciting strong emotions. However, the question
of how to balance the effectiveness and the quantity of stimuli is a difficult one.
The content of the stories can be improved as well. For instance, a story described
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holocaust liberation which is uncommon and probably difficult to imagine. The
similarity of content for stories belonging to the same intended categories will
likely affect the conclusion of whether emotions formed well-separated clusters.
For instance, if all sad stories feature death, then the evoked emotions would be
more unified and likely to form a closer cluster than if the stories feature different
topics.

Second, my study collected behavioral ratings only and therefore the question of to
what extent the stories actually evoked emotions remains unknown. The comparison
across domains allowed me to address this question to some extent, but a more
direct approach would be to collect physiological measures in addition to behavioral
ratings.

Besides the limitation with the stories themselves, I was also limited by the sparse-
ness of my data. Ideally, I would like to collect ratings on all of my scales for all of
the stimuli from each subject, which would require a substantial amount of testing
time (around 20 hours per subject for stories alone). Because of that, the analyses
in this chapter were based on aggregate ratings across subjects, and I can’t address
whether the conclusions hold for data from a single subject. Relatedly, it limits my
ability to investigate individual differences, for example, it’s impossible to construct
a correlation matrix across scales for each subject.

Finally, it is worth noting that the lexical character of the story stimuli, as well as of
the rating scales, limits the conclusions about emotion experience that can be drawn,
as I already noted in the general introduction. I am limiting myself to a subset of
the words/narratives in English that convey emotion concepts. Other languages and
cultures would no doubt offer additional, and different, words and concepts, and
even English provides a plethora of emotion words that go unexplored here. On the
other hand, it seems likely that much of the variability, at least in English emotion
words, can be captured with relatively few words, since many are closely related and
are synonyms or antonyms. Nonetheless, given the limitations of lexical stimuli,
a larger set of richer and more diverse stimuli that do not require language would
be an important comparison. I thus next turn to the elicitation of emotions from
videos, in the next chapter.

3.4 Supplementary information
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Figure S3.1: Results for the various statistical methods. (a) Very Simple Structure
and Empirical BIC (Velicer’s MAP is not plotted), (b) Parallel analysis, the acceler-
ation factor and the optimal coordinate.

Figure S3.2: Results for the cross validation procedure. The means (points) and
standard deviations (error bars, n = 20 iterations) of (a) explained variance from the
EFA on training data and (b) root mean square error of approximation (RMSEA) fit
index from the CFA on testing data.
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Figure S3.3: Factor loadings of scales on (a) the two factors from EFA and (b) the
four factors from EFA. Each column plots the strength of the factor loadings (x-axis,
absolute value) across scales (y-axis). Color indicates the sign of the loading (red
for positive and blue for negative); more saturated colors for higher absolute values.
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Figure S3.4: Determining the number of clusters for K-means. The means (points)
and standard deviations (error bars, n = 20 iterations) of inertia, the Silhouette
coefficient, the Calinski-Harabasz index, and the Davies-Bouldin index for K-means
results with different number of clusters (2 to 30).

Figure S3.5: Determining hyperparameters for DBSCAN. The number of clusters,
the number of outliers, the Silhouette coefficient, the Calinski-Harabasz index, and
the Davies-Bouldin index for DBSCAN with different values of eps.
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Figure S3.6: Visualization of the different cluster solutions (2, 4, 6 clusters) as
determined by HAC. Points were color coded for cluster membership and location
was based on UMAP coordinates.
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Figure S3.7: Word Clouds of the free descriptions for each cluster of the different
cluster solutions as determined by HAC: (a) 2 clusters, (b) 4 clusters, and (c) 6
clusters.
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C h a p t e r 4

EMOTIONS EVOKED BY VIDEOS

4.1 Introduction
In the previous chapter, I characterized the dimensional space of emotions evoked
by stories. Here, I present results for emotions evoked by short video clips.

Visual stimuli are generally considered better than lexical stimuli at eliciting emo-
tions because of richer contextual information and thus higher ecological valid-
ity. Emotional images (including emotional faces) and emotional videos are two
types of commonly used visual stimuli. The International affective picture sys-
tem (IAPS) is perhaps the most widely used image set with 956 images, which
includes a wide range of everyday scenes and objects [1, 2, 3]. Main issues with
the IAPS include image quality and outdated contexts, and alternative image sets
have been developed, for example, the Geneva Affective Picture Database (GAPED)
and the Nencki Affective Picture System (NAPS) [4]. But images, being static
stimuli, are fundamentally limited in their ability to depict context. In contrast,
videos are capable of eliciting emotions dynamically, similar to real life emotional
episodes, and are therefore more preferred than images. 16 film clips developed
by [5] were widely used to elicit eight discrete emotion categories of amusement,
anger, contentment, disgust, fear, neutral, sadness, and surprise. Studies using
these film clips claimed to find discrete autonomic representations for each emo-
tion category [6, 7], but it’s likely that the conclusions were heavily biased by
their choice of such a small set of highly specific stimuli. My goal was to elicit a
wide range of emotions, not restricted to certain categories. Ambiguous emotions
should not be excluded, in fact, they are needed to properly sample the emotion
space. I therefore used videos developed by [8], whose original array included 2185
short video clips (lasting about 5 seconds on average) depicting an exceptionally
wide range of emotional situations (the complete list of videos can be viewed at
https://s3-us-west-1.amazonaws.com/emogifs/map.html#).

Using the 2185 videos to elicit emotions, the authors claimed that 27 dimensions
were needed to explain the variance of the emotion experiences. Specifically, for
categorical judgements that they collected, subjects were asked to select at least 1,
but as many as desired, out of the 34 intended categories for each video. Aggregate

https://s3-us-west-1.amazonaws.com/emogifs/map.html#
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ratings across subjects which essentially represented the percentage of selection for
each of 34 categories were then used for a split-half canonical correlations analysis,
a specific method devised by the authors. In my view, the conclusion is likely an
overestimation as the authors performed the dimensionality reduction analysis using
the categorical judgements data which biased towards linear independency among
categories, instead of the continuous ratings on the affective scales which they also
collected.

4.2 Results
4.2.1 Three dimensions underlying emotion experiences evoked by videos
Correlation structure across scales
I derived a pairwise correlation matrix across 23 scales (Fig.4.1), which is a rep-
resentation for the underlying psychological space for emotion experiences evoked
by videos. Similarly as for stories, I observed strong correlations across scales,
suggesting that the dimensionality of the space can be further reduced.

For stories, I observed that the scales can be grouped into four groups. In contrast,
correlation structure for videos showed clearly that the scales can be partitioned into
two groups. The first group at the top includes not only scales that characterize how
positive the emotions are, but also those describing how generalized an emotion can
be. On the other hand, the other group of scales includes both scales describing how
negative the emotions are and scales that characterize the intensity and persistence of
emotions. One possible explanation for the clear superordinate structure of videos
could be that videos are more diverse and realistic than the stories. It’s also possible
that videos evoke intense emotions, helping to sharpen the correlation structure.

The specific correlations are qualitatively similar to the story ones. Previously,
generalizability-related scales correlated weakly with the scales describing how
positive or negative emotions are, this relationship is more clear with the video
data. Specifically, positive emotions generalize well while negative ones seem more
modular.
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Figure 4.1: Correlation matrix across scales for emotions evoked by videos (sorted
using hierarchical clustering to intuitively depict the underlying structure).

Factor analysis
As mentioned above, the correlation matrix across scales suggested that the psycho-
logical space of emotion experiences evoked by videos can be characterized using
a smaller number of underlying factors, but the number of factors to retain in an
exploratory factor analysis needs to be determined first.

Determining the optimal number of factors to extract
I determined the optimal number of factors to retain by taking multiple aspects
into consideration: the suggestions from the standard statistical methods, results
from the cross validation approach, results from the robustness assessment and the
interpretations of the factor loadings, which I describe below.

First, I used the six commonly used statistical tests (see details in 2.2.3). The results
(Fig.S4.1) did not converge to a single number. Very Simple Structure, Empirical
BIC, and Velicer’s MAP suggested 1, 4, and 4 factors respectively. Parallel analysis,
the acceleration factor, and the optimal coordinate suggested 6, 1, and 6 factors
respectively.

In addition to the standard statistical procedures described above, I also used the
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cross validation procedure (see details in 2.2.3) to choose how many factors to retain
for the video rating data. Visual inspection of the result (Fig.S4.2) is less clear
compared to the story rating data, where 2 or 3 or 4 factors all seemed reasonable.

The various methods have suggested multiple values for the number of factors to
retain. I therefore applied EFA to further assess the interpretability of different
factor solutions. When extracting 2 factors, the factors each explained 44% and
32% of the common variance in the data (76% in total). I interpreted the factors as
“valence” and “arousal” (Fig.S4.3 a). When extracting 3 factors, the factors each
explained 41%, 24% and 15% of the common variance in the data (81% in total).
I interpreted the factors as “valence”, “arousal” and “generalizability” (Fig.4.3).
When extracting 4 factors, the factors each explained 32%, 20%, 18% and 14% of
the common variance in the data (83% in total). I interpreted the factors as “valence”,
“arousal” , “generalizability” and “safety” (Fig.s4.3 b). I also attempted the 5 factor
solution, which cumulatively explained 84% of the total variance representing a
marginal improvement and the factors were uninterpretable (Fig.S4.3 c).

Evidence so far suggested both the 3 and 4 factor solutions seemed reasonable. I
don’t argue against the 2 factor solution, but just decided to retain more factors for
completeness. I further assessed the robustness of both the 3 and 4 factor solutions
with regard to the number of stimuli and number of scales.

First, I systematically reduced the number of videos starting from the whole set of
998 videos. At each step, I used the new aggregated ratings for EFA and calculated
Tucker indices of factor congruence between factors derived using the reduced set
and the original set of stimuli (with orthogonal Procrustes rotation). Both the 3
factor and 4 factor solutions were robust to the number of videos (Fig.4.2 a,b). For
the 3 factor solution, all mean factor congruences were higher than 0.9 with no fewer
than 23 videos (roughly 2.3 % of the whole set). For the 4 factor solution, all mean
factor congruences were higher than 0.9 with no fewer than 73 videos (roughly 7.3
% of the whole set).

Second, I removed scales one by one (same order of removal as I did with stories
based on global redundancy, as explained in 2.2.3) and quantified the relatedness
of the original factors from the full set and the ones from the subset by correlating
the factor scores (Fig.4.2 c,d). The 3 factor solution was robust to the number of
scales as the factors derived from the full set versus the subsets of scales were highly
correlated. The 4 factor solution didn’t behave as well, most notably the 4th factor,
“safety” was unstable. All evidence taken together, I decided to retain 3 factors
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which are highly interpretable and robust.
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Figure 4.2: Robustness of factor solutions with respect to the number of videos and
number of scales. (a,b) Points indicate the means and error bars indicate standard
deviations of Tucker indices of factor congruence (with orthogonal Procrustes ro-
tation) between the full set versus subsets of videos across 20 iterations, and are
color-coded for different factors for (a) the 3 factor solution and (b) the 4 factor
solution. (c, d) Pearson’s correlations between factor scores from the full set versus
subsets of scales, color-coded for different factors for (c) the 3 factor solution and
(d) the 4 factor solution.

Interpretation of the three factors
Exploratory factor analysis was then performed to extract 3 factors using the minimal
residual method, and the solutions were rotated with oblimin for interpretability.
The Tenberge method was used to obtain oblique factors scores (all using the “‘fa”
function in the “psych” package in R). I interpreted the three factors as “valence”,
“arousal”, and “generalizability” (see Fig.4.3 for factor loadings).

The factor loadings again show that scales which describe how positive and negative
emotions load strongly onto the “valence” factor. The group of scales that char-
acterize the intensity and persistence of emotions load strongly onto the “arousal”
factor. Lastly, three scales ( “common”, “generalizability over stimuli”, and “gener-
alizability over behavior”) load strongly onto the “generalizability” factor. Overall,
the loading pattern closely resembles that of the stories.

Examining the factor scores for individual videos also allowed me to verify my
interpretation of the scales. For instance, some of the most positive emotions
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involved watching cute animals while some of the most negative emotions involved
watching horrifying scenes. Intense emotions were evoked by both positive and
negative videos, watching family reunions brought intense joy while watching tragic
scenes evoked intense horror and shock. Watching mellow scenes that happened
in everyday life evoked most generalized emotions while extremely negative and
intense emotions were the least generalized.

Figure 4.3: Factor loadings of scales on the three factors from EFA. Each column
plots the strength of the factor loadings (x-axis, absolute value) across scales (y-
axis). Color indicates the sign of the loading (red for positive and blue for negative);
more saturated colors for higher absolute values.

4.2.2 Distribution of emotion experiences evoked by videos
The videos that I used are published in [8] (the complete list of videos can be viewed
at https://s3-us-west-1.amazonaws.com/emogifs/map.html#). The au-
thors intended to compile a list of videos targeting 34 different emotions by coming
up with keywords for each emotion category and querying the search engines and
other websites. Therefore the authors had relatively less control over the videos, in
contrast to the stories which were completely made up. Still, they were meant to be
relatively good examples of the intended emotion categories.

Part of the data collected in the original study was categorical judgment where
subjects were required to select at least one category but could select as many as

https://s3-us-west-1.amazonaws.com/emogifs/map.html#
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desired among the 34 options for each video. And averaging those judgements
across subjects would result in percentages of selection for all the 34 categories
for each video. I simplified the data by assigning a single dominant emotion
out of the 34 categories with the highest percentage of selection for each video.
Four categories (contempt, disappointment, envy, and guilt) were never selected as
dominant emotions for any of the videos, indicating that either they were difficult to
elicit or the videos intended to evoke those emotions were poorly chosen. It’s also
worth noting that the emotions evoked by videos were not as carefully balanced as
in the case of stories. In particular, there’s an over-representation of amusement
(selected as the dominant emotion for 200 out of 998 videos) while certain emotions
were severely under-represented (such as pride, selected for 2 out of 998 videos).

Looking at the distributions, unlike stories, the rating distributions for most scales
resemble a normal distribution, except for those describing basic emotion ones
(Fig.4.4).

Figure 4.4: Distributions of aggregated ratings (across subjects) on the 23 scales for
emotions evoked by 998 videos.

Umap
Unlike stories where valence-related scales had a bimodal distribution, the univariate
distributions of videos didn’t seem to suggest a good separation of positive and
negative emotions. Similarly as I did before, I applied UMAP to better visualize the
distributions in the embedded two dimensional space. Since three factors accounted
for most of the total variance in the video data, representing the emotions using
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a two-dimensional UMAP plot should be a reasonable approximation. I further
combined the dominant emotion category labels and the factor scores with the
UMAP plots, trying to address the key question of whether emotion experiences
evoked by videos are discrete or dimensional.

Color code UMAP by intended categories (30 dominant categories)
Unlike stories where the two-cluster structure was prominent even without categor-
ical labels, the emotions evoked by videos formed just one cluster in the UMAP
space (Fig.4.5 a).

With the labeling for the dominant emotion categories, for some categories, instances
belonging to the same categories were located relatively closer to one another (such
as disgust at the top left corner) compared to other categories where instances were
way more scattered (such as amusement).

To some extent, this is expected because the videos were quite short in general,
lasting 5 seconds on average, and the quality varied with some being very brief
and blurred and thus of low quality. As mentioned, the videos were compiled from
online resources, so presumably the availability was also a limiting factor for finding
good videos. These caveats limit the effectiveness and specificity of the videos at
evoking the intended emotions, which would naturally result in a more scattered
distribution because the evoked emotions would be more ambiguous than desired.

However, it should be noted that the emotions evoked by videos were more diverse
than the emotions evoked by stories because of the sheer number of stimuli. And
therefore, it is also possible that the continuous distribution was driven primarily by
the diversity of the emotion experiences.

Color code UMAP by factor scores
Color coding using the factors revealed qualitatively similar patterns as the story data.
“Valence” again emerged as a continuous global gradient linking negative emotions
on the left to positive emotions on the right (Fig.4.5 b), in line with the dimensional
view of emotions. Emotions varied along the “arousal” and “generalizability”
dimensions smoothly as well, but not in a single global direction as “valence”.
Extremely positive or negative emotions are more intense compared to neutral
ones (Fig.4.5 c). Positive emotions generalize better than negative ones in general.
(Fig.4.5 d).
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Figure 4.5: UMAP plots color-coded for (a) dominant emotion categories, (b) the
“valence” factor, (c) the “arousal” factor, and (d) the “generalizability” factor.
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Clustering
As already noted, UMAP has revealed continuous gradients, most notably the
“valence” factor, in the dimensional space of emotions evoked by videos. Here,
I applied clustering analysis to probe whether emotions form discrete clusters in the
high-dimensional space with clear boundaries.

Recovering the 30 intended categories
So the first question I asked was whether I can re-discover the same categories as
clusters if I set the number of clusters to be 30.

I therefore applied the K-means clustering algorithm to extract 30 clusters and
assessed the agreement between my results and the intended categories. Overall,
I found a low level of agreement between the two with an adjusted rand score of
0.08, and an adjusted mutual info score of 0.254. The contingency matrix (Fig.4.6)
showed the intersection of every intended/predicted cluster pair.

The clustering result was in line with the intuition that I got from the UMAP re-
sult. Closer inspection of the contingency matrix revealed that some categories (for
instance, craving, sexual desire, romantic love, and nolstalgia) clustered relatively
better than other categories. This finding was consistent with what the authors re-
ported in the original paper, albeit using a completely different dataset with different
scales.

Figure 4.6: Contingency matrix between the 30 discovered categories (columns)
and the ones intended (rows).
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Data driven clustering
The fact that I failed to recover the 30 intended categories suggested that at least
the 30 category structure was not valid given my ratings. However, this didn’t
rule out the possibility of emotions forming clusters in the high dimensional space,
albeit ones that might not correspond well with the 30 originally intended emotion
categories. So I tried to determine the optimal number of clusters in a data-driven
manner, ignoring the intended labels.

I tried both centroid-based and density-based algorithms, hoping to find converging
evidence.

First, I used K-means, and tried out a range of possible number of clusters to extract.
The evaluation metrics suggested that the optimal number of clusters to extract
should be 2 (Fig.S4.4). it should be noted that this didn’t exclude the possibility of
one cluster being the optimal choice which wasn’t evaluated because most of the
evaluation metrics require at least 2 clusters. Mean-shift suggested 1 cluster.

As mentioned, the videos were not balanced across categories so it’s not possible
to set the min_samples parameter for DBSCAN based on prior knowledge as I
did with stories. Therefore, I used heuristics as suggested in literature [9] and set
min_samples to be 46 and eps to be 4 which suggested one cluster again (Fig.S4.5).

The clustering analysis has confirmed my previous observations based on the uni-
variate distributions and from the UMAP result that the emotion experiences evoked
by videos are best characterized by just one cluster. Still, I think an extensive hi-
erarchy of clusters would be informative. So I applied hierarchical agglomerative
clustering (HAC) with Euclidean distance and Ward linkage (Fig.4.7) and com-
bined UMAP coordinates and free descriptions of the emotion labels to interpret the
meaning of the clusters (Fig.S4.6, Fig.S4.7).

The two clusters correspond to the positive and negative emotions at the top of
the hierarchy. The freely-generated words that subjects used the most to label the
negative emotions were scared and fear while words for positive emotions included
happy, awe and bored. Further down the dendrogram, four clusters emerge which
can be interpreted as weak negative emotions (with words like scared and fear, but
also confused and worried), strong negative emotions (with words like scared and
fear, but also sad and horrified), less generalized positive emotions (with words like
funny, impressed and amazed), and more generalized positive emotions (with words
like happy, joy and calm) from top to bottom respectively. The basis of partitioning
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at these two levels corresponds to the three factors that I have identified, again
justifying the dimensional account of emotions.

In principle, the hierarchy of clusters can be probed at all possible levels, with the
bottom level of having a single instance as its own cluster. However, it should be
noted that each solution represents a different level of fit and having more clusters
doesn’t necessarily imply better interpretation. For instance, the five or nine cluster
solutions were hard to interpret (Fig.S4.6, Fig.S4.7).

Inspecting the row labels which encode the intended categories, again, I observed
some level of intra-category similarity but also a mixing of colors indicating inter-
category similarity.

Figure 4.7: Visualization of the hierarchical clustering results where the first column
indicates the intended emotion categories and the subsequent columns indicate
ratings on the 23 scales (color indicates rating magnitude: blue for lower ratings
and red for higher ratings). Each row represents one emotion evoked by one video,
998 rows in total.

4.3 Summary and discussion
Using 998 well validated videos that are rich in content, I characterized the evoked
emotions in a high-dimensional space using 23 affective scales. Exploratory factor
analysis was performed to extract three robust factors that captured the majority
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of the variances. The dimensions were interpreted as "valence", "arousal", and
"generalizability". The first two factors that I identified are in line with the literature
while the third factor emerges given my novel scales. I further characterized the
distribution of emotions, and found that emotions evoked by videos varied along
continuous gradients (most notably, the “valence” dimension). I didn’t find evidence
for well-separated clusters in the dimensional space. The findings are qualitatively
the same as the ones discovered using the story data.

My study of emotions evoked by videos has several limitations that I discuss below.

First, the stimuli set can be further improved. The length and quality varied across
videos, with some being very short or having low resolution. The specificity of
videos was much poorer than stories, indicated by the categorical judgment data from
the original paper. Whether the specificity of the videos is an issue or not depends
on the research questions. One main issue was that the number of videos were not
balanced across intended categories, for instance, there’s an over-representation for
videos evoking amusement. Having imbalanced classes is a major issue for analyses
such as clustering and classification. The exact content of the videos can also
be optimized. For videos evoking negative emotions, for instance, many featured
horrifying scenes, which were not common in real life. It also negatively impacted
the data collection process because some subjects, after finishing some sessions of
the video experiments, indicated that they were unwilling to view such extremely
negative videos and would not participate in the later sessions (through messaging
on the Prolific platform).

As discussed before, it would be good to collect physiological measures in addition
to behavioral ratings to further characterize the emotion experiences. Unlike stories
where I am concerned that emotions could be weak, the issue with videos is more
related to the possibility of subjects down-regulating their emotions, especially
when viewing the negative videos. One future direction is to examine individual
differences using the emotion regulation questionnaire that I collected.

The data sparseness issue is the same as I discussed with stories, but it would be
even more difficult to resolve with videos as the number of videos is five times that
of stories.

4.4 Supplementary information
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Figure S4.1: Results for the various statistical methods. (a) Very Simple Structure
and Empirical BIC (Velicer’s MAP is not plotted), (b) Parallel analysis, the acceler-
ation factor and the optimal coordinate.

Figure S4.2: Results for the cross validation procedure. The means (points) and
standard deviations (error bars, n = 20 iterations) of (a) explained variance from the
EFfiguA on training data and (b) root mean square error of approximation (RMSEA)
fit index from the CFA on testing data.
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Figure S4.3: Factor loadings of scales on (a) the 2 factors from EFA and (b) the 4
factors from EFA and (c) the 5 factors from EFA. Each column plots the strength of
the factor loadings (x-axis, absolute value) across scales (y-axis). Color indicates
the sign of the loading (red for positive and blue for negative); more saturated colors
for higher absolute values.
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Figure S4.4: Determining the number of clusters for K-means. The means (points)
and standard deviations (error bars, n = 20 iterations) of inertia, the Silhouette
coefficient, the Calinski-Harabasz index, and the Davies-Bouldin index for K-means
results with different number of clusters (2 to 30).

Figure S4.5: The 45th nearest distance plot for DBSCAN.
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Figure S4.6: Visualization of the different cluster solutions (2, 4, 5, 9 clusters) as
determined by HAC. Points were color coded for cluster membership and location
was based on UMAP coordinates.
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Figure S4.7: Word Clouds of the free descriptions for each cluster of the different
cluster solutions as determined by HAC: (a) 2 clusters, (b) 4 clusters, (c) 5 clusters,
and (d) 9 clusters.
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C h a p t e r 5

REAL-LIFE EMOTIONS DURING THE COVID PANDEMIC

5.1 Introduction
In the previous chapters, I discussed emotions evoked by laboratory stimuli (sto-
ries and videos). In this chapter, I present results for real-life emotions, sampled
longitudinally, during the COVID pandemic.

Previous studies on emotions in everyday life have largely focused on how frequently
different emotions are experienced (especially the basic emotions) using mostly
experience sampling [1, 2, 3, 4, 5] and sometimes diaries [6]. The studies suggested
that happiness and anger are the most frequently experienced basic emotions. And
in general, positive emotions are more common, while intense negative emotions
are rare. Because these studies often used emotion terms (for example, the basic
emotions categories) instead of affective scales, and data was often collected in a
dichotomous format to encourage more responses, the dimensional space for real-life
emotions is less probed compared to the distribution of these emotions.

There is substantial variability in the emotions people experience in everyday life.
In particular, there is variability in the extent to which they differentiate different
emotions from one another: some make many subtle distinctions, whereas others
tend to lump their emotion experiences into a single category. This discriminative
ability has been called “emotional granularity”, and greater emotional granularity
(that is, making more distinctions) is associated with better emotional health [7, 8].
This aspect could also be explored further in my COVID-Dynamic dataset, which
among other scales includes the Toronto Alexithymia scale: a measure of the ability
to feel, conceptualize, and verbalize emotions.

As mentioned before, I sampled real-life emotions across multiple waves as part of
the Covid Dynamic study using the same set of affective scales as the ones used for
stories and videos. There were similar attempts during the pandemic, for instance,
a study in Spain collected ratings on valence and arousal for emotions experienced
from March to June in 2020 [9]. Using these data, I tried to not only characterize
the dimensional space, but also the distribution of real-life emotions.
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5.2 Results
5.2.1 Four dimensions underlying real life emotion experiences
Correlation structure across scales
18 scales remained after exclusion that can be used to characterize real-life emotions
experienced during the COVID pandemic, which were a subset of the 23 scales used
for stories and videos (five absent scales were approach, relief, scalability, and
generalizability over stimuli and behavior). Some scales (approach, relief) were
taken out because I didn’t think they would apply in this scenario. For instance, the
relief scale contrasts how one feels in the end compared to the beginning, but I didn’t
expect this kind of temporal evolution for the real-life emotions that I was sampling.
The other scales (scalability, and generalizability over stimuli and behavior) were
omitted because of the concern of them being too complicated to rate, as the real-life
emotion ratings were collected as part of an hour-long survey which already poses
considerable cognitive demands.

I derived a pairwise correlation matrix across 18 scales (Fig.5.1), which is a rep-
resentation of the underlying psychological space for real-life emotion experiences.
I observed a similar broad correlation structure as for stories and videos, but in
general, the correlations were weaker. This is probably expected for at least two rea-
sons. One is that real-life emotions were probably weaker and more ambiguous than
the ones evoked using carefully selected stories and videos. And since the stimuli
were all different and individual, I was not able to aggregate ratings across subjects
as I did with stories and videos, so the data was noisier than the stimuli-evoked
emotions.

Judging from the correlation structure, the scales can be grouped into three groups.
At the top, I have the same group of scales as seen in stories and videos, describing
how negative the emotions are. At the bottom, I again have a group of scales
describing how positive the emotions are. The scales at the middle describe general
properties of emotions that are less tightly correlated with the positive and negative
related scales. I discuss more about the similarities and dissimilarities of correlation
structures across stimuli types in Chapter 6.



91

Figure 5.1: Correlation matrix across scales for real-life emotions (sorted using
hierarchical clustering to intuitively depict the underlying structure).

Factor analysis
The correlation matrix across scales suggested that the psychological space of real-
life emotion experiences can be characterized using a smaller number of underlying
factors, but the number of factors to retain in an exploratory factor analysis needs to
be determined first.

Determining the optimal number of factors to extract
I determined the optimal number of factors to retain by taking multiple aspects
into consideration: the suggestions from the standard statistical methods, results
from the cross validation approach, results from the robustness assessment, and the
interpretations of the factor loadings, which I describe below.

First, I used the six commonly used statistical tests (see details in 2.2.3). The
results (Fig.S5.1) varied across methods. Very Simple Structure, Empirical BIC
and Velicer’s MAP suggested 1, 8 and 2 factors respectively. Parallel analysis,
the acceleration factor and the optimal coordinate suggested 8, 1 and 6 factors
respectively.

In addition to the standard statistical procedures described above, I also used the
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cross validation procedure (see details in 2.2.3) to choose how many factors to retain
for real-life emotions. Visual inspection of the result (Fig.S5.2) again didn’t suggest
a clear value to use, and 2 to 5 factors all seemed reasonable.

The various methods have suggested multiple values for the number of factors to
retain. I therefore applied EFA to further assess the interpretability of different
factor solutions. When extracting 2 factors, the factors each explained 28% and
15% of the common variance in the data (43% in total). I interpreted the factors as
“valence” and “arousal” (Fig.S5.3 a). When extracting 3 factors, the factors each
explained 26%, 13%, and 10% of the common variance in the data (49% in total).
I interpreted the factors as “valence”, “negative affect”, and “arousal” (Fig.S5.3 b).
When extracting 4 factors, the factors each explained 25%, 13%, 10%, and 5% of the
common variance in the data (54% in total). I interpreted the factors as “valence”,
“negative affect”, “arousal”, and “common” (Fig.5.3). I also attempted the 5 factor
solution, which cumulatively explained 58% of the total variance but the factors
were uninterpretable (Fig.S5.3 c).

Evidence so far suggested both the 3 and 4 factor solutions seemed reasonable. I
don’t argue against the 2 factor solution, but just decided to retain more factors for
completeness. I further assessed the robustness of both the 3 and 4 factor solutions
with regard to the number of stimuli and number of scales.

First, I systematically reduced the number of real-life emotion instances from the
whole set of 12861 instances. At each step, I used the remaining data for EFA and
calculated Tucker indices of factor congruence between factors derived using the
reduced set and the original set of stimuli (with orthogonal Procrustes rotation).
Both the 3 factor and 4 factor solutions were robust to the number of instances
(Fig.5.2 a,b). For the 3 factor solution, all mean factor congruences were higher
than 0.9 with no fewer than 111 instances (roughly 0.86 % of the whole set). For the
4 factor solution, all mean factor congruences were higher than 0.9 with no fewer
than 361 instances (roughly 2.8 % of the whole set).

Second, I removed scales one by one (same order of removal based on global
redundancy as explained in 2.2.3) and quantified the relatedness of the original
factors from the full set and the ones from the subset by correlating the factor scores
(Fig.5.2 c,d). The 4 factor solution was robust to the number of scales as the factors
derived from the full set versus the subsets of scales were highly correlated. The 3
factor solution didn’t behave as well, most notably the “negative affect” factor was
unstable. All evidence taken together, I decided to retain 4 factors which are highly
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interpretable and robust.
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Figure 5.2: Robustness of factor solutions with respect to the number of instances
and number of scales. (a,b) Points indicate the means and error bars indicate stan-
dard deviations of Tucker indices of factor congruence (with orthogonal Procrustes
rotation) between the full set versus subsets of real-life emotions across 20 iterations,
and are color-coded for different factors for (a) the 3 factor solution and (b) the 4
factor solution. (c, d) Pearson’s correlations between factor scores from the full set
versus subsets of scales, color-coded for different factors for (c) the 3 factor solution
and (d) the 4 factor solution.

Interpretation of the four factors
Exploratory factor analysis was then performed to extract 4 factors using the minimal
residual method, and the solutions were rotated with oblimin for interpretability.
The Tenberge method was used to obtain oblique factors scores (all using the “‘fa”
function in the “psych” package in R). I interpreted the 4 factors as “valence”,
“negative affect”, “arousal”, and “common” (see Fig.5.3 for factor loadings).

For “valence” and “arousal”, the factor loadings closely resemble those of stories
and videos. The “common” factor describes how common and persistent emotions
are and is somewhat related to the “generalizability” factor that I found for stories
and videos. The “negative affect” factor is unique with the real-life emotions and not
found with the story or video data. A specific set of scales (disgust, fear, surprise,
and anger) load strongly onto this factor. One reasonable interpretation is that this
factor is specific to the COVID pandemic (and all the other stressors associated with
it).

Examining the factor scores for individual emotions (together with the descriptions
of the cause of emotion from subjects) also allowed me to verify my interpretation
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of the scales. Most real-life emotions are experienced commonly as expected and
not necessarily associated with certain levels of valence or intensity.

People generally feel positive when they are at home, relaxing with family. Some of
the most negative emotions were associated with financial concerns as a consequence
of the pandemic while for some people, they were feeling depressed constantly with
no specific cause.

It’s also interesting that the same real-world event can evoke completely different
emotions in different people. For instance, the data collection for wave 14 happened
just around the election, and for people supporting Joe Biden, the result brought
intense joy and hope while for others, it evoked intense anger.

Figure 5.3: Factor loadings of scales on the four factors from EFA. Each column
plots the strength of the factor loadings (x-axis, absolute value) across scales (y-
axis). Color indicates the sign of the loading (red for positive and blue for negative);
more saturated colors for higher absolute values.

5.2.2 Distribution of real life emotion experiences
The data included here corresponds to wave 2 to 16 of the COVID-Dynamic project
(from April 2020 to January 2021) during which time the US faced multiple COVID
surges. In addition, this period included multiple national events (e.g., BLM protests,
US-presidential elections, the attack on the US Capitol, etc.) (Fig.2.1).

In such a changeable environment and over such a long time period, I believe that the
sampled real-life emotions would be particularly rich in content. It’s worth noting
that unlike the previous studies where certain emotion categories were intended with
the stories and videos, subjects were simply asked to rate and describe whatever
emotions they were feeling at the moment. This is not to claim that there’s no bias in
my data. Admittedly, I am probably missing out on extremely positive or negative
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emotions as it’s unlikely that subjects experiencing those emotions would sit down
for an hour-long survey.

From the distributions, I note that real-life emotions are more common and easier to
control, compared with the ones evoked by stories and videos (Fig.5.4). Distributions
for many other scales resemble a normal distribution, except for those basic emotion
ones.

Figure 5.4: Distributions of ratings on the 18 scales for 12861 real-life emotions.

Umap
The univariate distributions on valence-related scales for real-life emotions resemble
those of videos, but not those of stories, again suggesting that I might not see a good
separation of positive and negative emotions.

Similarly as before, I applied UMAP to better visualize the distributions in the
embedded two dimensional space. Since four factors accounted for most of the total
variance, representing the emotions using a two dimensional UMAP plot should be
a reasonable approximation. I further combined the factor scores with the UMAP
plots to probe whether real-life emotion experiences are discrete or dimensional.

The first observation was that in general, real-life emotions formed just one cluster
with some outliers near the boundaries. Interestingly, at the very top, there’s a
cluster, well-separated from the rest of the emotions, that encodes apathy.

Color coding using the factors again revealed “valence” as a continuous global
gradient linking positive emotions on the left to negative emotions on the right
(Fig.5.5 a). Emotions varied along the “arousal” dimension smoothly as well, but
not in a single global direction as valence. Extremely positive or negative emotions
are more intense and arousing compared to neutral ones (Fig.5.5 c). Emotions with
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high scores on the “negative affect” factor were located on the right side only (Fig.5.5
b). The “common” factor didn’t have a prominent direction of gradient (Fig.5.5 d).

a

b

c

d

Figure 5.5: UMAP plots color-coded for (a) the “valence” factor, (b) the “negative
affect” factor, (c) the “arousal” factor, and (d) the “common” factor.
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Clustering
As already noted, UMAP revealed continuous gradients, most notably the “valence”
factor, in the dimensional space of real-life emotions. Here, I applied clustering
analysis to probe whether emotions form discrete clusters in the high dimensional
space with clear boundaries.

I used several clustering algorithms to determine the optimal number of clusters
for a single partitioning of the data. First, I used K-means, and tried out a range
of possible number of clusters to extract, the evaluation metrics suggested that the
optimal number of clusters to extract to be 2 (Fig.S5.4). It should be noted that this
didn’t exclude the possibility of one cluster being the optimal choice which wasn’t
evaluated because most of the evaluation metrics require at least 2 clusters. Mean-
shift suggested 1 cluster. Min_samples and eps were set to be 36 and 6 respectively
for DBSCAN (using heuristics), which again suggested one cluster (Fig.S5.5).

These results confirmed my previous observations based on the univariate distri-
butions and from the UMAP result that the real-life emotion experiences are best
characterized by just one cluster. Still, I think an extensive hierarchy of clusters
would be informative. So I applied hierarchical agglomerative clustering (HAC)
with Euclidean distance and Ward linkage (Fig.5.6) and combined UMAP coordi-
nates and free descriptions of the emotion labels to interpret the meaning of the
clusters (Fig.S5.6, Fig.S5.7).

The two clusters correspond to the positive and negative emotions at the top of the
hierarchy. The words that subjects used the most to label the negative emotions
were anxious, worried, and tired while words for positive emotions included happy,
content, and calm. Note that these words differed from the ones used for stories and
videos, especially for describing negative emotions.

Further down the dendrogram, four clusters emerge which can be interpreted as
weak positive emotions(with words like calm, content and neutral), strong positive
emotions(with words like calm, content and happy), strong negative emotions (with
words like anxious, worried, frustrated and depressed), and weak negative emotions
(with words like anxious, tired, and worried) from top to bottom respectively. The
basis of partitioning at these two levels corresponds to the “valence” and “arousal”
factors that I have identified, again justifying the dimensional account of emotions.

In principle, the hierarchy of clusters can be probed at all possible levels, with the
bottom level of having a single instance as its own cluster. But, the five cluster
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solution was already hard to interpret (Fig.S5.6, Fig.S5.7).

Figure 5.6: Visualization of the hierarchical clustering results where columns indi-
cate ratings on the 18 scales (color indicates rating magnitude: blue for lower ratings
and red for higher ratings). Each row represents one real-life emotion, 12861 rows
in total.

5.3 Summary and discussion
I characterized over 10,000 real-life emotions in a high dimensional space using 18
affective scales. Exploratory factor analysis was performed to extract four robust
factors that captured the majority of the variances. The dimensions were interpreted
as “valence”, “negative affect”, “arousal” and “common”. “Valence” and “arousal”
are in agreement with what I found with stories and videos. I believed that the “neg-
ative affect” factor was COVID-specific. The “common” factor might be separating
general and ongoing emotions, from emotions specifically triggered by events. I
further characterized the distribution of emotions, and again found that emotions
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varied along continuous gradients with no well-separated clusters.

My study of real-life emotions has several limitations that I discuss below.

First, there are some limitations for my sampling. As noted, I am probably missing
out on extremely positive or negative emotions of high intensity. For some individ-
uals, I noted that even with 15 waves of data collection, there was little variance on
some of the scales which made it impossible to construct the full correlation matri-
ces across scales for those subjects. In addition, since all emotions were sampled
during the pandemic, they are likely biased to be more negative in general. It’s also
worth noting that unlike traditional emotion sampling, my sampling was embedded
in the hour-long survey which itself can be viewed as a stimulus.

Second, I didn’t use the full set of scales for real-life emotions which limited my
ability to compare across domains for some questions. For instance, it might have
resulted in the absence of the generalizability scale in real-life emotions.

I again only collected self-report ratings for real-life emotions, without physiological
measures. Wearables devices may be utilized to collect measures such as heart rate
for future studies for a more comprehensive investigation of real-life emotions.
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5.4 Supplementary information

Figure S5.1: Results for the various statistical methods. (a) Very Simple Structure
and Empirical BIC (Velicer’s MAP is not plotted), and (b) Parallel analysis, the
acceleration factor, and the optimal coordinate.

Figure S5.2: Results for the cross validation procedure. The means (points) and
standard deviations (error bars, n = 20 iterations) of (a) explained variance from the
EFA on training data and (b) root mean square error of approximation (RMSEA) fit
index from the CFA on testing data.
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Figure S5.3: Factor loadings of scales on (a) the 2 factors from EFA, (b) the 3 factors
from EFA, and (c) the 5 factors from EFA. Each column plots the strength of the
factor loadings (x-axis, absolute value) across scales (y-axis). Color indicates the
sign of the loading (red for positive and blue for negative); more saturated colors for
higher absolute values.
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Figure S5.4: Determining the number of clusters for K-means. The means (points)
and standard deviations (error bars, n = 20 iterations) of inertia, the Silhouette
coefficient, the Calinski-Harabasz index, and the Davies-Bouldin index for K-means
results with different number of clusters (2 to 30).

Figure S5.5: The 35th nearest distance plot for DBSCAN.
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Figure S5.6: Visualization of the different cluster solutions (2, 4, 5 clusters) as
determined by HAC. Points were color coded for cluster membership and location
was based on UMAP coordinates.
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Figure S5.7: Word Clouds of the free descriptions for each cluster of the different
cluster solutions as determined by HAC: (a) 2 clusters, (b) 4 clusters, and (c) 5
clusters.
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C h a p t e r 6

COMPARING EMOTIONS ACROSS STIMULUS TYPES

In the previous chapters, I have covered the structure and distribution of emotion
experiences evoked by three different stimulus types on their own. In this chapter, I
discuss the similarities and dissimilarities across stimulus types which is a unique
strength of my study. The fact that the same participants rated their emotions across
these three kinds of stimuli on the same rating scales made it possible to explore
whether subjects were reporting on what they think the intended or “correct” emotion
is (a reasonable concern for emotions evoked by stories), versus reporting on the
actual contents of their conscious experience of the emotion (more likely the case
for video-evoked and real-life emotions).

6.1 Comparison of the correlation structure across scales
Similar structure across stimulus types
The first question I asked was whether emotion experiences across stimulus types
shared a similar broad correlation structure, a pattern intuitively noted already but not
formally quantified yet. For this and other comparisons between all three stimulus
types, I used only those 18 rating scales that were used for the real-life emotions (a
subset of the 23 used for the stories and videos).

Sorting the correlation matrices across the 18 scales with the same order revealed
visually that the representational structure was highly consistent across stimulus
types (Fig.6.1). Specifically, the second-order similarity calculated by correlating
the correlation matrices was rs = 0.953, 0.923 and 0.909 for stories and videos,
stories and real life and video and real life respectively (see details in 2.2.2, all ps <
0.0001, Fig.S6.1). As stories and videos shared more scales, I quantified the more
complete correlation matrices between the two and the conclusion did not change
(the correlation matrices across 23 scales were significantly correlated at r = 0.944,
Fig.S6.1, Fig.S6.2).
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Figure 6.1: Correlation matrices across 18 scales for (a) story-evoked emotions,
(b) video-evoked emotions, and (c) real-life emotions, sorted based on real life
emotions.

Different correlation strengths across stimulus types
I also noted that the magnitudes of the correlation coefficients in the correlation
matrices did differ despite the similar overall structure, with the strongest overall
correlations for videos and the weakest correlations for real-life emotions. Exam-
ining the distributions of the correlation coefficients, I can see that for videos, the
correlations across scales were either strongly positive or strongly negative while
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for stories and real life, many correlations across scales were close to zero (Fig.6.2,
means of the absolute correlation coefficients were 0.645, 0.522, and 0.288 for
video, story, and real life respectively).

There are at least two possible explanations for why videos have stronger correlations
than stories, either because they were more diverse or more potent (or both). It’s
also possible that the stronger correlations are a result of simply having a larger
number of videos. I tested this hypothesis by subsampling the videos to match the
number of stories, but still found stronger correlations (Fig.S6.3).

Possible explanations for real-life emotions having the weakest correlations include
data being noisier as aggregation across subjects was not possible, and real-life
emotions being naturally weaker and less intense.

a b c d

e f g h

Figure 6.2: Correlation strengths across stimulus types. Top: histograms of the raw
correlation coefficients from the correlation matrices across 18 scales for emotions
evoked by (a) stories alone, (b) emotions evoked by videos alone, (c) real-life
emotions alone, and (d) combined. Bottom: histograms of the absolute correlation
coefficients from the correlation matrices across 18 scales for emotions evoked by
(e) stories alone, (f) emotions evoked by videos alone, (g) real-life emotions alone,
and (h) combined.

Specific differences on certain scales
So far, I have established that correlation structures across stimulus types share a
similar broad structure, but with different levels of correlation strengths.

Closer inspection revealed some specific differences, most notably with the “arousal”
and “common” scales. Out of the three stimulus types, the “arousal” scale correlated
most strongly with other scales for videos, compared with stories and real life. Again,
I think it makes sense because the videos were more potent and arousing. For the
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“common” scale, in particular, I noted that the correlation between “persistence” and
“common” was in the opposite direction for stories and videos versus real life. For
videos, positive emotions were common but not persistent; instead the uncommon
negative emotions were persistent. This made sense as videos evoking negative
emotions often involved horrifying scenes that would have a long-lasting impact
while videos evoking positive emotions largely involved amusing scenes with more
transient impact. In real life, commonly experienced emotions were also the most
persistent, which makes logical sense: if those emotions persist and are experienced
a lot, then by definition they would become common.

6.2 Comparison of the factors
I had previously reported that I found 3 factors for emotions evoked by stories
(interpreted as "valence", "arousal", and "generalizability"), 3 factors for emotions
evoked by videos (also interpreted as "valence", "arousal", and "generalizability")
and 4 factors for real life emotions (interpreted as "valence", "negative affect",
"arousal", and "common").

Noting the consistency of the overall correlation structure and the semantic similarity
of the factors across stimulus types, I directly tested the idea of shared latent factors
across domains.

Using the correlation matrix across 18 shared scales averaged across three domains
for EFA and then applying CFA to each of the three stimulus types allowed me
to determine the number of factors that would best explain the shared structure.
A 2 factor solution was suggested as increasing from 1 to 2 factors showed the
most substantial improvement both in the explained variance for EFA and the model
fits for CFA (Fig.6.3). Examining the factor loadings also suggested the clearest
interpretations for the 2 factor solution with “valence” and “arousal” as the factors
(Fig.S6.4).
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Figure 6.3: Determining the number of factors for the averaged correlation matrix.
(a) explained variance from the EFA on the averaged correlation matrix and (b) root
mean square error of approximation (RMSEA) fit index from the CFA on each of
the three types of data (indicated by different colors).

I therefore extracted 2 factors from each of the three types of data and quantified
the relatedness of the factors by calculating factor congruence (Fig.6.4). A two-
dimensional structure of emotion experience was indeed consistent across stimulus
types as indicated by high levels of factor congruence.

The “generalizability” factor, which was the third factor for both stories and videos
did not emerge here. This is at least partially due to the limitation that the specific
scales with highest loadings on the generalizability factor were not included for
assessing real-life emotions.

I think the generalizability factor (scales with highest loadings: “generalizability
over stimuli”, “generalizability over behavior”, “common”, and “surprised”) is re-
lated to the interrupting role of emotions that Herbert Simon had conceived [1].
Simon analyzed emotions as the operation of a system that was in parallel with
standard goal-oriented cognition, a system that he felt was required by the ecology
of survival in the real world, and that consisted of two fundamental components:
a continual monitoring (“noticing”) function, in order to detect salient events in
the first place, and an “interrupt mechanism” whose function was “setting aside
ongoing programs when real-time needs of high priority are encountered.” (p. 34).
Presciently, Simon noted that, “. . . the tendency of a particular stimulus to evoke
emotional behavior . . . . generally decreases with repetition, “ concluding that, “In
general, real-time needs to respond to the environment arise when the environment
can change rapidly and unpredictably,” (p.37) going on to remark that emotions
would be expected to arise especially in social situations.
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Highly generalizable emotions are experienced often and are therefore less sur-
prising and therefore less interruptive. Emotions with low generalizability, on the
other hand, are less often experienced, more specific and more surprising, thus
warranting a need for interrupting the ongoing goal-attaining system. Simon also
hypothesized that learning can change generalizability, that is, if a stimulus is en-
countered repetitively (as in the above quote), then one can learn to adapt to decrease
the interruption.

I also think that it’s possible that the evaluation of the factors I identified happens in
serial in the sequence of “valence”, “arousal”, and “generalizability” as they served
as the basis for partitioning for the hierarchical clustering at different levels. That
is, the most global distinction, the one based on valence, would be implemented
first, followed by a distinction of low or high arousal, followed by a distinction
of generalizability. This point raises a deep and related question: what exactly is
supposed to be implemented by these factor-based distinctions? I would argue that
it is, in the first instance, psychological and neural processing; that is, the stimulus,
or situation, is classified as of positive or negative valence first, then classified with
respect to arousal, and then with respect to generalizability. This is of course a
conjecture—one alternative would be that the brain carries out the full classification
in a (at least) three-dimensional space in a single step. A second alternative would be
that the order in which the classification happens depends on the stimulus. Future
studies and analyses based on reaction-time, as well as physiological dependent
measures with rapid sampling times, could address these possibilities.

a b c

Figure 6.4: Tucker indices of factor congruence (with orthogonal Procrustes rota-
tion) across stimulus types. The first factor (S1/V1/C1) is valence and the second
factor (S2/V2/C2) is arousal. (a) rows for stories and columns for videos, (b) rows
for stories and columns for real life, and (c) rows for videos and columns for real
life.
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6.3 Comparison of the emotion experiences
The comparisons across domains so far focused on the structure of the emotion
space represented by the correlation structures and latent factors. But it remains
unknown how similar or different the individual emotion experiences were evoked
by different types of stimuli.

Clustering based on stimulus type?
My first idea was to see if there would be clustering based on stimulus type if I
put emotions evoked by different types of stimuli together. To balance the number
of emotions across domains, I subsampled 150 video-evoked emotions and 150
real-life emotions to match the number of emotions evoked by stories. A maximum
variation sampling procedure (similar to what I did with stimuli selection, see details
in 2.1.2) was used to choose the most diverse subset of emotions from videos and
real life, instead of random sampling.

Applying hierarchical clustering to the combined set of 450 emotion experiences,
I found no prominent clustering based on stimulus type (Fig.6.5). I did notice
sequential rows of the same color, especially with real-life emotions indicating
similarities of emotion experiences belonging to the same stimulus type.

It’s worth noting that even though the number of emotion experiences was matched
across domains, the exact distributions were not. I attempted to partially resolve
the issue by selecting only emotion experiences of the basic emotion categories.
The purpose of matching distributions is to better compare intra- and inter-domain
similarities. However, the true distributions of all possible emotions that can be
evoked by these three types of stimuli are likely to be different.
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Figure 6.5: Visualization of the hierarchical clustering results where the first column
indicates the stimulus type and the subsequent columns indicate ratings on the 18
scales (color indicates rating magnitude: blue for lower ratings and red for higher
ratings). Each row represents one emotion, 450 rows in total.

Basic emotions across stimulus types
As mentioned, even with maximum variation sampling done within each stimulus
domain, the detailed distributions of ratings of the emotions were still different
across domains. One way to alleviate the problem was to select only emotion
experiences of the six basic emotion categories.

One immediate question was how to select good examples of basic emotions. As a
subset of my scales corresponded to the six basic emotion categories as commonly
defined in the literature [2], I color-coded the UMAP plots with these scales to see
where the best examples of basic emotions were located (Fig.S6.5,Fig.S6.6,Fig.S6.7).
The general observation was that regardless of the stimulus types, even for carefully-
engineered stories, it’s surprisingly hard to find ‘pure’ instances of basic emotions,
especially for the negative ones which seemed to be experienced frequently at the
same time. The finding contradicts the idea of basic emotions being discrete cate-
gories.
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Nevertheless, I tried to select good examples of basic emotions with the following
criteria. The first requirement was that for an emotion to be considered a good
example for a given basic emotion category, it needs to have a high rating for the
corresponding scale (higher than 6 as my scales ranged from 1 to 7). In addition, it
should have as low ratings as possible on the other basic emotion scales (1 being the
lowest possible rating). Together, these criteria would produce relative specificity
for a basic emotion category. I therefore selected 5 instances (whenever possible)
for each basic emotion category for the three stimulus types.

With these basic emotions, I first tried to see if the basic emotions can be well
separated into six clusters. However, even for carefully-chosen good examples, the
intended basic emotion categories were not perfectly recovered using any of the
three types of data alone or when combined (Fig.6.6). The separation was best
for emotions evoked by stories, and worst for emotions evoked by videos, probably
because of the specificity of the stimuli. Among the six basic emotions, happiness
and surprise clustered relatively better than the negative ones, again confirming my
observation from the UMAP plots.

a b

c d

Figure 6.6: Contingency matrices between the discovered categories (columns) and
the intended basic emotion categories (rows) for (a) story, (b) video, (c) real life,
and (d) combined.
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Figure 6.7: Visualization of the hierarchical clustering results for basic emotions.
(a) for individual emotion experiences, the first two columns indicate stimulus types
and emotion categories and the subsequent columns indicate ratings on the 18 scales
(color indicates rating magnitude: blue for lower ratings and red for higher ratings).
Each row represents one emotion (b) for emotion experiences averaged within each
basic emotion category, each column shows the averaged ratings on the 18 scales
and each row represents a combination of emotion category and stimulus type.

Applying hierarchical clustering to the combined set of basic emotions, I again
found no prominent clustering based on stimulus type (Fig.6.7 a) though similarities
within the same stimulus type were indicated by some blocks of rows of the same
color.

I further averaged the different emotion experiences of the same category for each
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stimulus type and clustering on these averaged basic emotions allowed me to better
examine the effect of stimulus domain (Fig.6.7 b). In general, emotions evoked by
videos and stories were more similar compared to the ones in real life. The differ-
ences between stimuli-evoked emotions and real-life emotions were most prominent
for the negative emotions, and less so for happiness and surprise. The separate
cluster at the bottom revealed that the negative emotions (sadness, anger, fear, and
disgust) in real life were less surprising, less arousing, more controlled, more com-
mon, and also purer than the ones evoked by stories or videos. These distinctions
between real-life emotions and the stimuli-evoked emotions might be explained by
a better understanding of one’s own emotions with a more complete context.

6.4 Summary and discussion
In this chapter, I compared emotion experiences across three domains of stimuli. In
terms of overall structure, the correlation matrices across scales were highly similar
with Spearman rank correlations higher than 0.9. I identified two shared factors
(“valence” and “arousal”) across domains, in line with literature.

In terms of the actual emotion experiences, I found no domain-based clustering when
mixing three types of emotions together. Focusing only on instances belonging
to the six basic emotion categories, I reported two main findings. First, basic
emotions were not perfectly separated regardless of domains, with happiness and
surprise forming more discrete clusters compared to the negative emotions. Second,
domain-specific differences were prominent for negative basic emotions, but not for
happiness.

I have several limitations that I discuss below.

The first limitation, as already mentioned, was that I didn’t use the complete set
of scales for real-life emotions. This had direct impacts on the representational
similarity analysis and the factor analysis.

Second, I collected emotion experiences of three domains in different experiment
sessions, meaning that subjects only rated emotions evoked by stories, or emotions
evoked by videos or real-life emotions for any given session. The data collection
procedure made it difficult to directly compare emotions of different domains in
terms of the magnitudes. For example, a story with a rating of 7 on the intensity scale
when rated with other stories would probably have a lower rating when presented in
the same session with videos that are more powerful at eliciting intense emotions.

Third, for a fair comparison, ideally I would like to sample all possible emotions that
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can be evoked by each stimulus type or at least a representative subset of them. In
practice, however, it’s difficult to control the quantity and diversity of the emotions
for each domain. The impact of sampling depends on the research question. While
it may be a big issue for characterizing distributions of emotions, it’s not much of a
concern for factor analysis as I have shown that the factors were remarkably robust
with a smaller number of stimuli.

6.5 Supplementary information

a b

c d

Figure S6.1: Testing relatedness of correlation matrices by randomization. Null
distribution of correlations of two unrelated correlation matrices (simulated by ran-
domization of one of the matrices across 10,000 iterations, so the smallest possible
estimate is 0.0001) with the vertical line indicating actual correlation for (a) story
and video (across 23 scales), (b) story and video (across 18 scales), (c) story and
real-life (across 18 scales), and (d) video and real-life (across 18 scales).
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Figure S6.2: Correlation matrices across 23 scales for (a) story-evoked emotions
and (b) video-evoked emotions, sorted based on story-evoked emotions
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a b

Figure S6.3: Distributions of the means of the absolute correlation coefficients from
the correlation matrices for videos (subsampled 100 times to match the number
of stories) with the vertical line indicating the mean of the absolute correlation
coefficients for stories for (a) using 23 scales and (b) using 18 scales.
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Figure S6.4: Factor loadings of scales on (a) the 1 factor, (b) the 2 factors, (c)
the 3 factors, (d) the 4 factors, and (e) the 5 factors from EFA using the averaged
correlation matrix. Each column plots the strength of the factor loadings (x-axis,
absolute value) across scales (y-axis). Color indicates the sign of the loading (red
for positive and blue for negative); more saturated colors for higher absolute values.
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Figure S6.5: UMAP plots, color-coded for ratings on the six basic emotions for
story data.
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Figure S6.6: UMAP plots, color-coded for ratings on the six basic emotions for
video data.



123

Figure S6.7: UMAP plots, color-coded for ratings on the six basic emotions for
real-life data.
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C h a p t e r 7

INDIVIDUAL DIFFERENCES IN EMOTION EXPERIENCES

7.1 Introduction
In this chapter, I present the results of individual differences in emotion experiences,
enabled by the wealth of psychological measures collected as part of the Covid
Dynamic study. I begin by reviewing some of the relevant work on individual
differences associated with the psychological variables available in my dataset.

Studies have reported age differences in emotion experiences, specifically, improved
emotional well-being with age with fewer negative emotions and greater emotional
control [1, 2]. Religion is believed to influence both the generation and regulation
of emotions [3, 4].

Extensive research has been conducted on sex differences in emotions. Women
were reported to have higher levels of emotional awareness [5]. Regarding the
frequency of everyday emotions, cultural beliefs often associate women with pow-
erless emotions (such as sadness and fear) and men with powerful emotions (such
as anger) [6]. But some studies using self reports have found no sex differences in
the averaged momentary ratings of emotions [7, 8]. A study using fMRI to study
emotion regulation did find gender differences neurally, but not behaviorally [9]. In
another study using film clips to evoke emotions, women were reported to display
greater physiological responses for sadness[10].

Personality traits have also been linked with individual differences in emotion expe-
riences, in particular, neuroticism and extraversion have been consistently associated
with experiencing negative and positive affect respectively [11, 12, 13]. Extraver-
sion scores robustly predict the frequency and intensity of positive emotions [14,
15]. In contrast, individuals with higher levels of neuroticism tend to experience
more frequent and intense negative emotions, associated with a sense of uncontrol-
lability [16, 17, 18]. Besides the big five personality traits, psychological resilience
is also associated with positive emotions and lower levels of depression, anxiety,
and burnout ([19, 20], see Chapter 8 for a more comprehensive review).
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7.2 Individual differences in rating magnitudes
People differ in the emotions they experience in multiple ways. I start by asking
whether there are meaningful differences in terms of the overall magnitudes of ratings
for different stimuli and if so, how are those differences related to the demographic
variables and psychological traits?

For emotions evoked by stories or videos, each experiment session involved rating
roughly 75 stories or 100 videos on a single scale. I first centered each stimulus on
its average rating, from all ratings of that stimulus on that scale across subjects and
then computed the mean rating of a session for each subject. Eliminating the effect
of stimuli allowed me to compare each subject’s mean ratings across stimuli with
different raw means. This also served as a general baseline that represented the bias
of each subject.

For real-life emotions, I noticed meaningful temporal patterns across waves on
a population level (Fig.7.1). Several interesting patterns emerged that possibly
corresponded to real world events. One observation was that in general people felt
less negatively over time (most evidently for scales such as “afraid” and “worried”).
I also noticed a peak for several scales (such as “moral disgust”) around wave
7, possibly explained by the incident of George Floyd. Another interesting peak
happened around wave 14 (such as “surprised”), coinciding with the 2020 election
(Fig.2.1). Given the temporal variations, I decided to only include subjects with
complete data from wave 2 to 16 for the investigation of rating magnitude.

Figure 7.1: Means and standard deviations of ratings across subjects on each of the
18 scales for real-life emotions across administrative waves (wave 2 to wave 16, see
figure 2.1 for dates of the waves and associated real-world events).

As part of the COVID-Dynamic dataset, I collected a rich set of psychological



127

assessments at multiple time points (for a complete list, see [21]). I selected a subset
of measures most relevant for emotion experiences and since they were generally
stable over time, I averaged the multiple assessments across time for each measure.

I first correlated each subject’s mean ratings for task-evoked emotions with the
psychological traits and found very few significant associations after correcting for
multiple testing (Fig.7.2 a, see Fig.S7.1 a for results without Bonferroni correction).
This suggested that psychological traits had little effect on the emotions evoked by
stories or videos.

I then asked the same question with real-life emotions. Unlike emotions evoked by
stories and videos, several psychological traits were associated with people’s real-
life emotions even after Bonferroni correction (Fig.7.2 b, see Fig.S7.1 b for results
without Bonferroni correction). The pattern also didn’t change after correcting
for baseline from tasks (Fig.7.2 c, see Fig.S7.1 c for results without Bonferroni
correction). Positive personality traits (especially resilience) were associated with
more positive real-life emotions while negative traits were associated with more
negative real-life emotions.

Demographic variables, both the continuous ones (such as age and how religious
a person is, Fig.7.2) and the categorical ones (such as sex and education level,
analyzed using t tests, see results in Fig.S7.2) had largely no effect on experienced
emotions in any of the domains.

It’s worth noting that even when correlations between traits and mean ratings were
both significant for task-evoked and real-life emotions, the effects were stronger for
real-life emotions. For instance, correlations between resilience scores and mean
ratings on the happy scale were 0.28 and 0.58 for task-evoked emotions and real-life
emotions respectively.

It’s also worth mentioning that the stronger effects were not due to larger sample size
for real-life emotions as the correlation between resilience scores and mean ratings
on the happy scale were 0.38 for real-life emotions when corrected for baseline from
tasks which had the same sample size as the task-evoked ones and still a higher
correlation.

There are at least two possible explanations for the finding that psychological traits
had an effect on people’s real-life emotions, but not on the emotions evoked by
stories or by videos. One reason might be that the story and video stimuli were all
the same for subjects whereas their real-life emotions were idiosyncratic. Relatedly,
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it could be that real-life emotions were taken more seriously and really interacted
with individual differences, compared with artificial stimuli.

a

b

c

Figure 7.2: Pairwise correlations between ratings and traits (significant Pearson’s
correlation coefficients were shown, corrs with p >= 0.05 were omitted after Bon-
ferroni correction) for (a) ratings for emotions evoked by tasks (stories and videos),
(b) ratings for raw real-life emotions and (c) ratings for real-life emotions corrected
for baseline ratings from tasks.
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7.3 Individual differences in correlation structures
In addition to investigating whether psychological variables had an effect on people’s
actual emotion experiences, I also probed individual differences with respect to the
psychological space as represented by the correlation structure across scales. This
is a separate question because for instance, people may differ in how negative their
emotions are, but can still share the same association between valence and intensity.

For most measures, I divided subjects into two groups based on the median values
of the measures or a natural way of separation (such as females and males) and
thus the sample size was roughly matched, with the exception of Beck Depression
Inventory (BDI) and Toronto Alexithymia Scale (TAS) where meaningful cutoffs
exist. Specifically, for BDI, I divided people into minimal and mild to severe
depression groups using a cutoff score of 13 [22] and the low depression group was
roughly twice the size of the high depression group. For TAS, the non-alexithymia
group and possible alexithymia groups were divided using a cutoff score of 51 [23]
and the non-alexithymia group was roughly three times the size of the alexithymia
group.

I then derived correlation matrices across scales for each group and for each stim-
ulus type and then calculated second-order similarity by correlating the correlation
matrices. When subjects were separated based on demographic variables (sex, age,
education, and religious level), no strong group differences were observed across all
three domains (Fig.S7.3).

Negative traits which had an effect on mean ratings for real-life emotions, also
affected the correlation structures across scales for real-life emotions only, but not
for emotions evoked by stories or videos (Fig.7.3).
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Figure 7.3: Representational similarity across scales and across groups for groups
defined by (a) BDI, (b) STAI, (c) PSS, and (d) NEO Neuroticism. The cells in each
matrix represent Spearman’s rank correlations between two correlation matrices
across scales. The order of the cells (from top to bottom): two groups for emotions
evoked by stories, two groups for emotions evoked by videos and two groups for
real-life emotions.

More specifically, if I compared the correlation matrices for the low and high de-
pression groups, there were notable differences in the following scales: persistence,
intensity, consciously aware, and common (Fig.7.4). The correlations revealed
that for depressed people, they found the negative emotions in real life to be more
persistent, more intense, more consciously aware, and more common.

Among positive personality traits, resilience and extraversion (but not openness,
agreeableness and conscientiousness) had an effect on the emotion structure but
again the effects were restricted to real life only (Fig.7.5). Closer inspection of the
correlation matrices revealed resilience had the exact opposite effect of depression
(Fig.S7.4).
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Figure 7.4: Correlation matrices across scales for real-life emotions for (a) people
with minimal depression, and (b) people with mild to severe depression.
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Figure 7.5: Representational similarity across scales and across groups for groups
defined by (a) CD-RISC, (b) NEO Extraversion, (c) NEO Conscientiousness, (d)
NEO Agreeableness and (e) NEO Openness. The cells in each matrix represent
Spearman’s rank correlations between two correlation matrices across scales. The
order of the cells (from top to bottom): two groups for emotions evoked by stories,
two groups for emotions evoked by videos and two groups for real-life emotions.

The Toronto Alexithymia scale (TAS) revealed the biggest group difference for emo-
tions evoked by stories across three domains of stimuli(Fig.7.6). The most notable
differences were found for the following scales: arousal, scalability, gen_behavior,
gen_stimuli, and common (Fig.7.7). One reasonable concern was that the differ-
ences were due to the mismatch of sample size between groups, which I tested by
subsampling the non-Alexithymia group and verified against it (Fig.S7.5).

One possible explanation for the group difference that I observed on these specific
scales is that they were more difficult to rate, as indicated by the quality metrics (see
Fig.2.7: test-retest reliability and Fig.2.8: split half reliability for all the scales).
This seems most related to one component of alexithymia, that is, the difficulty
in describing feelings [24]. So people with higher levels of alexithymia failed to
elaborate their emotions on the scales intended to capture finer differences between
emotions, but performed normally on the simpler scales.
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Figure 7.6: Representational similarity across scales and across groups defined by
TAS. (a) using correlation matrices across 23 scales for stories and videos, and (b)
using correlation matrices across 18 scales for all three domains. The cells in each
matrix represent Spearman’s rank correlations between two correlation matrices
across scales. The order of the cells (from top to bottom): two groups for emotions
evoked by stories, two groups for emotions evoked by videos and two groups for
real-life emotions (only for the 18 scales on the right).

It’s worth noting that the arousal scale had the most significant difference among
all scales (Fig.7.7), and the extent varied across stimulus domains. It was most
prominent for emotions evoked by stories and least for emotions in real life. There-
fore, it’s possible that subjects with alexithymia didn’t have difficulty judging how
arousing emotions are per se, instead, they may have more difficulty experiencing
or identifying emotions, especially when induced by less effective stimuli such as
stories. In fact, I asked subjects to imagine themselves as the characters in the
stories experiencing an emotion-eliciting event, which could be particularly difficult
for people with Alexithymia as they have deficits in imagery ability [25].
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a

b

Figure 7.7: Correlation matrices across scales for emotions evoked by stories for (a)
non-Alexithymia group, and (b) (possible) Alexithymia group.

7.4 Specific questions
In addition to the two broad questions of individual differences with respect to the
mean magnitude of ratings and the correlation structures, I also investigated two
specific questions of interest.

Do people with higher education rate the scales better?
To give reliable and accurate ratings on my scales, one needs to have reasonably
good verbal intelligence and understanding the scales, especially for the scales with
higher levels of semantic difficulty. I wondered if subjects with higher education
would rate the scales, especially the difficult ones better than subjects with lower
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education, as evaluated by test-retest reliability.

Within my sample, subjects differed in their education background. Specifically, on
the lower end, I had 7 people with some high school education and 111 with high
school education. On the higher end, 140 people have a master’s degree and 17 have
a PhD.

The distributions of test-retest reliabilities across scales for these two groups revealed
that except for the intrinsic_extrinsic scale, the two groups of different education
levels didn’t seem to differ in their ability to produce reliable ratings on my scales
(Fig.7.8). The intrinsic_extrinsic scale was the most difficult scale that I had (see
definition in Table 2.1), which required a grade level of 20.48 corresponding to a
school level beyond college while most of my scales required a grade level of 12
or lower corresponding to a high school education. Therefore, it’s not surprising
that the group of subjects with the master’s and PhD degrees did better for the
intrinsic_extrinsic scale. On the other hand, the fact that the higher education group
didn’t outperform the lower education group on the other scales was reassuring
because it indicated good understanding of my scales for the whole sample.

a

b

Figure 7.8: Test-retest reliability for each scale. (a) median value for each scale for
each group, and (b) histograms for each scale, color coded for different groups.

Did people who tested positive for COVID have different real-life emotions?
Another specific question of interest was to see if subjects tested positive for COVID-
19 had significantly different emotion experiences in real life.

Within my sample, 35 people out of 1000 self-reported to have tested positive for
COVID-19 after exclusion. The positive percentage in my sample is considerably
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lower than what’s been estimated for the US population (about one third of the
US population had been infected by the end of 2020 [26]). Possible explanations
for the discrepancy could be that subjects were not aware of being positive (for
example, being asymptomatic), or lack of testing despite being positive or they were
unwilling to disclose the information and more. Since there’s no way to verify those
possibilities, I assumed the subjects to have never been positive with covid unless
they reported otherwise.

Given the covid negative group outnumbered the covid positive group significantly,
I subsampled the covid negative population to match that of the positive group (1000
times) and computed mean ratings on the 18 scales for different groups, across waves
and across subjects.

The results revealed that subjects who have tested positive for covid had significantly
different emotion experiences in some aspects (Fig.7.9). Specifically, their emotions
were more persistent, more aware of and lasted longer. Also, they were more morally
disgusted towards acts of violating social norms than people who haven’t got covid.
The moral disgust scale was the one with the highest loading for the "negative
affect" factor that I identified, supporting the idea of the "negative affect" factor
being COVID-specific.

Figure 7.9: Distributions of mean rating across waves and across subjects on each of
the 18 scales for the covid negative group (sampled 1000 times to match the number
of subjects of the covid positive group), the red line indicates the mean rating of the
covid positive group.
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7.5 Summary and discussion
In this chapter, I investigated how individuals differ both in terms of the overall
magnitudes of ratings and the psychological space as represented by the correlation
structure across scales.

I didn’t find support for individual differences related to demographics variables
(such as sex and age). Negative traits, for instance neuroticism, were associated
with more negative emotions in real-life (but not ones evoked by stories or videos).
Neurotic individuals frequently experienced intense and persistent negative emo-
tions. The opposite pattern was found for positive traits, such as extraversion and
resilience. I observed interesting differences between the low and high alexithymia
groups, in particular, with the correlation structure for emotions evoked by stories.

My investigation of individual differences with respect to the correlation structure
across scales has been carried out in a dichotomous manner so far. This was mainly
limited by the data sparseness issue that I touched on before. I was unable to construct
a correlation matrix across scales for each subject for emotions evoked by stories
and videos and therefore can’t associate the conceptual space with psychological
traits continuously.

However, for real-life emotions, as subjects rated their emotions on all scales across
multiple waves, it’s possible to construct the correlation structure at the individual
level and is a future direction of mine. It would be interesting to see whether the four
factors that I identified using aggregate data are preserved at the individual level.
For the negative affect factor, for instance, my expectation would be that it might be
absent for those less impacted by the pandemic.
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7.6 Supplementary information

a

b

c

Figure S7.1: Pairwise correlations between ratings and traits (significant Pearson’s
correlation coefficients were shown, corrs with p >= 0.05 were omitted without
Bonferroni correction) for (a) ratings for emotions evoked by tasks (stories and
videos), (b) ratings for raw real-life emotions, and (c) ratings for real-life emotions
corrected for baseline ratings from tasks.
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Figure S7.2: Welch’s t-test for means of ratings of different groups (divided based
on sex and education). T-statistics (male - female and high - low education for
the two groups respectively) with significant significant p < 0.05 were shown,
insignificant results were omitted for (a) ratings for emotions evoked by tasks (stories
and videos) without Bonferroni correction, (b) ratings for emotions evoked by tasks
(stories and videos) after Bonferroni correction, (c) ratings for raw real-life emotions
without Bonferroni correction, (d) ratings for raw real-life emotions after Bonferroni
correction, (e) ratings for real-life emotions corrected for baseline ratings from tasks
without Bonferroni correction, and (f) ratings for real-life emotions corrected for
baseline ratings from tasks after Bonferroni correction.
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a b

c d

Figure S7.3: Representational similarity across scales and across groups for groups
defined by (a) age, (b) sex, (c) religious level, and (d) education. The cells in each
matrix represent Spearman’s rank correlations between two correlation matrices
across scales. The order of the cells (from top to bottom): two groups for emotions
evoked by stories, two groups for emotions evoked by videos, and two groups for
real-life emotions.
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a

b

Figure S7.4: correlation matrices across scales for real-life emotions for (a) low
resilience group and (b) high resilience group.



142

Figure S7.5: Distributions of the spearman correlations between the correlation
matrices across 23 scales for emotions evoked by stories for the alexithymia group
and the non-alexithymia group (sub-sampled to match the alexithymia group, 100
times).
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C h a p t e r 8

TRAIT RESILIENCE PROTECTS AGAINST DEPRESSION
CAUSED BY LONELINESS DURING THE COVID PANDEMIC

The following chapter is adapted from Han, Y., & Adolphs, R. (2022). "Trait
resilience protects against depression caused by loneliness during the COVID pan-
demic." (https://doi.org/10.31234/osf.io/9dac6) [Under review at Affective Science].
The content is modified according to the format of a Caltech Thesis.

Abstract

We hypothesized that resilience would buffer people from depression caused by
loneliness and social isolation during the COVID pandemic. Capitalizing on a
unique longitudinal dataset of 447 American adults, we used well established self-
report instruments to find that resilience at time 1 buffered individuals against
the effects of loneliness at time 2 causing depression at time 3. Effects were
robust across age, sex, and education level, and generalized to trait variables we
believe are partly constitutive of resilience: conscientiousness, extraversion, and
(negatively) neuroticism. However, our results were relatively specific to depression
as the outcome, and did not generalize to other adverse outcomes, such as stress and
anxiety. Future studies can use the open dataset on which our study is based together
with new resilience factors that we propose in order to further test the interventional
potential of our findings.

8.1 Introduction
Resilience (Latin: resilire, to spring back) refers to an individual’s or community’s
ability to maintain or recover mental health despite challenges from adverse events,
a feature most clearly highlighted in theories of resilience that focus on stress and
trauma [1]. Resilience has been construed as a trait (e.g., possibly corresponding
to a particular polygenic profile), a dynamic process (e.g., the active coping process
itself), or even an outcome (e.g., a better outcome in the face of a stressor is
sometimes simply defined as resilience) [2]. These three construals are typically
closely related (indeed, on some treatments, resilience subsumes all three of the
above definitions [3]). Some studies incorporate resilience into the dynamics of an

https://doi.org/10.31234/osf.io/9dac6
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effect—that is, resilience is conceptualized as a state variable, for instance causally
influenced by loneliness [4].

Here we specifically treat resilience as a latent trait variable: it predisposes indi-
viduals to cope better and to have better mental health outcomes, but it is causally
distinct from either of these. This conceptualization allowed us to test a specific
causal model, leveraging a unique longitudinal dataset in which resilience, lone-
liness, and depression could be temporally separated in epochs corresponding to
the causal model. The COVID-19 pandemic has been a unique and global stressor,
offering a natural test-bed for the protective effects of resilience [5]. We capitalized
on a longitudinal dataset acquired during the COVID pandemic [6] in order to test
a specific causal model: that resilience protects against the deleterious effects of
loneliness and social isolation in causing depression (Fig. 8.1a).

Loneliness is usually conceptualized as a discrepancy between a person’s actual so-
cial interactions and their desired ideal, resulting in a negatively valenced emotional
experience: the number and/or quality of social interactions are insufficient, for that
person [7]. While there are enormous individual differences here, with some people
needing intense social interaction while others prefer solitude, the need for some
social interaction is thought to be a fundamental aspect of human nature (shared
with other social animals) [8]. Loneliness appears to be surprisingly impervious
to interventions, with generally small-moderate effect sizes across studies [9]. Im-
portantly, loneliness and depression are distinct, with loneliness as a separable risk
factor for depression (the core causal model whose moderation by resilience we
tested in the present study) [10, 11].
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Figure 8.1: Causal model and selection of time windows. a The model that we
tested. We did not investigate the causal antecedents of resilience but capitalized on
the effect of social isolation during the COVID pandemic in testing how loneliness
(measured at Time 2) could have an effect on depression (measured at Time 3),
possibly moderated by resilience (measured at Time 1, but empirically stable across
all time windows). By sequencing our measures in time, within the same subject
sample, and by ensuring relative temporal stability (and/or low measurement error)
for our variables, we were able to provide a stronger causal inference. b Timeline
of the wave administrations and our selection of time windows. Black triangles
denote each wave administration with varying time intervals. Vertical arrows indi-
cate the selected waves of data collection for different measures, while horizontal
bars indicate the temporal range covered by each assessment (NEO: subjects were
instructed to answer generally with no timeframe, STAI: subjects were instructed
to answer their feelings at the moment). Note that we only indicated the subset of
waves selected for this study, total number of waves available for each measure are
CD-RISC: n = 6; NEO: n = 6; NIH-Loneliness: n = 8; BDI: n = 7; STAI: n = 16;
and PSS: n = 15.

The COVID pandemic clearly provided an acute change in social isolation, with lone-
liness prominently increased [12, 13]. Of studies specifically during the COVID
pandemic, one examined loneliness and resilience using separate instruments [14].
However, a single cross-sectional data collection was undertaken and no causal
model was tested. Another study found an association between resilience (mea-
sured with the Chinese version of the Connor-Davidson resilience scale) and de-
pression—but was again cross-sectional and did not test a causal model [15]. A few
other studies have also probed resilience during the COVID pandemic [16, 17](see
[18] for a review), but all remain cross-sectional. Similarly cross-sectional are
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studies outside the scope of the COVID pandemic, showing that resilience protects
against the effects of loneliness on mental health in the elderly [19], in homeless
people [20], and in students [21]: all demonstrate the expected associations, but
none permit strong causal inferences.

Resilience can result in substantial individual differences in mental health outcomes
to stressors, but is a complex construct often viewed more dynamically than we
do here [22]. We here focus on an individual’s ability to endure an adverse event
of some duration while buffering against mental illness [23]. A protective role for
resilience in the effects of a stressor on depression has been studied in a number of
studies; for instance, the effect childhood adversity on later depression in adulthood
is influenced by resilience [24]. Polygenic risk scores for depression are mediated
by both resilience and neuroticism (as separately measured variables)[25], perhaps
one of the clearest role for resilience in protecting against depression within a causal
model. We take resilience to be a latent psychological variable that shows substantial
individual differences, but that is relatively trait-like (i.e. temporally stable) within
an individual, at least under the conditions of our study.

A widely used, psychometrically very extensively validated instrument to assess such
a resilience construct is the Connor-Davidson resilience scale (CD-RISC), whose
original 25-item self-report instrument [26] is well correlated with the shorter 10-
item version that we used here [27]. The CD-RISC provides high reliability and
validity across a very large number of studies and across cultures [28]. Of par-
ticular importance, given that it is a self-report instrument, validity is borne out
by relations to many other measures. For instance, CD-RISC scores moderate de-
pression in people exposed to childhood trauma [29], and lower CD-RISC scores
are associated with increased risk of PTSD [30], postpartum depression [31], and
suicide [32, 33]. Similarly, higher CD-RISC scores have been associated with better
outcomes following serious illness, such as spinal cord injury [34] or traumatic
brain injury [35]. In relation to positive outcomes, higher CD-RISC scores have
also been associated with increased response readiness in paramedics [36], positive
affect [37] and superior communication ability [38] in nurses, better relationships
in couples who had combat exposure [39], and more successful aging [40]. Of
particular interest, CD-RISC scores have been shown to protect against depression
and PTSD following specific disasters such as earthquakes [41, 42], tsunamis [43],
and oil spills [44]. As one might expect, resilience is correlated with personality
factors: neuroticism (r=-0.47), extraversion (r=0.43), openness (r=0.27), agreeable-
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ness (r=0.36), and conscientiousness (r=0.64) from the NEO-FFI were found to
correlate with CD-RISC scores in a Chinese study [45], as well as in one of the
original validations of the CD-RISC (neuroticism: r=-0.65; extraversion: r=0.61;
openness: r=0.20; agreeableness: r=0.15; conscientiousness: r=0.46) [46]. Our use
of the CD-RISC here as measuring a trait-like variable is further supported by the
high test-retest reliability of this instrument, which ranges from 0.7-0.9 [47, 26, 48,
49, 50], showing remarkably stable scores over epochs from months [51] to years
[52, 53].

Premises built into our study are schematized in Fig. 8.1. In each case, we aimed to
have the variable in question be temporally stable over the time window of interest;
this also permitted a more precise estimation of the latent variable from the average
of its sampled measures.

8.2 Methods
8.2.1 Data
Data used in this study were acquired in the COVID-Dynamic longitudinal dataset,
which was pre-registered before data collection began (https://osf.io/sb6qx).
Details about the entire dataset can be found in the data release paper [6], and a
pre-registered data-request provides the broad aims and variables requested for the
present study (https://osf.io/3tfnh/). Here, we provide brief descriptions of
the subject recruitment and psychological measures used in this study.

The recruitment was done through Prolific (www.prolific.co) and subjects were
required to be adults 18 or older, fluent in English and reside in the United States. In
addition, they had to have a Prolific approval rating of 98% or higher, and a minimum
of 5 Prolific studies completed. In total, 1797 subjects completed Wave 1 of the
COVID-Dynamic study (see Fig.8.1b for a timeline of the wave administrations).

The Connor-Davidson Resilience Scale - 10 Item (CD-RISC) [26] is a self-report
questionnaire of coping responses in the past month that is the most common mea-
sure of psychological resilience. The NEO Five-Factor Personality Inventory (NEO)
[54] is a 60-item self-report questionnaire that assesses an individual on five dimen-
sions of personality: openness, conscientiousness, extraversion, agreeableness, and
neuroticism. The NIH toolbox: Loneliness scale (NIH-Loneliness) [55] is a 5-item
self-report questionnaire of how often an individual felt lonely or alone in the past
month. Beck Depression Inventory – II (BDI) [56] is a 21-item self-report ques-
tionnaire that examines depressive symptomatology over the past two weeks. The

(https://osf.io/sb6qx)
(https://osf.io/3tfnh/)
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State Trait Anxiety Inventory (STAI) [57] is a 20-item self-report questionnaire that
we used to measure current (state) anxiety. The Perceived Stress Scale (PSS) [58] is
a 10-item self-report questionnaire that measures the extent to which a participant
perceives personal life events in the past month as stressful.

8.2.2 Exclusion criteria
We applied the following exclusion criteria to ensure data quality. Subjects were
excluded if they failed one or more attention checks per data collection wave (on
average, three attention questions were included for each wave) across a total of
three or more waves. Subjects were also excluded if they self-reported that they
were diagnosed with any of the following mental health conditions not related to
our hypothesis: schizophrenia, bipolar disorder, or posttraumatic stress disorder; or
multiple comorbid psychiatric conditions other than depression and anxiety. After
exclusion, the total number of unique subjects was reduced from 1797 to 1580.

8.2.3 Further subject selection
The longitudinal nature of the COVID Dynamic study allowed us to select specific
time windows (Fig.8.1b) to establish baseline resilience and personality trait mea-
sures at time 1 (CD-RISC: waves 5, 7; NEO: wave 1), loneliness at time 2 (waves
8,11,13), and subsequent depression, anxiety, and stress at time 3 (BDI: waves 14,16;
STAI: waves 14,15,16; PSS: waves 14,15,16) out of all available waves. Since we
consider resilience and NEO personality to be temporally stable traits, all six avail-
able waves of data for these two measures were used in this further selection step
(however, only the initial waves were used in regression analyses to ensure clean
temporal separation).

We first selected only subjects who had at least two waves of data for each measure
to ensure relatively complete data from each subject (there were additional require-
ments specifically for CD-RISC: at least one wave of valid data was available for
waves 5,7 and for NEO: wave 1 data must be complete, to avoid missing values
for regression analyses). This step resulted in a total number of 634 subjects with
relatively complete data across all waves of interest (note that because of attrition,
the total number of subjects completing wave 16 was 876; subject attrition across
the longitudinal waves was the main factor in reduction of our final sample size).

We restricted the scope of our study to resilience and personality as temporally
stable traits. While we conceive of loneliness, depression, anxiety, and stress
as state variables that vary within an individual over time, we nonetheless also
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aimed to have these variables be relatively stable within our specific time windows
(since we would not be able to distinguish rapid variability from one wave to
the next from measurement error–that is, within our time window, we required
good test-retest reliability even for these state variables). We therefore assessed
the within-subject temporal stability in the relevant time windows for each set
of variables. Specifically, we calculated the difference between the maximum
and minimum values of a measure across the selected windows of waves for each
subject and normalized the difference by the total points range possible for each
measure (for example, STAI raw scores range from 20 to 80, so we divided the
temporal variation by 60) for easier comparison across measures (see Fig.S8.1 in
the Supplementary Material for distributions of the normalized differences for all
measures). We consequently selected subjects whose normalized differences were
no more than 0.3 for all measures; i.e., for any of the measures, the within-subject
temporal variation was no more than 30% of the range of the measure. These further
selection restrictions resulted in a final sample of 447 subjects (see Table S8.1 in
the Supplementary Material for characterization of the sample).

Final variables: We used the raw (untransformed) scores produced by the CD-RISC,
NEO, NIH-Loneliness, BDI, STAI and PSS. To obtain the smallest measurement
error, we averaged the scores for each individual across the multiple valid longitu-
dinal measure collections (CD-RISC: waves 5, 7; NEO: wave 1; Loneliness: waves
8,11,13; BDI: waves 14,16; STAI: waves 14,15,16; PSS: waves 14,15,16). Note
that from the distributions of normalized differences (Fig.S8.1 in the Supplementary
Material), the scores for CD-RISC and NEO were indeed empirically stable across
six waves (the majority of normalized differences fell within 0.3), justifying our
operationalization of resilience as a trait variable for the purposes of the present
study.

8.2.4 Multiple Regression analysis
We carried out several linear regression models (lm function in R) to test the associ-
ations between the selected variables. We first quantified the associations of loneli-
ness and resilience (as independent variable) with depression (as outcome variable)
in separate models. We then further tested the moderating effect of resilience by
incorporating loneliness, resilience, and their interaction term in the same model.
Loneliness and resilience scores were centered to help alleviate multicollinearity
[59]. We repeated the same analysis scheme for different outcome variables (anx-
iety and stress), and for different moderators (five original NEO scores, and the
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revised factors obtained from our exploratory factor analysis, see below).

8.2.5 Exploratory factor analysis
We conducted a factor analysis (Psych package in R) to explore the possible consti-
tutive components of resilience, and to obtain initial data for revising trait-resilience
measures. Since conscientiousness (positively), extraversion (positively), and neu-
roticism (negatively) were strongly correlated with resilience, we applied EFA across
the itemwise Pearson correlation matrix of all our final subjects to extract four factors
(with oblimin rotation), based on the prior decision to consider resilience, consci-
entiousness, extraversion, and neuroticism as four distinct factors. We interpret the
results of this factor analysis in the Results.

8.2.6 Statistical treatment
We report effect sizes and confidence intervals, as well as exact p-values for the main
hypotheses. We interpret p-values <0.05 and large effect sizes with the adjective
“substantial” and avoid use of the word “significant,” so as to avoid dichotomous
interpretation.

8.3 Results
8.3.1 Resilience protects against depression caused by loneliness
To test our primary model (Fig.8.1a), we first examined the associations between
each pair of our main variables of interest: resilience, loneliness, and depression
(Fig.8.2). As expected, resilience was negatively correlated with both loneliness (r
= -0.52, p < 0.001) and depression (r = -0.59, p < 0.001), while loneliness and de-
pression were positively correlated (r = 0.67, p < 0.001). Linear regression models
(Table 8.1), confirmed that while both loneliness (b = 0.97, 95% CI = [0.82, 1.11],
p < .001) and resilience (b = -0.38, 95% CI = [-0.48, -0.29], p < .001) predicted
depression (positively and negatively, respectively), these two variables also inter-
acted (b = -0.03, 95% CI = [-0.05, -0.02], p < .001): more resilient individuals were
less depressed following loneliness compared to less resilient individuals (Fig.8.3).
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a b

Figure 8.2: Associations between measures. a Histograms on the diagonal show
the distributions of each measure. Off-diagonal scatterplots show associations
between each pair of measures (with fitted regression lines). b Pearson correlation
coefficients between each pair of measures.
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Figure 8.3: Regression results testing the effect of loneliness and/or resilience on
depression. a Regression result showing the influence of loneliness on depression:
higher loneliness predicted higher depression. b Regression result showing the
influence of resilience on depression: higher resilience predicted lower depression.
c Simple slopes for the association between loneliness and depression were tested
for low (-1 SD below the mean), moderate (mean), and high (+1 SD above the mean)
levels of resilience, showing the effect of loneliness on depression was moderated by
resilience. Loneliness and resilience were both centered to avoid multicollinearity.
Males and females are indicated using blue and pink circles respectively; equivalent
effects were found for either sex.

To ensure generalizability of our findings across demographics, we tested whether
sex, age, or education level changed these findings: testing female/male, old/young,
or low/high education groups separately produced qualitatively similar results (see
Table S8.2 in the Supplement Material). Entering these demographic variables into
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a full regression model did not change the previously observed effects and did not
yield any additional effects for sex, age, or education (sex: b = 0.55, 95% CI =
[-0.73, 1.83], p = 0.396; age: b = 0.01, 95% CI = [-0.04, 0.06], p = 0.707; education:
b = 0.59, 95% CI = [-0.72, 1.90], p = 0.379).

8.3.2 Generalizability to other mental health variables
In addition to depression, we queried anxiety and stress. Anxiety was correlated with
both loneliness (r = 0.56, p < 0.001) and resilience (r = -0.67, p < 0.001). Similarly,
stress was correlated with both loneliness (r = 0.64, p < 0.001) and resilience (r =
-0.73, p < 0.001). To test whether our findings extend beyond depression to other
mental health variables, we carried out identical regression analyses as above, using
anxiety or stress as outcome variables (Table 8.1).

While both loneliness (b = 0.68, 95% CI = [0.50, 0.87], p < .001) and resilience
(b = -0.78, 95 % CI = [-0.89, -0.66], p < .001) predicted anxiety (positively and
negatively, respectively), they didn’t interact substantially (b = 0.00, 95% CI = [-
0.02, 0.02], p = 0.925). The same finding also generalized across demographics
(see Table S8.3 in the Supplement Material).

Similar results were found for stress (Table 8.1), where both loneliness (b = 0.54,
95% CI = [0.44, 0.64], p < .001) and resilience (b = -0.53, 95% CI = [-0.59, -0.46],
p < .001) predicted stress, but no moderating effect was found (b =0.01, 95% CI =
[-0.00, 0.02], p = 0.189). The same finding also generalized across demographics
(see Table S8.4 in the Supplement Material).

8.3.3 Exploring trait-resilience as a construct
Our theoretical focus was on individual resilience as a trait, ensured by the way in
which we selected subjects with temporally stable CD-RISC scores. Since we also
collected personality measures (from the NEO-FFI), we expected empirically that
CD-RISC scores would be correlated with at least some personality trait scores, and
we expected theoretically that resilience is comprised, at least in part, of certain
personality traits. We tested correlations with all five personality traits (Fig.8.2) and
found three that correlated substantially with resilience scores: conscientiousness (r
=0.58, p < 0.001), extraversion (r = 0.62, p < 0.001), and neuroticism (r = -0.74, p <
0.001). These three personality traits were also entered in the same set of regression
models as carried out with resilience above (Table 8.1). Being more conscientious,
more extraverted, or less neurotic protected against depression but not anxiety or
stress caused by loneliness, a pattern of results for these personality factors that was
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qualitatively the same as what we found with resilience.

We assume that personality is (partly) constitutive of resilience, and therefore sought
further insight into this complex construct using itemwise data from our four inter-
correlated variables (CD-RISC, NEO-Conscientiousness, NEO-Extraversion, NEO-
Neuroticism; ten items for CD-RISC, twelve for each NEO trait). Since we had six
longitudinal data points for both CD-RISC, and NEO-FFI, we decided to use the
average scores, for each individual, across all available waves to obtain the most
precise estimate of the relevant variables. These data were then submitted to an ex-
ploratory factor analysis with oblimin rotation. We set the number of factors at four
a priori, assuming that resilience, conscientiousness, extraversion, and neuroticism
were at least partly independent psychological variables. This analysis produced
four factors (referred to as revised resilience, conscientiousness, neuroticism, and
extraversion) that accounted for 19%, 17%, 16%, and 13% of the total variance in
the data, respectively (see Table S8.5 in the Supplementary Material for the factor
loadings).

We then repeated the same regression analyses (see Table 8.2) and found quali-
tatively identical moderating effects of our revised resilience, conscientiousness,
neuroticism, and extraversion on depression caused by loneliness, as with the orig-
inal scores. The revised extraversion factor in fact was found to have substantial
main and moderating effects across the three mental health outcomes (depression,
anxiety, stress), but the direction of the moderation differed for depression compared
to anxiety or stress. The revised extraversion factor revealed that more extraverted
individuals were less depressed in general (b = -2.28, 95% CI = [-3.04, -1.52], p <
.001) and more protected against depression caused by loneliness (the interaction
between loneliness and revised extraversion: b = -0.27, 95% CI = [-0.41, -0.12],
p < .001). However, more extraverted individuals were affected more strongly by
loneliness (positive moderating effect of revised extraversion on anxiety: b = 0.23,
95% CI = [0.04, 0.43], p = 0.017, positive moderating effect of revised extraversion
on stress: b = 0.12, 95% CI = [0.00, 0.23], p = 0.041) despite being less anxious
or stressed in general (main effect of revised extraversion on anxiety: b = -2.67,
95% CI = [-3.68, -1.65], p < .001, main effect of revised extraversion on stress: b =
-1.58, 95% CI = [-2.18, -0.98], p < .001). The original extraversion score showed
similar trends, but with smaller effect sizes that were not substantial. We refrain
from drawing strong conclusions about the moderating effects of extraversion on
anxiety or stress, for which larger-scale future studies will be needed.
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8.4 Discussion
A unique longitudinal dataset in 447 American subjects exceptionally well assessed
during the course of the COVID pandemic provided us with a strong test of a causal
model, according to which resilience protects against the effects of loneliness on
depression. The strong shared environmental intervention of social isolation, expe-
rienced across the country during lockdowns, gathering restrictions, and quarantine
measures led to an increase in both loneliness and depression across our sample,
and, as expected, these two variables were correlated. Regression models provided
support for our hypothesis, restricted it to depression (but not anxiety or stress), and
extended it to encompass personality traits as protective factors as well.

A host of other variables have been associated with resilience, often without speci-
fying whether those should be thought of as constitutively or causally related. Our
scheme in Fig.8.1 makes clear that loneliness and negative affect are distinct in
our model, and thus not constitutive of resilience, and that either or both could be
causally affected by resilience. We would expect all environmental variables, if
they are associated with resilience at all, to be causally related: but they could be
either antecedent or consequent (certain environmental events could make a person
more or less resilient, and resilience could cause people to seek out and structure
their environment). While we interpret personality factors as constitutively related
to resilience (they are part of what it means to be a resilient person), it remains
possible that the relation is causal as well (extraverted people might tend to be-
come more resilient). As we have noted previously [60] future studies will have to
test clearly specified causal models to address these further questions and explore
the full richness of what it is that constitutes resilience, and how it interacts with
environment and mental health.

While the supposition of temporal stability in resilience (i.e., treating this variable as
a trait) was our theoretical interest, and while empirically valid in the context of our
study and over our time window, this in no way argues against resilience as a dynamic
process. It is well established that resilience emerges throughout development and
adolescence [61], and that it can change even during adulthood [62, 63]. The
dynamic nature of resilience plays out in a complex psychosocial context, through
relationships, attachments, and social support networks [64]. There is good evidence
that, at least for some people, exposure to adverse events can build resilience over
time [65]. All interventions targeted at resilience itself require such a dynamic
view—but it is not within the scope of the present study. Instead, we wanted to
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ensure temporally stable (and more precisely measured) variables within specific
time windows.

An important aspect of our study was the intervening variable of loneliness, a
particularly salient feature during the COVID pandemic. This particular stressor
differs from others in that social relations are widely acknowledged to be a key part of
the mechanism whereby resilience acts: building relationships, seeking advice, and
relying on others for emotional support are critically important for resilience [66].
Yet these may have been precisely the mechanisms intervened upon during social
isolation during the COVID pandemic. This would suggest a somewhat different
interpretation of our findings: rather than thinking of social isolation as one among
many possible stressors that can cause negative affect, it may interfere with one of the
main mechanisms of resilience itself. Plausible future tests of this hypothesis could
test the prediction that social isolation predisposes people to become depressed by
other adverse events even when they are otherwise resilient.

A constraint of scope in our study were the measures we used, and hence the extent
of the domain of latent variables that could be studied: for our main analysis, we
used only a single resilience measure (the Connor-Davidson resilience scale), a sin-
gle measure of loneliness (the NIH toolbox: Loneliness scale), and a single measure
of depressive symptomatology (the Beck Depression Inventory – II). The general-
izability of our findings was addressed to some extent by testing other measures of
negative affect (the State Trait Anxiety Inventory and the Perceived Stress Scale,
which test anxiety/stress rather than depression), and by testing traits other than
resilience (the NEO personality factors). Whereas the latter did show an interesting
generalization that allowed us to extract putative novel trait-resilience factors, the
former showed that our findings are specific to depression and do not generalize
as well to anxiety or stress–again, at least as available from our measures. We
want to emphasize the fact that all of the measures used in our study are self-report
questionnaires, and one clearly important future direction would be to reproduce
our findings with measures that do not depend on self report.

A factor analysis provided exploratory factors that could be further tested for their
moderation of specific effects of resilience. Of interest, we found that the revised
extraversion factor substantially moderated the effects of loneliness on all mental
health outcomes (depression, anxiety, and stress; Table 8.2). On closer inspection,
the revised extraversion factor highlights the items most related to outgoing behaviors
(see Table S8.5 in the Supplement Material for factor loadings; for the original
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extraversion score, all 12 items would contribute equally). More specifically, the
three NEO items most strongly related to the revised extraversion factor were “I
like to have a lot of people around me” (NEO2, positively), “I usually prefer to do
things alone” (NEO27, negatively), and “I like to be where the action is” (NEO22,
positively). While speculative, high loading on these items suggest to us that this
factor may tap into the social support aspects of resilience, perhaps explaining the
factor’s pervasive moderation effect in the case of loneliness. Future studies, ideally
with a bigger sample size, could use the exploratory factors that we have identified
to further uncover the multiple facets of psychological resilience.

8.5 Supplementary information
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Figure S8.1: Distribution of normalized within-subject difference (maximum – min-
imum, divided by the total points range possible for each measure) across waves for
all selected measure: (a) Stress, (b) Anxiety, (c) Depression, (d) Loneliness, (e) Re-
silience, (f) Openness, (g) Conscientiousness, (h) Extraversion, (i) Agreeableness,
and (j) Neuroticism. Red traces indicate the cumulative probability.
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Table S8.1: Demographic characteristics, means, and standard deviations of all
measures used for the final sample.

All (N = 447) Female (N=227) Male (N=220)
Age (in years) (mean; sd) 43.21 (14.03) 44.49 (13.83) 41.89 (14.15)

Education: below Bachelor (n; %) 169 (37.81%) 78 (34.36%) 91 (41.36%)
Education: Bachelor and above (n; %) 278 (62.19%) 149 (65.64%) 129 (58.64%)

CD-RISC 10 (mean; sd) 26.89 (7.9) 26.34 (8.02) 27.46 (7.75)
NEO Openness (mean; sd) 30.8 (6.81) 31.9 (6.81) 29.66 (6.64)

NEO Conscientiousness (mean; sd) 34.88 (7.74) 35.06 (7.34) 34.69 (8.15)
NEO Extraversion (mean; sd) 23.11 (8.85) 22.78 (8.36) 23.45 (9.34)

NEO Agreeableness (mean; sd) 33.33 (6.54) 34.14 (6.45) 32.5 (6.55)
NEO Neuroticism (mean; sd) 18.62 (10.72) 19.51 (10.86) 17.7 (10.52)
NIH Loneliness (mean; sd) 10.88 (5.01) 10.88 (5.08) 10.87 (4.95)

BDI (mean; sd) 9.15 (10.02) 9.74 (10.25) 8.55 (9.76)
STAI (mean; sd) 35.46 (11.86) 36.1 (12.64) 34.8 (10.99)
PSS (mean; sd) 13.83 (7.55) 14.73 (7.75) 12.89 (7.23)



162

Ta
bl

eS
8.

2:
Re

su
lts

of
m

ul
tip

le
re

gr
es

si
on

m
od

el
st

es
tin

g
w

he
th

er
th

ea
ss

oc
ia

tio
n

be
tw

ee
n

lo
ne

lin
es

sa
nd

de
pr

es
si

on
de

pe
nd

so
n

re
si

lie
nc

e
fo

rd
iff

er
en

tg
ro

up
sd

iv
id

ed
by

de
m

og
ra

ph
ic

va
ria

bl
es

.

G
ro

up
Lo

ne
lin

es
s(

X
)

M
od

er
at

or
(M

)
In

te
ra

ct
io

n
te

rm
(X

*M
)

es
tim

at
e

95
%

C
I

p
es

tim
at

e
95

%
C

I
p

es
tim

at
e

95
%

C
I

p
Fe

m
al

e
0.

99
[0

.7
6,

1.
21

]
<

0.
00

1
**

*
-0

.3
3

[-
0.

47
,-0

.1
9]

<
0.

00
1

**
*

-0
.0

3
[-

0.
05

,-0
.0

1]
<

0.
00

1
**

*
M

al
e

0.
96

[0
.7

6,
1.

16
]

<
0.

00
1

**
*

-0
.4

3
[-

0.
56

,-0
.3

0]
<

0.
00

1
**

*
-0

.0
3

[-
0.

05
,-0

.0
1]

0.
00

6
**

O
ld

0.
97

[0
.7

7,
1.

17
]

<
0.

00
1

**
*

-0
.3

6
[-

0.
49

,-0
.2

3]
<

0.
00

1
**

*
-0

.0
2

[-
0.

04
,-0

.0
0]

0.
02

4
*

Yo
un

g
0.

96
[0

.7
2,

1.
19

]
<

0.
00

1
**

*
-0

.4
[-

0.
55

,-0
.2

6]
<

0.
00

1
**

*
-0

.0
4

[-
0.

06
,-0

.0
2]

<
0.

00
1

**
*

Ed
u

Lo
w

1.
02

[0
.7

6,
1.

28
]

<
0.

00
1

**
*

-0
.3

6
[-

0.
51

,-0
.2

1]
<

0.
00

1
**

*
-0

.0
3

[-
0.

05
,-0

.0
0]

0.
04

7
*

Ed
u

H
ig

h
0.

94
[0

.7
5,

1.
12

]
<

0.
00

1
**

*
-0

.4
[-

0.
52

,-0
.2

7]
<

0.
00

1
**

*
-0

.0
4

[-
0.

05
,-0

.0
2]

<
0.

00
1

**
*

N
ot

e:
*p

<
.0

5.
**

p
<

.0
1.

**
*p

<
.0

01
.



163

Ta
bl

e
S8

.3
:R

es
ul

ts
of

m
ul

tip
le

re
gr

es
si

on
m

od
el

st
es

tin
g

w
he

th
er

th
e

as
so

ci
at

io
n

be
tw

ee
n

lo
ne

lin
es

sa
nd

an
xi

et
y

de
pe

nd
so

n
re

si
lie

nc
e

fo
rd

iff
er

en
tg

ro
up

sd
iv

id
ed

by
de

m
og

ra
ph

ic
va

ria
bl

es
.

G
ro

up
Lo

ne
lin

es
s(

X
)

M
od

er
at

or
(M

)
In

te
ra

ct
io

n
te

rm
(X

*M
)

es
tim

at
e

95
%

C
I

p
es

tim
at

e
95

%
C

I
p

es
tim

at
e

95
%

C
I

p
Fe

m
al

e
0.

7
[0

.4
1,

1.
00

]
<

0.
00

1
**

*
-0

.7
6

[-
0.

95
,-0

.5
8]

<
0.

00
1

**
*

-0
.0

1
[-

0.
04

,0
.0

2]
0.

49
M

al
e

0.
65

[0
.4

2,
0.

88
]

<
0.

00
1

**
*

-0
.7

7
[-

0.
92

,-0
.6

3]
<

0.
00

1
**

*
0.

02
[-

0.
01

,0
.0

4]
0.

21
8

O
ld

0.
69

[0
.4

3,
0.

96
]

<
0.

00
1

**
*

-0
.7

8
[-

0.
96

,-0
.6

1]
<

0.
00

1
**

*
0

[-
0.

02
,0

.0
3]

0.
70

1
Yo

un
g

0.
64

[0
.3

8,
0.

90
]

<
0.

00
1

**
*

-0
.7

4
[-

0.
91

,-0
.5

8]
<

0.
00

1
**

*
-0

.0
1

[-
0.

03
,0

.0
2]

0.
65

4
Ed

u
Lo

w
0.

65
[0

.3
9,

0.
92

]
<

0.
00

1
**

*
-0

.8
1

[-
0.

96
,-0

.6
5]

<
0.

00
1

**
*

0
[-

0.
03

,0
.0

2]
0.

80
1

Ed
u

H
ig

h
0.

71
[0

.4
6,

0.
96

]
<

0.
00

1
**

*
-0

.7
5

[-
0.

92
,-0

.5
8]

<
0.

00
1

**
*

0
[-

0.
02

,0
.0

3]
0.

79
5

N
ot

e:
*p

<
.0

5.
**

p
<

.0
1.

**
*p

<
.0

01
.



164

Ta
bl

e
S8

.4
:

Re
su

lts
of

m
ul

tip
le

re
gr

es
si

on
m

od
el

s
te

sti
ng

w
he

th
er

th
e

as
so

ci
at

io
n

be
tw

ee
n

lo
ne

lin
es

s
an

d
str

es
s

de
pe

nd
s

on
re

si
lie

nc
e

fo
rd

iff
er

en
tg

ro
up

sd
iv

id
ed

by
de

m
og

ra
ph

ic
va

ria
bl

es
.

G
ro

up
Lo

ne
lin

es
s(

X
)

M
od

er
at

or
(M

)
In

te
ra

ct
io

n
te

rm
(X

*M
)

es
tim

at
e

95
%

C
I

p
es

tim
at

e
95

%
C

I
p

es
tim

at
e

95
%

C
I

p
Fe

m
al

e
0.

52
[0

.3
6,

0.
67

]
<

0.
00

1
**

*
-0

.5
4

[-
0.

63
,-0

.4
4]

<
0.

00
1

**
*

0.
01

[-
0.

01
,0

.0
2]

0.
27

1
M

al
e

0.
57

[0
.4

4,
0.

71
]

<
0.

00
1

**
*

-0
.5

1
[-

0.
59

,-0
.4

3]
<

0.
00

1
**

*
0.

01
[-

0.
01

,0
.0

2]
0.

33
8

O
ld

0.
57

[0
.4

3,
0.

71
]

<
0.

00
1

**
*

-0
.5

6
[-

0.
65

,-0
.4

7]
<

0.
00

1
**

*
0.

01
[-

0.
01

,0
.0

2]
0.

26
2

Yo
un

g
0.

51
[0

.3
6,

0.
66

]
<

0.
00

1
**

*
-0

.5
1

[-
0.

60
,-0

.4
1]

<
0.

00
1

**
*

0.
00

[-
0.

01
,0

.0
2]

0.
67

9
Ed

u
Lo

w
0.

58
[0

.4
1,

0.
75

]
<

0.
00

1
**

*
-0

.4
9

[-
0.

59
,-0

.3
9]

<
0.

00
1

**
*

0.
00

[-
0.

01
,0

.0
2]

0.
56

0
Ed

u
H

ig
h

0.
51

[0
.3

8,
0.

64
]

<
0.

00
1

**
*

-0
.5

6
[-

0.
65

,-0
.4

7]
<

0.
00

1
**

*
0.

01
[-

0.
00

,0
.0

2]
0.

19
3

N
ot

e:
*p

<
.0

5.
**

p
<

.0
1.

**
*p

<
.0

01
.



165

Table S8.5: Factor loadings of individual resilience and NEO items on the four
factors identified in an exploratory factor analysis with oblimin rotation.

MR1 MR2 MR4 MR3
(Resilience) (Conscientiousness) (Neuroticism) (Extraversion)

RISC1_1 0.76 0.04 -0.17 0.00
RISC1_2 0.76 0.06 -0.19 0.00
RISC1_3 0.70 -0.16 -0.01 0.15
RISC1_4 0.80 0.02 0.07 0.12
RISC1_5 0.81 0.04 -0.11 0.02
RISC1_6 0.74 0.16 -0.04 0.09
RISC1_7 0.69 0.14 -0.18 -0.02
RISC1_8 0.61 0.08 -0.28 0.10
RISC1_9 0.78 0.10 -0.11 0.07
RISC1_10 0.76 0.03 -0.17 -0.03

NEO1.n_neg. 0.07 -0.12 -0.71 0.10
NEO2.e_pos. -0.16 0.00 -0.03 0.92
NEO5.c_pos. -0.09 0.65 -0.05 0.08
NEO6.n_pos. -0.14 -0.14 0.59 -0.11
NEO7.e_pos. 0.28 -0.13 -0.05 0.42
NEO10.c_pos. 0.04 0.74 -0.11 0.02
NEO11.n_pos. -0.24 -0.08 0.67 0.09
NEO12.e_neg. -0.27 0.10 0.10 -0.42
NEO15.c_neg. -0.04 -0.57 -0.05 0.18
NEO16.n_neg. 0.16 0.04 -0.62 0.07
NEO17.e_pos. 0.24 -0.02 -0.01 0.65
NEO20.c_pos. 0.26 0.53 0.04 -0.16
NEO21.n_pos. -0.09 -0.09 0.73 0.03
NEO22.e_pos. 0.08 -0.04 0.09 0.72
NEO25.c_pos. 0.12 0.77 0.05 0.09
NEO26.n_pos. -0.07 -0.17 0.64 -0.07
NEO27.e_neg. 0.16 -0.02 0.16 -0.79
NEO30.c_neg. 0.11 -0.66 0.31 -0.06
NEO31.n_neg. 0.08 -0.07 -0.84 0.04
NEO32.e_pos. 0.13 0.09 -0.05 0.62
NEO35.c_pos. 0.32 0.68 0.14 0.11
NEO36.n_pos. -0.02 -0.18 0.45 -0.07
NEO37.e_pos. 0.30 -0.05 -0.12 0.64
NEO40.c_pos. 0.11 0.72 -0.01 -0.02
NEO41.n_pos. -0.31 -0.25 0.45 -0.09
NEO42.e_neg. -0.33 0.02 0.22 -0.46
NEO45.c_neg. 0.12 -0.74 0.18 -0.06
NEO46.n_neg. 0.10 -0.01 -0.72 0.11
NEO47.e_pos. 0.06 0.28 0.13 0.57
NEO50.c_pos. 0.13 0.87 0.05 0.05
NEO51.n_pos. -0.30 -0.34 0.39 0.08
NEO52.e_pos. 0.14 0.33 0.04 0.58
NEO55.c_neg. 0.20 -0.79 0.20 -0.02
NEO56.n_pos. -0.01 -0.17 0.66 -0.12
NEO57.e_neg. -0.12 -0.10 0.06 -0.48
NEO60.c_pos. 0.41 0.49 0.19 0.07
Note: NEO items are labeled with additional information on how they are related to the original summary scores.
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C h a p t e r 9

DISCUSSION

9.1 Summary of findings
How many dimensions do we need to characterize the structure of emotion expe-
riences? Using three types of stimuli: a validated set of short stories (Chapter
3), a validated set of short videos (Chapter 4), and actual experiences in real life
(Chapter 5), I have found that the psychological spaces for all three types of emotion
experiences were remarkably low dimensional.

Given the diversity of ratings that I used, this is somewhat surprising (or perhaps
reassuringly). I included not only the most common scales for basic emotions, but
also several other complex ones relating to how people interpret the emotion that
they experienced (including some that were appraisal-motivated). In addition to
these diverse sources, I added scales that, to my knowledge, nobody had ever used
(the ones motivated by the biological emotion features discussed by Anderson and
Adolphs). That all these diverse ratings scales should yield such a low-dimensional
space argues for the robustness of the dimensions that I found. I further quantified
the robustness of the factors by decimating the number of ratings scales and stimuli,
and still finding the factors (up to a point).

More specifically, three or four dimensions captured most of the variance, with
“valence” and “arousal” shared across domains (Chapter 6). These two factors
capture “core affect”, a component of emotion experience that most psychological
work considers essential. It is thus reassuring to find these two dimensions also in
my study, aligning with the idea that core affect is indeed a necessary part of all
emotion experience. However, the third factor (“generalizability”) that I discovered
is, to my knowledge, novel and suggests a new and important aspect of emotion
experience: the extent to which the experience can be applied to a broad range of
situations, or is modular and specific with respect to only certain of them (discussed
extensively in Chapter 6).

I also characterized the distributions of the three types of emotion experiences and
found that emotions were distributed along continuous gradients (most notably, the
valence dimension), with no well-separated clusters even for emotions belonging
to the six basic emotion categories (Chapter 6). Among the six basic emotions,
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happiness and surprise clustered relatively better than the negative ones. Negative
emotions (sadness, anger, fear, and disgust) in real life differed from stimuli-evoked
ones: they were less surprising, less arousing, more controlled, more common, and
also purer.

My thesis also addresses how people differ in their emotions as evoked by stimuli and
experienced in real life. Some findings were specific to emotions experienced during
the COVID pandemic, for example, Chapter 8 investigated how resilience buffered
individuals against the effect of loneliness on depression. In addition, I explored
the association between psychological traits and differences in emotion experiences
both in terms of the magnitudes of the ratings and the overall correlation structure
across scales (Chapter 7). Positive personality traits (especially resilience) were
associated with more positive real-life emotions while negative traits (for instance,
neuroticism) were associated with more negative real-life emotions. Interesting
differences between the low and high alexithymia groups were observed with respect
to the correlation structure for emotions evoked by stories.

The core parts of many of the investigations were pre-registered. I will also make
all data, experiment codes, and analysis codes publicly available. It is our hope that
this unique and rich dataset will be a valuable resource for all researchers. It’s worth
noting that all the psychological assessments collected in the COVID Dynamic study
will also be publicly available and it’s possible in principle to contact the participants
recruited in our studies for additional data collection if desired.

9.2 Limitations and discussion
As already mentioned, a general caveat is that it’s unclear what exactly it is that
subjects are reporting when they produce ratings.

In Chapter 6, I made comprehensive comparisons across different types of stimuli
and found overall coherence in terms of the correlation structure across scales
(section 6.1), the low dimensional factors (section 6.2), and the actual experiences
(section 6.3). It’s certainly possible that the coherent findings across domains
suggest that subjects were rating the emotions that they actually experienced. But
that’s not the only explanation. It could also be that they were simply good at
guessing the “the right answer” (a reasonable concern especially for stories).

I think one specific finding when making comparisons across participants (in Chapter
7) helps address this question to some extent. Individuals with high levels of
alexithymia differed from non-alexithymia individuals the most in the correlational
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structure for emotions evoked by stories, and less for videos and real life. If ratings
were all based on actual experiences, then one might expect a low level of agreement
across all domains. Instead, the disagreement was most evident for stories possibly
because people with high levels of alexithymia failed at guessing the “the right
answer”.

9.3 Future directions
One future direction is to further analyze the two factors unique to real-life emotions
(Chapter 5). For the “negative affect” factor, I will test whether it is more prominent
using data from subjects who were more affected by Covid (for example, tested
positive) than ones who were less affected. If possible, I’d also like to test whether
this factor would disappear by sampling emotions in post-covid times. For the
“common” factor describing how common/generalizable emotions are, I plan to
analyze the free descriptions (for example, using topic modeling) that subjects gave
for the cause of their emotions to further verify my interpretation.

More open questions about individual differences can be investigated using this
dataset. So far, I have focused on the means of ratings on the scales, but this is
just one metric to characterize. In the context of evoked emotions, the variance of
ratings, especially compared with subjects who viewed the same stimuli and rated
the same scale, may be a good indication of subjects’ ability to differentiate their
emotion experiences. Variability of real-life emotions, on the other hand, signals
the richness and stability of emotion experiences.

Indeed, some personality traits have been linked with emotional variability, for
example, neuroticism with greater variability between high and low levels of negative
emotion [1] and openness with experiencing a wider range of emotions in general
[2]. It would also be interesting to investigate the longitudinal trajectory of emotions
in real life and how that is impacted by real world events.
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