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ABSTRACT

The measurement of the body core temperature (BCT) can provide insightful health information spanning from hypothermia and heat stroke to inflammations and infections. In addition, the continuous monitoring of the BCT can unlock new possibilities for people’s well-being such as counting of burnt calories, prediction of the ovulation period in the female population, and for the assessment of mental health issues. However, the integration of a BCT sensor in wearable devices is extremely challenging, since standard methods cannot combine minimal invasiveness with high measurement accuracy. Dual heat flux (DHF) thermometry is a novel technique that allows the precise estimation of BCT from the measurement of skin temperature. Nevertheless, the limited precision of currently available temperature sensors has not favored the wide spread of devices based on this architecture. In this thesis, we present the fabrication of a fully wearable DHF thermometer realized by integrating new polymers with a remarkable temperature sensitivity. In these particular polymers, an increase in temperature results in a change of the ionic conductivity. In the first part of this work, we focus on the understanding of the ion transport mechanism in these polymers and, in particular, on the nature of the interaction between the functional groups present on the polymer backbone and the conducting species (i.e. metal cations and water molecules). We show that the ion’s coordinating environment is the key to make these materials highly sensitive to temperature. The second part of the thesis tackles the fabrication of a BCT sensor, integrating these temperature responsive polymers in an ultrathin DHF thermometer. Building on the understanding of the nature of the temperature response, we optimize the polymer’s composition to obtain a thermal sensitivity that allows a good precision when measuring the BCT. Finally, we characterize the performance of the fabricated DHF thermometer in different conditions, assessing the sensor’s accuracy and response time.
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Chapter 1

INTRODUCTION

1.1 Research Objectives

The focus of this work is the fabrication of a wearable body core temperature sensor that employs new organic materials with an unprecedented temperature response. The main objectives of the research presented in this thesis are:

- the understanding of the ion transport phenomena and the mechanisms responsible for the temperature response in these polymers to optimize their sensing properties.

- the optimization and integration of these novel materials in a dual heat flux thermometer to fabricate sensors that can correctly measure the core temperature of the body.

These sensors will offer new opportunities that can enhance healthcare quality in hospitals and improve telemedicine effectiveness.

1.2 Motivation for a Preventive Healthcare System

Over the last two centuries, human life expectancy has exponentially grown, although at different rates depending on the geographical area and sociocultural background. If the average expectancy for an American man was 69.7 in 1960, it raised almost 10 years to 79.4 in 2015. This trend does not appear to change: for instance, the average life expectancy for the total population in the United States is predicted to grow to 85.6 in 2060 from 79.7 in 2017 (US Census, February 2020). The reasons why people live longer are variegated, but among the most important we can find the progress in medical technology and in the quality of the administered cures, an increased awareness towards self-care as well as the boost in preventive measurements, and the growth in quality of living. Although exciting and wonderful upsides exist, the extension of human lifespan does not come cost free. In fact, the use of the healthcare system is not distributed equally with the age group, but it shows a strong age dependence with a steep exponential increase after age 50. With the increase of the older population, the associated healthcare expenditure is steadily raising: studies have shown that on average the per capita expenditure is ten times
higher for a man age 85 compared to a man age 40 [1]. This problem presents an unprecedented challenge for the future of the healthcare system, and especially for the social welfare, being a substantial burden on countries’ economies. Higher hospitalization rates, rise in age-related chronic illnesses, and an increasing need for long-term care have been identified as the major factors that drive the healthcare expenditure for the elderly. Nonetheless, the increase in the healthcare cost associated with an older population is not the only problem caused by a longer lifespan. In the last two decades, a rather fundamental question has been posed: should the focus of medical research shift from increasing the quantity of life to increasing its quality? In fact, even though life expectancy has increased, the same cannot be said about the quality of life for the older population: the risk of disease, disability, and dementia has increased at a similar rate as the life expectancy [2]. Healthcare providers are therefore looking for the next generation of services that can lower the per capita expenditure and, at the same time, improve the quality of life for those in need. Remote patient monitoring (RPM) is considered an increasingly cost effective method to deliver patient care. In combination with telemedicine, it expands access to physicians and specialists, and ensures that patients can have the right care, at the right place, at the right time. This will encourage preventive measures that will help reduce the hospitalization rate and the need for more expensive treatments. Through RPM, healthcare workers will have access to vital functions and signals, which will tailor the administered cure to the specific symptoms. Moreover, in the event of hospitalization, patients can be sent home much more quickly and be monitored from remote. Lastly, in the case of chronic diseases, patients will not require constant supervision allowing them a higher degree of independence. Combined with the immediate advantages that RPM presents in terms of immediate applicability, the long term potential of this approach has to also be considered. In fact, the merging of current remote monitoring technologies can be combined with Artificial Intelligence algorithms in order to create extremely powerful diagnostic tools. RPM has therefore the potential to combine a cheaper access to care, while keeping high treatment standards, with the improvement of quality of life through prevention and the possibility of treatment in more caring environments than hospitals or nursing houses.

1.3 Significance of Wearable Devices in the Healthcare System

RPM is mainly based on non-invasive remote monitoring devices that measure common physiological parameters, and wirelessly transmit them to healthcare providers
or other monitoring entities. The real-time data collection is crucial for the efficacy of RPM. Advances in sensing technologies and microelectronics have enabled the creation of sensors with medical accuracy and are small enough to be worn during everyday activities with no discomfort. Wearable devices made their appearances shortly after the transistor era with the first examples in the 70s and 80s as wrist watch calculators and Walkman portable radios. At the beginning of the 2000s, wearables started showing their potential with the introduction of devices like the iPod and the FitBit. It was only with the improvement of energy efficient hardware and high power density batteries in the 2010s that true wearable devices for medical applications started flooding the market and showing their true potential, especially in conjunction with the development of the Internet of Things (IoT). The outbreak of the COVID-19 pandemic has solidified and sped up the spread of wearable devices as also shown by the market trends. The global wearable devices market is predicted to grow at a compound annual growth rate (CAGR) of 11.8% during the period 2019-2026\(^1\), and expected to reach 150 billion EUR by 2028\(^2\). Nowadays, there is a number of available wearable devices that are specifically used to monitor health conditions from continuous glucose monitors to non-invasive wearable electrochemical sensors. Of great importance are those devices with a particular focus on the monitoring of vital signs: pulse and breathing rates, blood pressure, and oxygenation level. These physiological outputs are usually complemented by the measurement of the body core temperature (BCT), defined as the temperature of the inner organs and the brain, which is another widely used diagnostic tool in everyday life as well as in medical care environments. Fever and inflammations cause an increase in the BCT, which can also be correlated to multiple dangerous health conditions such as heat exhaustion \(^3\), heat stroke \(^4\), and hyperthermia \(^5\). These events can lead to death in the most severe cases. Hypothermia, on the other hand, can affect the circulatory system and it is known to affect patients during the perioperative period \(^6\). Other physiological processes are associated with a change of the BCT. For example, cellular metabolism that involves a complex sequence of biochemical reactions has heat as one of its main products \(^7\). BCT therefore can be used for the analysis of how the body responds to a particular diet, or it could be used to measure the calorie expenditure \(^8\) \(^9\). Another important application includes the analysis of the circadian rhythm which is correlated with several diseases.

including narcolepsy [10], insomnia [11], burnout [12], and can give information even on degenerative diseases such as Parkinson [13] and Alzheimer [14]. However, the measurement of the BCT is not a trivial task, mainly because the most accessible areas for temperature reading are situated in the periphery of our body, which show little correlation to BCT. BCT wearable monitors could therefore greatly improve the current set of wearable devices in the context of RPM.

1.4 State of the Art of Body Core Temperature Sensors

Even though several examples of wearable sensors measuring physiological signs have been reported, there are almost no successful attempts on the realization of wearable BCT sensors. The main challenge lies in combining a high degree of accuracy with no or relatively small invasiveness. The gold standard for BCT measurement is the pulmonary artery catheter, in which a thermal probe is inserted by the mean of a catheter into the pulmonary artery. This method is the most accurate because it measures the temperature of the blood directly from the core and its surroundings. However it is greatly invasive and can be used only in hospital settings during surgeries. Another rather invasive method consists in the placement of a temperature sensor in the rectum. Besides the evident discomfort and the impossibility of keeping a sensor in the area at all time, rectal BCT sensors also show a slow temperature response and low accuracy in the event of rapid temperature changes. Esophageal sensors are located deep in the esophagus, close to the left ventricle and the aorta. They show similar characteristics of rectal sensors with an improved time response at the cost of irritation of nasal passages and a general subject discomfort. In order to reduce the discomfort during the measurement of the BCT, non-invasive techniques have been developed. Ingestible radio pills are common to measure BCT, particularly in ambulatory settings. These pills measure the temperature of the surrounding of the gastrointestinal region and then transmit the data through a radio wave to an external receiver. However, these ingestible pills provide temperature data only over a limited time (i.e. when the pills are in the digestive system), without offering the possibility of continuous monitoring. Probably the most used in clinical experiments is the measurement of the oral temperature. However, environmental factors, the consumption of hot/cold drinks, or smoking can impact the outcome of the measurement. In addition, unless oral implants are developed, the continuous monitoring inside the oral cavity is not possible. Another popular method is the measurement of the temperature of the tympanic membrane, usually recorded with an infrared detector, that receives blood
from the branches of the internal carotid artery. Even if the site is easily accessible, this method is problematic and not accurate especially for continuous monitoring because it can be affected by multiple external factors. The least invasive method is the measurement of the skin temperature: it offers easy access to the area and, at the same time, it gives the possibility to “wear” devices with no discomfort for the patient. Nonetheless, not only skin temperature greatly differs from the core temperature (typically 2 to 4 °C lower), but it also shows remarkable variance from area to area of the body [15]. These factors make measuring skin temperature an approach with great potential to record BCT but with an accuracy too low to favor the spread of such devices as BCT sensors. As previously mentioned, skin temperature does not reflect BCT, since thermoregulatory processes keep peripheral areas at lower temperature than the core. Nevertheless, under certain conditions, the skin temperature can reflect with high precision the core temperature. Multiple approaches have been employed to improve the accuracy and precision of skin temperature sensors in measuring BCT. Zero heat flux (ZHF) is a non-invasive method that allows to continuously monitor the BCT from the skin surface [16]. This technique sets a zero heat flow on a certain area of the skin: in absence of heat flowing through the skin, the temperature at the surface of the skin equals the temperature of the inner tissues (Fig. 1.1(a)). A ZHF thermometer consist of two precision thermistors separated by a layer of thermal insulating layer. Another insulating layer is placed on top of the probe to minimize thermal losses. This architecture is then covered by a servocontrolled heating element that will force the temperature of the heater to equal the skin temperature, providing a heat flux of the same magnitude but different direction than the one produced by the body. Multiple scientific as well as clinical reports confirm that ZHF thermometry has the degree of accuracy required to indirectly measure BCT and it has started to be employed in clinical settings, especially during the perioperative stage to prevent hypothermia [17–19]. Nonetheless, ZHF thermometry presents three major flaws that prevent it to be widely used in everyday life. Firstly, the presence of a heater to counterbalance the heat produced by the body requires a power density that cannot be given by a portable battery, and it therefore requires to be connected to the power grid; this makes ZHF thermometry not suitable to be employed in wearable sensors. Secondly, the heat flow sensor relies on the heat flowing from the body to the environment. In the case of environmental temperatures higher than the body temperature, the ZHF thermometer cannot properly function. Lastly, slight discomfort has been reported in the region where the sensor is heating the skin. As a result, ZHF thermometers
have found application only in hospital environments, where they have shown to be a good alternative to more invasive methods, but not as a wearable sensor for daily use. An alternative use of the heat flow principle can be found in the double temperature sensor (DTS) [20]. Here, a temperature sensor and a heat flow sensor are combined in the same architecture of the ZHF thermometer but without the presence of a heater (Fig. 1.1(b)). The temperature of the core can be extracted as:

\[ T_c = T_{h1} + \frac{k_s}{k_g} (T_{h1} - T_{h2}). \] (1.1)

where \( T_{h1} \) and \( T_{h2} \) are the temperature of the top and bottom sensors, respectively, \( k_s \) is the heat transfer coefficient of the insulating layer between the two sensors, and \( k_g \) is the heat transfer coefficient of the human tissue. As showed in Eq.(1.1), to compute the BCT \( T_c \), the value of the heat transfer coefficient of the underlying human tissue \( k_g \) needs to be known. Therefore, the DTS needs to be placed in an area where there is no large variance of the thermal properties of the tissue regardless of the patient’s gender, BMI, or age. Usually, the forehead is an insensitive region with respect to different human characteristics and therefore is chosen for the operation of the DTS. Clearly, the minimal difference in the thermal properties of the chosen region will greatly affect the outcome of the measurement. Contrasting results on the accuracy of this type of sensor have been reported within a range of <0.5 °C to >1 °C, making the sensor’s performance unreliable [21][22]. In an effort to make the heat flux method insensitive to the underlying tissue, dual heat flux (DHF) thermometry has been developed [23]. In this technique, the BCT is indirectly measured from the skin temperature using the measurement of the heat flow in two thermal insulators with different thermal resistances. The schematic of a DHF thermometer is shown in Figure 1.1(c). Two pairs of temperature sensors sandwich two thermal insulators, with thermal resistance \( R_1 \) and \( R_2 \), respectively. The heat flows \( Q_1 \) and \( Q_2 \) flowing through each pair of sensors are:

\[ Q_1 = \frac{T_{u1} - T_s}{R_1}, \quad Q_2 = \frac{T_{u2} - T_s}{R_2}. \] (1.2)

where \( T_s \) is the temperature of the skin and \( T_u \) is the temperature at the top surface of the insulator. Similarly, the temperature at the core can be obtained as:

\[ Q_b = \frac{T_{b1} - T_s}{R_s}. \] (1.3)

where \( T_b \) is the temperature at the core and \( R_s \) is the thermal resistance of the skin. Since the heat flows are the same (\( Q_1 = Q_2 = Q_b \)), the BCT can be calculated
combining Eqs. (1.2) and (1.3):

\[ T_b = T_s + \frac{R_s}{R} (T_s - T_u). \]  

which corresponds to the temperature measured by the DTS. The thermal resistance \( R_s \) of the tissue under the insulator cannot be easily measured and still remains an unknown. When combining two pairs of this sandwiched architecture, the BCT calculated from each insulator is given by:

\[ T_b = T_1 + \frac{R_s}{R_1} (T_1 - T_3). \]  

(1.5)

\[ T_b = T_2 + \frac{R_s}{R_2} (T_2 - T_4). \]  

(1.6)

with \( T_1 \) and \( T_2 \) being the skin temperature beneath the two insulators, and \( T_3 \) and \( T_4 \) the temperature at the upper surface of the two insulators. Since the two insulators are placed close to each other, the \( R_s \) is the same and can be eliminated from the equation. Thus the BCT can be computed as:

\[ T_b = T_1 + \frac{(T_1 - T_2)(T_1 - T_3)}{K(T_2 - T_4) - (T_1 - T_2)}. \]  

(1.7)

with \( K \) the ratio between the two thermal resistances \( R_1/R_2 \), that can be determined both experimentally and theoretically. Although promising, there have been only a few experimental implementations of DHF thermometers \([23–26]\). The lateral heat flux, neglected in the calculation of the BCT, contributes to the measurement error. Moreover, the size of these devices do not allow a full wearability: the final device has a thickness between 15 mm and 10 mm, which is mainly determined by the accuracy and resolution of the individual temperature sensors employed to measure the different surface temperatures. In the simplified 2D case with unidirectional

Figure 1.1: Schematic of different BCT sensor architectures. (a) Zero heat flux thermometry. (b) Dual temperature sensor. (c) Dual heat flux thermometry.
heat flow, the temperature gradient that develops across the insulator’s surfaces due to the heat flow generated by the body is:

$$\Delta T = \frac{\Delta x}{Ak} q.$$  

(1.8)

with $\Delta T$ temperature difference between the top and bottom surfaces, $\Delta x$ the thickness of the sample measured on the direction of the heat flow, $A$ the cross sectional area measured perpendicularly to the direction of the heat flow, $k$ the thermal conductivity of the sample, and $q$ the heat flow rate. From Eq. (1.8), it is clear that a certain insulator thickness must be ensured in order to develop a detectable temperature gradient. Therefore, to fabricate ultrathin DHF sensors that can be worn without great discomfort, accurate and precise temperature sensors must be employed.

Temperature sensors are among the most used sensors for industrial, automotive, aerospace, and medical applications. Multiple physical stimuli are used to detect change in temperature from change in the electrical resistance, to variation in vapor pressure, volume, or optical properties. Commercially available temperature sensors can be divided into thermocouples, resistive temperature detectors, and thermistors. Thermocouples are a combination of two different thermoelements, such as conductors and semiconductors, that form an electrojunction. One junction (cold) is kept at a constant temperature and serves as the reference, while the other junction (hot) is the measuring point. According to the thermoelectric effect, also known as Seeback effect, when two dissimilar materials are fused together and kept at different temperatures, they generate an electromotive force that pushes the electrons to move from the hot end to the cold end. A voltage difference, proportional to the temperature difference and the Seeback coefficient, develops as a result across the junction. The Seeback coefficient represents the thermal coefficient that can go up to several tens of $\mu V/K$. Although thermocouples can cover a range between -200 to 2000 °C, they have some disadvantages such as alloy manufacturing uncertainties, aging effect on the junction, small output voltage with temperature change, noise over long wires, and the need of compensating an additional thermoelectric effect at the junction between the cold point and the amplification stage.

Unlike thermocouples, resistive temperature sensors (RTDs) operate on the principle that the electrical resistance of pure metals is proportional to temperature. The excess of electrons in the conduction band is impaired by their collision with atoms and other electrons that increase with increasing thermal vibration, preventing the free flow of electrons. This effect, in turn, lowers the electrical conductivity. For
example, a RTD platinum sensor has a nominal resistance of 100 Ω at 0 °C and around 140 Ω at 100 °C. Since they show an almost linear response over the range of operation, usually a single coefficient, called temperature coefficient of resistance, is given as figure of merit of the sensor and indicates the sensitivity of the material. In most applications, a four-order polynomial, the Callendar-Van Dusen equation, is used to compute the exact temperature from the electrical resistance. Copper, gold, nickel platinum, and silver are the most used materials, although platinum is probably the most employed because of its stability, range of operation (-200 to 850 °C), and good non-oxidation properties. Nickel, on the other hand, is a popular choice when a higher sensitivity is required. RTDs possess therefore features that make them suitable for their use in industrial environment. However, due to their cost, low sensitivity, slow response, and design challenges, RTDs are not widely employed for medical instrumentation.

Thermistors are similar to RTDs, in the sense that they are resistors that change resistance with temperature. Depending on the materials used, thermistors can be divided into negative temperature coefficient (NCT) thermistors and positive temperature coefficient (PTC) thermistors. NTCs show a decrease in resistance with temperature and are generally based on semiconducting materials, such as sintered metal oxides. The increase in temperature leads to an increase in the number of carriers in the conduction band, reducing the resistance of the medium. PTCs, on the other hand, decrease resistance when temperature increases. They are manufactured using doped polycrystalline ceramics that are characterized by a transition temperature. Below the transition temperature the high dielectric constant prevents the formation of potential barriers between the grain of the crystal, leading to a low resistance. Above the transition temperature, the dielectric constant drops to value sufficiently low enough that that potential barriers from at the grain boundaries, leading to a sharp increase in resistance. PCTs are used mainly in current limiting devices and fuses, while NTCs find wide application as temperature sensors. Thermistors, unlike thermocouples and RTDs, show a linear behavior only in a very limited range and therefore a single temperature coefficient of resistance cannot be defined. In order to describe the relationship between the resistance and the temperature, the Steinhart–Hart equation is often used. The increase in sensitivity and response is counterbalanced by the lack of linearity of the calibration curve and range of operation.

In summary, thermocouples are inexpensive, durable, and can measure over a wide
temperature at the cost of an extremely low voltage generated at the junction. RTDs offer a wide temperature range and stability, providing repeatable measurements with great linearity, showing however low sensitivity. Thermistors are durable and have a much higher responsivity compared to thermocouples and RTDs, but cannot operate on a large temperature range; they need heavy calibration compensation in order to have accurate temperature readings. Commercially available sensors are not suitable to be used for ultrathin DHF thermometers, which require the development of new temperature sensing materials with higher temperature sensitivity.

As current temperature sensing technology cannot satisfy the requirements for the successful fabrication of a DHF thermometer, the exploitation of new temperature sensitive materials is necessary. Organic chemistry could provide new tools to engineer polymers’ properties and synthesize materials with new exotic features. As a matter of fact, organic electronic materials are nowadays emerging as an alternative to standard electronic devices. The possibility to modify the properties of a device by changing the composition of the molecular structure of the polymer it is made of has been the main attraction for this field. The first example of a device based on an organic compound was reported in the mid-80s with the demonstration of a low voltage thin film LED [27]. Since then, organic LEDs have found their way in widely available high performance displays. The spread of organic devices has surged in another field of optoelectronics: organic solar cells, based on the same principle of their inorganic counterparts, showing great potential due to their great efficiency in solar energy conversion [28].

Organic transistors made their appearance almost simultaneously with organic LEDs [29]. The formation of a conducting channel in a semiconducting material through the application of an electric field on a gate electrode can also be achieved using organic semiconductors. Nowadays, organic transistors have considerable success and are tremendously appealing for the consumer electronics market, in particular because they can be used to fabricate flexible devices. In terms of organic chemistry applied to the development of new sensing technology, extensive research has shown the great potential of this approach. For example, through organic optical sensors, it is possible to record human health information such as heart rate or oxygenation level and glucose concentration in the blood [30, 31]. Organic pressure sensors have been fabricated to measure cardiovascular pressure, which can inform on arterial stiffness, or intraocular pressure, that can be applied for the diagnosis of neurodegenerative diseases or glaucoma [32]. For example, a pressure
sensor built with an organic FET was able to analyze the pressure waveform of the radial artery and assess arterial stiffness \[33, 34\]. In another case, a bylayer dynamic pressure sensor was fabricated on a contact lens and then successfully implanted in a pig eye \[35\].

As far as temperature sensors are concerned, several examples of temperature responsive devices that employ organic material can be found in the literature. A popular approach consists in embedding conductive fillers within a polymeric matrix \[36, 37\]. Due to the increase in the specific volume when passing the melting point of the crystalline region, the resistance of these composites dramatically increases with temperature. Although showing a promising temperature responsivity, it is hard to employ nanofilled polymers in actual devices, in particular due to the large hysteresis that the resistance curve show, resulting in a large uncertainty over the temperature reading. Similar effects have been achieved also by inducing percolation in insulating polymer matrices with conductive materials, such as metal particles \[38, 39\]. These materials still suffer from a large hysteresis, probably due to the time lag required by the polymer matrix to recover after the transition, although efforts have been put to reduce this effect \[36\]. P-n organic junction using reduced graphene oxide in combination with polyurethane were successfully fabricated on PEDOT:PSS electrodes on a stretchable substrate \[40\]. These devices showed a temperature response of 1.34 %/°C, which does not justify the complex architecture and the cumbersome fabrication method. Thermoelectric effect was reproduced on a polyurethane microstructure coated with PEDOT:PSS \[41\], and an electrolyte-gated transistor, fabricated with P3HT/PVPA-AA and an ionic thermoelectric supercapacitor made of PEO-NaOh polyelectrolyte \[42\]. In both cases, the achieved Seeback coefficient and the resulting temperature response were limited.

Of particular interest recent investigations of plant cell wall components, which have shown that pectin, a structurally and functionally complex polysaccharide, has an incredibly high temperature response \[43, 44\]. This behavior has been attributed to the strong interaction that divalent metal cations have with the repeating units of galacturonic acid, the main constituent of pectin. In particular, the carboxyl and hydroxyl functional groups can strongly coordinate the central cation, forming an “egg-box” structure, which bridges different pectin backbones. The increase in temperature provides enough energy to the cations to escape the potential wells where they are confined and contribute to the ionic conduction. As a result, an exponential increase in conductivity is measured following an increase in temperature. Pectin
Based temperature sensors have shown great potential, offering a thermal response several order of magnitudes higher compared to current technologies and an accuracy as low as 10 mK. These properties, combined with the cost effectiveness of the material fabrication and the ease of the deposition process on existing devices, make pectin based temperature sensors great candidates to be embedded in the DHF thermometers. However, even though pectin based sensors are extremely promising, their commercialization presents remarkable challenges. In fact, pectin is mainly used in the food industry as jellifying agent. As such, pectin chemical composition is not optimized nor repeatable for engineering applications, especially in the medical field. Recently, work has been carried out to synthesize a polymer (HEA–AA) that can provide comparable temperature sensing features and, at the same time, a simpler scaffold, which can be reliably synthesized and chemically tuned to adjust its physical and chemical properties \[45\]. The chemical structure of this polymer mimics pectin through the presence of carboxyl (acrylic acid) and hydroxyl (2-hydroxyethyl acrylate) groups. These groups create a coordination environment where divalent cations can bind with an activation energy similar to that of pectin. The result is a synthetic polymer that shows a temperature response even greater than the one reported for pectin sensors. This newly developed polymer will be employed in this work for the fabrication of an ultrathin wearable DHF sensor capable of accurately monitoring BCT.

1.5 Chapters Outline

This thesis presents the fabrication and characterization of a DHF thermometer, fabricated using novel temperature sensitive ion conducting polymers. The understanding of the interaction between the conducting species and the polymer backbone is crucial to comprehend the ion transport mechanisms and the origin of the temperature response. Therefore we will give an introduction to ion conduction in these systems in Chapter 2. In Chapter 3, we will provide a first experimental proof of how the modification of the interaction between pectin and metal ions can affect the material’s properties and temperature response. In particular, we will show how water molecules play a crucial role in the temperature sensing properties of pectin. Increasing water content affects the polymer segmental motion improving the mechanical properties and conductivity. At the same time, the increased water concentration shunts the thermally activated ion conduction, degrading the temperature response of the material. In order to better understand the interactions between water molecules, ion-polymer coordination complexes and temperature re-
sponse, we will perform dielectric spectroscopy in Chapter 4. We will study these phenomena in the simplified scaffold provided by a synthetic counterpart of pectin. By coupling the time humidity superposition principle with DSC and FTIR data, we will show that the temperature response is correlated to the strength of the interaction between the coordinating ion and the polymer backbone. In addition, we will demonstrate that the role played by water within the matrix is to accelerate the ion transport and to increase the polymer’s segmental motion, reducing the thermal response. The work presented in Chapters 3 and 4 is preparatory for the fabrication of the DHF thermometer, which will be presented in Chapter 5. In this chapter, we will first illustrate the operation of the polymer at different frequency, comparing the polymer’s temperature sensitivity for different ion-polymer combination. We will study the temperature response in the complex impedance domain, analyzing both its absolute value and phase change with temperature. This analysis will allow to choose the combination of polymer chemical composition and frequency of operation to achieve a material with an accuracy suitable for the integration in a ultrathin DHF thermometer. Furthermore, to understand the sources of the theoretical error and further reduce the measurement error, we will conduct a FE analysis on the chosen geometry in different conditions. The architecture will then be implemented on flexible substrate and tested on a custom-made experimental set up. We will characterize the basic properties of the sensor and test its functionality in different environments. A discussion and the outlook on future work will conclude the thesis in Chapter 6.

References


Chapter 2

INTRODUCTION TO CONDUCTION PHENOMENA IN POLYELECTROLYTES

2.1 Chapter Preamble

As discussed in Chapter 1, the fabrication of a BCT thermometer with the accuracy needed by a medical device, requires the development of sensors with a remarkable temperature sensitivity. Pectin-based temperature sensors have shown temperature sensing performances that surpass both commercial sensors as well as organic and inorganic materials currently under research. Even though, the physical nature of the temperature sensing mechanism in pectin films is not clear yet, there is strong evidence that it results from the particular interaction that metal ions have with the polymer matrix. Pectin is a polyelectrolyte that can be found and extracted from plant cells and that presents numerous acid and polar groups on its backbone. In particular conditions, the electrostatic interaction between these functional groups and metal ions (in particular Ca^{2+}) allows the formation of a physical crosslinking in the matrix. Energetically, these ions are confined in potential wells generated by these coordination complexes. At a given temperature, a certain number of these ions have enough thermal energy to escape the wells where they are confined. When temperature increases, more thermal energy is provided to the system and the number density of ions that can hop from one potential well to another increases, resulting in an increase in conductivity. As a result, pectin is a material that can be exploited for temperature sensing since its conductivity strongly depends on temperature. We will show that this relationship between conductivity and temperature mainly depends on the strength of the interaction between the ion and the coordination complex. Since the temperature response does not depend specifically on the chemical structure of the polymer but only on the nature of the ion-backbone interaction, we synthesized a polymer with a simpler structure that can recreate the same coordination environment present in pectin. This polymer, composed of 2-hydroxyethyl acrylate– acrylic acid (HEA–AA), has a temperature sensitivity even higher than the one recorded for pectin films [1]. In addition, HEA–AA simpler scaffold allows a more effective analysis of the nature of the ion-polymer interactions as well as the effect of different charge carriers on the temperature response. More specifically, due to the hydrophilic nature both of pectin and the synthetic polymer,
water molecules play an important role in the conduction mechanisms and the temperature response. Since both pectin and HEA–AA are polyelectrolytes, in this chapter, we will introduce the basic of the transport phenomena in these systems and the experimental techniques used to study them.

2.2 Introduction to Polyelectrolytes

A polyelectrolyte is a polymer that has on its backbone charged groups. Depending on the sign of this charged group polyelectrolytes can be divided into polycations, with positively charged groups, and polyanions, with negatively charged groups. Nowadays, polyelectrolytes have attracted a great deal of attention for their broad application, in particular in the energy sector, where they are employed in high energy density storage/conversion devices such as lithium batteries, supercapacitors and fuel cells. Even though, many compelling points have been addressed and significant advances have been made, this field has still major open questions that remain unresolved. In particular, it is not clear the exact microscopic phenomena that regulate the ion motion in such complex systems. Nonetheless, through electrochemical techniques, impedance spectroscopy, nuclear magnetic resonance in combination with data coming from molecular dynamics simulations, insightful information can be extracted on the ion transport phenomena in these systems. Depending on the solvent concentration in the polymer matrix, polyelectrolytes can divide into liquid or solid polyelectrolytes. In liquid polyelectrolytes, the polymer is completely dissolved in an organic solvent, such as ethylene carbonate, propylene carbonate or dimethyl carbonate, or in an aqueous solvent. In this case, the polymer network solvates the ions but the solvent helps with the ion conduction, offering paths for the ions to diffuse. On the contrary, solid polyelectrolytes are solvent free and the ions get dissociated because of the interactions with the acids and polar groups on the polymer backbone. Polymer with an extremely low glass transition temperature need to be employed to facilitate ion transport, through the backbone’s segmental motion. As it will be shown later in this chapter as well as in Chapters 3 and 4, both pectin and HEA–AA need to be dehydrated to show a good temperature response, therefore they can be considered solid polyelectrolytes. As previously described, polyelectrolytes solvate ionic charges within the polymer matrix providing mechanical strength, flexibility, processability and electrochemical stability, compared to classical electrolytes. Both pectin and HEA–AA possess carboxylic functional groups which when dissolved in a solvent will partially deprotonate:
\[ RCOOH \rightleftharpoons RCOO^- + H^+ \quad (2.1) \]

creating moieties that will coordinate metallic cations. Preliminary studies show that the carboxylic acid alone does not confer HEA–AA a good thermal response. The addition of highly polar hydroxyl groups, also present in pectin, results in a stronger coordination environment, possibly by stabilizing the electronic orbitals of the cations. The combined effect of carboxylic acid and hydroxyl groups confers pectin and HEA–AA a high temperature responsivity.

2.3 Ion Conduction Phenomena in Polyelectrolytes

Before diving into the interpretation of dielectric spectroscopy data, it is useful to rigorously define the concept of dielectric relaxation in a dielectric material, with bound charges. Let us consider a small perturbation \( x(t) \) acting on an isotropic, linear and casual system. The response \( y(t) \) can be related to the perturbation by:

\[
y(t) = y_\infty + \int_{-\infty}^{t} J(t-t') \frac{dx(t')}{dt'} dt' \quad (2.2)
\]

where \( J(\tau) \) is the material function and \( y_\infty \) accounts for the instantaneous response of the system, that is the fast response not related to the processes we are interested in. Neglecting the instantaneous response \( y_\infty \), one can note that Eq. (2.2) represents the convolution between the material function and the derivative of the applied perturbation. Posing \( \tau = t - t' \), and integrating by parts we can rewrite Eq. (2.2) as:

\[
y(t) = \int_{0}^{\infty} R(\tau)x(t-\tau)d\tau \quad (2.3)
\]

with \( R(\tau) = dJ(\tau)/d\tau \) the impulse response of the system. Considering a periodic perturbation of the form \( x(t) = x_0e^{-j\omega t} \), and the respective Fourier transform of the perturbation \( x^*(\omega) \) and the system response \( y^*(\omega) \), we obtain:

\[
y^*(\omega) = \chi^*(\omega)x^*(\omega) \quad (2.4)
\]

where the susceptibility complex function \( \chi^*(\omega) \) is the Laplace transform of the impulse function \( R(\tau) \):

\[
\chi^*(\omega) = \chi'(\omega) - \chi''(\omega) = \int_{0}^{\infty} R(\tau)e^{-j\omega \tau}d\tau. \quad (2.5)
\]
For analogy, in the case of a dielectric linear system, the external perturbation is
given by the electric field \( E(t) \), while the system response is the polarization \( P(t) \)
and the electric displacement \( D(t) \). Using the linear response theory, we can write
the system response as:

\[
P^*(\omega) = \epsilon_0 \chi^*(\omega) E^*(\omega) P^*(\omega) \tag{2.6}
\]

\[
D^*(\omega) = \epsilon_0 E^*(\omega) + P^*(\omega) = \epsilon_0 \epsilon^*(\omega) E^*. \tag{2.7}
\]

Here, we have correlated the complex permittivity with the complex susceptibility
as \( \epsilon^*(\omega) = 1 + \chi^*(\omega) \). Both the permittivity and the susceptibility have frequency
dependence, which lead to the dispersion properties of the material. In particular, the
real part of the complex permittivity \( \epsilon' \) is called dielectric permittivity and measures
the recoverable polarization (e.g. dipoles alignment to the electric field), while the
real part \( \epsilon'' \) is the permittivity loss, and defines the unrecoverable polarization (e.g.
dipole relaxation processes and diffusive motion charge). Relaxation in the dielectric
spectra can arise from different phenomena, namely the reorientation of dipoles with
the electric fields, the long range diffusion of charged particles, or the accumulation
of charges at a blocking interface. In the following sections, we will analyze these
processes individually.

**Debye and Non-Debye Dipole Relaxation**

The simplest dielectric relaxation process corresponds to an ideal, noninteracting
population of dipoles responding to an alternating electric field. Usually referred to
as Debye relaxation, it can be described as the model of rotational Brownian motion
of spherical dipoles in a viscous media where inertia effects are neglected [2,3]. The
main idea for this theory can be found in the fluctuation dissipation theorem (FDT),
which correlates the microscopic fluctuations in a system at a thermal equilibrium
to the response of the macroscopic system when an external perturbation is applied.
Thermodynamics quantities usually fluctuate around their average value due to
stochastic (brownian) motions of the particles in the system. For example the
quantity \( y(t) \), with an average value of \( \langle y \rangle \), fluctuates of the quantity \( \Delta y(t) = y(t) - \langle y \rangle \). The correlation function \( \varphi(\tau) \), defined as \( \varphi(\tau) = \langle \Delta y(t) \Delta y(t + \tau) \rangle \),
relates the fluctuations at a time \( \Delta y(t+\tau) \) with a previous time \( \Delta y(t) \). For a stationary
process, the time \( t \) does not influence the process, therefore \( \varphi(\tau) = \langle \Delta y(0) \Delta y(\tau) \rangle \).
We can approach the study of the polarization caused by an electric field perturbation
in the past using a similar statistical approach. We can infer that polarization decrease rate following the perturbation is independent from the past history of the material, and depends only on the polarization at that given time. In the Debye case, we can write the polarization decrease rate as proportional to the relaxation time $\tau_D$. We obtain the following first order differential equation and relative solution:

$$\frac{-dP(t)}{dt} = \frac{P(t)}{\tau_D} \rightarrow P(t) = P(0)e^{-t/\tau_D}. \quad (2.8)$$

The normalized correlation function\(^1\) that relates the polarization to the stochastic fluctuations will therefore be:

$$\Phi(\tau) = \frac{\langle \Delta P(0)\Delta P(\tau) \rangle}{\langle \Delta P(0)^2 \rangle}. \quad (2.9)$$

The complex dielectric is associated with the correlation function as:

$$\frac{\varepsilon^*(\omega) - \varepsilon_\infty}{\varepsilon_s - \varepsilon_\infty} = \int_0^\infty -\frac{d\Phi(t)}{dt}e^{-j\omega t} \quad (2.10)$$

where $\varepsilon_s$ and $\varepsilon_\infty$ are the low (static) and high frequency limits of the dielectric permittivity. Combining Eq. (2.8), (2.9), and (2.10), we obtain the complex permittivity for a Debye relaxation (Fig. 2.1(a)):

$$\varepsilon^*(\omega) = \varepsilon_\infty + \frac{\Delta \varepsilon}{1 + j\omega\tau_D}, \quad \text{with } \Delta \varepsilon = \varepsilon_s - \varepsilon_\infty. \quad (2.11)$$

This model provides a simple ideal understanding of the relaxation phenomena in dielectric materials. However, when compared with experimental data, it usually fails to properly describe the characteristic dielectric spectra of many materials. Specifically, experimental permittivity loss data shows broader and non-symmetrical peaks compared to the ideal Debye case. The understanding of the origin of this behavior is still under debate. Nonetheless, there are two main approaches to explain the non-idealities encountered in almost all ionic conductors. The first takes into account the fact that the individual dipole rotations are not independent, as postulated in the Debye theory, but correlated. The resulting relaxation is therefore the sum of cooperative processes \([4\text{-}6]\). The other approach considers the individual dipole rotations as random and independent events, each described by a Debye relaxation, but with different relaxation time. The result is an inhomogeneous and disordered environment, with a variegated energy landscape. Regardless of their physical origin, these non-idealities need to be accounted for when fitting experimental data,

\(^1\)The normalized correlation function is usually defined as $\Phi(\tau) = \frac{\varphi(\tau)}{\varphi(0)} = \frac{\langle \Delta \varphi(0)\Delta \varphi(\tau) \rangle}{\langle \Delta \varphi(0)^2 \rangle}.$
and lead to development of modified descriptions of the Debye relaxation such as the Cole-Cole model (Fig. 2.1(b)) or the Cole-Davidson model (Fig. 2.1(c)). The Havriliak-Negami (HN) function \[\epsilon^* = \epsilon_\infty + \frac{\Delta \epsilon}{(1 + (j\omega \tau_D)\alpha)^\beta}\] is one of the most used empirical functions to fit dielectric spectra (Fig. 2.1(d)).

The fractal parameters $\alpha$ and $\beta$ describe the broadening and the symmetry of the relaxation peak, respectively. Figure 2.1 shows a comparison of the dielectric and loss permittivity for Debye and non-Debye processes. They both appear as a peak in the dielectric loss and a step decrease in the dielectric permittivity.

**Figure 2.1: Debye and Non-Debye relaxations.** (a) Dielectric permittivity (blue line) and dielectric loss (orange line) with relaxation time $\tau_D = 10^{-3}$ for different dipole relaxations: (a) Debye, (b) Cole-Cole ($\alpha = 0.8, \beta = 1$), (c) Cole-Davidson ($\alpha = 1, \beta = 0.6$), (d) Havriliak-Negami ($\alpha = 0.8, \beta = 0.6$).

**Conduction Relaxation**

Dipole relaxation of bound charges is not the only type of relaxation that can be present in a disordered ionically conducting material. Charge migration, for example, also leads to relaxation processes. For a non-electronic conductor, charges are surrounded by a polarization cloud made of opposite sign counter charges. As
the ionic species move, the polarization cloud needs to move along in order to lead to an effective jump (otherwise the probability of the ion jumping back will be high). If the time period of the applied external field is longer than the time for the polarization cloud to successfully move, then the field supports the charge transport, contributing to the electrical relaxation. This results into an increase in the dielectric loss for decreasing frequency. We can again use the FDT and correlate the complex conductivity $\sigma^*_{hop}$ due to ion hopping with the velocity correlation function \[8\]:

$$\sigma^*_{hop}(\omega) = \frac{Nq^2}{k_BT} \int_0^\infty \langle \sum_{i,j} v_i(0), v_j(0) \rangle e^{-j\omega t}$$

(2.13)

where $N$ is the carrier number density, $k_B$ the Boltzmann constant, $T$ the temperature, $q$ the elementary charge, and $v_i$ the velocity of the $i$ ion. Similarly, the self-diffusion coefficient $D$ can be written as function of the velocity autocorrelation function:

$$D^*_{hop}(\omega) = \int_0^\infty \langle v(0), v(t) \rangle e^{-j\omega t}.$$  

(2.14)

If the particles are not correlated, the hopping walk is random and there are no memory effects. In this case, the velocity correlation function is proportional to the diffusion coefficient $D$, and can be substituted in Eq. (2.13), obtaining:

$$\sigma^*_{hop}(\omega) = \frac{Nq^2}{k_BT} D^*_{hop}(\omega).$$

(2.15)

That for $\omega \to 0$, reduces to the Nerst-Einstein relation. This result implies that the DC and AC conductivity can be treated all the same, for periods below the relaxation time of the ionic conduction, and it is usually identified with the term DC or bulk conductivity. For frequencies above the relaxation time, a near constant loss dispersion arises. Interestingly enough, this behavior is common to all ionic conductors and it is usually referred as first universality. The exact explanation for the loss behavior at higher frequencies is still under great scientific debate and it is out of the scope of this thesis.

It is now clear how relaxations can arise both from rotational dipoles oscillations as well as translational charge movements. Although very different in nature, these different processes are entangled in the macroscopic measurable quantities of the complex conductivity and permittivity. Maxwell’s equations, in fact, show how the current density $J$ and the electric displacement time derivative $\partial D/\partial t$ are additive quantities, which in turn leads to the relation between the complex permittivity and conductivity $\sigma^* = i\omega\varepsilon_0\varepsilon^*$. In addition, as explained in this section, hopping
DC conductivity also generates relaxation phenomena that affect the permittivity spectra. Unlike dipole relaxation phenomena, charge diffusion does not cause a peak in the dielectric loss, but a decrease as a function of frequency with a fixed slope of one. Phenomenologically, in order to account for the different relaxation phenomena, the complex permittivity can be written as a combination of all the \( n \) dipole relaxation processes, described by the HN relation, and the contribution given by the relaxation that arises from the motion of charged species in the material, identified by the DC conductivity:

\[
\varepsilon^* = \varepsilon_\infty + \sum_{i=1}^{n} \frac{\Delta \varepsilon_i}{1 + (j\omega \tau_i)^\alpha} - j\frac{\sigma_{DC}}{\varepsilon_0 \omega}.
\] (2.16)

In many cases, the magnitude of the bulk conductivity is predominant compared to dipole relaxations and can hide the corresponding peaks in the dielectric loss data. It is useful therefore to introduce the conduction-free approach \([9, 10]\), which takes advantage of the Kramers-Kronig transformations that relate the imaginary part of quantity with its real counterpart and vice versa. After the transformation, the dielectric loss reads:

\[
\varepsilon''_{der} \approx -\frac{\pi}{2} \frac{\partial \varepsilon'(\omega)}{\partial \ln(\omega)}.
\] (2.17)

Even though the dielectric loss is not exactly represented by Eq. (2.17), some features of the original dielectric loss are conserved in this derived expression. In particular, a relaxation peak in the dielectric loss \( \varepsilon'' \) corresponds to a minimum in \( \partial \varepsilon'/\partial \ln(\omega) \). Because of the derivative function, peaks are narrower, and therefore more easily detectable. Lastly, the contribution of the DC conductivity is ruled out, since it does not show any frequency dependence in the real part of the permittivity.

**Electrode Polarization**

Relaxation peaks can also arise in the case of separation of charges at an interface. During the study of inhomogeneous materials like colloids or polymer blends, charges can accumulate at the interfaces between different boundaries of the material. This charge separation contributes to the dielectric loss, and since they can be separated over large distance, usually this contribution is substantial. Another example of charge separation can be given by the polarization of the non-blocking electrodes at low frequency. When an external electric field is applied to an ion conductor, the charged species diffuse through the medium. If they are given enough time, the ions will migrate toward one electrode, depleting the other one. The accumulation will be limited by the concentration gradient which counteracts the
electrostatic force of the electric field. At the steady state, the resulting non-constant charge density distribution generates a polarization that has opposite direction of the applied field. In this work, however, we will not consider both the effect on the permittivity given by charge separation that arises from inhomogeneous boundaries within the material and the ones created by the electrode polarization.

**Dielectric Spectroscopy Measurements**

Now that we have analyzed how relaxation peaks arise and what is their representation in the permittivity spectra, we will discuss how the dielectric spectra are experimentally measured. Among all the experimental techniques, dielectric spectroscopy (DS) is one of the most useful to study transport mechanisms since it measures the movement of electric dipoles in the presence of an electric field. DS usually ranges from $10^{-6}$ Hz to $10^{12}$ Hz, where longer wavelengths can probe, ion diffusion as well as dipole reorientation and rotation. In dielectric measurements, a perturbation created by a sinusoidal external voltage forces the dipoles within the sample to align with the created electric field and then relax to the new state. These processes result macroscopically in a change in the measured complex permittivity $\varepsilon^*$. Observed relaxation phenomena are usually attributed to the rotation of rotating dipoles, motion of charges and accumulation of charges at the interface. The most common experimental set-up consists of a sinusoidal voltage generator with known amplitude and frequency, and a meter that measures the resulting current. Assuming a linear response, if a sinusoidal voltage is applied, the resulting current will have the same frequency but will be shifted in phase:

$$v(t) = V_0 \sin(\omega t) \rightarrow i(t) = I_0 \sin(\omega t - \phi).$$  \hspace{1cm} (2.18)

Since the analysis of the response in the time domain is usually very complex, the solution is often given in the frequency domain after the use of Fourier Transforms. If $V^*(\omega)$ and $I^*(\omega)$ are the Fourier Transforms of $v(t)$ and $i(t)$, respectively, then the complex impedance $Z$ can be defined as:

$$Z^* = \frac{V^*(\omega)}{I^*(\omega)} = R + jX.$$  \hspace{1cm} (2.19)

where the resistance $R$ represents the real part of the complex impedance, while the reactance $X$ its imaginary part. Through arithmetic transformations, all the other immittance functions can be evaluated (Tab. 2.1). Among these immittance functions, of particular interests are: the complex conductivity $\sigma^*$ (i.e. the dimensionless counterpart of the admittance), the complex permittivity $\varepsilon^*$, and the
Table 2.1: Immittance functions transformations.

<table>
<thead>
<tr>
<th></th>
<th>Modulus ($M^*$)</th>
<th>Impedance ($Z^*$)</th>
<th>Admittance ($Y^*$)</th>
<th>Permittivity ($\epsilon^*$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M^*$</td>
<td>$M^*$</td>
<td>$(j\omega C_0) Z^*$</td>
<td>$(j\omega C_0)/Y^*$</td>
<td>$1/\epsilon^*$</td>
</tr>
<tr>
<td>$Z^*$</td>
<td>$M^*/(j\omega C_0)$</td>
<td>$Z^*$</td>
<td>$1/Z^*$</td>
<td>$(j\omega C_0)\epsilon^*$</td>
</tr>
<tr>
<td>$Y^*$</td>
<td>$(j\omega C_0)/M^*$</td>
<td>$1/Z^*$</td>
<td>$Y^*$</td>
<td>$\epsilon^*$</td>
</tr>
<tr>
<td>$\epsilon^*$</td>
<td>$1/M^*$</td>
<td>$1/[(j\omega C_0) Z^*]$</td>
<td>$Y^*/(j\omega C_0)$</td>
<td></td>
</tr>
</tbody>
</table>

electric modulus $M^*$. Depending on the different formalism employed to analyze the data, different visualizations can be used for the understanding of the electrical response in ion conductors. For example, the dielectric response of materials is usually analyzed with the dielectric formalism (permittivity, conductivity, and electric modulus), while electrolytes–electrode interfacial response uses the impedance representation (argand plot, impedance Bode plots). It is important to stress that, regardless of the used formalism, the represented data is the same, and different visualization techniques can be employed to analyze different aspect of the conduction phenomena. The impedance data are usually represented on a Nyquist plot, representation on the complex plane of the real and imaginary part of the impedance at different frequencies, or on a Bode plot, where the real and imaginary part are plotted as a function of frequency. The impedance is then fitted to lumped electrical parameters such as resistors and capacitors, in order to find the characteristic time constants of the system, its bulk resistivity, or the interfacial resistance in case of reaction at the electrode–material interface. Each electrical element is assigned to an individual physical processes. Through the use of a fit the time constants for these processes are then calculated. Nevertheless, there are two main drawbacks with this approach. The first one is that fitting the impedance through electrical elements does not provide a univocal output (the same set of data can fit different electrical representations), forcing to make a priori assumptions on the different transport mechanisms. The second major problem is represented by the high frequency behavior of ionically conducting materials, referred as universal response, which cannot be fitted by any ideal electrical component. The power law dependence at high frequency of the conductivity, typical of the universal response, is usually described by a so-called universal capacitor $Q$ or constant phase element (CPE), characterized by the complex admittance $Y_0 = Qj\omega^n$. Even though with the introduction of the universal capacitor data can be fitted also at higher frequencies and its extended use in the literature, its physical meaning and validity have been criticized [11-13]. Unlike impedance spectroscopy, dielectric spectroscopy data
are usually visualized in terms of conductivity, permittivity, or electric modulus. Figure 2.2 shows typical conductivity, permittivity, and modulus plots for an ionic conducting material. From the analysis of these plots, the dynamics of ion transport in different materials can be understood. For instance, Figure 2.2(a) shows the real and imaginary parts of the complex conductivity for an ion conducting polymer clay composites (PEO$_{20}$-LiCF$_3$SO$_3$) [14]. In the real part of the conductivity, three different regimes can be identified. A low frequency region (below 10 Hz) where the conductance increases with frequency. This region corresponds to the electrode polarization where the accumulation of charges at the non-blocking electrode interface leads to an apparent decrease in conductivity. A medium frequency region (between 10 and 10 kHz) where the conductance is independent from the frequency. Here, ions diffuse within the medium through subsequent hopping from one site to another and it is usually used as reference for the bulk conductivity of the material. This type of long range conductivity is believed to need a sort of percolation activation in order to be observed. Another loss region can be observed at high frequency (above 10 kHz), commonly identified as near constant loss (NCL) or first universality, where the conductance shows a power law dependence with frequency. While these three regimes are evident in the real part of the conductivity, they are not fully present in the imaginary counterpart spectrum: the electrode polarization onset as well as the bulk conductivity are identified by a maximum and a minimum, respectively, which is greatly convenient for fitting purposes. However, there is no trace of the onset of the dispersive regime at higher frequency. While the complex conductivity underlines mainly charge motion mechanisms, the permittivity spectra are extremely useful to probe dielectric relaxation phenomena. Figure 2.2(b) shows the complex permittivity for PEO$_{20}$-LiCF$_3$SO$_3$. For a non-ohmic process, the dielectric permittivity shows a strong dependence at low frequencies, due to the electrode polarization effects, and a plateau at higher frequency, corresponding to the ion diffusive limit. Every successive relaxation process is identified by a step-like decrease, from which the dielectric strength $\Delta\varepsilon$ can be calculated. In contrast, in the permittivity loss a relaxation event is indicated by a peak. Depending by the number of contribution of relaxation processes, peaks can be overlapping, and therefore, fitting with previously described functions is necessary to exactly identify the time constants for these phenomena. As previously mentioned, the ionic diffusive regime is indicated by a decrease in the permittivity loss with a unitary slope. Electric modulus can be alternatively used to measure relaxation peaks and dielectric strength, with the advantage of a non-logarithmic scale that in certain
cases shows more features compared to the complex permittivity (Fig. 2.2(c)). Now that we have analyzed why relaxation phenomena arise and their representation in spectroscopy data, we can discuss what are the actual microscopic mechanisms of ion transport in polyelectrolytes.

Figure 2.2: Conductivity, Permittivity, and Electric Modulus comparison in PEO\textsubscript{20}-LiCF\textsubscript{3}SO\textsubscript{3}. (a) Real (orange squares) and imaginary (yellow circles) parts of the conductivity $\sigma$, (b) real (green squares) and imaginary (blue circles) parts of the permittivity $\epsilon$, (c) real (purple squares) and imaginary (red circles) parts of the electric modulus $M$ for PEO\textsubscript{20}-LiCF\textsubscript{3}SO\textsubscript{3} measured at 263 K. The data is adapted from [14] and reproduced with publisher consent.

### 2.4 Ion Conduction Phenomena in Polymers

Ion conduction in polymers is a rather complex subject to analyse experimentally. Measurable quantities, like electrical conductivity, are the result of the sum of the contributions given by a variety of charge carriers (e.g. cations, anions and protons), charge diffusion, dipole reorientation and relaxation, segmental motions and so on. It is therefore hard to probe individual contribution. The simplest relation that expresses the total DC conductivity of an ion conductor can be given as:

$$\sigma = \sum_i n_i \mu_i q_i$$  \hspace{1cm} (2.20)

where $n_i$ is the charge carrier density, $q_i$ the charge and $\mu_i$ the electrical mobility of the $i$-th species. In the particular case of pectin and HEA–AA, where only divalent ions are conducting, the overall conductivity needs to include only that ionic species and water. The bulk conductivity thus reads:

$$\sigma = n_{M^{2+}} \mu_{M^{2+}} q_{M^{2+}} + n_{H_2O} \mu_{H_2O} q_{H_2O}.$$  \hspace{1cm} (2.21)

In this section, we will focus on the mechanisms behind of ionic conduction, neglecting the contribution given by water molecules and leaving that analysis for the following section.
Ion Conduction

Generally speaking, ionic conduction in crystalline structures occurs when ions can hop from one site to another. The ion diffusion is driven by structural defects in the structure: Schottky defects result in the vacancy mechanism, where ions jump into a nearby unoccupied lattice site; Frenkel defects, which lead to the interstitial mechanism, where an ion that occupies an interstitial site moves to one of the neighboring sites. For amorphous and glassy polymers, one can imagine a similar situation, where the only difference is that instead of having a periodic structure and a single activation energy for the ion hopping, ions encounter a disordered media with a distribution of energy barriers. In the simple assumption of a 1D model for an ionic conductor, ions are vibrating within their potential well and have a finite probability of overcoming the energy barrier $\Delta H_m$, proportional to $e^{-\Delta H_m/k_B T}$. The transition rate between two equilibrium states is given by [15]:

$$\Gamma = \nu_0 e^{-\Delta S_m/k_BT} e^{-\Delta H_m/k_BT}$$

(2.22)

where $\Delta S_m$ and $\Delta H_m$ corresponds, respectively, to the entropy and enthalpy change, and $\nu_0$ is the attempt frequency of the jump. When no electric field is applied, the probability of a forward and backward jump will be the same, resulting in no net transport of ions through the material. Upon the application of the external field, the forward jump frequency $\Gamma_f$ will be decreased by the quantity $qdE/2$, while the backward jump frequency quantity $\Gamma_b$ will be increased of the same amount:

$$\Gamma_f = \nu_0 e^{\frac{-\Delta S_m}{k_BT}} e^{\frac{-\Delta H_m - qdE/2}{k_BT}}$$

$$\Gamma_b = \nu_0 e^{\frac{-\Delta S_m}{k_BT}} e^{\frac{-\Delta H_m + qdE/2}{k_BT}}.$$  

(2.23)

The current density is given by the difference between the forward and backward frequency:

$$j = \frac{1}{2} nqd(\Gamma_f - \Gamma_b)$$

(2.24)

where $n$ is the concentration of the hopping ions. Substituting Eq. (2.23) in Eq. (2.24), and under the assumption that the thermal energy is much bigger than the potential energy, that is $qdE \gg k_BT$, we can use the equality $e^x - e^{-x} = 2x$. Eq. (2.24) becomes:

$$j = \frac{1}{2} nqd\nu_0 e^{\frac{-\Delta S_m}{k_BT}} e^{\frac{-\Delta H_m}{k_BT}} \frac{qDE}{2k_BT} = \frac{nq^2 d^2 \Gamma}{2k_BT} E$$

(2.25)

Defining the diffusivity $D = d^2 \Gamma/2$, we obtain the Nerst-Einstein equation in 1D:

$$\sigma = \frac{nq^2}{k_BT} D.$$  

(2.26)
This 1D simple model is important to understand the dynamics involved in ion conduction, but is far from providing a full picture of the actual conduction phenomena. In fact, even in the case of a successful jump, long range conduction is still impaired. The concept of percolation arises in order to connect microscopic successful jumps to mesoscopic conduction. According to the percolation theory, in order to record long distance conductivity, the percolation threshold needs to be overcome. Several models have been developed over the years in order to account for the microscopic behavior of the ions in a polymer matrix according to the percolation theory. Here, we will give an outline of two of the most significant, namely the Random Walk Barrier and the Bond Percolation Theory.

**Random Walk Barrier (RWB)**

The random walk barrier (RWB) describes the random walk of charge carriers in disordered solids through the use of a hopping-time distribution function, calculated via the continuous random walk approximation [16,18]. For non-interacting particles that occupy sites at constant distance, let $P_s$ the probability of the particle to be at a site, and $\Gamma(s \rightarrow s')$ the probability per unit time for a jump from site $s$ to $s'$. The equation of motion is:

$$\frac{d}{dt}P_s = \sum_{s'} \left( \Gamma(s' \rightarrow s)P_{s'} - \Gamma(s \rightarrow s')P_s \right).$$  \hspace{1cm} (2.27)

The microscopic fluctuations can be correlated to the macroscopic diffusivity via the fluctuation dissipation theorem:

$$D(\omega) = \int_0^{-\infty} \langle v(0)v(t) \rangle e^{-i\omega t} dt$$  \hspace{1cm} (2.28)

where $\langle v(0)v(t) \rangle$ is the autocorrelation velocity function. Diffusivity and conductivity are again related through the Nerst-Einstein equation (Eq. (2.26)). If we consider an energy landscape where the minima are the same, the maxima have a distribution described by $p(E)$, and the jump rates are symmetric, Equation (2.27) reads:

$$\frac{d}{dt}P_s = \sum_{s'} \Gamma(s,s')(P_{s'} - P_s)$$  \hspace{1cm} (2.29)

with $\Gamma(s' \rightarrow s) = \Gamma(s \rightarrow s') = \Gamma(s,s')$. The jumping rates probability have an Arrhenius form $\Gamma = \nu_0 e^{-E/k_B T}$. Long range conduction occurs when the thermally activated hopping overcomes the largest of the energy barrier $E_c$. When the fraction of individual conduction links reaches a critical number, the percolation threshold
$p_c$, an infinite cluster forms and long range conductivity occurs. The activation energy for the process can be evaluated as:

$$\int_0^{E_c} p(E) dE = p_c. \quad (2.30)$$

Modeling ion conduction as probability functions of hopping rates has two implications: (i) at low temperature the charge carriers almost always choose the path with lowest energy barrier, which implies that if the charge jumps forward most likely it will jump back in the next hopping event; (ii) at infinite time, charges will have the same probability to overcome the barrier, leading to macroscopic conductivity. The second statement introduces a characteristic time $\tau_c$ which is the time needed for a charged particle to overcome the energy barrier and has the same Arrhenius form of the jumping rates probability and determines for the characteristic time that marks the onset of the dispersive regime [19]. Solving for the probability distribution and excluding the electrode polarization effect, the complex conductivity can be computed from:

$$\sigma^* = \sigma_{DC} \frac{j \omega \tau_c}{\ln(1 + j \omega \tau_c)} . \quad (2.31)$$

**Dynamic Bond Percolation (DBP) Theory**

Dynamic bond percolation (DBP) theory has a similar approach compared to the random walk barrier in the sense that the particles have a probability of jumping from one site to another neighboring site. In the DBP, however, these probabilities are allowed to change with time, to take into account the segmental motion of the polymer chains [20–23]. In fact, a jump that originally is not permitted, after the rearrangement of the polymer chain has a higher likelihood to occur. Differently than the RBW where only one time constant was defined, here we need to define two time constants: $\tau_{hop}$ which corresponds to the average time that the particles take to hop, and $\tau_{ren}$ which corresponds to the average time that the polymer chain takes to reorient itself (renewal time). In the easiest 1D case, for ions moving in a dynamic lattice, the master equation that describes the probability of finding a particle at the site $i$ at time $t$ reads:

$$\frac{d}{dt} P_i = \sum_{j \neq i} (P_j(t)w_{j \to i} - P_i(t)w_{i \to j}) \quad (2.32)$$
where $w_{i \rightarrow j}$ represent the probability per unit time of the particle jumping from site $j$ to $i$ so that $n_c w_{\text{hop}} = 1$, with $n_c$ the coordination number of the charge. This probability depends on both the site position as well as their probabilities:

$$w_{i \rightarrow j} = \begin{cases} w \text{ or } 0 & \text{when } (i, j) \text{ are neighbours} \\ 0 & \text{when } (i, j) \text{ are not neighbours} \\ 1 - (w_{i \rightarrow j} + w_{j \rightarrow i}) & \text{for } i = j \end{cases}$$

(2.33)

$$w_{i \rightarrow j} = \begin{cases} 0 & \text{bond } (i, j) \text{ not available} \\ w & \text{bond } (i, j) \text{ available} \end{cases}$$

(2.34)

The final probability for the occupation of the site $r$ starting from the site $i$, and after N+1 renewal processes, depends only on the previous renewal state $N$, given the sequential nature of hopping:

$$P^{N+1}(r) = \sum_i P^N(i)P^1(r - 1).$$

(2.35)

Using this equation of motion, one can calculate the mean displacement $\langle x^2 \rangle$ and the diffusivity $D$ (through the fluctuation dissipation theorem):

$$D = \frac{\langle x^2 \rangle}{\tau_{\text{ren}}}.$$  

(2.36)

Three different regimes that relate the observation time $\tau_{\text{obs}}$ (frequency of the applied external field), the hopping time $\tau_{\text{hop}}$, and the renewal time $\tau_{\text{ren}}$, can be observed according to the DBP: (i) $\tau_{\text{obs}} \gg \tau_{\text{ren}} \gg \tau_{\text{hop}}$, (ii) $\tau_{\text{ren}} \gg \tau_{\text{obs}} \gg \tau_{\text{hop}}$ and (iii) $\tau_{\text{obs}} \gg \tau_{\text{hop}} \gg \tau_{\text{ren}}$. Case (ii) describes a percolation model where there is no rearrangement of the network with time. Case (iii) describes a diffusive behavior where the jumping rate depends on the availability of a specific site. Finally, case (i) represents the case in which a particle after multiple jumps has explored all the connected region. However, after a renewal event, new jumping probabilities are established, i.e., new sites become available for hopping, and the particle can further diffuse in the material.

**Macroscopic Models**

Percolation theories can relate microscopic fluctuations and motions to macroscopic measurable quantities such as diffusion. However, they fail in providing detailed explanation of motion of the particles involved in the conduction process. There are several ways ion can move within a polymer matrix [24]. Vehicular diffusion
occurs when the polymer–salt complex also embeds certain amount of solvents (as organic solvents or water). In this case, the salt diffuses through the network via the solvent, dragging along its solvation shell. Inter- or intrachain transport mainly occurs in low concentration solvent or solvent free, and are related to the motion of the polymer backbone usually when above its glass transition temperature. On the contrary, structural diffusion is less dependent from the segmental motion and involves direct ion hopping from one coordination site to another. In the case of high molecular weight polymers with low solvent concentration, vehicular diffusion is unlikely, and only segmental related mobility and structural diffusion are allowed. The Arrhenius model and the Vogel- Fulcher -Tammann (VFT) model can be used in order to discriminate between these two phenomena. The Arrhenius model is described by the equation:

\[
\sigma_{DC} = \sigma_0 \exp\left(-\frac{E_a}{k_B T}\right)
\]  

where \(\sigma_0\) and \(E_a\) are the pre-exponential factor and the activation energy, respectively. When the Arrhenius relationship is fulfilled, one can conclude that the charge motion is not influenced by the motion of the polymer network and ionic conduction occurs via structural diffusion. The activation energy can be interpreted as the bottleneck for percolation to occur, that is the highest energy barrier to overcome for the formation of a percolative path. On the contrary, the VFT model is a phenomenological expression of polymers when the glass transition temperature is crossed:

\[
\sigma = AT^{-1/2} \exp\left(-\frac{B}{k_B(T - T_0)}\right),
\]  

In this case, one can conclude that the ion transport does not occur through structural diffusion, but also polymer’s segmental motion is involved to favor ion hopping.

### 2.5 Water Contribution to Ion Conduction

In the previous section, the phenomena that describe ion transport have been discussed. In the analysis, for clarity, the contribution of water in the transport mechanisms was neglected. However, water molecules can play a major role in the electrical properties of a polyelectrolyte. First of all, it is important to underline, that the characteristics of water molecules present inside a low concentration solvent, or solvent free polymer, greatly differ from those of bulk water. Generally speaking, water can affect conductivity in multiple ways both contributing directly to the conduction and by lowering the energy barriers that ions need to overcome in order to diffuse in the material.
Let us consider again the general conductivity equation given in Eq. (2.21), explicitly calling for water contributions:

\[
\sigma(RH) = n_{M^{2+}}(RH)\mu_{M^{2+}}(RH)q_{M^{2+}} + n_{H_2O}\mu_{H_2O}q_{H_2O}. \tag{2.39}
\]

Recalling the acid dissociation described in Eq. (2.1), we can notice how the equilibrium will move to the right for a higher water concentration. This implies that for a higher water content, more carboxylic acid groups deprotonate resulting in a higher protons concentration \(n_{H_2O}\). Water molecules, however, can also affect the ionic term in Eq. (2.39). Water can increase the mobility of the cations, by providing additional paths for transport process [25, 26]. This phenomenon occurs either via the creation of water channels that allow long range ion drifting, or by increasing the segmental motion of the polymer favored by the plasticizing effect of water molecules. Furthermore, water concentration can modify the number density of ions contributing to the polymer’s conductivity caused by screening effect of water molecules for charged particles: water molecules compete with carboxyl and hydroxyl groups on the polymer backbone for the formation of coordination bonds that cations want to establish, effectively lowering the energy barrier and the strength of that bond. It is important to understand the role that water plays in the conduction mechanism in pectin and HEA–AA, especially in view of the thermal response of these polymers. In Chapters 3 and 4, we will show how a specific water content is crucial to register a high temperature responsivity [27]. This can be shown in a first approximation considering the total conductivity as the sum of the contribution of the ionic conductivity and the proton conductivity as a function of temperature:

\[
\sigma(T) = \sigma_{\text{ion}}f(T) + \sigma_{H_2O}g(T) \tag{2.40}
\]

where \(f(T)\) and \(g(T)\), represent how the ionic and proton conductivity change as a function of temperature. Bulk water slightly increases conductivity as temperature raises, mainly due to changes in the viscosity. On the other hand, the ion conductivity strongly depends on temperature, being a thermally activated process, and it is orders of magnitude higher compared to water. Therefore, the overall temperature response is mainly provided by the ionic species in the polymer. However, when the water concentration is too high, the absolute conductivity provided by proton transport is much higher and dominates the overall conductivity (\(\sigma_{H_2O} >> \sigma_{\text{ion}}\)), masking the temperature responsivity of the ionic species in the polymer matrix. An optimal water content is therefore required to record the temperature responsivity of the ions.

\(^2\)The water dependence is described as a function of the relative humidity RH.
**Time Humidity Superposition Principle (THSP)**

Deconvoluting the single contributions of water from the overall conductivity can be hard, since multiple effects are combined with the ion transport in one single property, the electrical conductivity. For the particular case of the temperature responsive polymers we are analyzing, the contribution of proton conduction to the overall conductivity can be differentiated from the indirect effect water has on the ion transport, by looking at the temperature-conductivity function. In fact, proton conduction shows a weak relation with temperature, while the ion hopping has a stronger dependence from temperature. Direct proton conduction can also be analyzed by the change of bulk conductivity as a function of external relative humidity, and therefore water content present in the matrix. This approach allows to separate the effect of the direct contribution that protons have on conductivity, from the indirect one on the ions and polymer energetic landscape, which effectively favors ion transport. Discriminating between the effect that water has on the ion number density and the ion mobility can be complex because they both appear in the same term in the conductivity. Nonetheless, recently, the time humidity superposition principle (THSP) has been employed to further analyze the impact of water on the ion conduction [28–30]. The THSP is a scaling law that follows the similar time temperature superposition principle (TTSP). The TTSP is based on the empirical observation that the real part of the conductivity of many materials has a temperature independent shape. For example, Figure 2.3(a) shows different conductivity spectra for different temperature as measured in the polycrystal niobium-doped barium stannate (BaSn$_{1-x}$Nb$_x$O$_3$) [31]. These spectra can be scaled with an appropriate function $F$ so that:

$$\frac{\sigma'(\omega)}{\sigma_{DC}} = F\left(\frac{\omega}{\omega_0}\right).$$  \hspace{1cm} (2.41) 

Here, $\omega_0$ is a scaling parameter used to super impose the real conductivity at different temperatures onto a so-called master curve (Fig. 2.3(b)) [31]. The most common approach to do so is to use as scaling parameters $\omega_0$, the onset frequency of the dispersive region $\omega^*$. In the case that $\log(\sigma_{DC})$ is proportional to $\log(\omega_0)$, the Summerfield scaling is fulfilled, the scaling parameter is $\omega^* = \sigma_{DC}T$, and the corresponding scaling function is given by:

$$\frac{\sigma'(\omega)}{\sigma_{DC}} = F\left(\frac{\omega}{\sigma_{DC}T}\right).$$  \hspace{1cm} (2.42) 

A similar approach can be used when looking at the THSP. Neglecting the proton conductivity, we can state that the number of ions participating to the conduction
does not depend on the frequency, but only to the RH level. On the other hand, the ion mobility is affected both by the angular frequency and the water content. In this context, the onset frequency $\omega^*$ describes the passage from long range diffusive transport to the dispersive regime, where the observation time is shorter than the hopping time. For increasing mobility, the time needed to enter the dispersive regime will be shorter, implying that the inverse of the offset frequency is proportional to the mobility. Interestingly, in case the Summerfield scaling is fulfilled, the bulk conductivity is proportional to the onset frequency, leading to [28–30]:

$$\mu \propto \omega^* \propto \sigma.$$  \hspace{1cm} (2.43)

Eq. [2.43] has important implications on the effect of water on the ion conductivity: (i) if the slope of the line connecting the logarithm of the onset frequency with the logarithm of the corresponding conductivity at different RH is one, then water molecules only affect the ion mobility, without changing the number density of ionic charges. In this case, the total conductivity (where proton conduction has been neglected) can be written as a function of humidity and frequency as:

$$\sigma(\omega, RH) = n\mu(\omega, RH)q.$$ \hspace{1cm} (2.44)

On the contrary, if (ii) the slope of the line connecting the logarithm of the onset frequency with the logarithm of the corresponding conductivity at different RH is greater than one, the presence of water molecules has also an impact on the energy barriers which leads to lowering the activation energy and the generation of more ions for higher water concentration. The THSP can therefore be applied to try to deconvolute the effect that water has on the mobility of the conducting ionic species from the one on the number density of ionic charges.
Methods to Calculated the Onset Frequency

The application of the THSP requires the computation of the frequency at which the transport becomes dispersive. The most common and applied strategy is based on the Almond-West formalism and the Jonscher power law, according to which the real conductivity can be expressed as:

$$\sigma'(\omega) = \sigma_{DC}[1 + (\frac{\omega}{\omega^*})^n].$$

(2.45)

To find the onset frequency $\omega^*$, it is enough to find the frequency at which $\sigma'(\omega^*) = 2\sigma_{DC}$. Even if this approach is widely used, it has been critiqued because the Jonscher power law is not based on any physical model and it leads to results at low frequency that do not correspond to experimental data [32]. A sounder approach consists on fitting the conductivity data with the RWB in order to find the characteristic time $\tau_C$, which corresponds to the beginning of the dispersive regime. The only drawback with this method is that the RWB does not take into account polymer segmental motion and in some case can provide inaccurate fit. A valid alternative is the application of the Electrode Polarization model developed by MacDonald and Cohelo [33–36], where the polarization effect at the blocking electrode is modeled as an effective dipole with Debye relaxation:

$$\epsilon^*(\omega) = \epsilon_S + \frac{\Delta \epsilon}{1 + j\omega \tau_{EP}}$$

(2.46)

where $\tau_{EP}$ is the time constant for the polarization build up and $\Delta \epsilon = \epsilon_{EP} - \epsilon_S$ is the apparent increase in the polarization due to the charge accumulation. The onset
frequency can be found by fitting the tangent loss function:

\[ \tan \delta = \frac{\omega \tau_{EP}}{1 + j(\omega^2/\omega^*) \tau_{EP}}. \]  

(2.47)

Also this model, however, gives inaccurate result for higher ion concentration and interacting particles. Geometrical procedures that involve the fit of the electric modulus M with Debye or non-Debye functions, as well as the calculation of the flex point (e.g. \( \max(\partial^2 \sigma' / \partial \omega^2) \)) are also valid alternatives that can be used to compute the onset frequency. In our work, we will apply the AW formalism and the RWB to find the onset frequency and compare them to check the quality of the data.
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Chapter 3

EFFECT OF GLYCEROL ON THE MECHANICAL AND TEMPERATURE-SENSING PROPERTIES OF PECTIN FILMS


3.1 Chapter Preamble

Pectin’s remarkable temperature response can be exploited for the fabrication of ultrathin DHF sensors. However, the origin of the temperature response needs to be understood in order to take advantage of the full potential of the material’s properties. In particular, the interaction between the crosslinking ions, the polymer backbone, and water molecules play a crucial role in the temperature responsivity recorded in pectin films. In this chapter, we will modify water concentration by adding a plasticinizing molecule, glycerol, and study the effect on the overall properties of pectin films, with a particular focus on the temperature sensitivity.

3.2 Abstract

Temperature-sensitive films embedded in electronic skins (e-skins) can provide temperature feedback to robots, high-tech prostheses, and wearable devices for health care monitoring. Pectin-based films have shown a temperature response at least two orders of magnitude higher than previously reported temperature-sensing materials. However, they are not easily stretchable and tearable, which limit their applications as e-skins that require repetitive bending and mechanical stresses. Here, we show how the addition of glycerol as a plasticizer in the fabrication of pectin-based films improves their mechanical properties. We report how the enhancement of the mechanical performance is accompanied by a decrease in the temperature responsivity. Through thermogravimetric analysis, we show that this reduction in responsivity can be associated with water retention due to the addition of the plasticizer. The link between the water content and the temperature response demonstrates that a dehydrated status of pectin is crucial to record its high temperature responsivity.
Combining electrical and thermal characterization with the tensile strength test, we estimate the optimal concentration of glycerol for improving the mechanical properties without compromising the temperature response of the pectin films.

3.3 Introduction

Electronic skins (e-skins) are flexible electronic devices engineered to mimic human skin and its ability to map continuous external physical stimuli, such as temperature, pressure, and strain. Applications of e-skins are mainly pursued in robotics and prosthetics to provide temperature feedback for controls and responsiveness to environmental changes [1–4] and to enhance human-robot interactions [5]. Recently, e-skins have also been incorporated into wearable devices, for example, to map temperature for early diagnosis of diseases and chronic conditions [4, 6].

Creating e-skins with flexible, stretchable, and robust sensory networks is a scientific and an engineering challenge. Its pursuit has pushed a quest for new materials that can measure complex stimuli over large areas while withstanding external mechanical solicitations. While pressure sensitive e-skins have reached a significant maturity, temperature sensing still presents considerable limitations. In particular, solutions able to provide measurements over a wide range of temperatures have limitations in response [7–12], whereas devices with acceptable responsivity work over only very narrow temperature ranges [13, 14]. Recently, pectin-based films have been demonstrated to be highly responsive over an extended temperature range of 50 °C [15]. Large area pectin films have also been successful in mapping temperature effectively over surfaces without the need for complex pixel-addressed electronic arrays, typical e-skin architectures [15].

Pectin is a structurally complex polysaccharide contained in the primary cell wall of plant cells. Its structure is heterogeneous, depending on the plant origins and extraction methods. Different galacturonic acid-rich polysaccharides have been identified as components of pectin compounds, such as homogalacturonan, rhamnogalacturonan (I and II), xylogalacturonan, and arabinogalactan. Despite their complexity, the structural behavior of pectin networks is determined by homogalacturonan that constitutes at least 65% of the pectin molecule. Homogalacturonan is made up of α-(1-4)-linked galacturonic acid residues (polygalacturonic acid), in which part of the carboxyl groups are esterified by methyl groups [16] (Fig. 3.1(a)). The degree of esterification determines the crosslinking mechanism. In highly esterified pectin, at acidic conditions, individual chains are crosslinked together through hydrogen
bridging and hydrophobic interactions. On the contrary, the low-ester crosslinking of pectin is mediated by divalent metallic ions. The carboxylated groups on the backbone are strongly hydrated when dissolved in water. The charged moieties on the side chains of pectin form stable electrostatic interactions with the cations (coordinate and cooperative bonds), promoting the formation of junction zones among neighboring chains [17, 18] (Fig. 3.1(b)). The crosslinking extent depends on different factors, such as pH or electronic affinity of the divalent cations. Among all these parameters, temperature greatly affects the crosslinking density of the pectin network. The temperature increase causes a rearrangement of the polymer backbone and of the ions, leading to a higher number of mobile cations or to an increase in their mobility. As a result, the conductivity exponentially increases with temperature [15, 19, 20]. The weak strength of the ion-polymer interaction is most likely responsible for the recorded temperature response. These weak forces, combined with the intrinsic hydrophilicity of the polygalacturonic acid chains, also render the network capable of holding a large amount of water. Upon dehydration, the interchain distance decreases, favoring polymer-polymer electrostatic interactions, rather than water-polymer interactions promoting the formation of junction zones among neighboring chains (Fig. 3.1(c)). As a result, dehydrated pectin films present a very brittle mechanical behavior, prone to tearing and cracking under tension. E-skins and wearable electronic devices must be flexible and stretchable to accommodate articulated motion and external solicitations. Stretchability can be achieved either by fabricating a specific substrate, which can accommodate the external stress [21], or by producing sensing layers that are intrinsically stretchable [22, 23]. Intrinsic stretchability is preferred because it avoids cumbersome microfabrication approaches. The as-prepared pectin films [13] are nonstretchable, but they can be modified chemically to create films with improved mechanical properties. Plasticizers are often used to produce pectin films for better handling and workability in the food industry [18, 24]. Understanding the impact of plasticizers on the mechanical and sensing properties of pectin films is essential for translating this new class of organic materials into e-skin applications. Plasticizers are nonvolatile and high-boiling point liquids, with low molecular weights [25]. Glycerol, for example, is a simple alcohol compound with three hydroxyl groups (polyol) and is one of the most commonly used plasticizers in food and pharmaceutical industries. Due to its low molecular size, glycerol can occupy intermolecular space between pectin chains, impairing hydrogen bonding, reducing polymer-polymer interactions, and thus increasing chain mobility. Glycerol can interact with the network in multiple
ways: for instance, the hydroxyl groups on glycerol can form covalent ester linkages either via hydroxyl-hydroxyl or hydroxyl-carbonyl condensation reactions \[26\] (Fig. 3.1(d)). The polar sites on the pectin chain could also be solvated by glycerol molecules. This polar interaction screens hydrophilic sites along the pectin chains, reducing intermolecular attraction. The resulting films (Fig. 3.1(e)) are expected to be less brittle and show a decrease in electrical resistance, due to the action of the plasticizer in increasing the ion mobility and the polymer segmental motion.

![Figure 3.1: Pectin-Glycerol interaction.](image)

(a) Polygalacturonic acid chemical composition. (b) Low methoxylated pectin (orange lines) crosslinking mechanism with divalent calcium ions (black dots). The zoomed-in image shows divalent calcium ions coordinated by two polygalacturonic chains. The arrows indicate the electrostatic interaction between the groups on the side of the chains and the metal ion. (c) Pectin interchain distance in the case of high and low hydration. (d) Hydroxyl-hydroxyl and hydroxyl-carbonyl condensation reactions. (e) Electrostatic interaction of hydrophobic glycerol molecules (pink) with the hydrophilic regions (black lines) of the pectin network (orange line). The zoomed-in image shows one of the possible configurations of the electrostatic interaction between the hydrophilic region of the pectin backbone and the polar sites of the hydroxyl groups in the glycerol molecule.

In this work, we characterize the changes in the mechanical and electrical properties
of pectin films with different amounts of glycerol, using quasi/static tensile tests and electrical impedance spectroscopy. We also show that glycerol’s beneficial effects on the mechanical properties of the films are contrasted by a reduced responsivity to temperature. Using thermogravimetric analysis (TGA) and water uptake measurements, we observe increased water retention associated with the presence of glycerol. We attribute the reduction in temperature responsivity to water excess in the polymer network. These results highlight how pectin-based films require a low water content to present high responsivity to temperature.

3.4 Materials and Methods

Films Preparation
Pectin films were produced using commercially available citrus low-methoxylated pectin with an 84% content of galacturonic acid and a 34% degree of methylation (Herbstreith Fox). Pectin molecular weight was 59000 Dalton, as measured by viscosimetry. Pectin powder (2%, w/v) was dissolved at 80°C in deionized water and stirred at 1400 rpm until a uniform solution was obtained. Glycerol was mixed with a 32 mM CaCl$_2$ crosslinking solution, obtaining solutions at 2.5%, 5%, 7.5% and 10% v/v glycerol content, respectively, in addition to a solution with only CaCl$_2$ used as control. The pectin solution previously prepared was casted into a mold, then to induce gelation the CaCl$_2$/glycerol solution was added. We let pectin in the crosslinking solution overnight (~12 hours) to allow the whole film to gel. After gelation, we let the films dehydrate overnight at room temperature. Higher glycerol concentrations resulted in phase separation between glycerol and the pectin films.

Mechanical Testing
To characterize the mechanical properties of pectin films and estimate the influence of glycerol on the films’ response, we performed tensile tests. We produced rectangular samples (6 cm $\times$ 1 cm) with different glycerol contents. Samples were tested with an Instron E3000 tensile testing machine using a 250 N load cell. The tests were performed at 0.1 %/s up to samples’ fracture. From the obtained stress-strain curves, we extracted the tensile strength, the elongation at break and the Young’s modulus of the materials.

Water Uptake
We produced five different square samples (area: 1 cm$^2$) for each glycerol concentration. The pectin films were further dehydrated for 6 hours in an oven and then
their thicknesses were measured with a digital caliber. The dehydrated films were weighted using a digital scale (Mettler Toledo XPE Analytical Balance), and then immersed in DI water overnight. After the hydration process, water excess was removed with filtered paper. The water uptake $w_{\text{uptake}}$ was calculated according to the relation:

$$w_{\text{uptake}} = \frac{w_t - w_0}{w_0}.$$  

(3.1)

**Electrical Conductivity**

Electrical conductivity of the pectin films was measured via impedance spectroscopy. The films were clamped between two carbon blocking electrodes (area 1 cm$^2$) (Fig. 3.2(a)) and the film impedance was measured with a Zurich Instruments MFIA Impedance Analyzer. 1000 points were acquired in a frequency range of 1 Hz to 5 MHz. The bulk resistance $R_b$ was calculated considering the intercept of the Nyquist plot with the real axis (Fig. 3.2(b)). The bulk conductivity $\sigma_b$ was calculated according to the relation:

$$\sigma_b = \frac{d}{R_b A}.$$  

(3.2)

![Figure 3.2: Measurement of pectin samples conductivity.](image)

(a) Setup for the measurement of the electrical conductivity of the pectin samples. A pectin film (orange) was sandwiched between two carbon electrodes (black) and then placed in a holder to apply spring compression. (b) Nyquist plot of a pectin sample with 5% glycerol content. The bulk resistance was calculated by calculating the intersection between the real axis and the interpolation of the linear region of the impedance plot. The top inset shows a zoomed-in portion of the plot, where the semicircle can be more clearly seen.
Thermal Responsivity

Temperature cycles on the films were actuated by a Peltier-Element (model Qc-31-1.4-8.5m). The temperature was independently measured with a Pt100 platinum resistance thermometer, which was previously calibrated with a FLIR thermal camera (model A655sc). A PI controller was implemented to control temperature between 20 and 60 °C. The samples were electrically connected via carbon tape and the current measured with a 2-channels source meter (Keithley 2636B), with a sampling rate of 10 S/s. The response after each thermal cycle was calculated as the ratio between the current measured at 60 °C and at 20 °C (Fig. 3.3(a)). The final response was calculated as the average of the stable responses over at least 100 thermal cycles (Fig. 3.3(b)).

![Figure 3.3: Electrical characterization of pectin membranes.](image)

Thermogravimetric Analysis

Pectin precursor solution was casted into aluminum pans and then the immersed in the crosslinking solution for 12 hours. The so prepared samples were then analyzed with a TG Analyzer (TA 550). The temperature was raised up to 100 °C at a rate of 0.1 °C/min with a controlled atmosphere of nitrogen (flow rate 20 mL/min) and the mass fraction loss was measured. The first and second derivatives with respect to time were calculated from the raw data of the percentage weight loss. A moving average with 10,000 points was applied to both the first and second derivative datasets to reduce noise. The total water mass after dehydration were calculated by looking at the intersection of the peaks in the second derivative with the temperature profile and mass fraction loss, respectively.
3.5 Results

Spectroscopy

To probe the formation of the network via the reaction between glycerol and pectin, pectin membranes were prepared in water and then crosslinked into a CaCl$_2$ solution with glycerol or without glycerol. Solid State Nuclear Magnetic Resonance (SS-NMR) spectroscopy in deuterium oxide did not show significant differences between samples with and without glycerol (Fig. 3.4(a)). Most likely, pectin chain immobility leads to a broadening and overlapping of the peaks so that useful information could not be extracted. FT-IR was performed on pure glycerol, pectin crosslinked without glycerol, and pectin crosslinked with 5% and 10% glycerol (Fig. 3.4(b)). The inset shows the formation of ester linkage indicated by a new stretching peak due to C-O-C appearing at 1047 cm$^{-1}$. Furthermore, vibration peaks of C-C bonding at 925 cm$^{-1}$ and 850 cm$^{-1}$ are diminished after the formation of the pectin-glycerol network. Although the esterification of glycerol with the carboxylic groups is slow without the presence of a catalyst, the FT-IR spectra variation indicates that hydroxyl groups of glycerol and pectin react to form ester linkage via ester formation reactions. The traces of this esterification can be explained as esterification catalyzed by acids (Fischer esterification) [26].
Figure 3.4: Spectroscopy on pectin. (a) Superimposed spectra of pectin membranes with 5% Glycerol (purple) and pectin membranes without glycerol (green). Pectin membranes with 5% Glycerol show higher intensity at 5.2 ppm, despite being mostly at similar levels of intensities at other regions. The immobility of the pectin membrane structure results in the broadening of NMR signals. (b) Comparison between membranes fabricated with pectin only (blue) and membranes with the addition of 5% (red) and 10% (yellow) of glycerol, respectively. Inset: zoom in of the FTIR between 1250 and 750 cm⁻¹: the vibration of a new peak (C-O-C linkage, 1047 cm⁻¹) due to the interaction between glycerol and pectin can be observed as well as the suppression of the C-C vibration at 925 cm⁻¹ and 850 cm⁻¹.

**Mechanical Properties**

To further investigate the impact of the plasticizer on the crosslinked pectin network, we performed tensile tests on samples with and without glycerol. The mechanical
properties of the pectin films vary with the water content and polymer segmental motion, both of which are affected by the addition of the plasticizer. We observe that the addition of glycerol to pectin films increases the elongation at break and flexibility, while reduces the tensile strength and Young’s modulus (Fig. 3.5a - c). The elongation at break is improved up to 5% v/v of glycerol content (Fig. 3.5a). Tensile Strength and Young’s Modulus, however, decrease with the increasing plasticizer concentration (Fig. 3.5b,c). This behavior is closely related to the interactions between neighboring pectin chains and glycerol. Glycerol is a low molecular weight molecule, which can occupy the free volume space between the polymer chains, weakening the electrostatic attraction and increasing the segmental motion. Glycerol reduces the magnitude of these forces, weakening the electrostatic attractions and increasing the interchain distance between the hydrophilic regions of the pectin backbone. In this context, the few glycerol molecules esterified on the polymer backbone do not play a significant role in the mobility of the polymer chains. The improved segmental motion of the network is further confirmed by the amount of water retained in the hydrogel. The water uptake of the films increases with respect to the glycerol content in the film (Fig. 3.5d). However, the augmented hydrophilic character of the pectin network cannot be explained solely by the intrinsic hydrophilicity of the glycerol molecules and by the increased flexibility of the polymer chains. In fact, increasing the glycerol content over 5% v/v does not significantly change the amount of water absorbed by the network. To fully understand the hydrophilic character of pectin with glycerol, one has to take into account the availability of hydrophilic regions along the backbone. In the dehydrated state and without glycerol, hydrophilic regions aggregate, forming hydrogen bonds and reducing the amount of bound water. With the addition of glycerol, these hydrophilic sites become available and a higher concentration of water molecules bonds to these regions, increasing the water content within the network (Fig. 3.5e)).
<table>
<thead>
<tr>
<th>Glycerol Content [%]</th>
<th>Elongation at Break [%]</th>
<th>Tensile Strength [MPa]</th>
<th>Young’s Modulus [MPa]</th>
<th>Water Uptake [a.u.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>102</td>
<td>5.6</td>
<td>1.0</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>103</td>
<td>6.0</td>
<td>2.0</td>
</tr>
<tr>
<td>15</td>
<td>30</td>
<td>104</td>
<td>6.4</td>
<td>3.0</td>
</tr>
<tr>
<td>20</td>
<td>40</td>
<td>105</td>
<td>6.8</td>
<td>4.0</td>
</tr>
</tbody>
</table>

**Figure 3.5: Pectin-Glycerol mechanical properties.** (a) Elongation at break (for the point at a glycerol content of 0%, the error bar is smaller than the data marker), (b) tensile strength (for the points at glycerol contents of 5%, 7.5%, and 10%, the error bars are smaller than the data marker), and (c) Young’s Modulus of the pectin based films as a function of glycerol content strength (for the points at glycerol contents of 5% and 10%, the error bars are smaller than the data marker). (d) Water uptake as a function of glycerol content. (e) Schematic diagram of the pectin interchain interactions, with (bottom) and without (top) glycerol. Orange lines represent the pectin chains crosslinked by calcium ions (black dots). Without glycerol, the hydrophilic regions tend to form hydrogen bonds (empty black dots). Glycerol molecules (pink ellipses) are attracted by the hydrophilic regions of the pectin backbone (black lines). As a result, they weaken the electrostatic attraction between the chains, increasing the segmental motion and the water absorption.

**Electrical Properties and Temperature Response**

The increased water content is also reflected in the electrical properties of the produced films. The films’ conductivity increases with respect to the glycerol content
In general, plasticizers can influence the conductivity of a polyelectrolyte in different ways, for example, by varying the water uptake amount, viscosity, dielectric constant, polymer-polymer interactions, and polymer-ion interactions [27–30]. The effects of plasticizers on the ionic conduction have already been studied in many plasticizer-polyelectrolyte systems [31–36]. Nevertheless, studies on the impact of plasticizers on the conductivity change with temperature have been limited [37]. In addition, none of these studies reported the temperature responsivity measured for pectin films. In earlier experimental studies [20], it was found that the temperature responsivity of pectin-based temperature sensors is strongly linked to the water content. However, the detailed transport phenomena of pectin hydrogels are not fully understood. We schematically depict the conduction in the films with a network composed of two parallel resistors, one representing the resistance of pectin and the other that of water, both of which change with temperature (Fig. 3.6(b)). Water resistance can be on the order of tens of kiloohms and decreases only slightly with temperature, because of changes in pH and viscosity. The other resistor describes the role played by calcium ions (Ca$^{2+}$) in pectin, and it is on the order of hundreds of megaohms at room temperature. It has been suggested that the thermal generation of free ions, or their increased mobility, is responsible for the large changes in resistivity with temperature recorded in pectin films [15, 20]. However, an optimal hydration status is required to observe this response. The high water content in the hydrogel network could hinder the measured temperature response since the high conductivity of water, which has a low temperature response, can suppress the effect of the Ca$^{2+}$ ions (Fig. 3.6(b, top)). When the pectin film is dehydrated, the water resistance increases and the transport is mainly mediated by the pectin chains (Fig. 3.6(b, bottom)). As the sample undergoes thermal cycling, the unbound water evaporates, allowing the ionic conduction to dominate the current transport (Fig. 3.3(b)). The temperature response increases with respect to the number of thermal cycles, up to a limited value (Fig. 3.6(c)). This plateau indicates that all the unbound water molecules have left the network. As a result, the temperature response remains stable and the water molecules bound to the polymer backbones mediate the ionic conduction. The glycerol concentration in the pectin films increases the amount of water retained within the network, leading to a drop in the temperature response of the films (Fig. 3.6(d)). The glycerol concentration around 2.5% v/v halves the response, while concentrations above 5% v/v critically affect the temperature responsivity of the produced films.
Figure 3.6: Effect of water on conductivity and temperature response of pectin. (a) Pectin network conductivity as a function of glycerol content. (b) Schematic of the electrical network of pectin films in the hydrated (top) and dehydrated (bottom) form. The smaller, light blue dots represent the water molecules, the larger, black dots represent the calcium ions, the orange lines represent the polymer chains, and black lines in the polymer chains represent glycerol molecules linked to polymer chains. (c) Typical cyclical temperature response of a pectin film. Every point represents the temperature response of the film (current value measured at 60 °C normalized by the current measured at 20 °C) after cycling it between 20 and 60 °C. The current in a pectin film increases 100 times when temperature changes by 40 °C. (d) Temperature responsivity of the pectin films as a function of glycerol content (for the points at glycerol contents of 2.5%, 5%, 7.5%, and 10%, the error bars are smaller than the data marker).

Thermogravimetric Analysis

To analyze how the water content in the films varies with temperature, at different glycerol concentrations, we performed TGA. Figure 3.7(a, top) shows the typical TGA profile of a pectin sample with glycerol as a function of time and temperature. As temperature increases, pectin samples start rapidly to lose weight due to water...
evaporation. After ca. 200 min at around 42 °C, the first inflection point appears and the weight loss slows down, reaching a plateau. This turning point in the weight loss profile highlights a change in the kinetics of water evaporation. The inflection point shows that two types of water exist in the pectin network: free water and bound water. The first derivative of thermogravimetry (1\textsuperscript{st} DTG) is useful in deconvoluting the different contributions in the weight loss fraction of the pectin samples. Figure 3.7(a,middle) shows the 1\textsuperscript{st} DTG calculated from the weight loss profile. It clearly shows a jump, indicating a change in the kinetics from free and loosely bound water to relatively strong bound water against evaporation. Classical 1\textsuperscript{st} DTG methods look at the intersection of the tangents before and after the inflection point in order to measure the amount of water molecules in the free or bound states \[38–40\]. However, these methods do not have high accuracy, because a small shift in the intersection point leads to a significant change in the calculated weight loss. It has been recently reported that the second derivative of thermogravimetry (2\textsuperscript{nd} DTG) can achieve greater accuracy, repeatability, and reproducibility of water measurements \[41\]. In fact, the turning point in the weight loss appears as a peak in the 2\textsuperscript{nd} DTG, which can be measured with greater accuracy than the intersection of tangents. Figure 3.7(a,bottom) shows the 2\textsuperscript{nd} DTG calculated from the 1\textsuperscript{st} DTG of a pectin sample. A peak, marking the change in the kinetics, is noticeable. The weight measured in the occurrence of this peak represents the amount of bound water within the network. The total amount of water retained in the network at the end of the evaporation processes increases as the glycerol content increases in the network, as clearly shown in Figure 3.7d. This result indicates that water is not retained directly in the network because of the glycerol water interaction and because more hydrophilic regions are available in the backbone to bound water. With the addition of glycerol, the water-polymer interactions prevail and a larger amount of water molecules are electrostatically bound to the polymer network.
Figure 3.7: Thermogravimetric analysis on pectin. (a) Weight fraction loss as a function of time of a pectin sample (blue line) when the sample undergoes thermal ramping from room temperature to 100 °C (top). 1st DTG with respect to time calculated from the weight fraction loss (middle). 2nd DTG with respect to time calculated from the 1st (bottom). (b) Total percentage of weight retained after the evaporation of all free water. This percentage was calculated from the intersection of the second peak of the 2nd and the weight loss.

3.6 Conclusion

We investigated and characterized the effect of glycerol as a plasticizing agent in pectin-based films used for temperature sensing. We produced films with different glycerol concentrations and studied their effect on the mechanical, electrical, and temperature-sensing properties of the films. We show that glycerol improves elongation at the break of pectin films up to a critical concentration, but it suppresses their responsivity to temperature. We explain this behavior with the increasing water content in the films due to the presence of glycerol. The combination of the different studies presented elucidates that a concentration around 2.5% v/v of glycerol is the most desirable ratio to improve the mechanical properties of the material without critical losses of the temperature sensing capability. This research was funded by the Samsung Electronic GRO Program.
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ROLE OF PROTON CARRIERS IN THE TRANSPORT MECHANISM AND THERMAL PROPERTIES OF HEA–AA ION CONDUCTORS

4.1 Chapter Preamble
In Chapter 3, we showed that pectin films need to have a specific water content in order to show an optimal temperature sensitivity. Nevertheless, the complex chemical structure of pectin makes understanding the microscopic transport phenomena extremely difficult. In this chapter, we will use a simplified organic scaffold to study the effect of water concentration on the material’s temperature sensitivity. Combining DSC, FTIR, and dielectric spectroscopy data, we will identify the exact role water plays in the conduction mechanisms and in the temperature responsivity. In addition, we will show that the temperature response recorded in this material is a direct consequence of the interaction between the functional groups present on the polymer’s backbone and the coordinating central ion.

4.2 Abstract
The understanding of transport phenomena in ion conducting polyelectrolytes is crucial to enable the progress in important fields such as energy storage and conversion. A new class of bio and synthetic polyelectrolytes has attracted a lot of attention for their remarkable temperature response. Previous works have suggested that the mechanism responsible for this response lays in the interaction between the polyelectrolyte coordination complex and the crosslinking ions. Furthermore, the concentration of water in this systems has been indicated as crucial in order to record the record-breaking temperature response. Here, we analyze the role of the proton transport in anhydrous 2-hydroxyethyl acrylate–acrylic acid (HEA–AA). By combining gravimetric analysis, DSC, and FTIR data, we show how the increase in water content changes the ion mobility without affecting their number density. The Almond-West formalism as well as the continuous time random walk model are used to analyze different transport phenomena at different frequency and their dependence on water concentration. The application of the time humidity superposition principle shows that two conduction regimes are present: one at low humidity where the ions are the main charge carrier, and one at higher humidity where the
protons start contributing to the ion conduction. The bulk temperature response is directly affected by this transition, decreasing as a function of water concentration. Through the analysis of the Arrhenius plot at different water concentration and the application of the VTF model, we shows that this drop in response is caused by an increase in the chain mobility and a decrease in the pseudo activation energy for the ion hopping as water content increases.

4.3 Introduction

Ion conducting polyelectrolytes have the potential to replace liquid electrolytes in batteries [1, 2] and fuel cells [3–5]. Polyelectrolytes are macromolecular systems that can transport ions or protons, in which the monomeric unit bears an electrolyte group. The presence of these moieties allows polyelectrolytes to solvate ions without the need of a liquid solvent. Even if in theory many of these polyelectrolytes are solvent-free, because of their chemical structure they absorb water molecules. The hydration level of the polymer matrix strongly affects and modify the transport properties of the material. Although the role of hydration and proton conduction has been studied in theoretical and computational works [6–9] and despite the numerous experimental investigations [10–14], the underlying features of the conduction mechanism are still not very well understood. In particular, in these systems it is difficult to separate the role of proton conduction from the effect the water molecules have on the ion-polymer coordination complexes. Recently, the time humidity superposition principle (THSP) has been used to investigate the effect of water on the conductivity of polyelectrolytes complexes and polyelectrolytes multilayers [15–17]. The systematic study of conductivity spectra as a function of hydration in these systems allowed to conclude that the increase in water concentration results in a higher ion mobility without affecting the number density of conducting ions. Here, we applied this principle on 2-hydroxyethyl acrylate–acrylic acid (HEA–AA), a recent class of single ion conductor polyelectrolytes that has attracted a lot of attention for its temperature sensing properties [18].

HEA–AA is composed of highly polar 2-hydroxyethyl acrylate groups and weak acrylic acid groups, randomly distributed. These functional groups together have the ability to coordinate metal cations, forming a structure comparable to the egg box model reported in similar bio and synthetic polymers [19, 21] (Fig. 4.1a). Starting from this simplified version, we investigated how the ion conduction is influenced by the concentration of water in the polymer matrix.
According to the general model of transport in an ion conducting medium, the conductivity is given as the sum of the individual contributions from every conducting species:

\[
\sigma = \sum_i \sigma_i = \sum_i N_i \mu_i q_i \tag{4.1}
\]

where \( N \) is the number density of the carriers, \( \mu \) the mobility and \( q \) the charge of the \( i \)th conducting species. In the case of a single ionic conductor, the conductivity reduces to one term only. However, because the hydrophilic nature of the polymer, water molecules are also present in the matrix, both in a bound and unbound state, contributing to the overall conductivity. Considering both the proton and the ion conduction, the total conductivity in the polymer can be written as:

\[
\sigma = N_{H^+} \mu_{H^+} q_{H^+} + N_{Ca^{2+}} \mu_{Ca^{2+}} q_{Ca^{2+}}. \tag{4.2}
\]

Water molecules can affect the conductivity of the polyelectrolytes in multiple ways. Proton transport can take place by molecular diffusion of water molecule as an aggregate via the vehicular mechanisms. However, given the low water content in HEA–AA, the vehicular mechanism is not likely. Anhydrous proton transport occurs via the ‘Grotthuss mechanism’ in which protons move via molecular diffusion through the formation and sequent cleavage of hydrogen bonds \[^{22}\]. The higher concentration of water molecules provides more protons available for conduction and therefore an increase in proton conductivity. The presence of water molecules in the polymer network does not only influence the polymer conductivity directly by increasing proton conductivity, but also by modifying the landscape in which the ions move. Water molecules, in fact, interact with the hydrophilic regions of the polymer backbone, screening the electrostatic attraction between the polymer chains. This screening effect plasticizes the polymer chains, resulting in an increase in the segmental motion of the backbone. The increase in the chains segmental motion facilitates the hopping of the ions from one site to another or offers additional pathways for the ions to move. As a result, interchain and intrachain hopping increases leading to an increase in the ion conductivity (Fig. 4.1b). Energetically, the effect of water with respect to the segmental motion is an overall reduction of the activation energy in the ion mobility \( \mu \). In addition to this effect, water can modify the way ions interact with their coordinating environment. The presence of water molecules compete with the coordination complexes on the polymer’s backbone for binding the metal ions, lowering the activation energy for ion hopping. On the other hand, a larger solvation shell will decrease the ion mobility due to the increasing friction loss the moving ion encounters. Therefore, even though the hydration shell
radius depends on the water concentration, a significant effect is not expected due to the increasing friction forces that will impair ions mobility. Besides the increase in proton transport and the lowering of the barrier energy for ion transport, water concentration can affect macroscopically the conductivity in the polymer. In fact, the amount of water molecules in the matrix will change the strength of the electric field that individual ions will be subjected to, and therefore affect the dielectric constant of the polymer. Since the capacitance of the polymer is a description of the number of charges therein contained, and since the capacitance depends by the dielectric constant of the medium, an increase in water concentration will cause a change in the dielectric constant, resulting in a change in the number density of the conducting ions.

*Figure 4.1: Schematic of conduction mechanisms in HEA–AA. (a) Crosslinking mechanism and ion transport in HEA–AA. Black lines represents the polymer backbone, grey circles the metal ions in the matrix, while the red arrows the potential paths for ion hopping. Left inset: chemical structure of HEA–AA. Right Inset: coordination complex. (b) Effect of water concentration on the ion environment and the coordination complex. Left: effect of water concentration on polymer segmental motion. Middle: effect of water concentration on coordination complex. Right: lowering of the energy barrier as a result of higher water concentration.*
Considering the effect of the water content to the activation enthalpy $U_N$ and $U_\mu$, and the dielectric constant $\epsilon$, we can write the conductivity $\sigma$ as proportional to [23]:

$$\sigma \propto N_H^+ (R\text{H}) \mu_H^+ q_H^+ + N_0 \left[ \exp \left( -\frac{U_N (R\text{H})}{\epsilon (R\text{H}) k_B T} \right) \right] \mu_0 \left[ \exp \left( \frac{U_\mu (R\text{H})}{k_B T} \right) \right] q_{Ca^{2+}}. \quad (4.3)$$

Deconvoluting the individual contributions is often not trivial since multiple mechanisms superimpose resulting in a single measured quantity, the conductivity. In this work, we combined the results obtained by gravimetric and calorimetric analysis, FTIR, impedance spectroscopy and temperature response as a function of water content to analyse the importance of these different mechanisms and understand the role water molecules play within the polymer matrix.

### 4.4 Materials and Methods

#### HEA–AA Synthesis

Polymer films were prepared following the procedure reported in [18], employing reversible addition-fragmentation chain transfer (RAFT) polymerization as shown in figure. Unlike as reported in this previous works, we did not synthesize a block copolymer but we only used the 2-Hydroxyethyl acrylate and the tert-Butyl acrylate units for this work [4.2]. Nitrogen purged tert-butyl acrylate 2 (1.28 g, 10 mM) and 2-hydroxyethyl acrylate 1 (1.16 g, 10 mM) is dissolved in 2 mL DMF, followed by S,S-Dibenzyl trithiocarbonate 3 (29 mg, 0.1 mM). The mixture is further purged under nitrogen for 3 minutes, added with AIBN (0.8 mg, 5 $\mu$M), and then stirred at 75 °C under protection of N$_2$, and the progress in polymerization was monitored using HNMR. The reaction was cooled down and vented to air at approximately 80% conversion rate. Residual tert-butyl acrylate and 2-hydroxyethyl acrylate was removed first by vacuum, followed by precipitation in 100 mL cold Diethyl Ether to yield a yellow oil as the macro-CTA (2.02 g, 80%). For deprotection, the polymer (1 g) was dissolved in 3 mL dichloromethane (DCM), followed by addition of 3 mL Trifluoroacetic acid (TFA). The reaction was stirred at room temperature overnight. DCM and TFA were removed by vacuum, followed by precipitation in cold Diethyl Ether, to result in a highly sticky yellow oil as HEA–AA (100%). We then mixed the deprotected HEAAA with a calcium chloride solution in ethanol 1:2 (300 mM) to obtain the final solution.
Figure 4.2: HEA–AA synthesis.

**Differential Scanning Calorimetry (DSC)**

Thermal measurements were conducted using Differential Scanning Calorimetry 250 from TA instruments. Nitrogen gas purging was set at 50ml/min flow rate. 40 µL HEAAA was deposited in a Tzero aluminium pan. After dehydration in a nitrogen box at room temperature over 24 hours, its weight was measured to be 3.3 mg. The temperature scanning was performed at 10 °C/min, cycling from -40 °C to 100 °C. During the measurement, the remaining water in the sample evaporates at high temperature. After the DSC scans, the weight of the sample decreased to 3.1 mg.

**Gravimetric Measurement**

Gravimetric measurements of the samples were performed via a precision quartz microbalance (openQCM Q-1, 5MHz). 500 nL of HEA–AA with a concentration of 1 g/mL was deposited on the active area of the quartz (6 mm radius) and dehydrated in a vacuum chamber for half an hour. The so prepared samples were kept overnight in a glove box flushed with nitrogen to eliminate excess ethanol and water from the polymer matrix. The resonance of the so prepared sample was then measured in the humidity box at different humidity.
FTIR

P3A with calcium was drop cast onto a piece of silicon wafer and dried at 70 °C on a hotplate for several days. The sample was then stored in a desiccator. Transmission Fourier transform infrared spectroscopy (FTIR) was acquired on a Nicolet 6700 FTIR purged with nitrogen. A blank spectrum was taken on silicon wafer at several intervals over a 25 minute period to observe the removal of gases introduced during the sample placement. The spectrum taken at 25 minutes was used as the reference for calculating absorption of the sample. FTIR of the dried sample was then taken at several intervals over a 20 minute period. The spectrum taken at 20 minutes was used at the dried sample spectrum (Fig. 4.3(a)). The sample was then placed on an elevated platform in a sealed container with a small quantity of water, for 15 minutes. The sample was removed from the humidity chamber and FTIR was then taken at several intervals over a 180 minute period. The FTIR data was fit utilizing a custom python script for the data from 1519.66-1897.64 cm\(^{-1}\). It was fit with 8 gaussian peaks and a linear background (Fig. 4.3(b)). Peak locations and widths were identically constrained for all fits, constraints were set by visual inspection of the data. Peaks at \(\sim1563\) cm\(^{-1}\) and \(\sim1597\) cm\(^{-1}\) were assigned to the calcium bound carboxylic acid. The peak at \(\sim1620-1630\) cm\(^{-1}\) was assigned to water. The areas of the peaks were evaluated and plotted.

Figure 4.3: FTIR analysis. (a) Transmission FTIR specturm of HEA–AA after 20 min under N\(_2\). (b) Peak identification and fitting of the FTIR region between 1500 and 1900 cm\(^{-1}\).

Humidity Control

A custom humidity-controlled box was built to control humidity between 0% and 60%. A mix between air flow passing through desiccants beads was mixed with air
flow coming from a water tank. By adjusting the air speed and the ratio between the two flows the correct humidity could be achieved in the chamber. The humidity was then measured by a humidity sensor (Sensoria SHT16) placed in close proximity to the sample and used to keep the humidity constant in the chamber. A breakout board was placed into the humidity box in order to connect sample to the impedance analyzer. The computer was connected to the humidity controller, the temperature controller, and the impedance analyzer in order to control the set points and collect the humidity, temperature, and impedance data (Fig. 4.4(a)). The humidity value was stable over time, as shown in Figure 4.4(b) and the controller achieved a good accuracy (less ±0.3 %) for all the RH values used in this study (Fig. 4.4(c)).

![Diagram](image)

**Figure 4.4: Humidity control.** (a) Schematic of the custom made environmental controlled chamber to performed the humidity/temperature controlled experiments. (b) Recorded RH over time (8 hours) for various set points. (c) Measured standard deviation over the experiment time for various RH levels.
Impedance Spectrum

5 µL of HEAAA (1g/mL) were then deposited on polyimide substrates, prepatterned with gold electrodes and dried under vacuum for half an hour. The so prepared samples were kept overnight in a glove box flushed with nitrogen to eliminate ethanol/water excess from the polymer matrix. The impedance spectra were acquired by an impedance analyzer (Zurich Instrument, MFIA 5 MHz). The samples were kept at room temperature (40 °C) for the whole duration of the experiment. This temperature was chosen in order to obtain an appropriate water content for the tested humidity range. In addition, to ensure that the water content reached the equilibrium, we kept the samples at the specific humidity for 8 hours at 1Hz before starting the frequency sweep. After this time, we acquired the impedance spectra between 1 Hz and 5 MHz with different current ranges (i.e. 1 µA, 10 µA and 100 µA), to ensure the highest accuracy. The data sets were then merged. The humidity was increased from 5% to 50% in steps of 3%. It should be noted that the data shown in this work, are presented in form of conductance rather than its dimensionless counterpart conductivity, given the planar geometry at which the measurements were performed. This might sound uncommon practice, however, when looking at the same sample, the conductance will scale in the same way of the conductivity, therefore when calculating the slopes of group of points over frequency or measure temperature response, it will be independent of the geometry of the sample. We measured the impedance of the empty cell (comprising of the substrate, connectors and cables) and subtracted these values from the one of the full sample to eliminate parasitic effects arising from spurious capacitance (Fig. 4.5).

Figure 4.5: Parasitics compensation. (a) Image of the substrates used for the impedance spectroscopy measurements. (b) Parasitics compensation procedure.
Response Calculation

Temperature cycles on the films were actuated by a Peltier-Element (model Qc-31-1.4-8.5m). The temperature was independently measured with a Pt100 platinum resistance thermometer placed on the polyimide substrate near the polymer. The Pt100 sensors were previously calibrated with a FLIR thermal camera (A655SC). A PID controller was implemented to generate a sinusoidal temperature between 27 and 62 °C. The substrates and the reference Pt100 were electrically connected through an interface board that could be connected with the impedance analyzer and the temperature control board. The current was measured with the impedance analyzer with an average sampling rate of 10 S/s. The temperature response as a function of frequency was isochronically measured: the frequency was kept constant within one temperature cycles and then changed to the next frequency for the next cycle. The frequency was swept from 1 Hz to 500 kHz. To avoid the thermal hysteresis due to the sample mass, we considered only the raising section of the temperature response and sampled the current at different temperatures. The real part of the temperature response after each thermal cycle was calculated as the ratio between the conductance measured at 62 °C and 27 °C. The humidity was kept constant for 8 hours and then switched to the next value. Relative humidity was swept from 5% to 20% in steps of 3%.

Almond-West formalism and Continuous Time Random Walk model comparison

In order to verify the accuracy of the fitted data, we calculated the DC conductance and onset frequency using two different methods: the AW formalism and the CTRW model. For the AW formalism, the DC conductance $G_{DC}$ was calculated from the intersection between the frequency corresponding to the maximum of the tangent loss and the conductance data. The onset frequency was then calculated as the frequency at which $G(ν^*) = 2G_{DC}$ (Fig. 4.6(a)). Because of the limited frequency range, the spectra at humidity higher than 35% could not be fitted using this method because the portion of the spectrum where the line $2G_{DC}$ intercepts the conductance spectrum was outside of the measured frequency range. We also estimated the DC conductance $G_{DC}$ and the onset frequency $ν^*$ using the CTRW model modified with a Debye relaxation term. These two characteristic points were calculated directly from the fitting of the data to the CTRW model (Fig. 4.6(b)). The two onset frequencies slightly differ from each other (Fig. 4.6(c)).
Nonetheless the relationship between the DC conductivity and the onset frequencies calculated with the two different methods maintained the same shape (Figs. 4.6(d,e)).

Figure 4.6: Comparison between the AW formalism and the CTRW model to calculate the onset frequency and DC conductivity. (a) AW formalism to calculate $\nu^*$ for a sample at RH 35%. The tangent loss $\tan(\delta)$ was used to calculate $\sigma_{DC}$. (b) CTRW fitting and corresponding $\nu^*$ for the same sample. (c) Comparison between the onset frequency calculated with the AW formalism and the CTRW model. The two onset frequency $\nu_{AW}^*$ (circle) and $\nu_{CTRW}^*$ (square) are plotted on the corresponsing conductance plot. (d) Comparison between the DC conductivity $\log(G^*)$ calculated with the two different methods for different humidity. (e) Comparison between the onset frequency $\log(\nu^*)$ calculated with the two different methods for different humidity.

Data fitting

All the impedance data were corrected for the parasitic effect before the fitting using the method described above. Both the real and imaginary parts of the conductance data were used for the nonlinear regression (Fig. 4.7). We chose the mean squared logarithmic error (MSLE) as the loss function because the fitted conductance spans several orders of magnitude over the measured frequency range and MSLE is a better measure to minimize the percentage error of the fitting. Basin hopping minimization method was used to find the global minimum of the loss function. For the VTF fitting, we assume that $\theta_0$ is constant for varying humidity. In fact, since $\theta_0$ is the
conductance at the infinite temperature and is proportional to the concentration of all the possible current carriers in the system, it should not change with RH. The fitting of $B$, $T_0$ and 0 simultaneously for each RH results in multiple local fitting minimums. During the fitting we set 0 as the shared parameter for all RH.

\begin{align}
\log(G(S)) = -4.8, \quad -6.0, \quad -5.4, \quad -4.2, \quad -4.6, \quad -5.8, \quad -5.2, \quad -4.4, \quad -5.6, \quad -5.0
\end{align}

\begin{align}
\log(\nu(Hz)) = 0, \quad 21, \quad 3, \quad 4, \quad 5, \quad 6
\end{align}

\begin{align}
\Re[\text{CTRW+DB}] \quad \text{G data}
\end{align}

\begin{align}
\log(B(S)) = -6.0, \quad -8.0, \quad -7.5, \quad -4.5, \quad -5.5, \quad -7.0, \quad -5.0, \quad -6.5
\end{align}

\begin{align}
\Im[\text{CTRW+DB}] \quad \text{B data}
\end{align}

**Figure 4.7:** Complex fit method. Complex fit results when compared to the sample’s (a) conductance and (b) susceptance measured at RH 35%.

**Scaling**

The conductance obtained at different humidity we scaled according to:

\begin{align}
\frac{\sigma'(\nu)}{\sigma_{DC}} = F\left(\frac{\nu}{\sigma_{DC} \nu^*}\right)
\end{align}

(4.4)

where the DC conductance $G_{DC}$ and the onset frequency $\nu^*$ were calculated through the modified CTRW model fitting procedure.

\begin{align}
\log(G/G_{DC}(Hz)) = -1, \quad 1, \quad 0, \quad 2, \quad 4, \quad 86, \quad 10, \quad 12, \quad 14, \quad 16
\end{align}

**Figure 4.8:** Superimposed spectra at different RH.
4.5 Results

Effect of Water on the Macroscopic Properties of HEA–AA

Varying the amount of water within the polymer matrix is usually obtained by exposing the sample to a saturated atmosphere at different relative humidity (RH). In this study, we employed multiple techniques to vary the RH of the environment. The dynamic of water absorption was evaluated gravimetrically through a precision quartz microbalance while the sample was exposed to humidity varying from 5% to 50%, while at room temperature. As shown in Figure 4.9a, the increase in the external RH results in the decrease of the resonance frequency of the quartz, indicating an increase in the resonating mass. In fact, due to the hydrophilic character of the matrix and the presence of hygroscopic metal calcium cations, the water molecules present in the environment are absorbed both by the polymer backbone and the solvated ions. Interestingly, also the dissipation factor of the resonating mass increases as a function of RH, suggesting an increase in polymer viscosity [24, 25]. This behavior is further confirmed by the analysis of the glass transition temperature of HEA–AA. Figure 4.9b shows the heat flow as a function of temperature as characterized by differential scanning calorimetry (DSC). A hydrated sample was placed in the DSC and cycled between -50 and 100 °C under N\textsubscript{2} purge. Because of the temperature cycling and the dry atmosphere, at every cycle the sample loses water molecules (the cycling temperature is not high enough to induce polymer degradation). Therefore, at every cycle the water content is lower compared to the previous cycle. As expected, with decreasing water content, the glass transition temperature increases (Fig. 4.9b, inset)). Water acts as plasticizer in hydrophilic polymers reducing the electrostatic interchain interactions. Fewer water molecules will favor stronger interchain interactions, leading to a lower glass transition temperature. In addition, lower water concentration favors stronger coordination interactions between the metal ions and the polymer chains, pushing the polymer to remain in a crystalline state for increasing temperatures. As previously described, the presence of water molecules could also screen the interaction of the cations inside the matrix and the polymer backbone. In order to evaluate this effect on the ions contained in the HEA–AA, we performed FTIR at different water content. Similarly to the procedure followed in the DSC experiment, we exposed a dried sample to a saturated environment and then performed FTIR at regular intervals under nitrogen purging to observe how the spectrum is modified. As time evolves, the area of the peak corresponding to water concentration decreases, confirming the sample is dehydrating. On the other hand, the area of the peaks
associated with bound Ca\(^{2+}\) ions (i.e., the concentration of deprotonated carboxylic acids) does not show any significant variation (Fig. 4.9(c)). This implies that the number density of calcium cations remains constant and is not significantly affected by the water concentration. The combined effect of improved segmental motion and lower binding energy between the ions and the coordination sites results in a strong dependence of the polymer’s bulk conductance on water content. As a result, the bulk conductance increases exponentially with water content and shows a slope change for humidity above 35% (Fig. 4.9(d)).

Figure 4.9: Water dependence of the macroscopic properties of HEA–AA. (a) Gravimetric Data as function of RH. Blue dots shift from fundamental resonance frequency of the empty cell, red dots dissipation factor of the resonator (the only points where the error bars are larger than the data marker are at RH 35% and 41%). (b) Differential Scanning Calorimetry Data. Light blue, dark blue, light green, dark green, orange, red, and yellow correspond, respectively, to 1st, 2nd, 3rd, 4th, 5th, 6th, and 7th cycle of the DSC run. Inset represents the calculated glass transition temperature as a function of water content (cycle number). (c) Area of peak calculated from the FTIR data as a function of time. Red Circles area corresponding to the carboxylic acid peak, blue squares area corresponding to the water peak. (d) DC Conductance as a function of RH as calculated with the CTRW model.
Ion Transport

Gravimetric, DSC and FTIR data is insightful to probe the dynamic of water absorption in the polymer and its effect on the polymer matrix. Nonetheless, solely it cannot describe the conduction and thermal response phenomena in HEA–AA. A very powerful tool to probe different conductivity dynamics in polymer electrolytes is dielectric spectroscopy, in which the samples conductance and susceptance are measured as a function of the excitation frequency of the applied electric field. Figure 4.10 shows a representative spectrum of the real conductance of HEA–AA as a function of the excitation frequency measured at constant humidity. Three different regions can be observed: (i) at low frequency a dispersive regime caused by the build-up of the polarization of accumulating ions at the blocking electrodes interface; (ii) a medium frequency region where the conductance is independent from the excitation frequency, indicating that the ion transport is diffusive; (iii) a high frequency “universal” dispersive region where the transport ceases to be diffusive, ions with non successful hops contributes to the conductivity due to the shorter time of the observation window. Similar conclusions can be drawn by looking at the permittivity loss spectrum, derived by the conductance: in region (i) an apparent relaxation peak appears due to the electrode polarization; region (ii) shows a slope of -1 indicating translational motion of charged particles; region (iii) shows the presence of a not fully formed additional relaxation phenomena at higher frequency.

In order to measure the influence of water content on the impedance spectrum, we recorded the conductance as a function of RH (5% to 50% increased in steps of 3%) (Fig. 4.10(b)). For increasing RH, the different spectra move up and shift to the right, indicating that the increase in water content increases the absolute conductance and accelerate the conduction processes. Moreover, as frequently reported for temperature, the effect of RH on the high frequency part of the spectra is limited if not absent. For low RH (below 29%) only the diffusive and dispersive regions are visible. The low water content in fact decreases the mobility, resulting in longer diffusion times for the ions which do not have time to travel to the electrode and build an ionic interface. Above RH 29%, the lower frequency electrode polarization region starts to appear. On the other hand, a correlation between RH, ion mobility and the onset frequency of the dispersive regime can be extracted. The frequency at which the conduction becomes from diffusive to dispersive is generally referred to as the onset frequency $\nu^*$. The corresponding time $t^*$ determines the ion mobility $\mu$. It is intuitive that to a shorter $t^*$ corresponds a higher $\mu$, establishing a proportionality between $\nu^*$ and $\mu$. Recent works have shown how the time humidity
superposition principle (THSP), equivalent to the time temperature superposition principle (TTSP), can be applied to understand the effect of the water content on the ion mobility and concentration  [28–30]. When the Summerfield case is fulfilled $\log(\sigma)$ is proportional to the onset frequency of the dispersive regime. This implies that the water content only affects the mobility of the ions, without modifying the concentration of conducting species. If the slope of the line correlating $\log(\sigma)$ with $\log(\nu^*)$ is greater than the unity it means that the water content also modifies the number density of conducting ions. For HEA–AA the spectra at different humidity superimpose for low frequency but diverge at higher frequency (Fig. 4.8). In this region another relaxation peak appears, as suggested by the permittivity loss in Figure 4.10(a) although not fully developed in the explored frequency range, resulting in spectra that do not completely superimpose. This is further confirmed by the fitting of the experimental data with the continuous time random walk (CTRW) model  [26–29]: a good accordance is found for lower frequency, while the model fails to fit the experimental data for higher frequency (Fig. 4.10(c)). In the CTRW model, in fact, only hopping is taken into account, while relaxation phenomena are neglected. To better describe the ion transport in HEA–AA, a relaxation term needs to be added to represents the conduction mechanism:

$$\sigma(\omega) = \frac{i\omega \tau_c \sigma_{DC}}{\ln(1 + i\omega \tau_c)} - i\sigma_0 \nu + \frac{i\omega \varepsilon_0 \Delta \varepsilon}{1 + i\omega \tau_{DB}}$$

(4.5)

where $\sigma_{DC}$ is the bulk hopping conductivity, $\tau_c$ is the time needed for a charged particle to overcome the energy barrier and corresponds to the inverse of the offset frequency, $\Delta \varepsilon$ is the drop in dielectric permittivity due to the dipole polarization event and $\tau_{DB}$ the corresponding relaxation time. In this modified CTRW model, the first two terms are derived from the CTRW model, while the last term is added considering a Debye relaxation process. In this case, we found that the term $i\sigma_0 \nu$ is not negligible as assumed in the original CTRW derivation and it is needed to achieve a proper fitting of the data  [26]. When adding a Debye relaxation term, we can accurately fit the experimental data (Fig. 4.10(c)). Therefore, we can conclude that even if the conductance spectra do not superimpose, the THSP can still be considered valid. In order to verify that the results of the relationship between the DC conductance and the onset frequency do not depend on the model chosen to fit the data, we additionally used the Almond-West (AW) formalism to calculate the onset frequency at different RH. The AW formalism is an empirical model that relates the conductivity to the frequency  [30]:

$$\sigma'(\omega) = \sigma_{DC} \left[1 + \frac{\omega}{\omega^*}\right].$$

(4.6)
Using this approach, it is possible to calculate the onset frequency $\nu^*$ as the intercept between the conductance spectrum and the point at which $\sigma(\nu) = 2\sigma_{DC}$. The DC conductivity and the onset frequencies calculated when applying the AW formalism and the CTRW model agree with each other (Figs. 4.6a and 4.6b). Figure 4.10d shows the relationship between $\log(\sigma)$ and $\log(\nu^*)$ for different RH calculated through the modified CTRW model. The slope of the line remains constant up to RH 35%, whereas it increases for humidity above this threshold. Recalling Eq. 4.2, this implies that either the ion number density $N_{Ca^{2+}}$ or the proton number density $N_{H^+}$ is increasing. Provided that FTIR data shows that the ion number density does not change as a function of water content, we can conclude that the change in the slope of $\log(\sigma)$ vs $\log(\nu^*)$ is caused by the additional proton carriers, whose contribution to the overall conductivity is visible for humidity higher than 35%.

![Figure 4.10: Impedance spectra and THSP.](image)

(a) Dielectric Spectrum. Blue triangles represent the conductance, while the yellow triangles represent the dielectric loss for a sample at RH 35%. For clarity, markers are a subgroup of the data points. (b) Conductance spectra as a function of RH. (c) Model fitting. The blue dots represent the conductance spectrum of a sample at RH 35%. The green dashed line represents the CTRW model, the purple dotted line a Debye relaxation, while the black line a combination of the two fitted to the data. (d) Onset frequency vs onset conductance as a function of different RH. The linear fit results in two different slopes of 1.170 and 1.380.
Relationship between Temperature Response, Onset Frequency, and Glass Transition Temperature

The correlation between proton and ion transport in the system has important implications for the temperature response of this class of materials. Previous work on pectin has indicated how an increase in the water content degrades the temperature response of the polymer [21]. Similar results have been reported for the block copolymer that mimics pectin structure [18]. In this latter work however, a response degradation has also been measured for water content below a certain threshold. This behavior is unexpected because a lower water content should increase the activation energy and thus leads to a higher temperature response. A similar relationship is expected also in the simplified version of the block copolymer used in this work. As presented in Figure 4.10(b), the increase in RH has the effect of shifting up and right the conductance spectra. A similar effect is expected when changing the temperature of the sample. Figure 4.11(a) shows the result of an isochronical impedance spectra taken at constant RH (20\%) for different temperatures (42 and 62 °C). Even though the analysis of the conduction mechanism as a function of temperature will be left to forthcoming papers, it is important to notice that, depending on the temperature, some spectra will show only the dispersive and diffusive regions, while others will also present the polarization of the electrodes, in the same frequency range. This leads to a dependence of the temperature response from the excitation frequency. Four regions can be observed: (i) one at lower frequency where the spectrum at lower temperature does not show a fully developed electrode polarization while the one at higher temperature does; (ii) a low medium frequency region where both the spectra are in diffusive regime; (iii) a high medium frequency region where the spectrum at lower temperature is already in the dispersive regime while the higher temperature spectrum is still in the diffusive region, and (iv) a high frequency region where both spectra present dispersive behavior. In region (i), the presence of the electrode polarization affects the effective conductivity, modifying the response. In region (ii) we can describe the temperature effect on the ion conduction since both the curves are in the diffusive regime. We will consider this region to calculate the bulk response $R_{DC}$. When transitioning to region (iii) the response drops once more since one of the spectra shows increased conductivity as a result of the dispersive regime. Region (iv) shows a weak dependence from temperature, following a common trend for ion conductors when in the near constant loss region. The combination of these behaviors in different parts of the spectrum leads to a dependence of the temperature response from frequency. Figure 4.11(b) shows the impact of
different RH on the response spectra: for increasing RH the characteristic transition frequency from region (i) to (iv) shift to the right, suggesting a dependence from the water content. This behavior can explain the decrease of response below a certain water content when measuring at a single frequency. Initially, the excitation frequency falls in region (ii); as the water content decreases the transition frequency between region (i) and (ii) shifts at higher frequencies, and eventually the excitation frequency falls in region (i). This reasoning could also be applied to explain the decrease in response as the water content increase, resulting in an apparent lowering in the response. Nevertheless, Figure 4.11(c) shows that the bulk response spectra for different RH strongly decreases at higher humidity. This behavior indicates that the lowering in the temperature response for higher water content has to be attributed to an overall decrease in the energy barriers that prevent ions from hopping from one site to another and not to the particular frequency used to measure the temperature response. To further confirm this hypothesis, we analyzed the Arrhenius plot, which can provide information on the energetics of the ion transport, for RH going from 5% to 20%. In this case, we do not observe a linear relationship in the Arrhenius plot, indicating that the ion transport is coupled with the segmental motion of the polymer (Fig. 4.11(d)). The conductance $G$ in this scenario is often described by the Vogel–Fulcher–Tammann (VTF) model:

$$G = G_0 \exp\left(\frac{B}{T - T_0}\right)$$  \hspace{1cm} \text{(4.7)}

where $G_0$, $B$, and $T_0$ are empirical constants. In particular, the pseudo-activation energy $B$, correlates to the activation energy of the system, while $T_0$ is associated with the glass transition temperature. The fitting of the experimental data through the VTF equation shows that both the pseudo-activation energy as well as the glass transition temperature are lowered by the increasing water content. The augmented polymer segmental motion and the lowered binding energy of the metal-polymer complex, result in a lower energy barrier to activate the ion hopping phenomena, which results in a lower temperature response. In fact, generally speaking the activation energy $E_a$ of the ion transport is directly correlated to the bulk temperature response $R$ through:

$$E_a = \frac{\log(\sigma_0(T_{max})) - \log(\sigma_0(T_{min}))}{1/T_{max} - 1/T_{min}} = \frac{\log \frac{\sigma_0(T_{max})}{\sigma_0(T_{min})}}{1/T_{max} - 1/T_{min}}$$  \hspace{1cm} \text{(4.8)}

$$E_a = \frac{\log R}{1/T_{max} - 1/T_{min}} \quad \text{with} \quad R = \frac{\sigma_0(T_{max})}{\sigma_0(T_{min})}.$$
Therefore, lowering the activation energy for the hopping process reduces the temperature response. This important result suggests that the magnitude of the temperature response depends on the strength of the interaction between the metal ion and the coordination complex and can be used as parameter to optimize the material’s temperature response.

**Figure 4.11:** Effect of water content on HEA–AA temperature response. Dielectric Spectra as a function of temperature (top) measured at RH 20%. Blue triangles represents the conductance spectrum at measured at 62 °C, while the red triangles represents the conductance spectrum measured at 42 °C. For clarity, markers are a subgroup of the data points. Corresponding temperature response spectra (bottom). Black line represents the conductance temperature response as a function of the frequency measured at 20% RH. The dashed lines indicate the four different regimes of the response. (b) Response spectra for different RH. Light blue, green, purple yellow, orange, and dark blue correspond, respectively, to 20%, 17%, 14%, 11%, 8%, and 5% RH. (c) DC temperature response calculated from the response spectra. (d) Calculated Arrhenius plot fit for the different humidity values. Light blue, green, purple yellow, orange, and dark blue correspond, respectively, to 20%, 17%, 14%, 11%, 8%, and 5% RH. (e) VTF fitting parameters of the Arrhenius plot as a function of humidity. Green squares indicates the pseudo-activation energy B, while the yellow dots the glass transition temperature.

**Conclusions**

In this work, we investigated the effect of water concentration on the transport phenomena in a single ion conductor polymer composed of HEA–AA and calcium metal ions. We showed that the increase in water content modifies the energetic landscape in which ions hop by increasing the segmental motion of the polymer backbone and the ion mobility, without affecting the number density of mobile metal
cations in the polymer matrix. As a result, we measured a strong effect of water on the ionic conductivity. By applying the THSP, we studied how the concentration of water molecules in the matrix accelerates the conduction processes for lower water concentration, while provide additional proton carriers that contribute to the overall conductivity for higher water concentration. Furthermore, with a higher water concentration, the number of pathways and sites for ion hopping increases, leading to a overall lower activation energy for the transport phenomena. This results in a lower temperature response for increasing water content, implying that the temperature response of the material depends on the interaction between the crosslinking cation and the coordination site.
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Chapter 5

BODY CORE TEMPERATURE SENSOR USING NOVEL ORGANIC TEMPERATURE SENSITIVE POLYMERS

5.1 Chapter Preamble
In the previous chapter, we introduced HEA–AA, a synthetic polymer that can mimic the interaction pectin has with metal ions and that shows a similar temperature response. In this chapter, we will use the main results presented in Chapters 3 and 4 to fabricate an ultrathin DHF thermometer. In particular, we will optimize the material’s temperature sensitivity by increasing the strength of the interaction between the ion and the polymer backbone, comparing the temperature response for different metal cations. In addition, we will maximize the DHF accuracy by analysing and mitigating the measurement error sources through FEM simulation. Eventually, we will characterize the performance of the DHF sensor fabricated by integrating HEA–AA as temperature sensitive material in different conditions.

5.2 Abstract
Body core temperature (BCT) is an important physiological vital sign that can provide important information on an individual’s health status. The continuous recording of the BCT can have important implications both in hospital settings and at home-care environments for patient management, since it can be correlated to a variety of physical and mental conditions. However, current temperature sensing materials lack the desired temperature sensitivity to allow the fabrication of ultrathin, conformable and wearable BCT sensors with the required accuracy for a medical application. Here, we show the realization of an ultrathin BCT sensor based on dual heat flux (DHF) thermometry. We employ a new class of synthetic polymers with a remarkable temperature sensitivity. We show that by optimizing the polymer composition and the crosslinking agent, we can tune the polymer’s properties to obtain the highest temperature response. Furthermore, to minimize the measurement error in the employed DHF architecture, we identify, through a FE analysis, a correlation between the transversal temperature gradient in the structure and the measurement error. Building on this knowledge, we embed the optimized temperature sensitive polymer into an ultrathin DHF sensor, characterizing its functionality and penetration depth in multiple configurations. The results presented in
this work open the way to truly wearable and accurate DHF sensors that will be able to continuously monitor BCT with the appropriate accuracy needed from a medical device.

5.3 Introduction

The body core temperature (BCT) is a symptomatic indicator of the health status of the body. While crucial in the perioperative stage, where hypothermia can lead to serious consequences during both the surgery and the recovery phase [1-4], internal body temperature can provide numerous information about the status of an infection [5, 6] or inflammation [7, 9], the number of calories burnt in a period of time [10, 11] as well as the approaching of ovulation period in the female population [12]. Moreover, BCT reflects the circadian cycle and recently it has been shown how some patterns correlate specifically with sleep quality [13, 14], mental health [15], and degenerative diseases such as Alzheimer [16] and Parkinson [17]. Continuously recording the BCT can therefore be extremely beneficial for a wide spectrum of applications spanning from hospital care to activity monitoring indoor and outdoor. However, the measurement of the BCT cannot easily be achieved with the needed degree of accuracy. The gold standard for the correct measurement of the BCT is the pulmonary artery catheter which records the temperature of the blood flowing directly from the heart. This method is extremely invasive and can be used only in specific surgery procedures. Other strategies rely on the measurement of the temperature of the rectum or the ingestion of radio pills. Nevertheless, they fail when it comes to continuous monitoring or minimal invasiveness. Skin temperature measurement could allow continuous non-invasive recording of body temperature, which however does not correspond to the core temperature. In fact, thermoregulatory processes regulate the inner temperature, while the temperature of the surface and peripheries are a result of temperature gradients and external temperature. This results in a low accuracy when measuring the BCT through skin temperature. In order to overcome these limitations, some strategies that employ the measurement of heat flux have been used. Dual heat flux (DHF) thermoemetry measures the heat flux outgoing the body through two different thermal paths to make the system independent from the thermal resistance of the underlying tissue [18-22]. Nevertheless, given the limited sensitivity and accuracy of commercially available thermal sensors (on average around 100 mK) the dimension of existing heat flux sensors could not be optimized over the thickness. This results in a rather bulky device that is not fully wearable. Moreover, the larger mass results
in to prolonged response times. Using a similar approach, multiple resistance thermometers fabricated on flexible substrates were used to reconstruct the body core temperature [23]. However, the temperature sensing elements employed in this case (a Ti/Cu/Ti/Au resistance thermometer with a theoretical accuracy of around 10 mK) depended on the applied external strains, introducing a source of error difficult to control in a day to day application. In this work, we employed a novel temperature responsive polymer that has shown a record temperature sensitivity [24]. We embedded this polymer in a DHF thermometer to fabricate ultrathin BCT sensors that do not suffer from strain induced errors. Through FE analysis we show the main error sources as well as the maximum penetration depth for the selected geometry in various conditions. We analyzed the chemical composition of the temperature responsive polymer to obtain the highest temperature sensitivity and to achieve the desired sensing functionality. Taking advantage of the complex nature of the temperature response, we show how we can design a readout system in order to achieve an accuracy of 4 mK. Finally, we show our device functionality on a bench top set up, demonstrating that this new polymer type can be successfully integrated in to an ultrathin DHF thermometer, allowing the realization of wearable BCT sensors.

5.4 Materials and Methods

Polymer Synthesis

Nitrogen purged tert-butyl acrylate 2 (1.28 g, 10 mmol) and 2-hydroxyethyl acrylate 1 (1.16 g, 10 mM) is dissolved in 2 mL DMF, followed by S,S-Dibenzyl thio-carbonate 3 (29 mg, 0.1 mM). The mixture is further purged under nitrogen for 3 minutes, added with AIBN (0.8 mg, 5 µM), and then stirred at 75 °C under protection of N2, and the progress in polymerization was monitored using 1HNMR. The reaction was cooled down and vented to air at approximately 80% conversion rate. Residual tert-butyl acrylate and 2-hydroxyethyl acrylate was removed first by vacuum, followed by precipitation in 100 mL cold Diethyl Ether to yield a yellow oil as the macro-CTA (2.02 g, 80%). For deprotection, polymer (1 g) was dissolved in 3 mL dichloromethane (DCM), followed by addition of 3 mL Trifluoroacetic acid (TFA). The reaction was stirred at room temperature overnight. DCM and TFA were removed by vacuum, followed by precipitation in cold Diethyl Ether, to result in a highly sticky yellow oil as HEA–AA (100%).
**FEM Analysis**

The geometry was simulated using COMSOL Multiphysics. The skin was simulated as homogeneous medium. Bioheat generation or blood perfusion were not taken into account since previous work have shown to have little impact on the simulation. The substrate was implemented using the thin layer module in order to decrease computation time and achieve a better result. A general layer type was considered to take into account both the normal and tangential heat fluxes. Three different situations were considered for the boundary conditions: radiation heat exchange, convection heat exchange and mixed radiation and convection heat exchange. We first calculated the heat transfer in the system tissue/sensor. Then we used the output of this simulation to compute the heat exchange at the boundaries through radiation and convection. The error was calculated as the difference between the temperature set at the bottom boundary of the tissue and the temperature calculated with Eq. 5.2. The temperature gradient was estimated as the temperature difference between the temperature at the center on the top surface of the thicker heat flux sensor and the temperature of the point on the diagonal at a distance of 20 mm along the diagonal on the same surface. The maximum penetration depth was calculated as the maximum thickness at which the error was calculated to be below 0.25 °C. The thickness of the tissue was incremented in steps of 100 µm.

**Thermal Response and Calibration**

Temperature cycles on the films were actuated by a Peltier-Element (model Qc-31-1.4-8.5m). The temperature was independently measured with a Pt100 platinum resistance thermometer placed on the polyimide substrate near the polymer. The Pt100 sensors were previously calibrated with a FLIR thermal camera (model A655sc). A PID controller was implemented to generate a sinusoidal temperature between 30 and 65 °C. The substrates and the reference Pt100 were electrically connected through an interface board that could be connected with the impedance analyzer and the temperature control board. The current was measured with the impedance analyzer with an average sampling rate of 10 S/s. The temperature response as a function of frequency was isochronically measured: the frequency was kept constant within one temperature cycles and then changed to the next frequency at the next temperature cycle. Frequency was swept between 1 Hz and 100 kHz. To avoid the thermal hysteresis due to the sample mass we then considered only the raising part of the temperature cycle and sampled the current at different temperatures. The different temperature responses were calculated between 35 and 45 °C.
Electrical Readout

The phase difference between the input voltage and the resulting current flowing through the sample was measured by evaluating the corresponding time lag between the two signals. The harmonic signal used to excite the sample was generated by a Bubba oscillator in which every \( RC \) section provides a phase shift of 60° to trigger the oscillator. The component were chose to achieve an oscillation at 80 Hz, but due to component mismatching the oscillator had an output frequency of 86 Hz. To avoid the use of a dual supply system, we biased the generated voltage at 2.5 V through a precision Zener diode. The output signal then had an amplitude control to allow flexibility on the excitation signal (Fig. 5.1(a)). The reference sine was then applied to one of the four temperature sensor through an analog multiplexer and then switched to the others. This approach allowed to use only one oscillator and one phase detector/counter for all the sensors. The current flowing through the sample was then converted to a voltage through a resistor, which was then amplified to the desired amplitude through an instrumentation amplifier with a digitally controlled gain. The reference sine and the voltage-converted current were translated in to square waves through fast voltage comparators referenced to 2.5 V. The resulting square waves were then compared with a phase detector that generated a pulse proportional to the phase difference between the two inputs (Fig. 5.1(b)). This time lag was measured by gating a 2 MHz clock with the pulse generated by the phase detector, which was then fed to a 12 bit digital counter. The parallel output of the counter was then converted to a serial bit stream through a PISO register and sent to the \( \mu \)C for data processing. Synchronisation and reset signals were generated by the \( \mu \)C to zero the count of the digital counter and to synchronize the data transfer at the end of each reading. We implemented this design on a 6 layers PCB manufactured by Eurocircuits. The functionality of the readout were characterized by an all-pass filter (Fig. 5.2(a)). This circuit is designed to have a zero and a pole at the same frequency, so that the resulting magnitude is constant with frequency while the phase varies from 180° to 0° according to the relation:

\[
\Delta \Theta = \pi - 2\tan^{-1}(2\pi f RC).
\]  

(5.1)

In this case, we wanted to generate a phase difference at a constant frequency (the one of the readout oscillator), therefore we varied the resistance value \( R \) by using a 10 bit, 100 kΩ digital potentiometer (Fig. 5.2(b)). To evaluate the exact phase corresponding to a certain resistance value, we swept the potentiometer from 0 to 1024 while recording the phase difference with a lock-in amplifier at 86 Hz (Fig.
Figure 5.1: Detailed implementation of the electrical readout.  (a) Schematic of the harmonic Bubba oscillator. (b) Schematic of the phase detector. (c) Schematic of the phase counter.

5.2 (c)). Once a correspondence between the potentiometer value and the resulting phase difference was established, we connected the all-pass filter to the readout
circuit and measured the phase difference (Fig. 5.2(d)). As expected, the measured phase saturates around 60° which corresponds to the maximum time lag that can be measured with a 16 bit counter and a 2 MHz clock.

![All-pass circuit schematic](https://example.com/all-pass-circuit.png)

**Figure 5.2: Characterization of the readout circuit.** (a) Schematic of the all-pass circuit used for the readout calibration. (b) Simulation of the phase difference as a function of frequency (1 Hz to 100 kHz) for different resistance values $R$: blue line $R = 1\, k\Omega$, orange line $R = 50\, k\Omega$, yellow line $R = 100\, k\Omega$. (c) Phase difference measured at constant frequency $f_0 = 86\, Hz$ for the different resistance values $R$. Red dotted line simulated results, blue circles experimentally measured data. (d) Phase measured by the readout circuit for different phase values generated by the all-pass circuit.

**BCT Measurement**

Polyimide substrates with double sided prepatterned copper/immersion gold electrodes (35 µm and 3 µm, respectively) were purchased from PCBWay. On these substrates 5 µL of HEA–AA crosslinked with various ions were deposited and then dried overnight under vacuum. A Pt100 were placed on each side in order to obtain the calibration curves for each sensor. The sensors were then insulated with a 50 µm PET layer to shield the polymer from humidity and placed on a rubber mat with different thickness in order to reproduce the effect of different skins conditions. To further reduce the effect of convective heat exchange with the environment, the DHF sensor was further covered with a piece of clothing. The experiment was performed
at room temperature. The rubber mat along with the sensor was placed on a thermal bath (Thermo Scientific Precision GP 05) to create a stable temperature, which simulate the core temperature, and kept at 37 °C. Data from individual sensors were acquired through the previously discussed readout system at a total sampling rate of 21.5 S/s. In order to measure the response time, we increased the bath temperature from 37 to 39 °C and analyzed the time evolution of the sensor’s output when placed on the 6 mm mat.

5.5 Discussion

The temperature distribution along the cutaneous and subcutaneous tissue is determined by the BCT, the external temperature (associated with the corresponding heat exchange phenomena), and the thermal conductivity of the tissue. Theoretically, the BCT can be calculated from the skin temperature, knowing the thermal conductivity of the underlying tissue. However, the thermal conductivity of the human dermis greatly varies from subject to subject, since it depends on multiple factors such as thickness and composition (e.g., lean to fat tissue ratio) of the tissue. This variability on the tissue’s thermal conductance makes calculating the BCT prone to several errors. In order to remove the unknown thermal resistance of the tissue, DHF thermometry employs two different thermal paths (Fig. 5.3(a)). The temperature gradient established between the core and the of the skin results in a heat flux flowing outward. If we consider two different heat flux sensors placed on the skin surface, they will measure the same amount of heat flux leaving the body. This will remain the case even when the two heat flux sensors present a different thermal path to the heat flux. Combining the two different thermal balance equations applied to the single heat flux sensor and assuming that the heat flux is the same we can express the BCT as:

\[
T_B = T_1 + \frac{(T_1 - T_2)(T_1 - T_3)}{K(T_2 - T_4) - (T_1 - T_3)},
\]

(5.2)

where \(T_1 : T_4\) are the temperatures of the top and the bottom of the two heat flux sensors, respectively, and \(K\) is ratio between the thermal resistance paths under the two heat flux sensors, and it can be calculated as:

\[
K = \frac{(T_B - T_2)(T_1 - T_3)}{(T_B - T_2)(T_2 - T_4)}.
\]

(5.3)

Using these two equations, the BCT can be calculated as follows: first the ratio of the thermal resistances between the two heat flux sensors is measured experimentally. Then, once the parameter \(K\) is assessed, the DHF sensor can be used to measure the deep temperature of the body. It is intuitive that the temperature difference
between the bottom and the top surfaces of the DHF sensor is determined by the thermal resistance of the two different paths. The thickness of the insulating layers needs to allow the development of a thermal gradient that is measurable by the temperature sensors placed at the top and bottom of each heat flux sensor. In order to decrease the thickness of the heat flux sensors, extremely accurate temperature sensitive materials have to be used. It has been recently reported how a particular class of polyelectrolytes shows a significantly high temperature sensitivity [24–27]. These polymers are characterized by carboxyl and hydroxyl groups placed along the backbone, which interact with metal cations (e.g., Ca$^{2+}$, Co$^{2+}$, Cu$^{2+}$) present in the polymer matrix. The temperature variation modifies the thermal energy of the system resulting in more or less cations to hop from one coordination site to another, leading to a change in the conductivity (Fig. 5.3(b)). In this work, we synthesized 2-hydroxyethyl acrylate acrylic acid (HEA–AA) with a combination of metal cations to be used for the fabrication of the DHF sensor. The polymer was deposited on to two thin polyimide (PI) layers. To generate two different thermal paths the PI substrates had different thicknesses of 260 and 100 µm, respectively. On the surfaces of the PI layers, prepatterned Cu/Au plated electrodes were used to electrically connect HEA–AA to measure the conductivity change. Two 10 µm thin HEA–AA layers were deposited on the electrodes and then insulated with a 50 µm thick PET layers (Fig. 5.3(c,top)) from external agents (e.g., room humidity). The resulting DHF sensor is below 500 µm thick and shows a high degree of flexibility,
important since the sensors need to be conformally applied to the curvature of the body (Fig. 5.3c, bottom).

**Temperature Response Comparison**

From a device perspective, HEA–AA is a temperature dependent resistor, since the polymer’s conductivity is a function of temperature. However, a temperature coefficient of resistance (TCR), usually used to describe the sensitivity of this class of sensor, cannot be defined in this case because the relationship between temperature and resistance is non-linear. Moreover, the ions present in the polymer network cannot be subjected to a DC voltage to measure the conductivity because that would lead to charge accumulation at the gold blocking electrodes. Therefore, the change of conductivity as a function of temperature needs to be characterized by an AC current resulting from an applied AC. The polymer’s conductivity temperature dependence needs to be generalized to a temperature dependence of the complex admittance $Y$ (impedance $Z$). Figure 5.4(a) shows the absolute value of the admittance as a function of frequency (1 Hz to 100 kHz) measured at 35 and 45 °C and at a constant relative humidity (RH) of 10%. In the medium frequency region, a strong frequency dependence does not appear, while at low and high frequency the spectrum presents two strong dispersive regimes. This behavior is in line with ionic conductors were polarization and dielectric relaxation arise in these frequency regions [28]. The phase of the admittance (i.e. the phase difference between the applied voltage and the resulting current) also shows a strong dependence on temperature as well as on the applied frequency (Fig. 5.4(b)). Therefore, we can define the material’s temperature response as the ratio between the admittance at highest temperature divided by the admittance measured at the lowest temperature for a specified temperature range:

$$R^*(\omega) = \frac{Y^*(\omega, T_{\text{max}})}{Y^*(\omega, T_{\text{min}})} = \left| \frac{Y(\omega, T_{\text{max}})}{Y(\omega, T_{\text{min}})} \right| e^{-j\omega[\theta(\omega, T_{\text{max}})-\theta(\omega, T_{\text{min}})]}. \quad (5.4)$$

As a result, the absolute value of the response $|R^*(j\omega)|$ corresponds to the ratio of the absolute value of the admittance, while the phase of the response $\phi^*(j\omega)$ corresponds to the difference between the phase of admittance:

$$|R^*(\omega)| = \left| \frac{Y_0(\omega, T_{\text{max}})}{Y_0(\omega, T_{\text{min}})} \right|, \quad \phi R^*(\omega) = |\theta(\omega, T_{\text{max}}) - \theta(\omega, T_{\text{min}})|. \quad (5.5)$$

In order to maximize the temperature sensitivity, we prepared different HEA–AA samples crosslinked with Ca$^{2+}$, Co$^{2+}$, Cu$^{2+}$, Mg$^{2+}$, Zn$^{2+}$. Each of these ions has a different binding energy with the polymer backbone which will result in a different temperature response. In fact, even though the exact mechanism responsible for the
temperature response in these systems is not completely understood, it is clear that the temperature response is directly correlated to the activation/binding energy of the metal ion with the acid and polar groups along the polymer backbone. This concept becomes more clear in the Arrhenius representation, when considering the ion bulk conductivity \( \sigma_0 \) (the value corresponding to the plateau region in the conductivity spectrum), the temperature response is proportional to the activation energy for ion hopping:

\[
E_a = \frac{\log(\sigma_0(T_{\text{max}})) - \log(\sigma_0(T_{\text{min}}))}{1/T_{\text{max}} - 1/T_{\text{min}}} = \frac{\log \frac{\sigma_0(T_{\text{max}})}{\sigma_0(T_{\text{min}})}}{1/T_{\text{max}} - 1/T_{\text{min}}}
\]

where \( R_0 = \frac{\sigma_0(T_{\text{max}})}{\sigma_0(T_{\text{min}})} \) is the conductivity DC response. This correlation has been observed experimentally in multiple scenarios. For example, it has been shown how increasing the number of carboxylic and hydroxyl groups, increases the polymer’s temperature response. This behavior is a direct consequence of the the strength of the interaction between the polymer backbone and the metal ion: a higher number of functional groups, creating a coordination complex with higher binding/activation energy \( E_a \). As a result, a higher temperature response \( R \) was measured \[1\]. A stronger interaction between the polymer complex and the metal cation could also be achieved by choosing a ion whose affinity to the coordination complex is particularly high. Previous studies based on MD simulations and experimental data suggest that the geometry of the electronic orbitals combined with the spatial arrangement of the coordination complex will result in larger activation energies \[29, 30\]. Therefore, we compared different polymer-metal cation combination (i.e. \( \text{Ca}^{2+}, \text{Co}^{2+}, \text{Mg}^{2+}, \text{Cu}^{2+} \) and \( \text{Zn}^{2+} \)) to evaluate the one that has the highest temperature response. Figures 5.4(c) and 5.4(d) show the absolute value and phase response spectra for the different cations in the temperature range between 35 and 45 °C. \( \text{Co}^{2+} \) shows the highest temperature response both in terms of absolute and phase response. Further investigations are needed in order to exactly understand the dynamics of these phenomena in this class of polymers, however in this case these results can be interpreted by considering the water concentration present in the polymer matrix. As described in Chapter 4, an optimal water content is needed to measure a high temperature response. Water in fact can modify in multiple ways the activation energy for the ion transport, such as the coordination environment of the ion as well as the polymer segmental motion. In addition, water molecules can provide additional charge carriers (i.e. protons) with a lower activation energy, which
will lower the temperature response. In order to minimize the effect of the water concentration within the polymer we performed the material’s characterization at constant humidity (10%). However, every ion has a different water affinity (Ca\(^{2+}\) is highly hygroscopic while Co\(^{2+}\) and Cu\(^{2+}\) have lower water affinity). To evaluate the difference in water content between the various ions, we measured the conductance at constant temperature (35 °C) (Fig. 5.4(e)). Among the different ions, Co\(^{2+}\) has the lowest current compared to the other ions, suggesting that the water content is within the optimal concentration to register an optimal temperature response. The

Figure 5.4: HEA–AA characterization. (a) Typical absolute value of the conductance spectra for a sample crosslinked with Ca\(^{2+}\) and measured at RH 10%. Blue line absolute value measured at 35 °C, red line absolute value measured at 45 °C. (b) Typical phase of the conductance spectra for a sample crosslinked with Ca\(^{2+}\) and measured at RH 10%. Blue line phase measured at 35 °C, red line phase measured at 45 °C. (c) Absolute value of the response as a function of frequency for samples crosslinked with different ions measured at RH 10%: orange dots Co\(^{2+}\), green squares Ca\(^{2+}\), yellow down triangles Cu\(^{2+}\), blue diamonds Mg\(^{2+}\), purple triangles Zn\(^{2+}\). The markers represent a subset of the actual data set. (d) Phase of the response as a function of frequency for samples crosslinked with different ions measured at RH 10%: orange dots Co\(^{2+}\), green squares Ca\(^{2+}\), yellow down triangles Cu\(^{2+}\), blue diamonds Mg\(^{2+}\), purple triangles Zn\(^{2+}\). The markers represent a subset of the actual data set. (e) DC conductance of the samples crosslinked with different ions at 35 °C measured at RH 10%.

information gathered from the comparison between the response obtained with different cations used for the crosslinking can be used to design a proper system for the current to temperature conversion. It is important to notice that, since the response
of the sensor is defined as a complex quantity, two quantities can be used to map the temperature with the measured current: absolute value and phase difference. Figure 5.5(a) shows the typical calibration curve for HEA–AA crosslinked with Co\(^{2+}\) ions. The current absolute value increases from 300 pA to 2.2 nA, while the current phase difference decreases from 55 to 20 degree over a 10 °C temperature change. While the current phase difference varies linearly with temperature, the current absolute value–temperature relationship is exponential. Output linearity is an important characteristic for a sensor, since it allows an easy calibration procedure, low computational effort for output to input mapping and the error reduction with input scaling. Therefore, we chose to map temperature with the phase response rather than the absolute value response. In this case, a traditional sensitivity can be defined, since in the analyzed temperature range (35 to 45 °C) the relationship between phase and temperature is linear. A custom read out system was designed to accurately sample the phase response (Figs. 5.5(b) and 5.5(c)). A sinewave oscillator generates the harmonic voltage to be applied to the sensor through an analog multiplexer. The resulting current flowing through each individual sensor is then converted to a voltage and then amplified by mean of an instrumentation amplifier. The applied voltage and the measured current were then converted to square waves. Because of the reactance of the polymer the voltage and current have a phase difference. This phase difference is measured by a phase detector, which generates a pulse that corresponds to the time delay between the two signals. The pulse width is then quantified through a 2 MHz 16-bit counter. Given the frequency

Figure 5.5: Sensors calibration and readout. (a) Sensor temperature calibration. Red circles current absolute value, green squares current phase. (b) Schematic of the readout system. (c) Picture of the readout system and the DHF sensor.
of the applied voltage \( f_{excitation} \), the frequency of the counter clock \( f_{counter} \), the phase difference \( \Delta \Theta \) correlates to the counter counts \( n_{count} \) through the relation:

\[
\Delta \Theta = \frac{n_{count}}{f_{counter}} \cdot 360^\circ \cdot f_{excitation}.
\] (5.7)

By measuring the phase response, not only the sensor’s output is linearized with respect to temperature, but also considerably higher accuracy can be achieved without the need of particular ADC architecture. With the implemented circuit, a minimum phase shift of 0.006 ° can be measured, which corresponds to a resolution of circa 4 °mC.

**Error Analysis**

The optimization of HEA–AA composition ensures that the temperature response of the polymer has the proper sensitivity to measure the small temperature differences across the DHF sensor. However, the precision of the temperature sensors is not the only factor that contributes to the DHF sensor’s accuracy. More specifically, in the derivation of Eq. 5.2 some assumptions were made to reach a simple analytical solution. In particular, the heat flux was assumed to be totally transversal with no longitudinal component. We will show that this assumption is the major contribution to the theoretical error of the DHF architecture. Figure 5.6(a, top) shows the transversal and longitudinal thermal gradient that are established in the chosen geometry calculated from the FE simulation. The transversal thermal gradient develops from the bottom of the tissue layer and it is funneled towards the heat flux sensors. At this interface, two different thermal gradients appear because the heat flux sensors have different thickness. Because we chose to use very thin insulating layers for our sensors (260 and 100 µm, respectively), the temperature difference between the top and the bottom of the sensors is in the order of 50 mK. However, as it can be seen in Figure 5.6(a, bottom) there is a non-zero longitudinal temperature gradient that develops over the \( xy \) plane. The generation of a transversal thermal gradient has to be attributed to the non-uniform heat exchange along the surface boundaries on the \( xy \) plane. Previous works studied the system using radiation [20] or convection [23] boundary condition without taking into account how they affected the measurement error. In order to analyze how the different heat exchange phenomena affect the measurement, we characterized the error \( e \) for the two different conditions and we correlated it with the temperature gradient \( \nabla T \) between the temperature at the center of the top surface of one of the two heat flux, \( T_A \), and the one at the corner on the same surface, \( T_B \). By doing so, we can correlate
the amount of transversal thermal gradient to the measurement error. First we analyzed the heat exchange at the boundaries through radiation only (Fig. 5.6(b)). The rate of heat exchange through radiation depends on the surface emissivity $\epsilon$ and the ambient temperature $T_{amb}$, according to the Stefan-Boltzmann law:

$$-n \cdot q_0 = \epsilon \sigma (T_{amb}^4 - T^4). \tag{5.8}$$

As $T_{amb}$ increases, there will be a lower surface to ambient radiation which will create a smaller gradient on the $xy$ plane. Figure 5.6(c) indicates that the decrease in the thermal gradient proportionally leads to a smaller error. Similarly to radiation, convective heat exchange is determined by ambient temperature $T_{amb}$ and the heat transfer coefficient $h$:

$$q_0 = h(T_{amb} - T). \tag{5.9}$$

For convective heat exchange with the ambient, the heat transfer coefficient depends on several factors, among which relative humidity or air flow speed. However, heat transfer coefficient in normal conditions ranges between 0.1 – 10 W/m$^2$K. For this simulation, we only modified the heat transfer coefficient keeping the ambient temperature constant. Figure 5.6(c) shows the error as a function of $h$: for values below 1 W/m$^2$K the error remains low, however it drastically increases above this threshold. This behavior correlates closely with the development of a larger thermal gradient as the heat transfer coefficient increases: for $h<1$ W/m$^2$K the transversal gradient remains low, while above this value it starts to increase. It is therefore clear how the measurement error is caused by the thermal gradient on the $xy$ plane, whose magnitude is set by the heat exchange characteristics at the boundaries. When combining both heat exchange physics, the complete measurement error can be further analyzed (Fig. 5.6(d)). When radiation is combined with convection, the effect of convection does not drastically impact on the error as long as the heat transfer coefficient is kept low. For higher $h$ (e.g., above 1 W/m$^2$K), the convective heat exchange dominates leading to a larger error. The analysis of the theoretical error indicates that in order to reduce the measurement error in the experimental setting, both the radiation and convection need to be reduced to achieve accurate results. Radiation heat exchange is inevitable and can be only limited by lowering the emissivity of the substrates, which is constrained by the choice of the available materials used to fabricate flexible substrates. Convection can be drastically lowered by the use of materials to thermally insulate the sensor. However, this approach would lead to bulkier and less flexible sensors. However, as previously shown, it is sufficient to ensure that the heat transfer coefficient is below 1W/m$^2$K in order
to minimize the effect of convection. This is the case for most everyday conditions under normal clothing [31]. The use extensive thermal insulation on the device is not required and a clothing layer will be used to reduce to the minimum convective heat. Moreover, it has been shown that the error given by the transversal gradient can be minimized modifying Eq. 5.2 to [20]:

\[
T_B = T_1 + \frac{(T_1 - T_2)(T_1 - T_3)}{K(T_2 - T_4) - (T_1 - T_2)}.
\]  

(5.10)

Using the modified Eq. 5.10 and considering both radiative and convective heat exchange (fixed to 1 W/m²K), it is possible to calculate the penetration depth as a function of the ambient temperature (Fig. 5.6(e)). The maximum penetration depth that this method can achieve is the maximum tissue thickness which allows the calculation of the BCT with an error below 0.25 °C. This error threshold was chosen because it is the minimum accuracy the FDA requires for a BCT sensor. The minimum penetration depth is 6.4 mm at 20 °C and the maximum penetration depth is almost 10 mm at 30 °C.
Figure 5.6: FEM Analysis on the BCT architecture. (a) Thermal gradient developed across the $xz$ (top) and $xy$ (bottom) planes. (b) Error (blue circles) and temperature gradient (red dashed line) calculated as a function of external temperature for radiative heat transfer. (c) Error (blue squares) and temperature gradient (red dashed line) calculated as a function of heat transfer coefficient for convective heat transfer. (d) Error calculated as a function of external temperature for both radiative and convective heat exchange at different heat transfer coefficients: light blue squares $h = 10$ W/m$^2$K, blue triangles $h = 1$ W/m$^2$K, dark blue circles $h = 0.1$ W/m$^2$K. (e) Penetration depth and corresponding error as a function of external temperature at constant heat transfer coefficient $h = 1$ W/m$^2$K.

**BCT Measurement**

Combining the results of the ion comparison in HEA–AA with the readout system and the information gathered by the theoretical error analysis, HEA–AA temperature sensors can now be successfully integrated in the designed DHF architecture. The individual temperature sensors were characterized between 35 and 45 °C to obtain the phase-temperature calibration curve. The calibration data was then fit with a first degree polynomial and the two fit parameters were used to convert the acquired phase to a temperature (Fig. 5.7(a)). The linear fit diverges for higher temperature, but it gives an optimal representation for $T < 43$°C, with coefficient of determination...
R greater than 0.9989. To simulate the BCT measurement, we built a custom made setup, where both the accuracy and the time response of the sensor can be estimated (Fig. 5.7(b)). A water bath was used to achieve a constant temperature $T_{\text{set}}$ of 37 °C, while a thin copper layer immersed in the bath was used to obtain an homogeneous temperature across the surface. To simulate the skin we used a rubber mat with a thermal resistance similar to the one of the human tissue. In order to evaluate the sensor’s performances for different skin thicknesses, rubber mats thick 2, 4, 6 and 8 mm, were used. The DHF sensor was connected to the readout board which was then connected to a computer. At the same time, an IR camera measured the different temperatures of the water bath and the copper layer to ensure that the correct temperature was established in the bath. A piece of regular clothing (few millimeters thick) was used to decrease the heat transfer coefficient with the ambient. We first determined the ratio between the thermal resistance paths $K$ using eq. 5.3 using the 2mm thick rubber mat. Then, the $T_{\text{set}}$ was computed from the individual temperatures using eq. 5.10. Figure 5.7(c) shows the estimated BCT using the DHF sensors for the different mat thicknesses. The green area in the plots indicates the ± 0.25 °C maximum allowed error. When the DHF sensor is not thermally insulated with a piece of clothing, the estimated $T_{\text{set}}$ has an error greater than 0.25 °C for mats thicker than 2 mm, with a maximum error of 0.76 °C for the 8 mm thick mat. When, the DHF thermometer is covered with a regular piece of clothing, the sensor’s performance greatly improve. Error within the 0.25 °C bounds was measured for a mat thickness of 6mm, while for a 8mm thick mat the maximum error was 0.33 °C. These results are in line with the theoretical calculation presented in the previous section. The transversal heat flux is the main responsible for the error in the DHF architecture. Decreasing the heat transfer between the boundaries and the ambient, results in lower a thermal gradient across the sensor which corresponds to a higher sensor accuracy. When covered with a piece of clothing the heat transfer coefficient of the convective transfer between the sensor and the ambient is reduced, resulting in a smaller error. Lastly, we analyzed the transient behavior of the DHF thermometer. We increased the temperature of the thermal bath from 37 to 39 °C and we estimated $T_{\text{set}}$ on the 6 mm mat while the sensor was covered with a piece of clothing. Figure 5.7(d) shows the time evolution of the reconstructed temperature when a step response was applied. We calculated the response time as the time the system needed to recover to a error below 0.25 °C. For the selected mat thickness, the reconstructed temperature fell within the accepted error roughly after 15 minutes.
**Figure 5.7: BCT measurement.** (a) Phase calibration curves for the different temperature sensor in the range 35 and 45 °C. (b) Set up to measure the BCT. The core temperature is simulated by a water bath set to the desired value $T_{set}$. A thin copper layer is used to achieve homogeneous temperature over the analyzed surface. A rubber mat simulates the tissue layer between the core and the sensor. The DHF is placed on top of the rubber mat and then covered by a piece of clothing. (c) Calculated BCT for a set temperature of $T_{set} = 37°$C, for different thickness of the rubber mat (2, 4, 6, and 8 mm respectively). Measured BCT when when the sensor is exposed to convective heat exchange (left) and when a piece of clothing is applied to insulate the sensor from the environment (right). (d) Step response for the DHF sensor calculated when $T_{set}$ is increased from 37 to 39 °C. Blue line represents thermal bath temperature, orange line represents the DHF sensor output temperature, the yellow line represents the absolute error in the measurement.

**Conclusions**

In this work, we showed the fabrication of a BCT sensor, integrating a thermally responsive polymer into the DHF thermometer architecture. We optimized the polymer’s composition by choosing the best metal cation that showed the highest response. Co$^{2+}$ was found to be the most performing ion because it showed an optimal water content. We employed the complex temperature sensitivity to design a readout systems in which the temperature could be related to the phase of the sensor’s admittance, achieving a sensitivity of $3.5 ^\circ \text{C}/\text{C}$ and a resolution of ± 4 °mC. By simulating the DHF architecture, we found a correlation between the theoretical error...
and the longitudinal thermal gradients that develops over the sensors. Furthermore, we analyze different boundary conditions and we calculated the corresponding errors and penetration depth in several conditions. We fabricated a DHF thermometer employing the optimal polymer’s composition and we used a custom built readout system to measure the BCT on a characterization setup. We showed that, as described by the FE simulations, the measurement error can be reduced by lowering the heat exchange at the boundaries. The fabricated sensor has an error below $\pm 0.25 \, ^\circ C$ for a thickness up to 6mm and a time response of 15 minutes.
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CONCLUSIONS

6.1 Thesis Summary

In this thesis, we reported the fabrication of an ultrathin DHF thermometer with an accuracy suitable for the use of these sensors in medical devices. In order to overcome the limitations posed by previously reported DHF thermometers, we integrated novel thermally responsive materials with a high temperature sensitivity in a conventional DHF architecture. These materials, that belong to the family of polyelectrolytes, draw their thermal sensitive properties by the nature of the interaction between the backbone and the charge carriers present in the polymer matrix.

In Chapter 2, we gave a brief introduction on the ion conduction phenomena in polyelectrolytes. The understanding of the transport properties is essential to analyze the temperature sensing mechanism in this class of polyelectrolytes. A first example of these concepts was shown in Chapter 3, in a system composed of pectin, calcium ions, and glycerol. Due to the electrostatic attraction between carboxyl acids and hydroxyl acids on pectin’s backbone, calcium ions are solvated by the matrix. The addition of glycerol allowed to tune the water content in the system and to analyze the effect on the temperature response. Through the analysis of the mechanical properties, we demonstrated how an increase in the water content improves the segmental motion of the polymer backbone. On the other hand, a higher water concentration results in a lower the temperature response, demonstrating that there is a relationship between the transport mechanisms and the temperature sensitivity.

In order to better understand the mechanism that governs the temperature response, we introduced a simpler synthetic polymer scaffold that mimics pectin’s structure in Chapter 4. This organic polymer interacts in a similar way with cations and shows a similar temperature response when compared to pectin. Combining DSC, FTIR, and impedance spectroscopy, we described the basic transport mechanism and which carriers mainly contribute to the material’s conductivity. Furthermore, we showed that the temperature response results from the strength of the interaction between the coordination complex that is established between the polymer backbone and the metal ions.
Leveraging on the understanding of the nature of the temperature response, we integrated these polymer in the DHF architecture to fabricate BCT sensors. First, we optimized the polymer’s composition by choosing the ion that has the strongest interaction with the backbone in order to maximize the temperature response. In addition, we simulated the DHF structure to understand the error sources and to mitigate their impact on the measurement, improving the sensor’s accuracy. Finally, we reported the performance of the fabricated DHF thermometer on a custom-made set up. The combination of the material’s sensing properties combined with a specifically designed readout circuit allowed us to accurately measure the BCT in multiple conditions.

6.2 Outlook on Future Work

Even though this thesis presented the successful fabrication of a DHF sensor to monitor BCT temperature, there are still multiple scientific questions to be answered and several engineering challenges to be faced to bring this technology to be integrated in actual medical products.

Understanding of the Fundamentals of the Temperature Response

As highlighted in Chapters 3, 4, and 5 the temperature response is a direct consequence of the interaction between the ions and the polymer backbone. In this work, we analyzed in depth the mechanisms that regulate the transport of ions and protons in pectin and HEA–AA and how the temperature response changes when we modified the water content. We found that water affects in multiple way both the carriers transport and the energetics of the solvation of the ions. This strong correlation indicates that there is a link between the conduction phenomena and the temperature response and, in particular, between the thermally activated ion hopping and the thermal sensing polymers in the polyelectrolytes we analyzed. This concept was exploited to optimize the response of the temperature sensors employed in the realization of the DHF sensor. Nevertheless, there are still some mechanisms that still need to be analyzed and understood. In particular, it is not clear whether the thermal energy that is provided to the system when temperature increases, increments the number density of ions available to the transport, or their mobility. The challenge in understanding this mechanism comes once again from the overlapping of these different contributions in the macroscopic conductivity. An interesting approach consists in the application of the Electrode Polarization model developed
The correct application of this model allows to separate the ion number density from the ion mobility by the analysis of dielectric spectroscopy data. Answering this fundamental question has important implications on the application side, since it will allow to further optimize the material’s properties, specifically improving the conductivity without sacrificing the temperature sensitivity.

**Application of the DHF for continuous BCT monitoring**

In this thesis, we have demonstrated that an ultrathin and wearable BCT sensor can be fabricated by integrating thermally sensitive polyelectrolytes in the DHF architecture. Even though the basic operation of the BCT thermometer was characterized, additional optimization and investigations are needed to assess the potential use of this technology in hospital settings as well as for remote patient management. For instance, to further reduce the theoretical error, the geometry of the thermometer (e.g. position and size of the temperature sensing elements) can be further optimized. Similarly, a comparison between different substrate materials with different IR emissivity can lower the heat radiation exchange minimizing the measurement error. In addition, it is crucial to test, for a prolonged amount of time, the functionality of the sensor outside of the laboratory environment to assess both the accuracy and the stability of the BCT sensor. In fact, operating conditions are much more variable when a user is wearing the device: for example, the thermal resistance of the interface between the skin and the sensor can change or the temperature calibration of the temperature sensors can drift over time. The assessment of the sensor’s performances in real case scenarios will allow the use of BCT thermometers both as diagnostic tool as well as indicator of several other conditions such as Alzheimer and Parkinson, or mental burnout. In fact, even though a correlation between core temperature and these conditions has been established, the systematic experimental study of the exact medical implications on BCT could not be evaluated due to a lack of appropriate measuring devices.

---
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