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ABSTRACT

The remarkable success of machine learning methods for tacking problems in com-
puter vision and natural language processing has made them auspicious tools for
applications to scientific computing tasks. The present work advances both machine
learning techniques by using ideas from numerical analysis, inverse problems, and
data assimilation and introduces new machine learning based tools for accurate and
computationally efficient scientific computing. Chapters 2 and 3 introduce new
methods and analyze existing methods for the optimization of deep neural networks.
Chapters 4 and 5 formulate approximation architectures acting between infinite di-
mensional functions spaces for applications to parametric PDE problems. Chapter 6
demonstrates how to re-formulate GAN(s) so they can condition on continuous data
and exhibits applications to Bayesian inverse problems. In Chapter 7, we present
a novel regression-clustering method and apply it to the problem of predicting

molecular activation energies.
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Chapter 1

INTRODUCTION

With the advent of computers, the fields of machine learning and scientific computing
have developed separately but in parallel over the last eight decades. While seemingly
different the two fields have a common unifying goal: model, understand, and harness
natural and worldly phenomena through computational tools. While scientific
computing has traditionally focused on solving and understanding physics-based
models, machine learning generally operates in areas where there are no known
good models and rather tries to build them through data. Due to this difference, the
mathematical theories that underpin the two fields have developed distinctly and
resulted in the conception of diverse sets of numerical methods. Scientific computing
is based on numerical analysis where one studies model approximations through their
convergence to a continuum physical model. On the other hand, machine learning is
based on statistical learning theory where one studies model approximations through
their convergence to an unknown statistical model defined via the observed data. By
re-interpreting the problems in each field through the mathematical lens of the other,
it becomes apparent that many similar and mutually useful ideas have emerged,
opening the door for new theoretical analysis and numerical techniques that hold
the potential for revolutionizing both fields. The present work takes a step in this
direction by introducing ideas from numerical analysis to study and improve machine
learning methods while also applying approximation and optimization techniques

from machine learning to tackle computationally difficult physical problems.

In Chapter 2, we re-cast the problem of learning from data as a general inverse prob-
lem more commonly studied in the context of inferring unknown model parameters
through few physical observations. This allows us to apply the successful Ensemble
Kalman Inversion algorithm to the problem of training deep neural networks as
well as to other semi-supervised learning problems. We propose several modifica-
tions to the algorithm inspired by known optimization techniques, resulting in a
fully-parallelizable and derivative-free method for solving general learning problems.
Continuing via the lens of optimization, in Chapter 3, we study popular momentum-
based methods as applied in deep learning through a continuum interpretation. We
show that, to first order, these methods converge to a re-scaled gradient flow and all

momentum-like effects emerge at the scale of the learning rate. This gives a unified
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view of momentum methods and a precise characterization of their deviation from

the standard gradient decent.

In Chapters 4 and 5, we focus on developing architectures which approximate maps
between two functions space, i.e. operators. In particular, we exhibit methods which
can consistently operate on functions discretized arbitrarily while keeping fixed their
number of parameters. This allows for the design of architectures that are provably
consistent with an underlying physical model. While our primary application for this
endeavor is demonstrating computationally fast and accurate methods for solving
parametric PDEC(s), its usability can straightforwardly be extended to video, audio,
and image data. Chapter 4 introduces the concept of operator learning and introduces
a new approximation method inspired by classical model reduction techniques.
Universal approximation theorems for the architecture are proved when mapping
between infinite-dimensional Hilbert spaces. Chapter 5 describers a natural way of
lifting standard neural networks to operators. Universal approximation theorems
for the architecture are proved when mapping between infinite-dimensional Banach
spaces. Our work conceptualizes a new type of universal approximation theorem
in which error is measured with respect to a Bochner norm, closer to the statistical
learning setting, as opposed to a uniform error over compact sets as is classically
done in approximation theory. For the problems considered, while being accurate,
the methods are also significantly faster than traditional approach for solving PDE(s).
Our methodology bridges the gap between machine learning and the approximation

of continuum physical models.

In the last two chapters, we focus on developing methods for approximating prob-
lems where the underlying model is polluted by noise or is intractable to compute.
We work in a finite-dimensional setting, leaving extensions to infinite dimensions to
future work. Chapter 6 introduces the concept of a Monotone Generate Adversarial
Network (MGAN) which is a method that approximates the pushforward map from
a known reference probability measure to a joint data measure of inputs and outputs.
The architecture is designed so that it is trivial to extract a pushforward map to
any conditional of the joint measure, realizing a GAN that is able to condition on
continuous data. Our method gives a computationally cheap way of sampling the
posterior distribution to Bayesian inverse problems or quantifying the uncertainty
in noisy forward problems. In Chapter 7, we tackle the problem of cheaply approx-
imating the ground-state activation energies of molecules from features based on

the Hartree—Fock theory. For molecules with many electrons, accurate physical
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approximations become computationally intractable, making data-driven methods
an indispensable tool. We formulate a novel regression-clustering approach based
on the observation that the data exhibits a piece-wise linear structure. Combined
with Gaussian Process regression, our method achieves state-of-the-art results on

standard benchmarks containing molecules with up to thirteen heavy atoms.

Due to the broad scope of the present work, targeting researchers in applied math-
ematics, statistics, physics, chemistry, and engineering, each chapter sets forth

separate notation outlined therein.



Chapter 2

ENSEMBLE KALMAN INVERSION FOR MACHINE LEARNING

2.1 Introduction

The Setting

The field of machine learning has seen enormous advances over the last decade.
These advances have been driven by two key elements: (i) the introduction of flexible
architectures which have the expressive power needed to efficiently represent the
input-output maps encountered in practice; (i1) the development of smart optimiza-
tion tools which train the free parameters in these input-output maps to match data.

The text (Goodfellow, Bengio, and Courville, 2016) overviews the start-of-the-art.

While there is little work in the field of derivative-free, paralellizable methods for
machine learning tasks, such advancements are greatly needed. Variants on the
Robbins-Monro algorithm (Robbins and Monro, 1951), such as stochastic gradient
descent (SGD), have become state-of-the-art for practitioners in machine learning
(Goodfellow, Bengio, and Courville, 2016) and an attendant theory (Dieuleveut,
Bach, et al., 2016; Bach and Moulines, 2013; Schmidt, Le Roux, and Bach, 2017;
Lee et al., 2016; Jordan, 2017) is emerging. However the approach faces many
challenges and limitations (Glorot and Bengio, 2010; Pascanu, Mikolov, and Bengio,
2013; Taylor et al., 2016). New directions are needed to overcome them, especially
for parallelization, as attempts to parallelize SGD have seen limited success (Zhang,
Choromanska, and LeCun, 2015).

A step in the direction of a derivative-free, parallelizable algorithm for the training
of neural networks was attempted in (Carreira-Perpinan and W. Wang, 2014) by
use of the the method of auxiliary coordinates (MAC). Another approach using
the alternating direction method of multipliers (ADMM) and a Bregman iteration
is attempted in (Taylor et al., 2016). Both methods seem successful but are only
demonstrated on supervised learning tasks with shallow, dense neural networks that
have relatively few parameters. In reinforcement learning, genetic algorithm have
seen some success (see (Such et al., 2017) and references therein), but it is not clear

how to deploy them outside of that domain.

To simultaneously address the issues of parallelizable and derivative-free optimiza-

tion, we demonstrate in this paper the potential for using ensemble Kalman methods
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to undertake machine learning tasks. Optimizing neural networks via Kalman filter-
ing has been attempted before (see (Haykin, 2001) and references therein), but most
have been through the use of extended or unscented Kalman Filters. Such methods
are plagued by inescapable computational and memory constraints and hence their
application has been restricted to small parameter models. A contemporaneous
paper (Haber, Lucka, and Ruthotto, 2018) has introduced a variant on the ensemble
Kalman filter, and applied it to the training of neural networks; our paper works with
a more standard implementations of ensemble Kalman methods for filtering and
inversion (K. Law, Andrew Stuart, and Zygalakis, 2015; M. A. Iglesias, K. J. H. Law,
and Andrew M Stuart, 2013) and demonstrates potential for these methods within a
wide range of machine learning tasks, when suitably enhanced by ideas that have

become routine in the successful implementation of SGD and its variants.

Our Contribution

The goal of this work is two-fold:

* First we show that many of the common tasks considered in machine learning
can be formulated in the unified framework of Bayesian inverse problems. The
advantage of this point of view is that it allows for the transfer of theory and
algorithms developed for inverse problems to the field of machine learning,
in a manner accessible to the inverse problems community. To this end we
give a precise, mathematical description of the most common approximation
architecture in machine learning, the neural network (and its variants); we use
the language of dynamical systems, and avoid references to the neurobiological
language and notation more common-place in the applied machine learning
literature. We do not pursue uncertainty quantification in this paper, but the
framework in which we work will allow for this in the future. Work taking the
deterministic viewpoint of inverse problems has already been pursued in (De
Vito et al., 2005).

* Secondly, adopting the inverse problem point of view, we show that variants
of ensemble Kalman methods (EKI, EnKF) can be just as effective at solving
most machine learning tasks as the plethora of gradient-based methods that
are widespread in the field. We borrow some ideas from machine learning
and optimization to modify these ensemble methods, in order to enhance their

performance. In short we develop algorithms which do not require backpropa-
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gation, but instead use an ensemble based approach to leverage sensitivities to

perform parameter estimation; the method is inherently parallelizable.

Our belief is that by formulating machine learning tasks as inverse problems, and
by demonstrating the potential for methodologies to be transferred from the field
of inverse problems to machine learning, we will open up new ways of thinking
about machine learning which may ultimately lead to deeper understanding of
the optimization tasks at the heart of the field, and to improved methodology for
addressing those tasks. To substantiate the second assertion we give examples of
the competitive application of ensemble methods to supervised, semi-supervised,
and online learning problems with deep dense, convolutional, and recurrent neural
networks. To the best of our knowledge, this is the first paper to successfully apply
ensemble Kalman methods to such a range of relatively large scale machine learning
tasks. Furthermore we explicitly demonstrate that the method may be used on
architectures for which backpropagation is not possible, for example in training a
dense neural network with Heaviside activations on FashionMNIST. Whilst we do
not attempt parallelization, ensemble methods are easily parallelizable and we give
references to relevant literature. Our work leaves many open questions and future

research directions for the inverse problems community.

Notation and Overview

We adopt the notation R for the real axis, R, the subset of non-negative reals, and
N ={0,1,2,...} for the set of natural numbers. For any set A, we use A" to denote
its n-fold Cartesian product for any n € N\ {0}. For any function f : A — B, we
use Im(f) = {y € B :y = f(x), for, for,z € A} to denote its image. For any
subset IV C X of a linear space X, we let dim V' denote the dimension of the smallest
subspace containing V. For any Hilbert space #, we adopt the notation || - ||, and
(-, -)% to be its associated norm and inner-product respectively. Furthermore for any
symmetric, positive-definite operator C' : D(C) C ‘H — H, we use the notation
|- llc =C"2 |3 and (-,-)¢ = (C~2-,C2-, )4. For any two topological spaces
X, Y, we let C'(X,)) denote the set of continuous functions from X to )). We
define

P"={y e R" ||yl =1L, 91,...,ym > 0}

the set of m-dimensional probability vectors, and the subset

Py ={y e R" | |lyli=1,91,.--,ym > 0}.
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Section 2.2 delineates the learning problem, starting from the classical, optimization-
based framework, and shows how it can be formulated as a Bayesian inverse problem.
Section 2.3 gives a brief overview of modern neural network architectures as dynam-
ical systems. Section 2.4 outlines the state-of-the-art algorithms for fitting neural
network models, as well as the EKI method and our proposed modifications of it.
Section 2.5 presents our numerical experiments, comparing and contrasting EKI
methods with the state-of-the-art. Section 2.6 gives some concluding remarks and

possible future directions for this line of work.

2.2 Problem Formulation

Subsection 2.2 overviews the standard formulation of machine learning problems
with subsections 2.2, 2.2, and 2.2 presenting supervised, semi-supervised, and
online learning respectively. Subsection 2.2 sets forth the Bayesian inverse problem
interpretation of these tasks and gives examples for each of the previously presented

problems.

Classical Framework

The problem of supervised learning is usually formulated as minimizing an ex-
pected cost over some space of mappings relating the data (Goodfellow, Bengio,
and Courville, 2016; Vapnik, 1995; Murphy, 2012). More precisely, let X, ) be
separable Hilbert spaces and let P(z,y) be a probability measure on the product
space X x V. Let L : Y x YV — R, be a positive-definite function and define F
to be the set of mappings {G : X — Y} on which the composition L(G(-), ") is

P-measurable for all G in F. Then we seek to minimize the functional
AG) = | £(0l).y) dBay) @1
XxY

across all mappings in F. This minimization may not be well defined as there could
be infimizing sequences not converging in F. Thus further constraints (regular-
ization) are needed to obtain an unambiguous optimization problem. These are
generally introduced by working with parametric forms of G. Additional explicit

regularization is also often added to parameterized versions of (2.1).

Usually L is called the loss or cost function and acts as a metric-like function on ;
however it is useful in applications to relax the strict properties of a metric, and we, in
particular, do not require £ to be symmetric or subadditive. With this interpretation
of L as a cost, we are seeking a mapping G with lowest cost, on average with

respect to IP. There are numerous choices for £ used in applications (Goodfellow,
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Bengio, and Courville, 2016); some of the most common include the squared-error
loss £(y/,y) = |ly — ¥'||3 used for regression tasks, and the cross-entropy loss
L(y',y) = —(y,logy’)y used for classification tasks. In both these cases we often
have ) = R¥ and, for classification, we may restrict the class of mappings to those

taking values in P.

Most of our focus will be on parametric learning where we approximate J by a
parametric family of models {G(u|-) : X — Y} where u € U is the parameter
and U is a separable Hilbert space. This allows us to work with a computable
class of functions and perform the minimization directly over /. Much of the early
work in machine learning focuses on model classes which make the associated
minimization problem convex (Boser, Guyon, and Vapnik, 1992; Hoerl and Kennard,
1970; Murphy, 2012), but the recent empirical success of neural networks has driven
research away from this direction (LeCun, Bengio, and Geoffrey E. Hinton, 2015;
Goodfellow, Bengio, and Courville, 2016). In Section 2.3, we give a brief overview

of the model space of neural networks.

While the formulation presented in (2.1) is very general, it is not directly transferable
to practical applications as, typically, we have no direct access to P(z, y). How we
choose to address this issue depends on the information known to us, usually in the
form of a data set, and defines the type of learning. Typically information about
[P is accessible only through our sample data. The next three subsections describe
particular structures of such sample data sets which arise in applications, and the

minimization tasks which are constructed from them to determine the parameter w.

Supervised Learning

Suppose that we have a dataset {(z;,y;)}_, assumed to be i.i.d. samples from
P(z,y). We can thus replace the integral (2.1) with its Monte Carlo approximation,

and add a regularization term, to obtain the following minimization problem:

arg min ®g(u; x,y), (2.2)
uel
| N
y(u5x,y) = > L(G(ulzj), y;) + R(w). (2.3)
j=1

Here R : U4 — R is a regularizer on the parameters designed to prevent overfitting
or address possible ill-posedness. We use the notation x = [z1,...,zy] € X", and
analogously y, for concatenation of the data in the input and output spaces X', Y

respectively.
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A common choice of regularizer is R(u) = M||ul|, where A € R is a tunable
parameter. This choice is often called weight decay in the machine learning literature;
the regularizer promotes parameters with smaller norm, thus inducing decay when
represented in specific bases. Other choices, such as sparsity promoting norms, are
also employed; carefully selected choices of the norm can induce desired behavior in
the parameters (E. J. Candes and Tao, 2006; Vogel, 2002). We note also that Monte

Carlo approximation is itself a form of regularization of the minimization task (2.1).

This formulation is known as supervised learning. Supervised learning is perhaps
the most common type of machine learning with numerous applications includ-
ing image/video classification, object detection, and natural language processing
(Krizhevsky, Sutskever, and Geoffrey E Hinton, 2012; Manning and Schiitze, 1999;
Sutskever, Vinyals, and Le, 2014).

Semi-Supervised Learning

Suppose now that we only observe a small portion of the data y in the image
space; specifically we assume that we have access to data {z;};cz, {y;};cz where
z; € X,y; €Y, Z={1,...,N}and where Z' C Z with |Z'| < |Z|. Clearly this
can be turned into supervised learning by ignoring all data indexed by Z \ Z’, but
we would like to take advantage of all the information known to us. Often the data
in X is known as unlabeled data, and the data in ) as labeled data; in particular
the labeled data is often in the form of categories. We use the terms labeled and
unlabeled in general, regardless or whether the data in ) is categorical; however
some of our illustrative discussion below will focus on the binary classification
problem. The objective is to assign a label y; to every j € Z. This problem is known

as semi-supervised learning.

One approach to the problem is to seek to minimize

arg min O (u; x, y) (2.4)
uel
1
Du(wixy) = 17 > L(G(ulay). y;) + B(wix) (2.5)
jez’

where the regularizer R(u;x) may use the unlabeled data in Z\ Z’, but the loss term

involves only labeled data in Z’.

There are a variety of ways in which one can construct the regularizer R(u;Xx)

including graph-based and low-density separation methods (A. L. Bertozzi et al.,
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2017; A. Bertozzi and Flenner, 2012). In this work, we will study a nonparametric
graph approach where we think of Z as indexing the nodes on a graph. To illustrate
ideas we consider the case of binary outputs, take )V = R and restrict attention to
mappings G(u|-) which take values in {—1, 1}; we sometimes abuse notation and
simply take )V = {—1, 1}, so that ) is no longer a Hilbert space. We assume that I/
comprises real-valued functions on the nodes Z of the graph, equivalently vectors
in RY. We specify that G(u|j) = sgn(u(j)) for all j € Z, and take, for example,
the probit or logistic loss function (C. E. Rasmussen and C. K. Williams, 2006;
A. L. Bertozzi et al., 2017). Once we have found an optimal parameter value for
u: Z — R, application of G to v will return a labeling over all nodes j in Z. In order
to use all the unlabeled data we introduce edge weights which measure affinities
between nodes of a graph with vertices Z, by means of a weight function on X' x X.
We then compute the graph Laplacian L(x) and use it to define a regularizer in the
form
R(u;x) = (u, (L(x) + 721)*u)gw.

Here I is the identity operator, and 7, € R with o > 0 are tunable parameters.
Further details of this method are in the following section. Applications of semi-
supervised learning can include any situation where data in the image space ) is
hard to come by, for example because it requires expert human labeling; a specific

example is medical imaging (Litjens et al., 2017).

Online Learning

Our third and final class of learning problems concerns situations where samples of
data are presented to us sequentially and we aim to refine our choice of parameters
at each step. We thus have the supervised learning problem (2.2) and we aim to
solve it sequentially as each pair of data points {x;, y,} is delivered. To facilitate
cheap algorithms we impose a Markovian structure in which we are allowed to use
only the current data sample, as well as our previous estimate of the parameters,
when searching for the new estimate. We look for a sequence {u;}22, C U such
that u; — u* as 7 — oo where, in the perfect scenario, u* will be a minimizer of the
limiting learning problem (2.1). To make the problem Markovian, we may formulate

it as the following minimization task:

uj = arg IZI’IHD Do (u, wj—1;5,Y;) (2.6)
ue

Do, uj—1;25,y;) = LIG(ulx;), y5) + R(w;uji1) 2.7
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where R is again a regularizer that could enforce a closeness condition between

consecutive parameter estimates, such as
R(u;uj_1) = Mu — w1 |3

Furthermore this regularization need not be this explicit, but could rather be included
in the method chosen to solve (2.6). For example if we use an iterative method for

the minimization, we could simply start the iteration at u;_;.

This formulation of supervised learning is known as online learning. It can be viewed
as reducing computational cost as a cheaper, sequential way of estimating a solution

to (2.1); or it may be necessitated by the sequential manner in which data is acquired.

Inverse Problems

The preceding discussion demonstrates that, while the goal of learning is to find
a mapping which generalizes across the whole distribution of possible data, in
practice, we are severely restricted by only having access to a finite data set. Namely
formulations (2.2), (2.4), and (2.6) can be stated for any input-output pair data set
with no reference to P(z,y) by simply assuming that there exists some function
in our model class that will relate the two. In fact, since L is positive-definite, its
dependence also washes out when ones takes a function approximation point of

view.

To make the above precise, consider the inverse problem of finding v € U such that
y = G(ulx) +n; (2.8)

here G(ulx) = [G(u|xy),...,G(u|xry)] is a concatenation and 1 ~ 7 is a YV-valued
random variable distributed according to a measure 7 that models possible noise in
the data, or model error. In order to facilitate a Bayesian formulation of this inverse
problem we let yy denote a prior probability measure on the parameters u. Then
supposing

N

— log(m(y — mzz/w]m

 ogia(u) R

we see that (2.2) corresponds to the standard MAP estimator arising from a Bayesian
formulation of (2.8). The semi-supervised learning problem (2.4) can also be viewed

as a MAP estimator by restricting (2.8) to Z’ and using x to build zo. This is the
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perspective we take in this work and we illustrate with an example for each type of

problem.

Example 1. Suppose that Y and U are Euclidean spaces and let 1 = N(0,T")
and o = N(0,X) be Gaussian with positive-definite covariances T, ¥ where T is
block-diagonal with N identical blocks I'y. Computing the MAP estimator of (2.8),
we obtain that L(y',y) = |ly — ¥/ ||}, and R(u) = ||ul[3.

Example 2. Suppose thatU = RY and Y = R with the data y; = £1Vj € Z'. We
will take the model class to be a single function G : RN x Z — R depending only
on the index of each data point and defined by G(u|j) = sgn(u;). As mentioned, we
think of Z as the nodes on a graph and construct the edge set E = (e;;) = n(x;, ;)
where n : X x X — R, is a symmetric function. This allows construction of
the associated graph Laplacian L(x). We shift it to remove its null space and
consider powers of this operator leading to the symmetric, positive-definite operator
C = (L(x) 4+ 72I)~ from which we can define the Gaussian measure 110 = N (0, C).
For details on why this construction defines a reasonable prior we refer to (A. L.

Bertozzi et al., 2017). Letting m = N (0, W%I ), we restrict (2.8) to the inverse problem
yj = Gulj)+mn; VjieZ.

With the given definitions, letting v* = |Z'|, the associated MAP estimator has the

form of (2.4), namely

1
1Z'|

D 16 ls) = gl + (u, O u)an.

jez’

The infimum for this functional is not achieved (M. Iglesias, Lu, and A.M. Stuart,
2016), but the ensemble based methods we employ to solve the problem implicitly

apply a further regularization which circumvents this issue.

Example 3. Lastly we turn to the online learning problem (2.6). We assume that
there is some unobserved, fixed in time parameter of our model that will perfectly

match the observed data up to a noise term. Our goal is to estimate this parameter
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sequentially. Namely, we consider the stochastic dynamical system,

Uj+1 = Uy (2.9)

Yir1 = G(uj1]Tje1) + mj1
where the sequence {n;} are Y-valued i.i.d. random variables that are also indepen-
dent from the data. This is an instance of the classic filtering problem considered
in data assimilation (K. Law, Andrew Stuart, and Zygalakis, 2015). We may view
this as solving an inverse problem at each fixed time with increasingly strong prior
information as time unrolls. With the appropriate assumptions on the prior and
the noise model, we may again view (2.6) as the MAP estimators of each fixed
inverse problem. Thus we may consider all problems presented here in the general
framework of (2.8).

2.3 Approximation Architectures

In this section, we outline the approximation architectures that we will use to solve
the three machine learning tasks outlined in the preceding section. For supervised
and online learning these amount to specifying the dependence of G on wu; for semi-
supervised learning this corresponds to determining a basis in which to seek the
parameter u. We do not give further details for the semi-supervised case as our
numerics fit in the context of Example 2, but we refer the reader to (A. L. Bertozzi
et al., 2017) for a detailed discussion.

Subsection 2.3 details feed-forward neural networks with subsections 2.3 and 2.3

showing the parameterizations of dense and convolutional networks respectively.

Feed-Forward Neural Networks

Feed-forward neural networks are a parametric model class defined as discrete time,
nonautonomous, semi-dynamical systems of an unusual type. Each map in the
composition takes a specific parametrization and can change the dimension of its
input while the whole system is computed only up to a fixed time horizon. To make
this precise, we will assume X = R% Y = R™ and define a neural network with

n € N hidden layers as the composition
Glulz) = (So Ao Fyyo---o Fy)(x)

where dy = d and F; € C(R%,R%+1),n = 0,...,n—1 are nonlinear maps, referred
to as layers, depending on parameters 0y, .. ., 0,_; respectively, A : R™ — R™

is an affine map with parameters 6,,, and u = [, . .., 6,] is a concatenation. The
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map S : R™ — V C R™ is fixed and thought of as a projection or thresholding
done to move the output to the appropriate subset of data space. The choice of S
is dependent on the problem at hand. If we are considering a regression task and
V = R™ then S can simply be taken as the identity. On the other hand, if we are
considering a classification task and V' = P™, the set of probability vectors in R,

then S is often taken to be the softmax function defined as

1
Z;'nzl et

From this perspective, the neural network approximates a categorical distribution of

S(w) =

(e“r, ... e"m).

the input data and the softmax arises naturally as the canonical response function of
the categorical distribution (when viewed as belonging to the exponential family of
distributions) (McCullagh and Nelder, 1989; Ruck et al., 1990). If we have some
specific bounds for the output data, for example V' = [—1,1]™ then S can be a

point-wise hyperbolic tangent.

What makes this dynamic unusual is the fact that each map can change the dimension
of its input unlike a standard dynamical system which operates on a fixed metric
space. However, note that the sequence of dimension changes dy, . . ., d,, is simply a
modeling choice that we may alter. Thus let d,,., = max{dy,...,d,} and consider
the solution map ¢ : Ny x Ny x Rémax —y Rdmax generated by the nonautonomous

difference equation

Rk+1 = Fk<zk)

where each map F, € C(R%ax Rdmax) ig such that dimIm(F}) < dj,;; then

¢(n,m, ) is z, given that z,, = . We may then define a neural network as
G(ulz) = SoAod(n,0,Px)

where P : RY — Rfmax is a projection operator and A : R%=x — R™ is again an
affine map. While this definition is mathematically satisfying and potentially useful
for theoretical analysis as there is a vast literature on nonautonomus semi-dynamical
systems (Kloeden and M. Rasmussen, 2011), in practice, it is more useful to think
of each map as changing the dimension of its input. This is because it allows us to
work with parameterizations that explicitly enforce the constraint on the dimension
of the image. We take this point of view for the rest of this section to illustrate the

practical uses of neural networks.
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Dense Networks

A key feature of neural networks is the specific parametrization of each map Fj. In
the most basic case, each F}, is an affine map followed by a point-wise nonlinearity,
in particular,

Fi(zx) = o(Wyzy + by)

where W, € R%+1%d p, € RI%+1 are the parameters ie. 0, = [Wj,bi] and
o € C(R,R) is non-constant and bounded; we extend ¢ to a function on R¢ by
defining it point-wise as o(u); = o(u;) for any vector u € R?. This layer type is
referred to as dense, or fully-connected, because each entry in W}, is a parameter
with no global sparsity assumptions and hence we can end up with a dense matrix. A
neural network with only this type of layer is called dense or fully-connected (DNN).

The nonlinearity o, called the activation function, is a design choice and usually
does not vary from layer to layer. Some popular choices include the sigmoid, the
hyperbolic tangent, or the rectified linear unit (ReLU) defined by o(q) = max{0, ¢}.
Note that ReLU is unbounded and hence does not satisfy the assumptions for
the classical universal approximation theorem (Hornik, 1991), but it has shown
tremendous numerical success when the associated inverse problem is solved via

backpropagation (method of adjoints) (Nair and Geoffrey E. Hinton, 2010).

Convolutional Networks

Instead of seeking the full representation of a linear operator at each time step, we
may consider looking only for the parameters associated to a pre-specified type of

operator. Namely we consider
Fk(zk) = U(W(Sk)zk + bk)

where W can be fully specified by the parameter s;. The most commonly considered
operator is the one arising from a discrete convolution (Lecun et al., 1998). The
motivation behind this choice lies in the application to natural images where we want
to exploit spatial features of the data. In particular, considering objects in an image,
a natural choice is to pick a transformation which is translation equivariant. Namely,
translations in the image result in equivalent translations in the output. This captures
the property that moving an object in an image does not change the content of that
image. Convolution then becomes the natural choice as as the set of convolutions is

in bijection with the set of equivariant functions.
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We consider the input z; as a function on the integers with period dj then we may
define W (sy,) as the circulant matrix arising as the kernel of the discrete circular
convolution with convolution operator s;. Exact construction of the operator W
is a modeling choice as one can pick exactly which blocks of z; to compute the
convolution over. Usually, even with maximally overlapping blocks, the operation
is dimension reducing, but can be made dimension preserving, or even expanding,
by appending zero entries to z;. This is called padding. For brevity, we omit
exact descriptions of such details and refer the reader to (Goodfellow, Bengio,
and Courville, 2016). The parameter s; is known as the stencil. Neural networks

following this construction are called convolutional (CNN).

In practice, a CNN computes a linear combination of many convolutions at each

time step, namely

My
(o) = 0 (z W0 + b,(j)>

m=1

forj = 1,2,..., My, where 2z, = | ,(Cl), o ,z,(CM’“)] with each entry known as a

channel and M, = 1 if no convolutions were computed at the previous iteration.
Finally we define F(z;) = [F,gl) (zk),- - -, Fk(M’““)(zk)]. The number of channels at
each time step, the integer M}, is a design choice which, along with the choice
for the size of the stencils s,g’m), the dimension of the input, and the design of W

determine the dimension of the image space dj.,; for the map F}.

When employing convolutions, it is standard practice to sometimes place maps which
compute certain statistics from the convolution. These operations are commonly
referred to as pooling. They are dimension reducing and are usually thought of as a
way of extracting the most important information from a convolution. We refer the
reader to (Nagi et al., 2011; Tsai, Hamsici, and Yang, 2015; Graham, 2014; Gulcehre
et al., 2014; K. He et al., 2014) for further details.

Perhaps the most common such operation is known as max-pooling. To illustrate

(1) F]ngnLl)]

suppose [F} 7, ... are the M., channels computed as the output of a

convolution (dropping the z; dependence for notational convenience). In this context,

) as a matrix whose

it is helpful to change perspective slightly and view each F| éj
concatenation gives the vector Fj. Each of these matrices is a two-dimensional
grid whose value at each point represents a linear combination of convolutions each

computed at that spatial location. We define a maximum-based, block-subsampling
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Convolutional Neural Network

Map Type Notation

Conv 32x5x5 | My = 1, M, = 32, s5™ € R>>®

. 28 %28 32x24x24
Fo: RFFH =R jell,...,32,m={1}

Conv 32x5x5 | M, = 32, s{"™ € RS
Fy  R32x24%x21 _y R32X10x10 | MaxPool 2x2 | j € {1,...,32},m € {1,...,32}
H1:H2:2(O[:ﬁ:2)

Conv 64x5x5 | Mz = 64, s§™ € R¥S

.. 32x10x10 64x6X6
FpuR - R je{l,... 64}, me{1,...,32)

Conv 64x5x5 | My = 64, s§™ € R5*5

Fy : R64%6x6 _, TR64 MaxPool 2x2 | j € {1,...,64},m € {1,...,64}
(global) H =Hy,=2

Fy - RS 5 RO FC-500 W, € RS b, ¢ R0

AR50 5 RO FC-10 W, € R0 p) "¢ RI0

SRV — RY Softmax S(w) = W(ewl, oL, et10)

Figure 21: A four layer convolutional neural network for classifying images in the
MNIST data set. The middle column shows a description typical of the machine
learning literature. The other two columns connect this jargon to the notation
presented here. No padding is added and the convolutions are computed over
maximally overlapping blocks (stride of one). The nonlinearity o is the ReLU and is
the same for every layer.

operation
(P;(f))z‘z = qe{fﬂéﬁl} UE{IE?%Q}(FIEJ))a(i71)+q,ﬁ(171)+v

where the tuple (H;, H,) € N? is called the pooling kernel and the tuple («, 3) €
N? is called the stride, each a design choice for the operation. It is common
practice to take H; = Hy = o = (3. We then define the full layer as Fy(z;) =
[p,(:) (2k), . .- ,p;M’““) (z)]. There are other standard choices for pooling operations
including average pooling, £,-pooling, fractional max-pooling, and adaptive max-
pooling where each of the respective names are suggestive of the operation being
performed; details may be found in (Tsai, Hamsici, and Yang, 2015; Graham,
2014; Gulcehre et al., 2014; K. He et al., 2014). Note that pooling operations are
dimension reducing and are usually thought of as a way of extracting the most
important information from a convolution. When one chooses the kernel (H, Hs)
such that F,gj ) e Rth *Hz the per channel output of the pooling is a scalar and the

operation is called global pooling.

Designs of feed-forward neural networks usually employ both convolutional (with

and without pooling) and dense layers. While the success of convolutional networks
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SR b

Figure 22: Output of each map from left to right of the convolutional neural network
shown in Figure 21. The left most image is the input and the next three images show
a single randomly selected channel from the outputs of Fy, F7, F5 respectively. The
outputs of F3, Fy, A, S are vectors shown respectively in the four subsequent plots.
We see that with high probability the network determines that the image belongs to
the first class (0) which is correct.

has mostly come from image classification or object detection tasks (Krizhevsky,
Sutskever, and Geoffrey E Hinton, 2012), they can be useful for any data with
spatial correlations (Binkowski, Marti, and Donnat, 2017; Goodfellow, Bengio,
and Courville, 2016). To connect the complex notation presented in this section
with the standard in machine learning literature, we will give an example of a deep
convolutional neural network. We consider the task of classifying images of hand-
written digits given in the MNIST dataset (LeCun and Cortes, 2010). These are
28 x 28 grayscale images of which there are N = 60,000 and 10 overall classes
{0,...,9} hence we consider X = R?%*? =~ R and ) the space of probability
vectors over R1?. Figure 21 show a typical construction of a deep convolutional
neural network for this task. The word deep is generally reserved for models with
n > 3. Once the model has been fit, Figure 22 shows the output of each map
on an example image. Starting with the digitized digit 0, the model computes its
important features, through a sequence of operations involving convolutional layers,
culminating in the second to last plot, the output of the affine map A. This plot
shows model determining that the most likely digit is 0, but also giving substantial
probability weight on the digit 6. This makes sense, as the digits 0 and 6 can look
quite similar, especially when hand-written. Once the softmax is taken (because it
exponentiates), the probability of the image being a 6 is essentially washed out, as
shown in the last plot. This is a short-coming of the softmax as it may not accurately
retain the confidence of the model’s prediction. We stipulate that this may be a reason
for the emergence of highly-confident adversarial examples (Szegedy et al., 2014;
Goodfellow, Shlens, and Szegedy, 2015), but do not pursue suitable modifications

in this work.

Recurrent Neural Networks
Recurrent neural networks are models for time-series data defined as discrete time,

nonautonomous, semi-dynamical systems that are parametrized by feed-forward
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neural networks. To make this precise, we first define a layer of two-inputs simply
as the sum of two affine maps followed by a point-wise nonlinearity, namely for
j=1,...,ndefine Fy, : R™ x R* — R% by

Fyy(2,q) = oWz + b)) + Wq + b))

where W,Ej) € Rénxdn ) ¢ Rdnxd apd bg),bg) € R%:; the parameters are
then given by the concatenation §; = [Wé] \wi, bg), b]. The dimension dj, is
a design choice that we can pick on a per-problem basis. Now define the map

Fy : R% x R? — R by composing along the first component

F9<Z7q) = F0n<F9nfl(' . F91(27Q)7 R Q)7Q)7 Q)

where § = [0, ...,0,] is a concatenation. Now suppose g, ..., zr_; € R%is an

observed time series and define the dynamic
hipr = Fp(hy, 1)

up to time ¢ = 7. We can think of this as a nonautonomous, semi-dynamical system
on R with parameter = [z, ..., z7_1]. Let ¢ : {0,..., T} x RT*4x RI* — R
be the solution map generated by this difference equation. We can finally define a
recurrent neural network G (u|-) : RT>4 — V. C RT*4 by

S(A;0¢(1,x, hy))

SAQO ,LE,hO
Gl — | S(Az0 0.0

S(AT o ¢(T, Z, ho))

where Ay, ..., Ar are affine maps, S is a thresholding (such as softmax) as previ-
ously discussed, and v a concatenation of the parameters 6 as well as the parameters
for all of the affine maps. Usually ones takes ho = 0, but randomly generated initial

conditions are also used in practice.

The construction presented here is the most basic recurrent neural network. Many
others architectures such as Long Short-Term Memory (LSTM), recursive, and
bi-recurrent networks have been proposed in the literature (Schmidhuber, 1992;
Sepp Hochreiter and Schmidhuber, 1997; S. Hochreiter et al., 2001; Goodfellow,
Bengio, and Courville, 2016), but they are all slight modifications to the above
dynamic. These architectures can be used as sequence to sequence maps, or, if we
only consider the output at the last time that is S(Az o ¢(T, z, hg)), as predicting x7
or classifying the sequence xy, ..., xp_1. We refer the reader to (Sutskever, 2013)

for an overview of the applications of recurrent neural networks.
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2.4 Algorithms

Subsection 2.4 describes the choice of loss function. Subsection 2.4 outlines the
state-of-the-art derivative based optimization, with subsection 2.4 presenting the
algorithms and subsection 2.4 presenting tricks for better convergence. Subsection
2.4 defines the EKI method, with subsequent subsections presenting our various

modifications.

Loss Function

Before delving into the specifics of optimization methods used, we discuss the
general choice of loss function £. While the machine learning literature contains a
wide variety of loss functions that are designed for specific problems, there are two
which are most commonly used and considered first when tackling any regression
and classification problems respectively, and on which we focus our work in this

paper. For regression tasks, the squared-error loss

L y)=lly—vyI5

is standard and is well known to the inverse problems community; it arises from an
additive Gaussian noise model. When the task at hand is classification, the standard

choice of loss is the cross-entropy

Ly y) =—(y,logy)y,

with the log computed point-wise and where we consider )V = R™. This loss is
well-defined on the space P/ x P™". It is consistent with the the projection map .S of
the neural network model being the softmax as Im(S) = P{'. A simple Lagrange
multiplier argument shows that £ is indeed infimized over P{ by sequence y' — y
and hence the loss is consistent with what we want our model output to be. ! From a
modeling perspective, the choice of softmax as the output layer has some drawbacks
as it only allows us to asymptotically match the data. However it is a good choice if
the cross-entropy loss is used to solve the problem; indeed, in practice, the softmax
along with the cross-entropy loss has seen the best numerical results when compared
to other choices of thresholding/loss pairs (Goodfellow, Bengio, and Courville,
2016).

The interpretation of the cross-entropy loss is to think of our model as approximating

a categorical distribution over the input data and, to get this approximation, we want

'Note that the infimum is not, in general, attained in P as defined, because perfectly labeled
data may take the form {y € R™ | J!j s.t. y; = 1,y = 0 Vk # j} which is in the closure of P but
not in P itself.
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to minimize its Shannon cross-entropy with respect to the data. Note, however, that
there is no additive noise model for which this loss appears in the associated MAP

estimator simply because £ cannot be written purely as a function of the residual

y—y.

Gradient Based Optimization

The Iterative Technique

The current state of the art for solving optimization problems of the form (2.2), (2.4),
(2.6) is based around the use of stochastic gradient descent (SGD) (Robbins and
Monro, 1951; Kiefer and Wolfowitz, 1952; Rumelhart, Geoffrey E. Hinton, and
R. J. Williams, 1988). We will describe these methods starting from a continuous
time viewpoint, for pedagogical clarity. In particular, we think of the unknown
parameter as the large time limit of a smooth function of time u : [0, 00) — U. Let

O (u;x,y) = Pg(u;x,y) or Dg(u;x,y), then gradient descent imposes the dynamic
u=—=Vo(u;x,y), u(0)=wug (2.10)

which moves the parameter in the steepest descent direction with respect to the
regularized loss function, and hence will converge to a local minimum for Lebesgue
almost all initial data, leading to bounded trajectories (Lee et al., 2016; Andrew
Stuart and Humphries, 1998).

For the practical implementations of this approach in machine learning, a number of
adaptations are made. First the ODE is discretized in time, typically by a forward
Euler scheme; the time-step is referred to as the learning rate. The time-step is often,
but not always, chosen to be a decreasing function of the iteration step (Dieuleveut,
Bach, et al., 2016; Robbins and Monro, 1951). Secondly, at each step of the iteration,
only a subset of the data is used to approximate the full gradient. In the supervised

case, for example,

B uixy) ~ g S LGl ) + Rw)
JEB
where By: C {1,..., N} isarandom subset of cardinality N’ usually with N < N.
A new By is drawn at each step of the Euler scheme without replacement until the
full dataset has been exhausted. One such cycle through all of the data is called an
epoch. The number of epochs it takes to train a model varies significantly based
on the model and data at hand but is usually within the range 10 to 500. This idea,
called mini-batching, leads to the terminology stochastic gradient descent (SGD).
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Recent work has suggested that adding this type of noise helps preferentially guide
the gradient descent towards places in parameter space which generalize better than
standard descent methods (Chaudhari, Choromanska, et al., 2016; Chaudhari and
Soatto, 2017).

A third variant on basic gradient descent is the use of momentum-augmented methods
utilized to accelerate convergence (Nesterov, 1983). The deep theory associated
with these methods relates to a clever adaptive choice of momentum which changes
with the step of the algorithm; however as used in machine lerning practice the
momentum level is typically fixed. Various continuous time dynamics associated
with the Nesterov momentum method can be found in (Su, Boyd, and E. Candes,
2014; Kovachki and Andrew M. Stuart, 2019) and take the form

mii + y(t)i = =V&(u;x,y), 211

u(0) = ug, u(0)=0.
From these variants on continuous time gradient descent have come a plethora of
adaptive first-order optimization methods that attempt to solve the learning problem.
Some of the more popular include Adam, RMSProp, and Adagrad (Kingma and
J. Ba, 2014; Duchi, Hazan, and Singer, 2011). There is no consensus on which
method performs best, although some recent work has argued in favor of SGD and
momentum SGD (Wilson et al., 2017).

Lastly, the online learning problem (2.6) is also commonly solved via a gradient

descent method dubbed online gradient descent (OGD). The dynamic is

U = —V@O(Uj,uj‘—l;xjvyj)

u;j(0) = u;—1(T)

which can be extended to the momentum case in the obvious way. It is common that
only a single step of the Euler scheme is computed. The process of letting all these

ODE(s) evolve in time is called training.

Initialization

A major challenge for the iterative methods presented here is finding a good starting
point v, for the dynamic; a problem usually termed initialization. Historically,
initialization was first dealt with using a technique called layer-wise pretraining

(G. Hinton and Salakhutdinov, 2006). In this approach the parameters are initialized
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randomly. Then the parameters of all but first layer are held fixed and SGD is used to
find the parameters of the first layer. Then all but the parameters of the second layer
are held fixed and SGD is used to find the parameters of the second layer. Repeating
this for all layers yields an estimate ug for all the parameters, and this is then used
as an initialization for SGD in a final step called fine-tuning. Development of new
activation functions, namely the ReLLU, has allowed simple random initialization
(from a carefully designed prior measure) to work just as well, making layer-wise
pretraining essentially obsolete. There are many proposed strategies in the literature
for how one should design this prior (Glorot and Bengio, 2010; Mishkin and Matas,
2015). The main idea behind all of them is to somehow normalize the output mean

and variance of each map F},. One constructs the product probability measure

0 1 n—1 n
po=py) ®pg) @@ gV @ p?

)

where each ,uék is usually a centered, isotropic probability measure with covariance

scaling 7. Each such measure corresponds to the distribution of the parameters of
each respective layer with u(()n) attached to the parameters of the map A. A common
strategy called Xavier initialization (Glorot and Bengio, 2010) proposes that the
inverse covariance (precision) is determined by the average of the input and output

dimensions of each layer:

’Yk_l = (dk + dk—H)

DO | —

and thus
2

Cdptdiyy
When the layer is convolutional, dj, and dj,, are instead taken to be the number of

Yk

input and output channels times the size of each stencil respectively. Usually each
,u(()k) is then taken to be a centered Gaussian or uniform probability measure. Once

this prior is constructed one initializes SGD by a single draw.

As we have seen, initialization strategies aim to normalize the output distribution of
each layer. However, once SGD starts and the parameters change, this normalization
is no longer in place. This issue has been called the internal covariate shift. To
address it, normalizing parameters are introduced after the output of each layer. The
most common strategy for finding these parameters is called batch-normalization
(Ioffe and Szegedy, 2015), which, as the name implies, relies on computing a

mini-batch of the data. To illustrate the idea, suppose z,,(xx, ), - - ., Zm(zk, ) are the
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outputs of the map F,,,_; at inputs xy, , . . ., Tx,. We compute the mean and variance
1< 1 <
) 2 _ 2
Vm = Ezzm<xk]~)v Om = Ezuzm(xkj)_Vm”2
j=1 3=1

and normalize these outputs so that the inputs to the map F;,, are

Zm(Tr;) — Um
Vo2 +¢€

where € > 0 is used for numerical stability while v, 5 are new parameters to be

v+ B

estimated, and are termed the scale and shift respectively; they are found by means
of the SGD optimization process. It is not necessary to introduce the new parameters
7, B but is common in practice and, with them, the operation is called affine batch-
normalization. When an output has multiple channels, separate normalization is done
per channel. During training a running mean of each v,,,, o2, is kept and the resulting
values are used for the final model. A clear drawback to batch normalization is
that it relies on batches of the data to be computed and hence cannot be used in
the online setting. Many similar strategies have been proposed (Ulyanov, Vedaldi,
and Lempitsky, 2016; L. J. Ba, Kiros, and Geoffrey E. Hinton, 2016) with no clear
consensus on which works best. Recently a new activation function called SeLU
(Klambauer et al., 2017) has been claimed to perform the required normalization

automatically.

Ensemble Kalman Inversion

The ensemble Kalman filter (EnKF) is a method for estimating the state of a stochas-
tic dynamical system from noisy observations (Evensen, 2003). Over the last decade
the method has been systematically developed as an iterative method for solving
general inverse problems; in this context, it is sometimes referred to as ensemble
Kalman inversion (EKI) (M. A. Iglesias, K. J. H. Law, and Andrew M Stuart, 2013).
Viewed as a sequential Monte Carlo method (Schillings and Andrew M. Stuart,
2017), it works on an ensemble of parameter estimates (particles) transforming them
from the prior into the posterior. Recent work has established, however, that unless
the forward operator is linear and the additive noise is Gaussian (Schillings and
Andrew M. Stuart, 2017), the correct posterior is not obtained (G. Ernst, Sprungk,
and Starkloff, 2015). Nevertheless there is ample numerical evidence that shows EKI
works very well as a derivative-free optimization method for nonlinear least-squares
problems (Kay and Sebastian, n.d.; Bergemann and Reich, 2010). In this paper, we
view it purely through the lens of optimization and propose several modifications to
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the method that follow from adopting this perspective within the context of machine

learning problems.

Consider the general inverse problem
y =G(u)+n

where n ~ m = N(0,I") represent noise, and let ;o be a prior measure on the
parameter u. Note that the supervised, semi-supervised, and online learning problems
(2.8), (2.9) can be put into this general framework by adjusting the number of data
points in the concatenations y, x and letting x be absorbed into the definition of G.
Let {u} J_, C U be an ensemble of parameter estimates which we will allow to
evolve in time through interaction with one another and with the data; this ensemble
may be initialized by drawing independent samples from p, for example. The
evolution of u¥) : [0,00) — U is described by the EKI dynamic (Schillings and
Andrew M. Stuart, 2017)

W9 = —C™ (W) DG (u) —y),

Here

j=1
Thus
J
a0 — 1 S (6(u®) — 6, G(u) — y)r u®),
S 2.12)
u(0) = u(()j)

Viewing the difference of G(u*)) from its mean, appearing in the left entry of the
inner-product, as a projected approximate derivative of G, it is possible to understand

(2.12) as an approximate gradient descent.

Rigorous analysis of the long-term properties of this dynamic for a finite .J are poorly

understood except in the case where G(-) = A- is linear (Schillings and Andrew M.
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Stuart, 2017). In the linear case, we obtain that ©\¥) — u* as ¢ — oo where u*
minimizes the functional

1
P(uy) = 5lly = Aul}

in the subspace A = span{u0 — u}7_,, and where @ is the mean of the initial

=1
ensemble {u } This follows from the fact that, in the linear case, we may re-write

(2.12) as
W) = —C(u)V,d(u"; y)

where C'(u) is an empirical covariance operator

J
1 , )
— j E (u(J) _ ﬂ) ® (U(J) _ a)
Jj=1

Hence each particle performs a gradient descent with respect to ¢ and C'(u) projects
into the subspace A.

To understand the nonlinear setting we use linearization. Note from (2.12) that

J J
al) — _% S (G (u) - % S 6(u), G(u?) — y)r u®
k=1 =1
1 !
=7 > 6). 6(u?) ~y)r (@ — 1)
k=1 =1
1 J J
= 5 >0 (6 = G(u), 6(u) = y)r (w® — ).
k=1 l=1

Now we linearize on the assumption that the particles are close to one another, so
that

G(u(k)) = G(uY +u® — ) ~ G(u(j)) + DG(u(j))(u(k) — uW)
G(u(l)) — G(u(j) +u¥ — ) ~ G(u(j)) + DG(uU))(u(l) _ u(j))_
Here DG is the Fréchet derivative of G. With this approximation, we obtain

Z<DG*(u(j))(G<u(j)) —y), u® — Oy (u® — )

=1

Z (DG (u)(G) —y), u® — a)p(u® — )

k=1

ol
-

k.lH

~C(u)V,@(u?,y)
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where

D(uy) = 5lly ~ Gl
This is again just gradient descent with a projection onto the subspace .A. These
arguments also motivate the interesting variants on EKI proposed in (Haber, Lucka,
and Ruthotto, 2018); indeed the paper (Haber, Lucka, and Ruthotto, 2018) inspired

the organization of the linearization calculations above.

In summary, the EKI is a methodology which behaves like gradient descent, but
achieves this without computing gradients. Instead it uses an ensemble and is hence
inherently parallelizable. In the context of machine learning this opens up the
possibility of avoiding explicit backpropagation, and doing so in a manner which is

well-adapted to emerging computer architectures.

Cross-Entropy Loss

The previous considerations demonstrate that EKI as typically used is closely related
to minimizing an /5 loss function via gradient descent. Here we propose a simple
modification to the method, allowing it to minimize any loss function instead of only

the squared-error; our primary motivation is the case of cross-entropy loss.

Let £(y’,y) be any loss function, this may, for example, be the cross entropy

! 1 !
Ly'y) = —N<y,logy>w-

Now consider the dynamic

9 = —C"™(u)Vy L(G(u),y)
(2.13)

If £(y',y) = |ly — ¥/||? then V, £(G(ul)),y) = T}(G(u\)) — y) recovering the
original dynamic. Note that since we’ve defined the loss through the auxiliary
variable y’ which is meant to stand-in for the output of our model, the method
remains derivative-free with respect to the model parameter u, but does not allow for
adding regularization directly into the loss. However regularization could be added

directly into the dynamic; we leave such considerations for future work.

An interpretation of the original method is that it aims to make the norm of
the residual y — G(u")) small. Our modified version replaces this residual with
Vy L(G(ul?),y), but when L is the cross entropy this is in fact the same (in the ¢,

sense). We make this precise in the following proposition.
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Theorem 4. Let G : U — (Py")N and supposey = [ey,, . . ., exy]|" where ey, is the

kj-th standard basis vector of R™. Then u* € U is a solution to

argmin ||y — G(u)||¢,
ueU

if and only if u* is a solution to
argmin [|Vy L(G(u), y)|le,
ueU
where L(y',y) = —(y,logy’)s, is the cross-entropy loss.

Proof. Without loss of generality, we may assume /N = 1 and thus let y = ¢, be the
k-th standard basis vector of R™. Suppose that «* is a solution to arg min, ., ||y — G(u)||4, .

Then for any u € U, we have

D G+ (1= G i) <D G(u); + (1 — G(u)y).

i7h 7k
Adding 0 = G(u*)r — G(u") to the Lh.s. and 0 = G(u), — G(u)y, to the r.h.s. and
noting that ||G(u)l|,, = 1 for all u € U since Im(G) = PP}’ we obtain

2(1 — G(u")k) <2(1 — G(u)g)

which implies

1 1
Glu)r = Glw),
as required since ||V £(G(u),y)|l, = 1/G(u)x. The other direction follows simi-
larly. O

Momentum

Continuing in the spirit of optimization, we may also add Nesterov momentum to
the EKI method. This is a simple modification to the dynamic (2.13),

3 A
( ) + tu Cuw< )Vy/E(G(U(J)>; y) (2'14)

While we present momentum EKI in this form, in practice, we follow the standard
in machine learning by fixing a momentum factor A € (0, 1) and discretizing (2.13)
using the method shown in subsection 2.4. In standard stochastic gradient decent,

it has been observed that this discretization converges more quickly and possibly



29

to a better local minima than the forward Euler discretization (Sutskever, Martens,
et al., 2013). Numerically, we discover a similar speed up for EKI. However, the
memory cost doubles as we need to keep track of an ensemble of positions and
momenta. Some experiments in the next section demonstrate the speed-up effect. We
leave analysis and possible applications to other inverse problems of the momentum

method as presented in (2.14) for future work.

Discrete Scheme

Finally we present our modified EKI method in the implementable, discrete time
setting and discuss some variants on this basic scheme which are particularly useful
for machine learning problems. In implementation, it is useful to consider the
concatenation of particles u = [u?), ... u(/)] which may be viewed as a function
u: [0,00) — U’. Then (2.13) becomes

0= —D(u)u

where for each fixed u the operator D(u) : U7 — U’ is a linear operator. Suppose
U = RY then we may exploit symmetry and represent D(u) by a J x J matrix
instead of a JP x JP matrix. To this end, suppose the ensemble members are

stacked row-wise that is u € R’*¥ then D(u) has the simple representation
(D(u))y = (G(u™) — G, Vy L(G(ul), y))

which is readily verified by (2.13). We then discretize via an adaptive forward Euler

scheme to obtain

Ug+1 = U — th(uk)uk
Choosing the correct time-step has an immense impact on practical performance.
We have found that the choice

ho
hp = o,
1D (ux)l[F + €
where || - || denotes the Frobenius norm, works well in practice (Dunlop, 2017).

We aim to make hg as large as possible without loosing stability of the dynamic.
The intuition behind this choice has to do with the fact that that D(u) measures how
close the propagated particles are to each other (left part of the inner-product) and
how close they are to the data (right part of the inner-product). When either or both
of these are small, we may take larger steps, and still retain numerical stability, by

choosing hy, inversely proportional to | D(u)||r; the parameter € is added to avoid
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floating point issues when || D(u)||» is near machine precision. As k — oo, we
typically match the data with increasing accuracy and, simultaneously, the propa-
gated particles achieve consensus and collapse on one another; as a consequence
|D(ug)||r — 0 which means we take larger and larger steps. Note that this is in
contrast to the Robbins-Monro implementation of stochastic gradient descent where

the sequence of time-steps are chosen to decay monotonically to zero.

Similarly, the momentum discretization of (2.13) is

Ug+1 = Vi — th(Vk)V]C

Vi1 = Ugs1 + A(Ugpr — Ug)

with A € (0,1) fixed, ug = vo where hy, = ho/(||D(v)||r + €) as before and v

represent the particle momenta.

We now present a list of numerically successful heuristics that we employ when

solving practical problems.

(I) Initialization: To construct the initial ensemble, we draw an i.i.d. sequence
{u(()j )}3]:1 with u(()l) ~ po where i is selected according to the construction
discussed for initialization of the neural network model in the section outlining
SGD.

(I) Mini-batching: We borrow from SGD the idea of mini-batching where we
use only a subset of the data to compute each step of the discretized scheme,
picking randomly without replacement. As in the classical SGD context, we

call a cycle through the full dataset an epoch.

(IIT) Prediction: In principle, any one of the particles u/) can be used as the pa-
rameters of the trained model. However, as analysis of Figure 27 below shows,
the spread in their performance is quite small; furthermore even though the
system is nonlinear, the mean particle u achieves an equally good performance
as the individual particles. Thus, for computational simplicity, we choose
to use the mean particle as our final parameter estimate. This choice further

motivates one of the ways in which we randomize.

(IV) Randomization: The EKI property that all particles remain in the subspace
spanned by the initial ensemble is not desirable when J < dimU. We
break this property by introducing noise into the system. We have found two

numerically successful ways of accomplishing this.
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1. At each step of the discrete scheme, add noise to each particle,

() ()

()

+ N

where {77,(3)}‘]-121 is an i.i.d. sequence with 77,9) ~ . We define py,

to be a scaled version of y, by scaling its covariance operator namely
Ci, = VhiCy, where hy, is the time step as previously defined. Note that
as the particles start to collapse, hj increases, hence we add more noise
to counteract this. In the momentum case, we perform the same mapping
but on the particle momenta instead

o s o) gl

ii. At the end of each epoch, randomize the particles around their mean,

Uz(f% = U + nl(ch)

where 7" is the number of steps needed to complete a cycle through the
entire dataset and {n,ijT)}le is an i.i.d. sequence with 77;(ng) ~ po. Note
that because this randomization is only done after a full epoch, it is
not clear how the noise should be scaled and thus we simply use the
prior. This may not be the optimal thing to do, but we have found great
numerical success with this strategy. Figure 28 shows the spread of
the ratio of the parameters to the the noise ||uxr||/ ||771(ch)|| We see that
relatively less noise is added as training continues. It may be possible
to achieve better results by increasing the noise with time as to combat
collapse. However, we do not perform such experiments. Furthermore
we have found that this does not work well in the momentum case; hence
all randomization for the momentum scheme is done according to the

first point.

(V) Expanding Ensemble: Numerical experiments show that using a small num-
ber of particles tends to have very good initial performance (one to two epochs)
that quickly saturates. On the other hand, using a large number of particles
does not do well to begin with but greatly outperforms small particle ensem-
bles in the long run. Thus we use the idea of an expanding ensemble where
we gradually add in new particles. This is done in the context of point (ii.) of
the randomization section. Namely, at the end of an epoch, we compute the

ensemble mean and create a new larger ensemble by randomizing around it.
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Lastly we mention that, in many inverse problem applications, it is good practice
to randomize the data for each particle at each step (K. Law, Andrew Stuart, and
Zygalakis, 2015) namely map

yrry+g

where {f,ij ) J_, is an ii.d. sequence with ¢ ,(Cl) ~ m. However we have found that
this does not work well for classification problems. This may be because the given
classifications are correct and there is no actual noise in the data. Such noise may
thus be biased in the classification setting. We have not experimented in the case

where the labels are noisy and leave this for future work.

2.5 Numerical Experiments

In the following set of experiments, we demonstrate the wide applicability of EKI
on several machine learning tasks. All forward models we consider are some type of
neural network, except for the semi-supervised learning case where we consider the
construction in Example 2. While, for the sake of brevity, we do not give details on
recurrent neural networks in this work, we refer the reader to (Goodfellow, Bengio,
and Courville, 2016) for details. We benchmark EKI against SGD and momentum
SGD and do not consider any other first-order adaptive methods. Recent work has
shown that their value is only marginal and the solutions they find may not generalize
as well (Wilson et al., 2017). Furthermore we do not employ batch normalization as
it is not clear how it should be incorporated with EKI methods. However, when batch
normalization is necessary, we instead use the SELU nonlinearity (Klambauer et al.,
2017), finding the performance to be essentially identical to batch normalization on

problems where we have been able to compare.

The next five subsections are organized as follows. Subsection 2.5 contains the
conclusions drawn from the experiments. In subsection 2.5, we describe the six
data sets used in all of our experiments as well as the metrics used to evaluate the
methods. Subsection 2.5 gives implementation details and assigns methods using
different techniques their own name. In subsections 2.5, 2.5, and 2.5 we show the
supervised, semi-supervised, and online learning experiments respectively. Since
most of our experiments are supervised, we split subsection 2.5 based on the type
of model used namely dense neural networks, convolutional neural networks, and

recurrent neural networks respectively.

Summary Of Numerical Results

The following are the primary conclusion of our numerical experiments:
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* On supervised classification problems with a feed-forward neural network,
EKI performs just as well as SGD even when the number of unknown parame-
ters is up to two order of magnitude larger than the ensemble size. Furthermore
EKI seems more numerically stable than SGD, as seen in the smaller amount
of oscillation in the test accuracy, and requires less hyper-parameter tuning. In
fact, the only parameter we vary in our experiments is the number of ensemble
members, and we do this simply to demonstrate its effect. However due to the
large number of forward passes required at each EKI iteration, we have found
the method to be significantly slower than SGD. Due to the very efficient
implementations of backpropagation a single backward-pass is comparable in
wall-clock time to single forward-pass, and EKI requires J forward-passes at
each iteration. This issue can be mitigated if each of the forward computations
is parallelized across multiple processing units, as it often is in many industrial
applications (Houtekamer, B. He, and L. Mitchell, 2014; Nino-Ruiz and
Sandu, 2015; Nifio, Sandu, and Deng, 2016). We leave such computational
considerations for future work, as our current goal is simply to establish proof
of concept. Our experiments are conducted on neural networks of up to half
a million parameters which is very small compared to modern deep learning
architectures. We choose such small networks to allow for rapid parallel pro-
totyping, but note that the algorithms are inherently parallelizable and should
scale well. Furthermore, as our CNN experiments point out, EKI can handle
relatively deep, narrow architectures which are considered difficult to train
in the machine learning literature (Romero et al., 2015; Mishkin and Matas,
2015). In addition, recent work such as (Allen-Zhu, Li, and Song, 2018)
suggests that huge over-parameterization makes the associated optimization
problem easier, indicating promise for EKI when used for networks with tens
of millions of parameters. These experiments can be found in the first two

subsections of section 2.5.

* On supervised classification problems with a recurrent neural network, EKI
significantly outperforms SGD on the small problems we consider. This is
likely due to the steep barriers that occur on the loss surface of recurrent net-
works (Pascanu, Mikolov, and Bengio, 2013; Bengio et al., 2013) which EKI
may be able to avoid due to its noisy Jacobian estimates. These experiments

can be found in the last subsection of section 2.5.

* On the semi-supervised learning problem we consider, EKI does not perform
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as well as state of the art (MCMC) (A. L. Bertozzi et al., 2017), but performs

better than the naive solution. However, even with a large number of ensemble
members, EKI is much faster and computationally cheaper than MCMC,
allowing applications to large scale problems. These experiments can be found

in section 2.5.

* On online regression problems tackled with a recurrent neural network, EKI
converges significantly faster and to a better solution than SGD with O(1) en-
semble members. While the problems we consider are only simple, univariate
time-series, the results demonstrate great promise for harder problems. It has
long been known that recurrent neural networks are very hard to optimize with
gradient-based techniques (Pascanu, Mikolov, and Bengio, 2013), so we are
very hopeful that EKI can improve on current state of the art. Again, we leave
such domain specific applications to future work. These experiments can be

found in section 2.5.

Data Sets

We consider four data sets where the problem at hand is classification and two data
sets where it is regression. For classification, three of the data sets are comprised of
images and the third of voting histories. Our goal is to classify the image based on
its content or classify the voting record based on party affiliation. For regression,
both datasets are univariate time-series and our goal is to predict an unobserved part

of the series. Figure 23 shows samples from each of the data sets.

As outlined in section 2.2, the goal of learning is to find a model which generalizes
well to unobserved data. Thus, to evaluate this criterion, we split all data sets
into a training and a testing portion. The training portion is used when we let our
ODE(s) evolve in time as described in section 2.4. The testing portion is used only
to evaluate the model. In other contexts, the training set is further split to create
a validation set, but, since we perform no hyper-parameter tuning, we omit this
step. For classification, the metric we use is called test accuracy. This is the total
number of correctly classified examples divided by the total number of examples in
the test set. For regression, the metric we use is called test error. This is the average
(across the test set) squared /5-norm of the difference between the true value and our

prediction.
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Figure 23: The six data sets used in numerical experiments. The first row shows
25 samples from MNIST, FashionMNIST, and SVHN respectively. The second
row shows the spectrum of graph Lalpacian for the Voting Records data set, the
full time-series for the daily minimum temperatures in Melbourne, and the monthly
number of sunspots from Ziirich respectively.

Classification

The first data set we consider is MNIST (LeCun and Cortes, 2010). It contains
70,000 images of hand-written digits. All examples are 28 x 28 grayscale images
and each is given a classification in {0, ..., 9} depending on what digit appears in
the image. Thus we consider X = R?8*28 = R4 and ) = P10, Each of the labels
y; is a standard basis vector of R' with the position of the 1 indicating the digit. We
use 60,000 of the images for training and 10,000 for testing. Since grayscale values
range from 0 to 255, all images are fist normalized to the range [0, 1] by point-wise
dividing by 255. Treating all training images as a sequence of 60000 - 784 numbers,
their mean and standard deviation are computed. Each image (including the test
set) is then again normalized via point-wise subtraction by the mean and point-wise
division by the standard deviation. This data normalization technique is standard in

machine learning.

The second image data set we consider is FashionMNIST (Xiao, Rasul, and Vollgraf,
2017). It contains 70,000 images of different types of clothing items. All examples
are 28 x 28 grayscale images and each is given a classification in {0, ..., 9} depend-
ing on the type of clothing item pictured. We treat it in the exact same way that we
treat MNIST.

The third image data set we consider is SVHN (Netzer et al., 2011). It contains
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99,289 natural images of cropped house numbers taken from Google Street View.
All examples are 32 x 32 RGB images and each is given a classification in {0, ..., 9}
depending on what digit appears in the image. Thus we consider X’ = R3*32x32 =~
R3072 and Y = P'° with the labels again being basis vectors of R!Y. We use 73,257
of the images for training and 26,032 for testing. All values are first normalized to
be in the range [0, 1]. We then perform the same normalization as in MNIST, but this
time per channel. That is, for all training images, we treat each color channel as a
sequence of 73257 - 1024 numbers, compute the mean and standard deviation and

then normalize each channel as before.

The last data set for classification we consider contains the voting record of the 435
U.S. House of Representatives members; see (A. Bertozzi and Flenner, 2012) and
references therein. The votes were recorded in 1984 from the 98" United States
Congress, 2" session. Each record is tied to a particular representative and is a vector
in X = R!® with each entry being +1, —1, or 0 indicating a vote for, against, or
abstain respectively. The labels live in )V = R and are +1 or —1 indicating Democrat
or Republican respectively. We use this data set only for semi-supervised learning
and thus pick the amount of observed labels |Z’| = 5 with 2 Republicans and 3
Democrats. No normalization is performed. When computing the test accuracy, we

do so over the entire data sets—namely we do not remove the 5 observed records.

Regression

The first data set we consider for regression is a time series of the daily minimum
temperatures (in Celsius) in the Melbourne, Australia from January 1% 1981 to
December 31% 1990 (Gil-Alana, 2006). It contains 3650 total observations of which
we use the first 3001 for training (up to March 22" 1989) and the rest for testing.
We consider X = )Y = R by letting (in the training set) the data be the first 3000
observations and the labels be the 2™ to 3001% observations i.e. a one-step-ahead
split. The same is done for the testing set. The minimum and maximum values xy;,,

ZTmax OVer the training set are computed and all data is transformed via

Lj — Tmin
T = —

Lmax — Lmin

This ensures the training set is in the range [0, 1] and the testing set will also be close

to that range.

The second data set for regression is a time series containing the number of observed

sunspots from Ziirich, Switzerland during each month from January 1749 to Decem-
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ber 1983 (Andrews and Herzberg, 1985). It contains 2820 observations of which we
use the first 2301 for training (up to September 1915) and the rest for testing. The

data is treated in exactly the same way as the temperatures data set.

Implementation Details

Having outlined many different strategies for performing EKI , we give methods
using different techniques their own name so they are easily distinguishable. We
refer to the techniques listed in section 2.4. All methods are initialized in the same
way (with the prior constructed based on the model) and all use mini-batching.
We refer to the forward Euler discretization of equation (2.13) as EKI and the
momentum discretization, presented in section 2.4, of equation (2.13) as MEKI.
When randomizing around the mean at the end of each epoch, we refer to the method
as EKI(R). When randomizing the momenta at each step, we refer to the method as
MEKI(R). Similarly, we call momentum SGD, MSGD. All methods use the time
step described in section 2.4 with hyper-parameters hy = 2 and € = 0.5 fixed. For
any classification problem (except the Voting Records data set), all methods use
the cross-entropy loss whose gradient is implemented with a slight correction for
numerical stability. Namely, in the case of a single data point, we implement

(Vy L(G(u),y)k = TGt o

where the constant ¢ := 0.005 is fixed for all our numerical experiments. Otherwise
the mean squared-error loss is used. All implementations are done using the PyTorch
framework (Paszke et al., 2017) on a single machine with an NVIDIA GTX 1080 Ti
GPU.

Supervised Learning

Dense Neural Networks

In this section, we benchmark all of our proposed methods on the MNIST problem
using four dense neural networks of increasing complexity. The four network
architectures are outlined in Figure 24. This will allow us to compare the methods
and pick a front runner for later experiments. Furthermore we address scalability
by finding the minimum number of ensemble members required to reach a certain
accuracy on a dataset (standard set by SGD) for networks with increasing number
of parameters. These experiments are performed with a two-layer dense network
on MNIST and FashionMNIST. Lastly, we train a dense network with Heaviside

activations (impossible with SGD) on FashionMNIST and compare to the equivalent



38

Dense Neural Networks
Name Architecture Parameters
DNN 1 784-10 7,850
DNN 2 784-100-10 79,510
DNN 3 784-300-100-10 266,610
DNN 4 | 784-500-300-100-10 | 573,910

Figure 24: Architectures of the four dense neural networks considered. All networks
use a softmax thresholding and a ReL.U nonlinearity.

DNN 1 DNN 2 DNN 3 DNN 4
SGD 0.9199 0.9735 0.9798 0.9818
MSGD 0.9257 0.9807 0.9830 0.9840
EKI u 09092 [a 09398 | & 09424 | @ 0.9404
w9 09114 | «U) 0.9416 | w9 0.9432 | «U™) 0.9418
MEKI u 0909 [ @ 0.9320 n/a n/a
19 0.9107 | U™ 0.9332
EKIR) |@ 09252 |a 09721 |@ 09738 [ a 0.9741
1) 09260 | «U") 0.9695 | v 0.9716 | «U™) 0.9691
MEKI(R) | « 09142 |« 0.9509 n/a n/a
6w 0.9162 | U 0.9511

Figure 25: Final test accuracies of six training methods on four dense neural net-
works, solving the MNIST classification problem. Each bold number is the maximum
across the column. For each EKI method we report the accuracy of the mean particle
@ and of the best performing particle in the ensemble uU").

ReLU network.

We fix the ensemble size of all methods to ./ = 2000 and the batch size to 600. SGD
uses a learning rate of 0.1 and all momentum methods use the constant A = 0.9.
Figure 25 shows the final test accuracies for all methods while Figure 26 shows the
accuracies at the end of each epoch. Due to memory constrains, we do not implement
MEKI for DNN-(3,4). In general momentum SGD performs best, but EKI(R) trails
closely. The momentum EKI methods have good initial performance but saturate.
We make this clearer in a later experiment. Overall, we see that for networks with
a relatively small number of parameters all EKI methods are comparable to SGD.
However with a large number of parameters, randomization is needed. This effect is
particularly dominant when the ensemble size is relatively small; as we later show,

larger ensemble sizes can perform significantly better.

Figure 27 shows the test accuracies for each of the particles when using EKI on
DNN-(1,2). We see that, the mean particle achieves roughly the average of the
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Figure 26: Test accuracies per epoch of six training methods on four dense neural
networks, solving the MNIST classification problem. For each EKI method the
accuracy of the mean particle u is shown.

spread, as previously discussed. Our choice to use it as the final parameter estimate
is simply for convenience. One may use all the particles in a carefully weighted
scheme as an ensemble of networks and possibly achieve better results. Having many
parameter estimates may also be advantageous when trying to avoid adversarial
examples (Goodfellow, Shlens, and Szegedy, 2015). We leave these considerations

to future work.

To better illustrate the effect of the ensemble size, we compare all EKI methods on
DNN 2 with an ensemble size of J = 6000. The accuracies are shown in Figure 29.
We again observe that the momentum methods perform very well initially, but fall
off with more training. This effect could be related to the specific time discretization
method we use, but needs to be studied further theoretically and we leave this for
future work. Note that with a larger ensemble, EKI is now comparable to SGD
pointing out that remaining in the subspace spanned by the initial ensemble is a
bottle neck for this method. On the other hand, when we randomize, the ensemble
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Figure 27: Particle accuracies of EKI on DNN-(1,2) compared to the accuracy of the
mean particle .
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Figure 28: Spread of the noise ratio for EKI(R) on DNN-(1,2). At the end of every
epoch, when the noise is added, the upper bound is computed as ||7||2/ max; |79 |,.
The lower bound is computed analogously.

size is no longer so relevant. EKI(R) performs almost identically with 2,000 and
with 6,000 ensemble members. Finding it to be the best method for these tasks, all

experiments hereafter, unless stated otherwise, use EKI(R).

To address scalability, we fix a network architecture (two-layer ReLU network) and
find the smallest number of ensemble members J needed for EKI(R) to reach the
maximum accuracy that can be achieved by this network given a fixed computational
budget of 50 epochs. This accuracy is approximated via SGD on the same computa-
tional budget. We then increase the number of parameters in the network (keeping
the architecture fixed) and repeat this experiment. The results are summarized in
Figure 210 for MNIST and FashionMNIST. We see that relatively few ensemble

members are needed to reach the desired accuracy and the scaling with the number
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Figure 29: Comparison of the test accuracies of four EKI methods on DNN 2 with
ensemble size J = 6000.
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Figure 210: Minimum number of ensemble members needed to reach network
capacity for a two-layer ReLU network within 50 epochs on MNIST and FashionM-
NIST. We increase the number of parameters in the first hidden layer and show the
minimum J as a function of P.

of parameters seems linear or sublinear. This is a promising indication that the EKI

methodology can be scaled up to industrial-sized neural networks.

Lastly, since our method is derivative-free, we train a 784-100-10 network on Fash-
1onMNIST with Heaviside activation functions. This is impossible with gradient-
based methods since the derivative of the Heaviside function is zero almost every-
where. This architecture is akin to Rosenblatt’s original multi-layered perceptron
(Rosenblatt, 1958). We achieve 85% test set accuracy on this task which is compara-
ble to the 87% achieved by the equivalent ReLLU network. While our experiment is
very simple, it demonstrates the possibility of being able to train non-differentiable
neural networks which opens new avenues for network design that we hope will be

explored in the future.



42

Convolutional Neural Networks

For our experiments with CNN(s), we employ both MNIST and SVHN. Since
MNIST is a fairly easy data set, we can use a simple architecture and still achieve
almost perfect accuracy. We name the model CNN-MNIST and its specifics are
given in the first column of Figure 211. SGD uses a learning rate of 0.05 while
momentum SGD uses 0.01 and a momentum factor of 0.9. EKI(R) has a fixed
ensemble size of J = 2000. Figure 212 shows the results of training. We note that
since CNN-MNIST uses ReLU and no batch normalization, SGD struggles to find
a good descent direction in the first few epochs. EKI(R), on the other hand, does
not have this issue and exhibits a smooth test accuracy curve that is consistent with
all other experiments. In only 30 epochs, we are able to achieve almost perfect
classification with EKI(R) slightly outperforming the SGD-based methods.

Recent work suggests that the effectiveness of batch normalization does not come
from dealing with the internal covariate shift, but, in fact, comes from smoothing
the loss surface (Santurkar et al., 2018). The noisy gradient estimates in EKI can
be interpreted as doing the same thing and is perhaps the reason we see smoother
test accuracy curves. The contemporaneous work of Haber et al (Haber, Lucka, and

Ruthotto, 2018) further supports this point of view.

Next we experiment on the SVHN data set with three CNN(s) of increasing complex-
ity. The architectures we use are inspired by those in (Mishkin and Matas, 2015),
and are referred to as Fit-Nets because each layer is shallow (has a relatively small
number of parameters), but the whole architecture is deep, reaching up to sixteen
layers. The details for the models dubbed CNN-(1,2,3) are given in Figure 211.
Such models are known to be difficult to train; for this reason, the papers (Romero
et al., 2015; Mishkin and Matas, 2015) present special initialization strategies to deal
with the model complexities. We find that when using the SELU nonlinearity and
no batch normalization, simple Xavier initialization works just as well. The results
of training are presented in Figure 212. We benchmark only against momentum
SGD as all previous experiments show it performs better than vanilla SGD. The
method uses a learning rate of 0.01 and a momentum factor of 0.9. EKI(R) starts
with J = 200 ensemble members and expands by 200 at end the of each epoch until
reaching a final ensemble of J = 5000. For CNN-3, memory constraints allowed
us to only expand up a final size of J = 2800. All methods use a batch size of
500. We see that, in all three cases, EKI(R) and momentum SGD perform almost
identically with EKI(R) slightly outperforming on CNN-(1,2), but falling off on
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Figure 211: Architectures of four Convolutional Neural Networks with 6, 7, 10, and
16 layers respectively from left to right. All convolutions use a padding of 1, making
them dimension preserving since all kernel sizes are 3x3. CNN-MNIST is evaluated
on the MNIST dataset and uses the ReLLU nonlinearity. CNN-(1,2,3) are evaluated
on the SVHN dataset and use the SELU nonlinearity. The convention s = 2 refers
to the stride of the max-pooling operation namely o = § = 2. All networks use a
softmax thresholding.

CNN-3. This is likely due to the fact that CNN-3 has a large number of parameters
and we were not able to provide a large enough ensemble size. This issue can be
dealt with via parallelization by splitting the ensemble among the memory banks of

separate processing units. We leave this consideration to future work.

Recurrent Neural Networks

For the classification task using a recurrent neural network, we return to the MNIST
data set. Since recurrent networks work on time series data, we split each image
along its rows, making a 28-dimensional time sequence with 28 entries, considering

time going down from the top to the bottom of the image. More complex strategies
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EKI(R) | 0.5708 | 0.9912 | 0.3100 | 0.9249 | 0.2874 | 0.9353 | 0.2668 | 0.9299

Figure 212: Comparison of the test accuracies of SGD and EKI(R) on four convolu-
tional neural networks. SGD(M) refers to momentum SGD. CNN-MNIST is trained
on the MNIST data set, while CNN-(1,2,3) are trained on the SVHN data set.

have been explored in (J. Wang et al., 2016). We use a two-layer recurrent network

with 32 hidden units and a tanh nonlinearity. Softmax thresholding is applied and

the initial hidden state is always taken to be O.

We train with a batch size of 600 and SGD uses a learning rate of 0.05. EKI(R) starts
with an ensemble size of J = 1000 and expands by 1,000 at the end of every epoch

until J = 4000 is reached. Figure 213 shows the result of training. EKI(R) performs

significantly better than SGD and appears more reliable, overall, for this task.




45

0.9 2 wf&%xﬁiﬁ'ﬁ%ﬁa‘@wﬁ&%ﬁ;

éo.a g First Final
Bos > SGD 0.2825 | 0.9391
04 r;” EKI(R) | 0.4810 | 0.9566

0.2
0 10 20 30 40 50

Epoch

Figure 213: Comparison of the test accuracies of EKI(R) and SGD on the MNIST
data set with a two layer recurrent neural network.

Semi-supervised Learning
We proceed as in the construction of Example 2, using the Voting Records data set.

For the affinity measure we pick (Zelnik-manor and Perona, 2005; A. L. Bertozzi

etal., 2017) ,
_ lz — yll3
77(37’3/) - exp ( 2(125)2

and construct the graph Laplacian L(x). Its spectrum is shown in Figure 23. Further
we let 7 = 0 and o = 1, hence the prior covariance C' = (L(x)) ! is defined only on
the subspace orthogonal to the first eigenvector of L(x). The most naive clustering
algorithm that uses a graph Laplacian simply thresholds the eigenvector of L(x) that
corresponds to the smalled non-zero eigenvalue (called the Fiedler vector) (Luxburg,
2007). Its accuracy is shown in Figure 214. We found the best performing EKI
method for this problem to simply be the vanilla version of the method, i.e. no
randomization or momentum. We use J = 1000 ensemble members drawn from the
prior and the mean squared-error loss. Its performance is only slightly better than
the Fiedler vector as the particles quickly collapse to something close to the Fiedler
vector. This is likely due to the fact that the initial ensemble is an i.i.d. sequence
drawn from the prior hence EKI converges to a solution in the subspace orthogonal
to the first eigenvector of L(x) which is close to the Fiedler vector, especially if the
weights and other attendant hyper-parameters have been chosen so that the Fielder
vector already classifies the labeled nodes correctly. On the other hand, the MCMC
method detailed in (A. L. Bertozzi et al., 2017) can explore outside of this subspace
and achieve much better results. We note, however, that EKI is significantly cheaper
and faster than MCMC and thus could be applied to much larger problems where
MCMC is not computationally feasible.
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Figure 214: Comparison of the test accuracies of two semi-supervised learning
algorithms to EKI on the Voting Records data set.

Online Learning

We now consider two online learning problems using a recurrent neural network.
We employ two univariate time-series data sets: minimum daily temperatures in
Melbourne, and the monthly number of sunspots observed from Ziirich. For both, we
use a single layer recurrent network with 32 hidden units and the tanh nonlinearity.
The output is not thresholded i.e. S = id. At the initial time, we set the hidden
state to O then use the hidden state computed in the previous step to initialize for the
current step. This is an online problem as our algorithm only sees one data-label pair
at a time. For OGD, we use a learning rate of 0.001 while, for EKI, we use J = 12
ensemble members. Figure 215 shows the results of training as well as how well
each of the trained model fits the test data. Notice that EKI converges much more
quickly and to a slightly better solution than OGD in both cases. Furthermore, the
model learned by EKI is able to better capture small scale oscillations. These are

very promising results for the application of EKI to harder RNN problems.

Finally we consider an online version of the classification problem. We train a
CNN (using the architecture of CNN-MNIST given in Figure 211) on MNIST
and FashionMNIST for using only 10 training examples from each data set. The
performance of this network on the test set is taken as a baseline. We then feed in
2,000 examples from the training set sequentially one at a time (equivalent to a batch
size of one) and update our model with OGD and EKI (J = 2000), comparing their
performance in Figure 216. We see that the two methods perform similarly, with
EKI(R) trailing slightly behind in accuracy but having an overall lower variance.
These results also confirm our intuition that EKI may be viewed as approximating

gradient decent.
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Figure 215: Comparison of OGD and EKI on two online learning tasks with a
recurrent neural network. The top row shows the minimum daily temperatures in
Melbourne data set, while the bottom shows the number of sunspots observed each
month from Ziirich data set.
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Figure 216: Comparison of OGD and EKI on the online classification task with
MNIST and FashionMNIST.

2.6 Conclusion and Future Directions

We have demonstrated that many machine learning problems can easily fit into the

unified framework of Bayesian inverse problems. Within this framework, we apply

ensemble Kalman inversion methods, for which we suggest suitable modifications,

to tackle machine learning tasks. Our numerical experiments suggest a wide ap-
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plicability and competitiveness against the state-of-the-art for our schemes. The

following directions for future research arise naturally from our work:

* Theoretical analysis of the momentum and general loss EKI methods as well

as their possible application to physical inverse problems.

* GPU parallelization of EKI methods and its application to large scale machine

learning tasks.

* Application of EKI methods to more difficult recurrent neural network prob-

lems as well as problems in reinforcement learning.

* Use of the entire ensemble of particle estimates to improve accuracy, perform

dimension reduction, and possibly combat adversarial examples.

* The development of Bayesian techniques to quantify uncertainty in trained

neural networks.

* The use of ensemble methods in other momentum based algorithms such as

Hamiltonian Monte Carlo.
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Chapter 3

CONTINUOUS TIME ANALYSIS OF MOMENTUM METHODS

3.1 Introduction
Background and Literature Review

At the core of many machine learning tasks is solution of the optimization problem

argmin O (u) (3.1)
ueRd

where @ : R? — R is an objective (or loss) function that is, in general, non-
convex and differentiable. Finding global minima of such objective functions is
an important and challenging task with a long history, one in which the use of
stochasticity has played a prominent role for many decades, with papers in the
early development of machine learning (S. Geman and D. Geman, 1987; Styblinski
and Tang, 1990), together with concomitant theoretical analyses for both discrete
(Bertsimas, Tsitsiklis, et al., 1993) and continuous problems (Harold J Kushner, 1987;
Harold Joseph Kushner and Clark, 2012). Recent successes in the training of deep
neural networks have built on this older work, leveraging the enormous computer
power now available, together with empirical experience about good design choices
for the architecture of the networks; reviews may be found in (Goodfellow, Bengio,
and Courville, 2016; LeCun, Bengio, and Geoffrey E. Hinton, 2015). Gradient
descent plays a prominent conceptual role in many algorithms, following from the

observation that the equation

du
i —Vo(u) (3.2)

will decrease ® along trajectories. The most widely adopted methods use stochastic
gradient decent (SGD), a concept introduced in (Robbins and Monro, 1951); the basic
idea is to use gradient decent steps based on a noisy approximation to the gradient
of ®. Building on deep work in the convex optimization literature, momentum-
based modifications to stochastic gradient decent have also become widely used in
optimization. Most notable amongst these momentum-based methods are the Heavy
Ball Method (HB), due to (B. Polyak, 1964), and Nesterov’s method of accelerated
gradients (NAG) (Nesterov, 1983). To the best of our knowledge, the first application

of HB to neural network training appears in (Rumelhart, G. E. Hinton, and Williams,
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1986). More recent work, such as (Sutskever et al., 2013), has even argued for the

indispensability of such momentum based methods for the field of deep learning.

From these two basic variants on gradient decent, there have come a plethora of
adaptive methods, incorporating momentum-like ideas, such as Adam (Kingma and
Ba, 2014), Adagrad (Duchi, Hazan, and Singer, 2011), and RMSProp (Tieleman and
G. Hinton, 2012). There is no consensus on which method performs best and results
vary based on application. The recent work of (Ashia C Wilson et al., 2017) argues
that the rudimentary, non-adaptive schemes SGD, HB, and NAG result in solutions
with the greatest generalization performance for supervised learning applications

with deep neural network models.

There is a natural physical analogy for momentum methods, namely that they relate
to a damped second order Hamiltonian dynamic with potential ®:
d*u du

m—s + ’y(t)a + Vo(u) =0. (3.3)

This perspective goes back to Polyak’s original work (B. Polyak, 1964; B. T. Polyak,
1987) and was further expanded on in (Qian, 1999), although no proof was given. For
NAG, the work of (Su, Boyd, and Candes, 2014) proves that the method approximates
a damped Hamiltonian system of precisely this form, with a time-dependent damping
coefficient. The analysis in (Su, Boyd, and Candes, 2014) holds when the momentum

factor is chosen according to the rule

n

A=\, = ,
n+3

3.4)

where n is the iteration count; this choice was proposed in the original work of
(Nesterov, 1983) and results in a choice of A which is asymptotic to 1. In the setting
where ® is p-strongly convex, it is proposed in (Nesterov, 2014) that the momentum

factor is fixed and chosen close to 1; specifically it is proposed that

)= 1—+ph

14+ v ph

where h > 0 is the time-step (learning rate). In (Ashia C. Wilson, Recht, and
Michael I. Jordan, 2016), a limiting equation for both HB and NAG of the form

(3.5)

i 4 24/ + V(1) = 0

is derived under the assumption that ) is fixed with respect to iteration number n,

and dependent on the time-step h as specified in (3.5); convergence is obtained to
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order O(h'/?). Using insight from this limiting equation it is possible to choose the
optimal value of 1 to maximize the convergence rate in the neighborhood of a locally
strongly convex objective function. Further related work is developed in (Shi et al.,
2018) where separate limiting equations for HB and NAG are derived both in the
cases of \ given by (3.4) and (3.5), obtaining convergence to order O(h3/ 2). Much
work has also gone into analyzing these methods in the discrete setting, without
appeal to the continuous time limits, see (Hu and Lessard, 2017; Lessard, Recht, and
Packard, 2016), as well as in the stochastic setting, establishing how the effect on
the generalization error, for example, (Gadat, Panloup, Saadane, et al., 2018; Loizou
and Richtérik, 2017; Yang, Lin, and Z. Li, 2016). In this paper, however, our focus
is on the use of continuous time limits as a methodology to explain optimization

algorithms.

In many machine learning applications, especially for deep learning, NAG and HB
are often used with a constant momentum factor A that is chosen independently
of the iteration count n (contrary to (3.4)) and independently of the learning rate
h (contrary to (3.5)). In fact, popular books on the subject such as (Goodfellow,
Bengio, and Courville, 2016) introduce the methods in this way, and popular articles,
such as (He et al., 2016) to name one of many, simply state the value of the constant
momentum factor used in their experiments. Widely used deep learning libraries
such as Tensorflow (Martin Abadi et al., 2015) and PyTorch (Paszke et al., 2017)
implement the methods with a fixed choice of momentum factor. Momentum
based methods used in this way, with fixed momentum, have not been carefully
analyzed. We will undertake such an analysis, using ideas from numerical analysis,
and in particular the concept of modified equations (Griffiths and Sanz-Serna, 1986;
Chartier, Hairer, and Vilmart, 2007) and from the theory of attractive invariant
manifolds (Hirsch, Pugh, and Shub, 2006; Wiggins, 2013); both ideas are explained
in the text (A. Stuart and Humphries, 1998). It is noteworthy that the high resolution
ODE approximation described in (Shi et al., 2018) may be viewed as a rediscovery
of the method of modified equations. We emphasize the fact that our work is not
at odds with any previous analyses of these methods; rather, we consider a setting
which is widely adopted in deep learning applications and has not been subjected to

continuous time analysis to date.

Remark 5. Since publication of the article (Kovachki and Andrew M. Stuart, 2021),
we became aware of related, and earlier, work by (Farazmand, 2018). Farazmand

starts from the Bregman Lagrangian introduced in (Wibisono, Ashia C Wilson, and
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Michael I Jordan, 2016) and uses ideas from geometric singular perturbation theory
to derive an invariant manifold. The work leads to a more general description of the
invariant manifold than the one given by our equation (3.20). Farazmand’s work
was published in (Farazmand, 2020).

Our Contribution

We study momentum-based optimization algorithms for the minimization task (3.1),
with learning rate independent momentum, fixed at every iteration step, focusing on
deterministic methods for clarity of exposition. Our approach is to derive continuous
time approximations of the discrete algorithms; these continuous time approxima-
tions provide insights into the mechanisms at play within the discrete algorithms. We
prove three such approximations. The first shows that the asymptotic limit of the mo-
mentum methods, as learning rate approaches zero, is simply a rescaled gradient flow
(3.2). The second two approximations include small perturbations to the rescaled
gradient flow, on the order of the learning rate, and give insight into the behavior
of momentum methods when implemented with momentum and fixed learning rate.
Through these approximation theorems, and accompanying numerical experiments,
we make the following contributions to the understanding of momentum methods as

often implemented within machine learning:

¢ We show that momentum-based methods with a fixed momentum factor,
satisfy, in the continuous-time limit obtained by sending the learning rate to

zero, a rescaled version of the gradient flow equation (3.2).

* We show that such methods also approximate a damped Hamiltonian system
of the form (3.3), with small mass m (on the order of the learning rate)
and constant damping ~y(¢) = -y; this approximation has the same order of
accuracy as the approximation of the rescaled equation (3.2) but provides a
better qualitative understanding of the fixed learning rate momentum algorithm

in its transient phase.

* We also show that, for the approximate Hamiltonian system, the dynamics
admit an exponentially attractive invariant manifold, locally representable as a
graph mapping co-ordinates to their velocities. The map generating this graph
describes a gradient flow in a potential which is a small (on the order of the

learning rate) perturbation of ® — see (3.21); the correction to the potential is
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convexifying, does not change the global minimum, and provides insight into

the fixed learning rate momentum algorithm beyond its initial transient phase.

* We provide numerical experiments which illustrate the foregoing considera-
tions, for simple linear test problems, and for the MNIST digit classification
problem; in the latter case we consider SGD and thereby demonstrate that
the conclusions of our theory have relevance for understanding the stochastic

setting as well.

Taken together our results are interesting because they demonstrate that the popular
belief that (fixed) momentum methods resemble the dynamics induced by (3.3) is
misleading. Whilst it is true, the mass in the approximating equation is small and as
a consequence understanding the dynamics as gradient flows (3.2), with modified
potential, is more instructive. In fact, in the first application of HB to neural networks
described in (Rumelhart, G. E. Hinton, and Williams, 1986), the authors state that
“[their] experience has been that [one] get[s] the same solutions by setting [the
momentum factor to zero] and reducing the size of [the learning rate].” However
our theorems should not be understood to imply that there is no practical difference
between momentum methods (with fixed learning rate) and SGD. There is indeed
a practical difference as has been demonstrated in numerous papers throughout
the machine learning literature, and our experiments in Section 3.5 further confirm
this. We show that while these methods have the same transient dynamics, they
are approximated differently. Our results demonstrate that, although momentum
methods behave like a gradient descent algorithm, asymptotically, this algorithm has
a modified potential. Furthermore, although this modified potential (3.20) is on the
order of the learning rate, the fact that the learning rate is often chosen as large as
possible, constrained by numerical stability, means that the correction to the potential
may be significant. Our results may be interpreted as indicating that the practical
success of momentum methods stems from the fact that they provide a more stable
discretization to (3.2) than the forward Euler method employed in SGD. The damped
Hamiltonian dynamic (3.11), as well the modified potential, give insight into how
this manifests. Our work gives further theoretical justification for the exploration of
the use of different numerical integrators for the purposes of optimization such as
those performed in (Scieur et al., 2017; Betancourt, Michael I. Jordan, and Ashia C.
Wilson, 2018; Zhang et al., 2018).

While our analysis is confined to the non-stochastic case to simplify the exposition,
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the results will, with some care, extend to the stochastic setting using ideas from
averaging and homogenization (Pavliotis and A. Stuart, 2008) as well as continuum
analyses of SGD as in (Q. Li, Tai, and E, 2017; Feng, L. Li, and Liu, 2018); indeed,
in the stochastic setting, sharp uniform in time error estimates are to be expected for
empirical averages (Mattingly, Andrew M Stuart, and Tretyakov, 2010; Dieuleveut,
Durmus, and Bach, 2017). To demonstrate that our analysis is indeed relevant in
the stochastic setting, we train a deep autoencoder with mini-batching (stochastic)
and verify that our convergence results still hold. The details of this experiment are
given in section 3.5. Furthermore we also confine our analysis to fixed learning rate,
and impose global bounds on the relevant derivatives of ®; this further simplifies
the exposition of the key ideas, but is not essential to them; with considerably
more analysis the ideas exposed in this paper will transfer to adaptive time-stepping

methods and much less restrictive classes of ®.

The paper is organized as follows. Section 3.2 introduces the optimization procedures
and states the convergence result to a rescaled gradient flow. In section 3.3 we derive
the modified, second-order equation and state convergence of the schemes to this
equation. Section 3.4 asserts the existence of an attractive invariant manifold,
demonstrating that it results in a gradient flow with respect to a small perturbation
of ®. In section 3.5, we train a deep autoencoder, showing that our results hold in
a stochastic setting with Assumption 6 violated. We conclude in section 3.6. All
proofs of theorems are given in the appendices so that the ideas of the theorems can

be presented clearly within the main body of the text.

Notation
We use | - | to denote the Euclidean norm on R?. We define f : RY — R? by f(u) :=
—V®(u) for any u € R?. Given parameter A € [0, 1) we define X := (1 — \)~%.

For two Banach spaces A, B, and Ay a subset in A, we denote by C*(Ay; B) the
set of k-times continuously differentiable functions with domain A, and range B.
For a function u € C*(Ay; B), we let D7u denote its j-th (total) Fréchet derivative

for j = 1,..., k. For a function u € C*(]0, o), R?), we denote its derivatives by
du d?u t ival v by 1. ii
a0 a2 Stc. or equiva ently by u, u, etc.

To simplify our proofs, we make the following assumption about the objective

function.

Assumption 6. Suppose ® € C3(R<; R) with uniformly bounded derivatives. Namely,
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there exist constants By, By, By > 0 such that
1D fll = ID?@]| < Bjs

for j = 1,2 3 where || - || denotes any appropriate operator norm.

We again stress that this assumption is not key to developing the ideas in this work,
but is rather a simplification used to make our results global. Without Assumption 6,
and no further assumption on ® such as convexity, one could only hope to give local
results, i.e. in the neighborhood of a critical point of ®. Such analysis could indeed
be carried out (see for example (Carr, 2012)), but we choose not to do so here for
the sake of clarity of exposition. In section 3.5, we give a practical example where

this assumption is violated and yet the behavior is as predicted by our theory.

Finally we observe that the nomenclature “learning rate” is now prevalent in machine
learning, and so we use it in this paper; it refers to the object commonly referred to
as “time-step” in the field of numerical analysis.

3.2 Momentum Methods and Convergence to Gradient Flow

In subsection 3.2 we state Theorem 7 concerning the convergence of a class of
momentum methods to a rescaled gradient flow. Subsection 3.2 demonstrates that
the HB and NAG methods are special cases of our general class of momentum
methods, and gives intuition for proof of Theorem 7; the proof itself is given in

Appendix A. Subsection 3.2 contains a numerical illustration of Theorem 7.

Main Result

The standard Euler discretization of (3.2) gives the discrete time optimization scheme
Upr1 = U, +hf(u,), n=0,1,2,.... (3.6)

Implementation of this scheme requires an initial guess uy € R?. For simplicity
we consider a fixed learning rate h > 0. Equation (3.2) has a unique solution
u € C3([0,00); R?) under Assumption 6 and for u,, = u(nh)

sup |u, — u,| < C(T)h;

0<nh<T

see (A. Stuart and Humphries, 1998), for example.
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In this section we consider a general class of momentum methods for the minimiza-

tion task (3.1) which can be written in the form, for some @ > 0 and A € (0, 1),

un+1 = Uy, + )\(un - unfl) + hf(un + G(Un - unfl))7 n = 07 17 27 R}

3.7
u; = Ug + hf(UO) .

Again, implementation of this scheme requires an an initial guess uy € R, The
parameter choice a = 0 gives HB and a = X\ gives NAG. In Appendix A we prove
the following:

Theorem 7. Suppose Assumption 6 holds and let u € C3([0, 00); R?) be the solution

to
du
— =—(1-X)"'Vo
o= (1 =A)7Ve(u) 3.8)
u(0) = ug

with A € (0,1). Forn =0,1,2,... let u, be the sequence given by (3.7) and define
Uy, = u(nh). Then for any T > 0, there is a constant C = C(T) > 0 such that

sup |u, — u,| < Ch.
0<nh<T

Note that (3.8) is simply a sped-up version of (3.2): if v solves (3.2) and w solves
(3.8) then v(t) = w((1—A)t) forany ¢ € [0, 00). This demonstrates that introduction
of momentum in the form used within both HB and NAG results in numerical

methods that do not differ substantially from gradient descent.

Link to HB and NAG
The HB method is usually written as a two-step scheme taking the form ((Sutskever
etal., 2013))

Vnt+1 = )\Vn + hf(”n)

Upt1 = Up + Vg

with vo = 0, A € (0, 1) the momentum factor, and h > 0 the learning rate. We can

re-write this update as

Upt1 = Up + >\Vn + hf(un)
= U, + ANuy —up1) + hf(uy,)
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hence the method reads
Upt1 = Up + A(up — Up_q) + Af(uy)

(3.9)
up = ug + hf(up).

Similarly NAG is usually written as ((Sutskever et al., 2013))

Vi1 = AV, + hf(u, + Avy,)

Uptr1 = Up + Vpa
with v = 0. Define w,, := u,, + Av,,, then

Wpt1 = Upt1 + )\VnJrl

= Upt1 + )\(un+1 - un)
and
Upt1 = Uy + AV, + hf(up + Avy,)

=u, + (W, —u,) + hf(wy,)

Hence the method may be written as

Upt+1 = Uy + )‘(un - Un—l) + hf(un + A(un - un—l))

(3.10)
up = ug + hf(uo).

It is clear that (3.9) and (3.10) are special cases of (3.7) with a = 0 giving HB and
a = A giving NAG. To intuitively understand Theorem 7, re-write (3.8) as

If we discretize the du/dt term using forward differences and the —\du/dt term

using backward differences, we obtain

u(t+h)—u(t)  ult)—ult—"h) N u(t) — u(t — h)
)= MO ) m f (ate) + na™ 20

with the second approximate equality coming from the Taylor expansion of f. This

can be rearranged as
u(t+h) ~ut) + AMu(t) —u(t —h)) + hf(u(t) + a(u(t) —u(t — h)))

which has the form of (3.7) with the identification u,, ~ u(nh).
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(d)NAG: Kk =5 () NAG: k =10 (f) NAG: k = 20

Figure 31: Comparison of trajectories for HB and NAG with the gradient flow (3.8)
on the two-dimensional problem ®(u) = 3 (u, Qu) with A = 0.9 fixed. We vary the
condition number of () as well as the learning rate h.
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Figure 32: The numerical rate of convergence, as a function of the learning rate h,
of HB and NAG to the gradient flow (3.8) for the problem described in Figure 31.

Numerical Illustration

Figure 31 compares trajectories of the momentum numerical method (3.7) with the
rescaled gradient flow (3.8), for the two-dimensional problem ®(u) = 1 (u, Qu). We
pick Q to be positive-definite so that the minimum is achieved at the point (0,0)7
and make it diagonal so that we can easily control its condition number. In particular,

the condition number of () is given as

_ maX{Qn, sz}
min{QH, sz} .
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We see that, as the condition number is increased, both HB and NAG exhibit more
pronounced transient oscillations and are thus further away from the trajectory of
(3.8), however, as the learning rate h is decreased, the oscillations dampen and
the trajectories match more and more closely. This observation from Figure 31 is
quantified in Figure 32 where we estimate the rate of convergence as a function of A,

which is defined as
Ju™ — |

A = log, U7 —

UHOO

where u(® is the numerical solution using time-step «.. The figure shows that the
rate of convergence is indeed close to 1, as predicted by our theory. In summary the
behavior of the momentum methods is precisely that of a rescaled gradient flow, but
with initial transient oscillations which capture momentum effects, but disappear as
the learning rate is decreased. We model these oscillations in the next section via

use of a modified equation.

3.3 Modified Equations

The previous section demonstrates how the momentum methods approximate a time
rescaled version of the gradient flow (3.2). In this section we show how the same
methods may also be viewed as approximations of the damped Hamiltonian system
(3.3), with mass m on the order of the learning rate, using the method of modified
equations. In subsection 3.3 we state and discuss the main result of the section,
Theorem 8. Subsection 3.3 gives intuition for proof of Theorem 8; the proof itself is
given in Appendix B. And the section also contains comments on generalizing the
idea of modified equations. In subsection 3.3 we describe a numerical illustration of

Theorem §.

Main Result
The main result of this section quantifies the sense in which momentum methods do,

in fact, approximate a damped Hamiltonian system:; it is proved in Appendix B.

Theorem 8. Fix X € (0,1) and assume that a > 0 is chosen so that o = (1 +

A — 2a(1 — X)) is strictly positive. Suppose Assumption 6 holds and let u €
C*([0, 00); RY) be the solution to

d? d
hag + (=N =
" / (3.11)

u(0) = uo, a(O) = uy.
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Suppose further that h < (1 — \)?/2aB;. Forn =0,1,2, ... let u, be the sequence

given by (3.7) and define u,, '= u(nh). Then for any T > 0, there is a constant
C = C(T) > 0 such that

sup |u, — u,| < Ch.
0<nh<T

Theorem 7 demonstrates the same order of convergence, namely O(h), to the
rescaled gradient flow equation (3.8), obtained from (3.11) simply by setting h =
0. In the standard method of modified equations the limit system (here (3.8)) is
perturbed by small terms (in terms of the assumed small learning rate) and an
increased rate of convergence is obtained to the modified equation (here (3.11)). In
our setting however, because the small modification is to a higher derivative (here
second) than appears in the limit equation (here first order), an increased rate of
convergence is not obtained. This is due to the nature of the modified equation,
whose solution has derivatives that are inversely proportional to powers of h; this
fact is quantified in Lemma 13 from Appendix B. It is precisely because the modified
equation does not lead to a higher rate of convergence that the initial parameter uy, is

arbitrary; the same rate of convergence is obtained no matter what value it takes.

It is natural to ask, therefore, what is learned from the convergence result in Theorem
8. The answer is that, although the modified equation (3.11) is approximated at
the same order as the limit equation (3.8), it actually contains considerably more
qualitative information about the dynamics of the system, particularly in the early
transient phase of the algorithm; this will be illustrated in subsection 3.3. Indeed we

will make a specific choice of uj, in our numerical experiments, namely

@( )= 1 -2«
dt 20— A\+1

to better match the transient dynamics.

Jf(uo), (3.12)

Intuition and Wider Context
Idea Behind The Modified Equations

In this subsection, we show that the scheme (3.7) exhibits momentum, in the sense
of approximating a momentum equation, but the size of the momentum term is on
the order of the step size h. To see this intuitively, we add and subtract u,, — u,,_; to
the right hand size of (3.7) then we can rearrange it to obtain

Upt1 — 2un + Up—1
h2

Up — Up—1

h
h

+ (1 =) = f(up + a(u, —u,1)).



69
This can be seen as a second order central difference and first order backward

difference discretization of the momentum equation

d*u du
h@ + (1 - A)E = f(u),

noting that the second derivative term has size of order h.

Higher Order Modified Equations For HB

We will now show that, for HB, we may derive higher order modified equations
that are consistent with (3.9). Taking the limit of these equations yields an operator
that agrees with with our intuition for discretizing (3.8). To this end, suppose
® € Cp°(RY,R) and consider the ODE(s),

A1 4 (= 1)RN) dFu
o =1 (3.13)

k=1

noting that p = 1 gives (3.8) and p = 2 gives (3.11). Let u € C*([0, 00), R?) be
the solution to (3.13) and define u,, == u(nh), uP = %(nh) forn =0,1,2,...

and £ = 1,2, ..., p. Taylor expanding yields

p
ED )

Up+1 = Up + k! n + hp+1[7:1|:
k=1 ’
where ( ) I »
+1)? dPTu
-5 /0 (1= 9P (0 £ 5)h)ds.
Then
Ly L (-1t
Ups1 — Up — MUy — Up_1) = Z Funk) + A Z X ulf) 4 pPHY T — A7)
k=1 k=1 ’
p k—1 k
h 1 -1
=h ( Zl( PN 0 4 (- ary)
k=1 ’

showing consistency to order p + 1. As is the case with (3.11) however, the I terms

will be inversely proportional to powers of i hence global accuracy will not improve.

We now study the differential operator on the L.h.s. of (3.13) as p — oc. Define the
sequence of differential operators T}, : C*([0, c0), RY) — C*([0, 00), R?) by

p k—1 k k

i T vu € C*(]0, 00), RY)

k=1
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and suppose u, Tyu € L'([0, 00); R?). Taking the Fourier transform yields

bS]

W11+ (—1)FA) (i)

F(Tu)(w) = -

k=1

F(u)(w)

where ¢ = v/—1 denotes the imaginary unit. Suppose there is a limiting operator

T, — T as p — oo then taking the limit yields

F(Tu)(w) = %(eih” e ™ ) = D) Flu)(w).

Taking the inverse transform and using the convolution theorem, we obtain

(Tu)(t) = —F 1™ + Xe™™ — X — 1)(t) * u(t)

=~ (—(1+ N)8(t) + A0(t + h) + 6(t — b)) * u(t)

e

h
:%/OO (—(1+ N0t —7)+ A0t =7+ h) +6(t —7 = h))u(r) dr
— % (— (1 4+ Nu(t) + Mu(t — h) +u(t + h))
: h _A( h )

where §(-) denotes the Dirac-delta distribution and we abuse notation by writing its
action as an integral. The above calculation does not prove convergence of 7}, to 7T,
but simply confirms our intuition that (3.9) is a forward and backward discretization
of (3.8).

Numerical Illustration

Figure 33 shows trajectories of (3.7) and (3.11) for different values of a and h on
the two-dimensional problem ®(u) = 3 (u, Qu), varying the condition number of Q.
We make the specific choice of uj implied by the initial condition (3.12). Figure 34
shows the numerical order of convergence as a function of h, as defined in Section
3.2, which is near 1, matching our theory. We note that the oscillations in HB are
captured well by (3.11), except for a slight shift when / and « are large. This is due
to our choice of initial condition which cancels the maximum number of terms in the
Taylor expansion initially, but the overall rate of convergence remains O(h) due to
Lemma 13. Other choices of uj also result in O(h) convergence and can be picked
on a case-by-case basis to obtain consistency with different qualitative phenomena
of interest in the dynamics. Note also that a|,—) < a|,—0. As a result the transient

oscillations in (3.11) are more quickly damped in the NAG case than in the HB case;
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Figure 33: Comparison of trajectories for HB and NAG with the Hamiltonian
dynamic (3.11) on the two-dimensional problem ®(u) = 1(u, Qu) with A = 0.9
fixed. We vary the condition number of () as well as the learning rate h.

a 6 8 10 12 14 16 18 Ta 6 8 10 12 14 16 18
-log,(h) -log, (h)

(a) HB (b) NAG

Figure 34: The numerical rate of convergence, as a function of the learning rate h, of
HB and NAG to the momentum equation (3.11) for the problem described in Figure
33.

this is consistent with the numerical results. However panels (d)-(f) in Figure 31
show that (3.11) is not able to adequately capture the oscillations of NAG when £/ is
relatively large. We leave for future work the task of finding equations that are able

to appropriately capture the oscillations of NAG in the large h regime.
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3.4 Invariant Manifold

The key lessons of the previous two sections are that the momentum methods
approximate a rescaled gradient flow of the form (3.2) and a damped Hamiltonian
system of the form (3.3), with small mass m which scales with the learning rate, and
constant damping ~y. Both approximations hold with the same order of accuracy, in
terms of the learning rate, and numerics demonstrate that the Hamiltonian system is
particularly useful in providing intuition for the transient regime of the algorithm. In
this section we link the two theorems from the two preceding sections by showing
that the Hamiltonian dynamics with small mass from section 3.3 has an exponentially
attractive invariant manifold on which the dynamics is, to leading order, a gradient
flow. That gradient flow is a small, in terms of the learning rate, perturbation of the

time-rescaled gradient flow from section 3.2.

Main Result
Define
Vp = (un - un—l)/h (314)

noting that then (3.7) becomes
Upt1 = Up + hAv, + Af(u, + hav,)

and

Vgl = % = \v, + f(u, + hav,).

Hence we can re-write (3.7) as

Upt1 = Up + hAv, + Af(u, + havy,)

(3.15)
Vi1 = AV, + f(u, + havy,).

Note that if ~ = 0 then (3.15) shows that u,, = ug is constant in n, and that v,
converges to (1 — \)™ f(ug). This suggests that, for i small, there is an invariant
manifold which is a small perturbation of the relation v,, = Af(u,,) and is repre-
sentable as a graph. Motivated by this, we look for a function ¢ : R? — R¢ such that
the manifold

v=MAf(u)+ hg(u) (3.16)

is invariant for the dynamics of the numerical method:

Vi = A (up) + hg(up) <= Vi1 = M (Upy1) + hg(Uni1). (3.17)
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We will prove the existence of such a function g by use of the contraction mapping
theorem to find fixed point of mapping 7" defined in subsection 3.4 below. We seek

this fixed point in set I' which we now define:

Definition 9. Let v,0 > 0 be as in Lemmas 14, 15. Define I' .= T'(v,0) to be the
closed subset of C(R%; RY) consisting of y-bounded functions:

lgllr = sup [g(§)| <, VgeTl
£cRd

that are 0-Lipshitz:

19(€) — g(n)| <6 —n|, VgeT,&neR™

Theorem 10. Fix A € (0, 1). Suppose that h is chosen small enough so that Assump-
tion 16 holds. Forn =0,1,2,.. ., let u,, v, be the sequences given by (3.15). Then
there is a T > 0 such that, for all h € (0, T), there is a unique g € T such that (3.17)

holds. Furthermore,
Vo = A (un) — hg(up)] < (A + h2X6)"[vo — Af(ug) — hg(uo)|

where A\ + h?\0 < 1.

The statement of Assumption 16, and the proof of the preceding theorem, are given
in Appendix C. The assumption appears somewhat involved at first glance but
inspection reveals that it simply places an upper bound on the learning rate h, as
detailed in Lemmas 14, 15. The proof of the theorem rests on the Lemmas 18, 19,
and 20 which establish that the operator 7' is well-defined, maps I" to I', and is a
contraction on I'. The operator 7' is defined, and expressed in a helpful form for the

purposes of analysis, in the next subsection.

In the next subsection we obtain the leading order approximation for g, given in
equation (3.31). Theorem 10 implies that the large-time dynamics are governed by
the dynamics on the invariant manifold. Substituting the leading order approximation
for g into the invariant manifold (3.16) and using this expression in the definition
(3.14) shows that

vy =—(1-N)"'V <CI>(un) + %hX(X — a)yV@(un)P) , (3.18a)

Up = Up1 — h(1 = A7V (Cb(un) + %hX(X - a)|V(I>(un)|2) : (3.18b)
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Setting

c:)\()\—a—l—%) (3.19)

we see that for large time the dynamics of momentum methods, including HB and

NAG, are approximately those of the modified gradient flow

du_

i —(1 =XV, (u) (3.20)
with )
Oy (u) = P(u) + §hc|V(I>(u)\2. (3.21)
To see this we proceed as follows. Note that from (3.20)
d*u 1 L )

then Taylor expansion shows that, for u,, = u(nh),
h2
Up = Up—1 + by, — Eun + O(h?)
- 1 1. .-
= Up_1 — h\ (V@(un) + §th|Vc1>(un)|2> + Zh2A2V|V(I>(un)|2 + O(h%)

where we have used that

Df(w)f(u) = 5V (V)P

Choosing ¢ = A(A — a + 1/2) we see that
Uy = Uy — h(1 = N)7'V <<I>(un) + %hm - a)\V@(un)F) +O(h*). (3.22)

Notice that comparison of (3.18b) and (3.22) shows that, on the invariant manifold,
the dynamics are to O(h?) the same as the equation (3.20); this is because the
truncation error between (3.18b) and (3.22) is O(h?).

Thus we have proved:

Theorem 11. Suppose that the conditions of Theorem 10 hold. Then for initial data
started on the invariant manifold and any T > 0, there is a constant C' = C(T') > 0
such that

sup |u, — u,| < Ch?,
0<nh<T

where u,, = u(nh) solves the modified equation (3.20) with ¢ = A\(A — a + 1/2).
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Intuition
We will define mapping 7" : C'(R%; R?) — C'(R%; R?) via the equations

p =&+ A+ hg(€)) + R (€ + ha(AF() + hg(¢)) )

- _ ~ (3.23)
M (P) +h(Tg)(p) = AAF(E) +hg(©)) + F (€ + ha(AF(€) + hg(©)) ).

A fixed point of the mapping g — T'g will give function g so that, under (3.23),
identity (3.17) holds. Later we will show that, for g in I' and all & sufficiently small,
¢ can be found from (3.23a) for every p, and that thus (3.23b) defines a mapping
from g € I'into T'g € C(R%; R?). We will then show that, for A sufficiently small,

T : T — T is a contraction.

For any g € C'(R% R?) and ¢ € R? define

wg(’f)
Zg(g)

Af(E) + hg(€) (3.24)
Mwg(€) + f (€ + hawy(€)). (3.25)

With this notation the fixed point mapping (3.23) for g may be written

p = 6 + th(f),

_ (3.26)
M (p) +h(Tg)(p) = z(§).

Then, by Taylor expansion,

F& -+ ha(Af©) + hg<5>)) = F(+ hawy(©))

= f(&) +ha | Df(&+ shaw,(€))w,(€)ds
0

= f(&) + haI{V(¢)
(3.27)

(1)

where the last line defines I, ’. Similarly

= 1€+ h [ D+ shay(€) ()i (3.28)
@

where the last line now defines J, 552). Then (3.23b) becomes

A(F(€) + hIP(€)) + h(Tg)(p) = ANF(E) + hAg(€) + f(&) + haI'V(€)
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and we see that
(Tg)(p) = Ag(&) +alf? (&) — AP (€).

In this light, we can rewrite the defining equations (3.23) for 7" as

p =&+ hz(8), (3.29)
(Tg)(p) = Ag(&) + aL(N (&) — M (€). (3.30)
for any ¢ € R%.

Perusal of the above definitions reveals that, to leading order in £,

wy(€) = 2(€) = Af(€), 1,V (€) = IV (€) = ADF(€) f(€)-
Thus setting ~ = 0 in (3.29), (3.30) shows that, to leading order in h,

9(p) = X(a = N Df(p)f (p)- (3.31)
Note that since f(p) = —V®(p), Df is the negative Hessian of ® and is thus
symmetric. Hence we can write g in gradient form, leading to

o(p) = 3X(a = NV (V)?) (3.32)

Remark 12. This modified potential (3.21) also arises in the construction of Lya-
punov functions for the one-stage theta method — see Corollary 5.6.2 in (A. Stuart
and Humphries, 1998).

Numerical Illustration

In Figure 35 panels (a),(b),(d),(e), we plot the components u,, and v,, found by
solving (3.15) with initial conditions uy = (1,1)” and v,, = (0,0)7 in the case
where ®(u) = £ (u, Qu). These initial conditions correspond to initializing the map
off the invariant manifold. To leading order in A the invariant manifold is given by

(see equation (3.18))

v=—(1-N"'V (CD(u) + %hA(A - a)]V@(u)P) : (3.33)

To measure the distance of the trajectory shown in panels (a),(b),(d),(e) from the
invariant manifold we define

en = Vo + (1 =A)"'V (CID(un) + %h/_\(;\ - a)|V<I)(un)|2> . (3.34)

Panels (c),(f) show the evolution of e, as well as the (approximate) bound on it
found from substituting the leading order approximation of ¢ into the following

upper bound from Theorem 10:

(A4 R2X0)"|vo — Af(ug) — hg(ug)|.
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Figure 35: Invariant manifold for HB and NAG with 4 = 27% and A\ = 0.9 on the
two-dimensional problem ®(u) = 1(u, Qu), varying the condition number of Q.
Panels (c), (f) show the distance from the invariant manifold for the largest condition
number £ = 20.

3.5 Deep Learning Example

Our theory is developed under quite restrictive assumptions, in order to keep the
proofs relatively simple and to allow a clearer conceptual development. The purpose
of the numerical experiments in this section is twofold: firstly to demonstrate that our
theory sheds light on a stochastic version of gradient descent applied, furthermore,
to a setting in which the objective function does not satisfy the global assumptions
which facilitate our analysis; and second to show that methods implemented as we
use them here (with learning-rate independent momentum, fixed at every step of the

iteration) can out-perform other choices on specific problems.

Our numerical experiments in this section are undertaken with in the context of the
example given in (Sutskever et al., 2013). We train a deep autoencoder, using the
architecture of (Geoffrey Hinton and Salakhutdinov, 2006) on the MNIST dataset
(LeCun and Cortes, 2010). Since our work is concerned only with optimization and
not generalization, we present our results only on the training set of 60,000 images
and ignore the testing set. We fix an initialization of the autoencoder following
(Glorot and Bengio, 2010) and use it to test every optimization method. Furthermore,
we fix a batch size of 200 and train for 500 epochs, not shuffling the data set during

training so that each method sees the same realization of the noise. We use the
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h=2|h=2"1 h=22|h=273|h=24h=2"° | h=2"

GF n/a 4.3948 | 4.5954 | 5.6769 | 7.0049 | 8.6468 | 10.6548

HB 3.6775 | 4.0157 | 4.5429 | 5.6447 | 7.0720 | 8.7070 | 10.6848

NAG 3.2808 | 3.7166 | 4.4579 | 5.6087 | 7.0557 | 8.6987 | 10.6814

Wilson | 6.7395 | 7.5177 | 8.3491 | 9.2543 | 10.2761 | 11.3776 | 12.4123

HB-po | 57099 | 6.6146 | 7.6202 | 8.6629 | 9.7838 | 11.0039 | 12.1743

NAG-u | 5.6867 | 6.6033 | 7.6131 | 8.6556 | 9.7783 | 11.0015 | 12.1738

Figure 36: Final training errors for the autoencoder on MNIST for six training
methods over different learning rates. GF refers to equation (3.35) while HB and
NAG to (3.7) all with fixed A = 0.9.
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Figure 37: The numerical rate of convergence for the parameters of the autoencoder,
as a function of the learning rate h, of HB and NAG to (3.35) (a), as well as of HB-p
and NAG-p to (3.36) (b).

mean-squared error as our loss function.
We compare HB and NAG given by (3.7) to the re-scaled gradient flow (3.8) which

we discretize in the standard way to yield the numerical method

h
Upt1 = Up — (1_)\>

Vo(u,), (3.35)

hence the momentum term A only acts to re-scale the learning rate. We do not test
against equation (3.11) because, to discretize it faithfully, we would need to use a
time-step much lower than A (because (3.11) contains a term of order &), but doing
so would mean that we need to train for many more epochs compared to HB and
NAG so that the same final time is reached. This, in turn, implies that the methods
would see different realization of the noise. Thus, to compare them well, we would

need to perform a Monte Carlo simulation, however, since we do not state any of
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our results in a stochastic setting, we leave this for future work.
We also compare our results to those of (Ashia C. Wilson, Recht, and Michael I.

Jordan, 2016) which analyze HB and NAG in the setting where @ is p-strongly
convex and A is given by (3.5) that is

N 1 —/uh
14 /uh
They obtain the limiting equation
i+ 2\/pt+Ve(u) =0

which we discretize via a split-step method to yield

1
Uptl = Up + ——= (1 — e’2m> Vy,

2\/1
Viyl = e 2Vihy \/EV@(unH)

(3.36)

where we have mapped the the time-step » in HB and NAG to v/% as in done in
(Ashia C. Wilson, Recht, and Michael I. Jordan, 2016). We choose this discretization
because it allows us to directly solve for the linear parts of the ODE (in the enlarged
state-space), yielding a more accurate approximation than the forward-Euler method
used to obtain (3.35). A detailed derivation is given in Appendix D. We will refer
to the method in equation (3.36) as Wilson. Further we refer to equation (3.7) with
A given by (3.5) and a = 0 as HB-x and equation (3.7) with A given by (3.5) and
a = X as NAG-pu. Since deep neural networks are not strongly convex, there is no

single optimal choice of ;; we simply set ;x = 1 in our experiments.

Figure 36 gives the final training errors for each method for several learning rates.
We were unable to train the autoencoder using (3.35) with h = 1 since A = 0.9
implies an effective learning rate of 10 for which the system blows up. In general,
NAG is the best performing method for relatively large h which is an observation
that is consistently made in the deep learning literature. Further, we note that as
the learning rate decreases, the final errors become closer indicating convergence to
the appropriate limiting equations. Figure 36 showcases the practical effectiveness
of momentum methods as they provide a way of discretizing the gradient flow
(3.2) with a large effective learning rate that forward Euler cannot accommodate.
From this perspective, we can view momentum methods as providing a more stable
discretization to gradient flows in a manner illustrated by (3.20). Such a viewpoint
informs the works (Scieur et al., 2017; Betancourt, Michael I. Jordan, and Ashia C.
Wilson, 2018; Zhang et al., 2018).
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To further illustrate the point of convergence to the limiting equation, we compute
the numerical rate of convergence, defined in Section 3.2, as a function of A for the
neural network parameters between (3.35) and HB and NAG as well as between
(3.36) and HB-p: and NAG-p.. Figure 37 gives the results. We note that this rate is
around 1 as predicted by our theory while the rate for (3.36) is around 0.5 which is
also consistent with the theory in (Ashia C. Wilson, Recht, and Michael I. Jordan,
2016).

3.6 Conclusion

Together, equations (3.8), (3.11) and (3.20) describe the dynamical systems which
are approximated by momentum methods, when implemented with fixed momentum,
in a manner made precise by the four theorems in this paper. The insight obtained
from these theorems sheds light on how momentum methods perform optimization
tasks.

3.7 Proof of Theorem 7
Proof. Taylor expanding yields

Up41 = Up + h/_\f(un> + O(hz)

and
Up = Up—1 + hj\f(un) + O(h2>

Hence
(1 + ANty — Miy_y = uy, + hANf(u,) + O(h?).

Subtracting the third identity from the first, we find that
U1 — (14 Ny — Mip_1) = hf(u,) + O(h?)
by noting A — A\ = 1. Similarly,
a(Up — Un_1) = haXf(u,) + O(h?)
hence Taylor expanding yields
S (un + a(un = un1)) = f(un) + aD f(un)(tn = tn-1)
+ a® /1(1 — 8)D? f(uy + sa(uy — Un_1))[Un — Un_1)?ds
0

= f(un) + haADf(uy) f(u,) + O(h?).
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From this, we conclude that
hf(un + a(t, — up_1)) = hf(u,) + O(h?)
hence
Uy = (1 4+ Ny — Mip_1 + hf (up + a(u, — un_1)) + O(h?).
Define the error e,, := u,, — u,, then

ner = (14 New = ey + b (£t + a(ty = 1)) = F(Un + au, = 1)) + O(h?)
— (14 Nen — Aepo1 4+ AM((1 + a)ey — aen_1) + O(h?)

where, from the mean value theorem, we have
1
M, = / Df (s(un + a(u, — un_l)) + (1 — s) (un +a(u, — un_l))>ds.
0
Now define the concatenation E, | == [e, 11, e,] € R?* then
Eny1 = AVE, + hAYE, + O(h?)

where AV, Al® ¢ R24%2d gre the block matrices

AN =
I 0l "

(1+ NI —)\I]’ 4@ —

with I € R?*? the identity. We note that A" has minimal polynomial

pam(z) = (2 =1(z = A)

and is hence diagonalizable. Thus there is a norm on || - || on R?¢ such that its induced
matrix norm || - ||,,, satifies |AM||,, = p(AW) where p : R?**2? — R, maps a

matrix to its spectral radius. Hence, since A € (0,1), we have [|AM]|,, = 1. Thus
1Bl < (1 + AlAR ) | Eall + O(h).

Then, by finite dimensional norm equivalence, there is a constant o > 0, independent
of h, such that

l1+a —a
0

= aV2a? + 2a + 1{|M,||2

1A | < @

® M,

2
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where || - ||2 denotes the spectral 2-norm. Using Assumption 6, we have
M2 < By
thus, letting ¢ == av/'2a? + 2a + 1By, we find
[Ensall < (14 he)l[En]l + O(h).

Then, by Gronwall lemma,

(1+ he)™! — 1

Bl < (14 he)" | Bl + =

O(h?)

= (1 + he)"||E7 || + O(R)

noting that the constant in the O(h) term is bounded above in terms of 7, but

independently of h. Finally, we check the initial condition

s — ] ) [h@ ~ D) + 0| _ 5

Ug — Ug 0

E) =

as desired. O]

3.8 Proof of Theorem 8
Proof. Taylor expanding yields

h? h3
Ups1 = Up £ iy + —iiy, £ —IF
2 2
where .
IF = / (1 —8)%%((n £ s)h)ds.
0
Then using equation (3.11)

h? h?
Ups1 — Up — AUy — Up_1) = h(1 — N)tt,, + 3(1 + Ny, + ?([: — M)

h3
= hf(un) + h*a(l — N)ii, + 3(1;5 — ).

(3.37)

Similarly
2 h3
a(u, — Up_1) = hat,, — Eailn + ?afn_

hence

F (a4 @t = t-1)) = F ) +haD f(wn)itn — Df () <%u - %3@1;) i
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where
1
I = a2/ (1 — 8)D? f(up + sa(ty, — Up_1))[tn — Up_1]3ds.
0

Differentiating (3.11) yields

d*u d*u du
o 1= N2 prw™
agm t - Ngg = DI

hence

Rf(tn + a(ty — tn_1)) = hf(u,) + h2a (hati, + (1 — N)ii,)
3 4

h
— Df(uy,) (?aﬂn - ?afn_) +hIf

= hf(u,) + h*a(1 — N)ii, + h*aa,
h3 4
— Df(uy) | =—ail, — —al; | + hII.
2 2
Rearranging this we obtain an expression for & f (u,,) which we plug into equation

(3.37) to yield

Ups1 — Up — MUy — Uy_1) = hf (un + a(u, —u,_1)) + LT,

where
W’ + - 3 e h3 B hi B s
LT, = — () =X[) —  h'aa@di, +Df(u,) | —aii, — —al, | — hI! .
2 N—— 2 2
— 1-X N ~~
Oren(~ i)y L) e o)

The bounds (in braces) on the four terms above follow from employing Assumption
6 and Lemma 13. From them we deduce the existence of constants K, Ko > 0

independent of & such that

—\)

1
ILT,| < hKexp (—( n) + h2K,.

We proceed similarly to the proof of Theorem 7, but with a different truncation error

structure, and find the error satsifies
(1= >
|Bull < (14 he)| Bl + hEexp ( ———"n ) + 12K,

where we abuse notation and continue to write K, K5 when, in fact, the constants

have changed by use of finite-dimensional norm equivalence. Define K3 := Ks/c
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then summing this error, we find
| Bpyill < (14 he)*|| Byl + REK3((1 4 he)" ™ — 1)

+hE, zn:(l + he)lexp (— 1=% (n— j))

2

=0

= (14 he)"||EL|| + hK3((1 + he)™™ — 1) + hK, S,

where

(1— )\)n> (1+ heyexp (42 (n + 1)) 1
200

(14 he)exp (52) — 1

Let " = nh then
(1 + he)"lexp (12_—”\)

Sp <

From this we deduce that
[ Ensall < (1 + he)"[| Byl + O(R)

noting that the constant in the O(h) term is bounded above in terms of 7', but

independently of h. For the initial condition, we check

h2“ h3
uy — up = h(ug — f(uo)) + 5U0 + ?I(T

which is O(h) by Lemma 13. Putting the bounds together we obtain

sup |[|Ey[| < C(T)h.

0<nh<T

O]

Lemma 13. Suppose Assumption 6 holds and let u € C3([0, 00); R?) be the solution

to
d?u du
du
u(0) = uo, (0) = v

dt
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for some ug, vy € R% and o > 0 independent of h. Suppose h < (1 — \)?/2aB;
then there are constants CV), 01(2)7 C§2), 01(3): C’ég’) > 0 independent of h such that
foranyt € [0, 00),

a(t)] < W,
|"(t)|<@ ELCIEON WO
R R DY 2
c® (1—2) @)
< 2L - .
i) < Shrew (- Gt) +.¢4
Proof. Define v := u then
_ 1
0= == (1= Ao = f(u)).

Define w := (1 — A\)v — f(u) hence v = —(1/ha)w and @&t = v = A w + f(u)).
Thus

w=(1-\Né— Df(w)i

_ (1};A)w — Df(u)(Mw + f(u))).

Hence we find

1d 2 (1 - )‘) 2 3 3\
5 gl = ="l = Xw, D (wjw) — Muw, Df(u)f ()

< _%w + Al(w, Df (wyw)] + A(w, Df (w)f(u))]

1—AX - _
S _%hUlQ + )\Bl|UJ|2 —+ )\B()Bl|w|

(=X, o, X=X 5 <
<_
< P lw]” + She [w|* 4+ ABy B |w|

1—A -
—%’U)F + )\B()Bl|w|

by noting that our assumption h < (1 — \)%/2aB, implies AB; < (1 — \)/2ha.
Hence p (1- )

| < ——22 \B,B

gt S T g Wl AR
so, by Gronwall lemma,

[w(t)] < exp (— (12;$)t> lw(0)| + 2hX2a B,y B, (1 — exp (— (12;(3)15))

<exp (-0 o)+ 1,
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where we define 3; = 2\2aBy B;. Hence

< %exp (——(12;:)t> lw(0)| + %
B @S A
= Xp t)+—,

—~

hao 2ha «

thus setting C’f) = |(1 = X)vg — f(up)|/a and C’f) = (1 /« gives the desired result.
Further,

< A(lw@®)] + | f(ult))])

< A(lw(0)] + by + Bo),

hence we deduce the existence of C'Y). Now define z := w then

z= —(1};05)\)2 — ADf(u)z + G(u, v, w)

where we define
Gu,v,w) == =AN(Df(u)(Df(u)v) + D* f(u)[v,w] + D? f(u)[D f (u)v, f(u)]).

Using Assumption 6 and our bounds on w and v, we deduce that there is a constant
C > 0 independent of h such that

|G (u,v,w)| < C,
hence
Ld, o  (1=X), 45 5
el =~ AP A D)) + (2, Ol v, w))
1 — _
< —QMZ + ABy|z)? + C|2|
ho
1=,
< _
< -5 e ol

as before. Thus we find

(1-=2X)
2ho

d
Slel < =S|+ C
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so, by Gronwall lemma,

(1-=2)
< =Y
w01 < exp (-2 1)+
where we define 3, := 2\aC'. Recall that
Gi—h— 1.1
-7 haw N hozz

and note TN
(0 < L= N (o)

+B1|V0|7

hence we find

i) < <<1—)\>|(1};;\3V0_f(l—|0) N BIIJ;/O')GXP (_(1220:\%) +%'

Thus we deduce that there is a constant C’{S) > (0 independent of / such that

. c® 11—\ :
[u(t)] < #GXP (—%t) + 05

as desired where CS%) = 8, /. O

One readily verifies that the result of Lemma 13 is tight by considering the one-
dimensional case with f(u) = —u. This implies that the result of Theorem 8 cannot

be improved without further assumptions.

3.9 Proof of Theorem 10
For the results of Section 3.4 we make the following assumption on the size of h.

Recall first that by Assumption 6 there are constants By, By, B > 0 such that
D7 fll = | D < Bja
forj =1,2,3.
Lemma 14. Suppose h > 0 is small enough such that
A+ hBi(a+ A\) < 1
then there is a 7 > 0 such that for any v € [Ty, 00)

(A + hBi(a+ A\)y + AByBi(a+ ) < 7. (3.38)
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Using Lemma 14 fix y € |71, 00) and define the constants

K1 = A\By + hy
K3 = By + \K;
g = h*(\ + haB,),
ar = A—1+h (Bi(A+ a(l +hABy)) + A\(B1 + hBa K3)
+ ha (aBo Ky + BIN(By + hByK3))
ap = aByK1(1 + haABy) + A(aB;} + BoK3) + A’ By (1 + haBy )(By + hBK3).

(3.39)
Lemma 15. Suppose h > 0 is small enough such that
04% > dasagy, oy <0
then there are T > 0 such that for any 6 € (15 , 7]
0% 4+ a6 + ay < 0. (3.40)

Using Lemma 15 fix § € (75, 75, |. We make the following assumption on the size

of the learning rate h which is achievable since A € (0, 1).

Assumption 16. Let Assumption 6 hold and suppose h > 0 is small enough such
that the assumptions of Lemmas 14, 15 hold. Define K, = AB; + hd and suppose
h > 0 is small enough such that

¢ =h(AKy+ Bi(1+ haKy)) < 1. (3.41)

Define constants

Q1 =\ + CL(BlKQ + BgKl(l + hCLKQ))
+ 5\((31 + hBQKg)()\KQ + Bl(l + hClKQ)) + BQK3)7

Q2 = h(a(B1 + haByK1) + X(A + haBy)(By + hB K3)), (3.42)
Qs = h(AKy + Bi(1 + hak>)),
h?(A + haB
wi=A+ Qs+ ( ha 1)Q1'
1—-Qs

Suppose h > 0 is small enough such that
Qs<1, p<l. (3.43)
Lastly assume h > 0 is small enough such that

A+ K2\ < 1. (3.44)
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We now prove Lemma 14.

Proof. Since A + hBj(a + A)\) < 1 and AByB;(a + \) > 0 the line defined by
(A +hBi(a+ AN))y + AByBi(a + A)

will intersect the identity line at a positive v and lie below it thereafter. Hence setting

. S\BoB1<CL+ /_\)
1= A+hBi(a+ AN

1

completes the proof. O
We now prove Lemma 15.

Proof. Note that since ay > 0, the parabola defined by
&252 + C(15 + g

is upward-pointing and has roots

—ay £ y/ad — dasayg

G =

20&2

Since o > 4asag, (+ € R with ¢, # (_. Since oy < 0, {; > 0 hence setting

75 = (; and 7, = max{0, (_} completes the proof. O

We now prove Theorem 10. The proof refers to four lemmas whose statements and

proofs follow it.

Proof. Define 7 > 0 as the maximum A such that Assumption 16 holds. The
contraction mapping principle together with Lemmas 18, 19, and 20 show that the
operator I’ defined by (3.29) and (3.30) has a unique fixed point in ['. Hence, from
its definition and equation (3.23b), we immediately obtain the existence result. We
now show exponential attractivity. Recall the definition of the operator 7" namely
equations (3.29), (3.30):

p=E&+ th (f)
(Tg)(p) = Ag(&) + aI(N (&) — NP (€).
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Let g € I' be the fixed point of 7" and set

P = U, + hzy(uy)
9(p) = Ag(up) + all(u,) — MP (uy,).
Then
Vas1 = Af (Unt1) = hg(uns1)] < Vo1 = Af (Ung1) — Rg(p)| + hlg(p) — g(unta)]
< Vng1 = Af (Uny1) = hg(p)] + P|p — 1]
since g € I'. Since, by definition,
Vil = AV, + f(u, + havy,)

we have,

Vg1 — 5\f(unJrl) —hg(p)| = | Ay + f(un + hav,) — j‘f(un+1>
— h(Ag(u,) + alé(,l)(un) — S\Ig(2)(un))|
= Alv, — S‘f(un) — hg(uy)|

by noting that

f(u, + havy,) = f(u,) + ha]él)(un)
flupia) = flun) + hI;Q)(Un)-

From definition,
Upt1 = Up + hAV, + A f(u, + hav,),

thus

D — Unt1] = up + hzy(un) — up, — AV, — hf (U, + hav,,)|
= h|AAf(up) + hg(u,)) + f(un + havy,) — Av, — f(u, + hav,)|
= h/\|vn - j\f(un) - hg(un)‘

Hence
Vg1 = Af (Una1) = hg(upaa)] < (A +h2A8) v — Af (un) — hg(uy)]

as desired. By Assumption 16, A + h2\6 < 1. O

The following lemma gives basic bounds which are used in the proofs of Lemmas
18, 19, 20.
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Lemma 17. Let g,q € I and &, € RY then the quantities defined by (3.24), (3.25),
(3.27), and (3.28) satisfy the following:

lwy(§)] < K,
|wy (&) — wy(n)| < Ka|¢ =,
[wy(§) — we(&)] < hlg(€) — a(&)]
|24(E)] < K3,
124(&) — zg(n)| £ (MK + By (14 haky)) £ —n),
124(€) = 24(E)] < h (A + haBy) [g() — a(S)],
‘Igsl (&) < Bi1K;,
1IV(€) — IV (n)| < (B1K2 + Bo K1 (1 + haKy))|é — ),
1I0V(€) — IMV(€)| < W(By + haBaK1)|g(€) — q(€)),
1152 (€)] < BiK3
1I52(€) = 1P ()| < ((By + hByK3)(AKy + Bi(1 + haKy)) + By Ks)[€ — 1),
[IP(€) = IP(&)] < h(A+ hBia)(By + hB2K3)|g(&) — (&)].

Proof. These bounds relay on applications of the triangle inequality together with
boundedness of f and its derivatives as well as the fact that functions in I" are bounded
and Lipschitz. To illustrate the idea, we will prove the bounds for w,, wy, I, g(l), and
Iél). To that end,

[wy ()] = [Af(&) + hg(6)]
< AF(E)] + hlg(©)]

establishing the first bound. For the second,

|wy (&) — wy(m)] < AIF(E) — F(m)| + hlg(€) — g(n)]
< ABi[§ — | + hél§ —n|
= K5|§ — 1|

as desired. Finally,
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as desired. We now turn to the bounds for / él), Lgl),

06| < / IDF(E + shaw,(€))]|uwy(€)ds
B1Kqd
S/O S

= B1K17

establishing the first bound. For the second bound,
1
1IV(€) — I ()] < /O [Df(§ + shawy(§))wy(§) — Df(n + shawg(n))wy(§)|ds
1
+ [ 1D+ shawy (0)) (€)= D n-+ shaw, n) ()]s

< KlB2/O (1§ = nl + shalw,(&) — wy(n)|)ds + Bi|wy(§) — wy(n)]

< K 1By (€ — n| + haKs|€ —n]) + B1Ks|€ — 1
= (B1Ky + B Ki (1 + haKs))|€ — 1|

as desired. Finally
1IV(€) — 1P (©)] < /0 Df(e shawg(€))wy (&) — Df (& + shaw,(€))w,(€)|ds
-/ IDF(E + shawy(€)uy(€) — DAE + shawy (€))uy(€)lds
< B [ © - wi(©)ds

1
+ KlBg/ |€ + shaw,(§) — & — shaw,(€)|ds
0

< hBi|g(€) — q(&)| + h*aByKi|g(€) — q(€)]
= h(B; + haByK1)|g(&) — q(&)|

as desired. The bounds for z, z,, ], 9(2), and [/, 32) follow similarly. O

We also need the following three lemmas.

Lemma 18. Suppose Assumption 16 holds. For any g € I and p € R there exists a
unique ¢ € RY satisfying (3.29).

Proof. Consider the iteration of the form

gk—H =p—- hzg(fk)-
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For any two sequences {¢*}, {n*} generated by this iteration we have, by Lemma
17,

| — P <z (") — 24(€F))
< h(AK; + Bi(1 + haK>))[€* — |

= cl¢F =P
which is a contraction by (3.41). ]

Lemma 19. Suppose Assumption 16 holds. The operator T defined by (3.30) satisfies
T:T'—T.

Proof. Let g € " and p € R then by Lemma 18 there is a unique ¢ € R? such that
(3.29) is satisfied. Then

(Tg)(p)] < Mg(©)] + al LV (&) + A 1P ()]
< Ay 4 aBi(ABy + hy) + AB1(A(ABy + hy) + By)
= (A4 hBy(a+ A\)y + AByBy(a + \)

<7
with the last inequality following from (3.38).

Let p;,p, € R? then, by Lemma 18, there exist £;,& € R? such that (3.29) is
satisfied with p = {p1, p»}. Hence, by Lemma 17,

(Tg)(p1) — (Tg)(p2)] < Alg(&1) — g(&)| + alIM (&) — I (&) + AT (&) — I (&)
< K|& — &

where we define
K = )\(5+CL(BlK2+BQK1(1+hCLK2))+5\((Bl+hBQK3)()\K2+Bl(1+hCLK2)>+BQK3>

Now, using (3.29) and the proof of Lemma 18,

&1 — &a| < |p1— pa| + hlzg(§1) — 24(&2)]
< |p1 — pa| + cl& — &

Since ¢ < 1 by (3.41), we obtain

1
& —&f < :|p1 — p2
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thus

(To) 1) = (T9)pa)| < = lpw =l < 8l = pl.

To see the last inequality, we note that

1 <6 <= K—-6§1-¢<0
— C

and K — (1 — ¢) = a0® + @16 + ag by (3.39), and thus (3.40) gives the desired
result. [

Lemma 20. Suppose Assumption 16 holds. For any gy, g» € I', we have

1Tg1 — Tgallr < pllgr — g2llr

where pn < 1.

Proof. By Lemma 18, for any p € R? and g, g» € T, there are £, & € R? such that

b= gj + hZ!]j (gj)
(Tg;)(p) = Ag; (&) + aIiD (&) = AP (&)

for j = 1,2. Then

(T91) () —(Tg2)(p)| < Mg1(€1)=g2(&2)lHal I (&)~ I3 (€2) HALP (60) — 13 (€2)-

Note that

191(61) — g2(&2)| = 1g1(&1) — 92(&2) — 92(&1) + g2(&1)]
<|g1(&1) — g2(&1)| + 0[&1 — &l

Similarly, by Lemma 17,

ISP (&) = I (&) = [ (60) = I3 (&) — I (&) + I3 (&)
< (&) = 15 (€] + 115 (&) = 1) (&)
< W(Bi + haBy K1)|g1(&1) — 92(61)]
+ (B1Ks + BoKq (1 4 haK>y))|& — &

Finally,

I2(&) = I (&) = I (&) - 1(2)(5 )~ ID(&) + 1(2)(5 )]
<IR(&) = IQ(E)+ LD (&) — I (&)
< h(A+ hBla)(Bl + hB2K3)|91(€1) — 92(&)[+
+ ((B1 + hBo K3)(AKy + Bi(1 + haKy)) + By K3)|&

— &l
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Putting these together and using (3.42), we obtain

[(T'g1)(p) — (Tg2)(p)| < (A + Q2)[g1(&1) — g2 (&) + Q161 — &al-

Now, by Lemma 17,

&1 — &af < hfzg, (§1) — 29, (82) — 24, (E1) + 24, (61)]
< h([2g, (§1) = 29, (§0)] + [205 (1) — 24, (&2)1)
< KA+ haBy)|g1(€) — g2(&)] + h(AK2 + Bi(1 + haK>))|& — &
= (A + haBy)]g1(€) — g2(61)] + Qslér — &

using (3.42). Since, by (3.43), ()3 < 1, we obtain

h2(\ + haB;)

& — & < -0,

191(€1) — g2(61)

and thus

(T91)(p) — (Tga)(p)] < (/\ L0+l <A1+_hzf>czl

= plg1(&1) — g2(&1)]

) 191(61) — g2(&1)]

by (3.42). Taking the supremum over ; then over p gives the desired result. Since
© < 1by (3.43), we obtain that 7" is a contraction on I'. [

3.10 Derivation of Split-step Method

We consider the equation

i+ 23/ + VO (u) = 0
u(0) = ug, u(0) = vy.

Set v = © then we have

Define the maps

0
—Vo(u)

fl(uav> = —21\J/ﬁ’l)] , fg(u,v) =

and then

Z] = fi(u,v) + fa(u,v).



We first solve the system

Clearly

hence

This gives us the flow map

Wy (u,v;t) =

We now solve the system

Clearly

hence

This gives us the flow map

u
u,v;t) = .
val ) v —tVO(u)
The composition of the flow maps is then
u -+ ﬁﬁ (1 — 6_2\/ﬁt) v
(Y2 0 Y1) (u,vst) = ot Vo L (1 _ -2t
e v—1 (u + PN ( —e ) v>

Mapping t to the time-step /A gives the numerical method (3.36).
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Chapter 4

NEURAL NETWORKS AND MODEL REDUCTION FOR
PARAMETRIC PDE(S)

4.1 Introduction

At the core of many computational tasks arising in science and engineering is the
problem of repeatedly evaluating the output of an expensive forward model for
many statistically similar inputs. Such settings include the numerical solution of
parametric partial differential equations (PDEs), time-stepping for evolutionary
PDEs and, more generally, the evaluation of input-output maps defined by black-box
computer models. The key idea in this paper is the development of a new data-
driven emulator which is defined to act between the infinite-dimensional input and
output spaces of maps such as those defined by PDEs. By defining approximation
architectures on infinite-dimensional spaces, we provide the basis for a methodology
which is robust to the resolution of the finite-dimensionalizations used to create

implementable algorithms.

This work is motivated by the recent empirical success of neural networks in machine
learning applications such as image classification, aiming to explore whether this
success has any implications for algorithm development in different applications
arising in science and engineering. We further wish to compare the resulting new
methods with traditional algorithms from the field of numerical analysis for the
approximation of infinite-dimensional maps, such as the maps defined by parametric
PDE:s or the solution operator for time-dependent PDEs. We propose a method for
approximation of such solution maps purely in a data-driven fashion by lifting the
concept of neural networks to produce maps acting between infinite-dimensional
spaces. Our method exploits approximate finite-dimensional structure in maps
between Banach spaces of functions through three separate steps: (i) reducing the
dimension of the input, (ii) reducing the dimension of the output, and (iii) finding a
map between the two resulting finite-dimensional latent spaces. Our approach takes
advantage of the approximation power of neural networks while allowing for the use
of well-understood, classical dimension reduction (and reconstruction) techniques.
Our goal is to reduce the complexity of the input-to-output map by replacing it with

a data-driven emulator. In achieving this goal we design an emulator which enjoys
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mesh-independent approximation properties, a fact which we establish through a
combination of theory and numerical experiments; to the best of our knowledge,

these are the first such results in the area of neural networks for PDE problems.

To be concrete, and to guide the literature review which follows, consider the

following prototypical parametric PDE
(Pry)(s) =0, Vs € D,

where D C R? is a bounded open set, P, is a differential operator depending on a
parameter x € X and y € ) is the solution to the PDE (given appropriate boundary
conditions). The Banach spaces X and ) are assumed to be spaces of real-valued
functions on D. Here, and in the rest of this paper, we consistently use s to denote
the independent variable in spatially dependent PDEs, and reserve = and y for the
input and output of the PDE model of interest. We adopt this idiosyncratic notation
(from the PDE perspective) to keep our exposition in line with standard machine

learning notation for input and output variables.
Example 21. Consider second order elliptic PDEs of the form

=V - (a(s)Vu(s)) = f(s), se€D

4.1)
u(s) =0, s€ 0D

which are prototypical of many scientific applications. As a concrete example of
a mapping defined by this equation, we restrict ourselves to the setting where the
forcing term f is fixed, and consider the diffusion coefficient a as the input parameter
x and the PDE solution u as output y. In this setting, we have X = L*(D;R,),
Y = H}(D;R), and P, = —V - (aV-) — f, equipped with homogeneous Dirichlet
boundary conditions. This is the Darcy flow problem which we consider numerically

in Section 4.4.

Literature Review

The recent success of neural networks on a variety of high-dimensional machine
learning problems (LeCun, Bengio, and Hinton, 2015) has led to a rapidly growing
body of research pertaining to applications in scientific problems (Adler and Oktem,
2017; Bhatnagar et al., 2019; Cheng et al., 2019; E and Yu, 2018; Gilmer et al.,
2017; Holland, Baeder, and Duraisamy, 2019; Raissi, Perdikaris, and George E
Karniadakis, 2019; Zhu and Zabaras, 2018; Smith, Azizzadenesheli, and Ross, 2020).
In particular, there is a substantial number of articles which investigate the use of
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neural networks as surrogate models, and more specifically for obtaining the solution

of (possibly parametric) PDEs.

We summarize the two most prevalent existing neural network based strategies in
the approximation of PDEs in general, and parametric PDEs specifically. The first
approach can be thought of as image-to-image regression. The goal is to approximate
the parametric solution operator mapping elements of X to ). This is achieved
by discretizing both spaces to obtain finite-dimensional input and output spaces of
dimension K. We assume to have access to data in the form of observations of input
x and output y discretized on K -points within the domain D. The methodology then
proceeds by defining a neural network F' : R — RX and regresses the input-to-
output map by minimizing a misfit functional defined using the point values of x and
y on the discretization grid. The articles (Adler and Oktem, 2017; Bhatnagar et al.,
2019; Holland, Baeder, and Duraisamy, 2019; Zhu and Zabaras, 2018; Geist et al.,
2020) apply this methodology for various forward and inverse problems in physics
and engineering, utilizing a variety of neural network architectures in the regression
step; the related paper (Khoo, J. Lu, and Ying, 2017) applies a similar approach,
but the output space is R. This innovative set of papers demonstrate some success.
However, from the perspective of the goals of our work, their approaches are not
robust to mesh-refinement: the neural network is defined as a mapping between two
Euclidean spaces of values on mesh points. The rates of approximation depend on
the underlying discretization and an overhaul of the architecture would be required
to produce results consistent across different discretizations. The papers (L. Lu, Jin,
and George Em Karniadakis, 2019; L. Lu, Jin, Pang, et al., 2020) make a conceptual
step in the direction of interest to us in this paper, as they introduce an architecture
based on a neural network approximation theorem for operators from (T. Chen and
H. Chen, 1995); but as implemented the method still results in parameters which
depend on the mesh used. Applications of this methodology may be found in (Cai
et al., 2020; Mao et al., 2020; C. Lin et al., 2020).

The second approach does not directly seek to find the parametric map from X
to ) but rather is thought of, for fixed x € X, as being a parametrization of the
solution ¥y € ) by means of a deep neural network (Dockhorn, 2019; E and Yu,
2018; Hsieh et al., 2019; Lagaris, Likas, and Fotiadis, 1998; Raissi, Perdikaris, and
George E Karniadakis, 2019; Shin, Darbon, and George Em Karniadakis, 2020).
This methodology parallels collocation methods for the numerical solution of PDEs

by searching over approximation spaces defined by neural networks. The solution of
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the PDE is written as a neural network approximation in which the spatial (or, in
the time-dependent case, spatio-temporal) variables in D are inputs and the solution
is the output. This parametric function is then substituted into the PDE and the
residual is made small by optimization. The resulting neural network may be thought
of as a novel structure which composes the action of the operator P,, for fixed
x, with a neural network taking inputs in D (Raissi, Perdikaris, and George E
Karniadakis, 2019). While this method leads to an approximate solution map defined
on the input domain D (and not on a K —point discretization of the domain), the
parametric dependence of the approximate solution map is fixed. Indeed for a new
input parameter x, one needs to re-train the neural network by solving the associated
optimization problem in order to produce a new map y : D — R; this may be
prohibitively expensive when parametric dependence of the solution is the target
of analysis. Furthermore the approach cannot be made fully data-driven as it needs
knowledge of the underlying PDE, and furthermore the operations required to apply
the differential operator may interact poorly with the neural network approximator

during the back-propagation (adjoint calculation) phase of the optimization.

The work (Ruthotto and Haber, 2019) examines the forward propagation of neural
networks as the flow of a time-dependent PDE, combining the continuous time
formulation of ResNet (Haber and Ruthotto, 2017; Weinan, 2017) with the idea of
neural networks acting on spaces of functions: by considering the initial condition
as a function, this flow map may be thought of as a neural network acting between
infinite-dimensional spaces. The idea of learning PDEs from data using neural
networks, again generating a flow map between infinite dimensional spaces, was
studied in the 1990s in the papers (Krischer et al., 1993; Gonzalez-Garcia, Rico-
Martinez, and Kevrekidis, 1998) with the former using a PCA methodology, and the
latter using the method of lines. More recently the works (J. Hesthaven and Ubbiali,
2018; Wang, Jan S. Hesthaven, and Ray, 2019) also employ a PCA methodology for
the output space but only consider very low dimensional input spaces. Furthermore
the works (Lee and Carlberg, 2020; Fresca, Dede, and Manzoni, 2020; Gonzalez and
Balajewicz, 2018; Fresca, Dede, and Manzoni, 2020) proposed a model reduction
approach for dynamical systems by use of dimension reducing neural networks
(autoencoders). However only a fixed discretization of space is considered, yielding

a method which does not produce a map between two infinite-dimensional spaces.

The development of numerical methods for parametric problems is not, of course,

restricted to the use of neural networks. Earlier works in the engineering literature
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started in the 1970s focused on computational methods which represent PDE solu-
tions in terms of known basis functions that contain information about the solution
structure (Almroth, Stern, and Brogan, 1978; Nagy, 1979). This work led to the
development of the reduced basis method (RBM) which is widely adopted in en-
gineering; see (Barrault et al., 2004; Jan S Hesthaven, Rozza, Stamm, et al., 2016;
Quarteroni, Manzoni, and Negri, 2015) and the references therein. The methodology
was also used for stochastic problems, in which the input space &” is endowed with a
probabilistic structure, in (Boyaval et al., 2010). The study of RBMs led to broader
interest in the approximation theory community focusing on rates of convergence
for the RBM approximation of maps between Banach spaces, and in particular maps
defined through parametric dependence of PDEs; see (R. A. DeVore, 2014) for an

overview of this work.

Ideas from model reduction have been combined with data-driven learning in the
sequence of papers (Peherstorfer and Willcox, 2016; McQuarrie, Huang, and Willcox,
2020; Benner et al., 2020; Peherstorfer, 2019; Qian et al., 2020). The setting is the
learning of data-driven approximations to time-dependent PDEs. Model reduction is
used to find a low-dimensional approximation space and then a system of ordinary
differential equations (ODEs) is learned in this low-dimensional latent space. These
ODEs are assumed to have vector fields from a known class with unknown linear
coefficients; learning is thus reduced to a least squares problem. The known vector
fields mimic properties of the original PDE (for example are restricted to linear
and quadratic terms for the equations of geophysical fluid dynamics); additionally
transformations may be used to render the original PDE in a desirable form (such as

having only quadratic nonlinearities.)

The development of theoretical analyses to understand the use of neural networks to
approximate PDEs is currently in its infancy, but interesting results are starting to
emerge (Herrmann, Ch Schwab, and Zech, 2020; Kutyniok et al., 2019; Christoph
Schwab and Jakob Zech, 2019; Laakmann and Petersen, 2020). A recurrent theme
in the analysis of neural networks, and in these papers in particular, is that the
work typically asserts the existence of a choice of neural network parameters which
achieve a certain approximation property; because of the non-convex optimization
techniques used to determine the network parameters, the issue of finding these
parameters in practice is rarely addressed. Recent works take a different perspective
on data-driven approximation of PDEs, motivated by small-data scenarios; see the
paper (Albert Cohen, Dahmen, and Ron DeVore, 2020) which relates, in part, to
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earlier work focused on the small-data setting (Binev et al., 2017; Maday et al.,
2015). These approaches are more akin to data assimilation (Reich and Cotter, 2015;
Law, Andrew Stuart, and Zygalakis, 2015) where the data is incorporated into a

model.

Our Contribution

The primary contributions of this paper are as follows:

1. we propose a novel data-driven methodology capable of learning mappings

between Hilbert spaces;

2. the proposed method combines model reduction with neural networks to obtain
algorithms with controllable approximation errors as maps between Hilbert

Spaces;

3. as aresult of this approximation property of maps between Hilbert spaces, the

learned maps exhibit desirable mesh-independence properties;

4. we prove that our architecture is sufficiently rich to contain approximations of

arbitrary accuracy, as a mapping between function spaces;

5. we present numerical experiments that demonstrate the efficacy of the pro-
posed methodology, demonstrate desirable mesh-indepence properties, eluci-
date its properties beyond the confines of the theory, and compare with other

methods for parametric PDEs.

Section 4.2 outlines the approximation methodology, which is based on use of prin-
cipal component analysis (PCA) in a Hilbert space to finite-dimensionalize the input
and output spaces, and a neural network between the resulting finite-dimensional
spaces. Section 4.3 contains statement and proof of our main approximation result,
which invokes a global Lipschitz assumption on the map to be approximated. In
Section 4.4 we present our numerical experiments, some of which relax the global
Lipschitz assumption, and others which involve comparisons with other approaches
from the literature. Section 4.5 contains concluding remarks, including directions
for further study. We also include auxiliary results in the appendix that complement
and extend the main theoretical developments of the article. Appendix 4.6 extends
the analysis of Section 4.3 from globally Lipschitz maps to locally Lipschitz maps

with controlled growth rates. Appendix 4.7 contains supporting lemmas that are
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used throughout the paper while Appendix 4.8 proves an analyticity result pertaining
to the solution map of the Poisson equation that is used in one of the numerical

experiments in Section 4.4.

4.2 Proposed Method

Our method combines PCA-based dimension reduction on the input and output
spaces X', )V with a neural network that maps the dimension-reduced spaces. After
a pre-amble in Subsection 4.2, giving an overview of our approach, we continue
in Subsection 4.2 with a description of PCA in the Hilbert space setting, including
intuition about its approximation quality. Subsection 4.2 gives the background on
neural networks needed for this paper, and Subsection 4.2 compares our methodology

to existing methods.

Overview

Let X, ) be separable Hilbert spaces and W : X — ) be some, possibly nonlinear,
map. Our goal is to approximate ¥ from a finite collection of evaluations {x;, y; };vzl
where y; = W(z;). We assume that the x; are i.i.d. with respect to (w.r.t.) a
probability measure p supported on X. Note that with this notation the output
samples y; are i.i.d. w.r.t. the push-forward measure W;u. The approximation of
U from the data {z;,y; }jvzl that we now develop should be understood as being
designed to be accurate with respect to norms defined by integration with respect to

the measures ;1 and Wy on the spaces X' and ) respectively.

Instead of attempting to directly approximate W, we first try to exploit possible
finite-dimensional structure within the measures p and Wyu. We accomplish this
by approximating the identity mappings [y : X — X and Iy : V — YV bya
composition of two maps, known as the encoder and the decoder in the machine
learning literature (Hinton and Salakhutdinov, 2006; Goodfellow, Bengio, and
Courville, 2016), which have finite-dimensional range and domain, respectively. We
will then interpolate between the finite-dimensional outputs of the encoders, usually

referred to as the latent codes. Our approach is summarized in Figure 41.

Here, Fy and F, are the encoders for the spaces X', ) respectively, whilst Gy and
Gy are the decoders, and ¢ is the map interpolating the latent codes. The intuition

behind Figure 41, and, to some extent, the main focus of our analysis, concerns the
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X ' pdr _ Gx y

| | |

y_— M Spey Yy

Figure 41: A diagram summarizing various maps of interest in our proposed approach
for the approximation of input-output maps between infinite-dimensional spaces.

quality of the the approximations

GXOF_)(%I_)(, (42&)
GyOFy ~ Iy, (42b)
GyoypoFy~W. (4.2¢)

In order to achieve (4.2c¢) it is natural to choose ¢ as
@ :=FyoWoGy; 4.3)

then the approximation (4.2c) is limited only by the approximations (4.2a), (4.2b)
of the identity maps on [y and [y. We further label the approximation in (4.2c) by

Upoa = Gyopo Fy, (4.4)

since we later choose PCA as our dimension reduction method. We note that ¥ . ,
is not used in practical computations since ¢ is generally unknown. To make it

practical we replace ( with a data-driven approximation y ~ ¢ obtaining,

Later we choose x to be a neural network, hence the choice of the subscript ~vn.
The combination of PCA for the encoding/decoding along with the neural network

approximation  for , forms the basis of our computational methodology.

The compositions Gy o Fiy and GGy o F), are commonly referred to as autoen-
coders. There is a large literature on dimension-reduction methods (Pearson, 1901;
Scholkopf, Smola, and Miiller, 1998; Coifman et al., 2005; Belkin and Niyogi, 2003;
Hinton and Salakhutdinov, 2006) both classical and rooted in neural networks. In
this work, we will focus on PCA which is perhaps one of the simplest such methods
known (Pearson, 1901). We make this choice due to its simplicity of implementation,
excellent numerical performance on the problems we study in Section 4.4, and its

amenability to analysis. The dimension reduction in the input and output spaces
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is essential, as it allows for function space algorithms that make use of powerful

finite-dimensional approximation methods, such as the neural networks we use here.

Many classical dimension reduction methods may be seen as encoders. But not all
are as easily inverted as PCA—often there is no unambiguous, or no efficient, way to
obtain the decoder. Whilst neural network based methods such as deep autoencoders
(Hinton and Salakhutdinov, 2006) have shown empirical success in finite dimensional
applications they currently lack theory and practical implementation in the setting of
function spaces, and are therefore not currently suitable in the context of the goals

of this paper.

Nonetheless methods other than PCA are likely to be useful within the general
goals of high or infinite-dimensional function approximation. Indeed, with PCA, we
approximate the solution manifold (image space) of the operator ¥ by the linear
space defined in equation (4.8). We emphasize however that, usually, W is a nonlinear
operator and our approximation succeeds by capturing the induced nonlinear input-
output relationship within the latent codes by using a neural network. We will
show in Section 4.3 that the approximation error of the linear space to the solution
manifold goes to zero as the dimension increases, however, this decay may be very
slow (Albert Cohen and Ronald DeVore, 2015; R. A. DeVore, 1998). Therefore,
it may be beneficial to construct nonlinear dimension reducing maps such as deep
autoencoders on function spaces. We leave this as an interesting direction for future

work.

Regarding the approximation of ¢ by neural networks, we acknowledge that there
is considerable scope for the construction of the neural network, within different
families and types of networks, and potentially by using other approximators. For
our theory and numerics however we will focus on relatively constrained families of

such networks, described in the following Subsection 4.2.

PCA On Function Space

Since we will perform PCA on both X and )/, and since PCA requires a Hilbert
space setting, the development here is in a generic real, separable Hilbert space
H with inner-product and norm denoted by (-,-) and || - || respectively. We let v
denote a probability measure supported on H, and make the assumption of a finite
fourth moment: E,., [|ul|* < co. We denote by {u;}}; a finite collection of N
1.1.d. draws from v that will be used as the training data on which PCA is based.

Later we apply the PCA methodology in two distinct settings where the space H is
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taken to be the input space X’ and the data {u;} are the input samples {x;} drawn
from the input measure j, or  is taken to be the output space ) and the data {u,}
are the corresponding outputs {y; = U(x;)} drawn from the push-forward measure
Wy 1. The following exposition, and the subsequent analysis in Section 4.3, largely
follows the works (Blanchard, Bousquet, and Zwald, 2007; J. Shawe-Taylor et al.,
2005; John Shawe-Taylor et al., 2002). We will consider the standard version of
non-centered PCA, although more sophisticated versions such as kernel PCA have
been widely used and analyzed (Scholkopf, Smola, and Miiller, 1998) and could be
of potential interest within the overall goals of this work. We choose to work in the

non-kernelized setting as there is an unequivocal way of producing the decoder.

For any subspace V' C H, denote by Il : ‘H — V the orthogonal projection

operator and define the empirical projection error,
| N
Ry(V) = ; [ — Ty ug]*. (4.6)

PCA consists of projecting the data onto a finite-dimensional subspace of H for
which this error is minimal. To that end, consider the empirical, non-centered

covariance operator
1
CN = NZIUJ ®Uj (47)
‘]:

where @ denotes the outer product. It may be shown that Cy is a non-negative,
self-adjoint, trace-class operator on ‘H, of rank at most N (Zeidler, 2012). Let
1N, - - - ¢n,n denote the eigenvectors of Cy and A\ y > Aoy > - > Ay n >0
its corresponding eigenvalues in decreasing order. Then for any d > 1 we define the
PCA subspaces

Van = span{¢1 n, 2N, ..., Pan} C H. (4.8)
It is well known (Murphy, 2012, Thm. 12.2.1) that V; 5 solves the minimization
problem
min Ry (V),
Vey,

where V,; denotes the set of all d-dimensional subspaces of H. Furthermore

N
Ry(Van) = Y A, (4.9)

j=d+1

hence the approximation is controlled by the rate of decay of the spectrum of C'y.
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With this in mind, we define the PCA encoder F, : H — R? as the mapping from

‘H to the coefficients of the orthogonal projection onto V; y namely,

Fy(u) = ((u, 1w, - -5 (u, pan))’ € RY (4.10)

Correspondingly, the PCA decoder G : RY — H constructs an element of H by
taking as its input the coefficients constructed by F% and forming an expansion in

the empirical basis by zero-padding the PCA basis coefficients, that is
d
G'H(S) = Z qubj,N Vs € R, 4.11)
j=1

In particular,

d d
(Gy o Fy)(u) = Z(u, ojn)P;N, equivalently Gy o Fy = Z OiN D PjN.

j=1 Jj=1
Hence Gy, o Iy = Ily, ., a d-dimensional approximation to the identity .

We will now give a qualitative explanation of this approximation to be made quanti-
tative in Subsection 4.3. It is natural to consider minimizing the infinite data analog

of (4.6), namely the projection error
R(V) = E,,|lu — Myul?, (4.12)

over V,; for d > 1. Assuming v has a finite second moment, there exists a unique,
self-adjoint, non-negative, trace-class operator C' : H — H termed the non-centered
covariance such that (v,Cz) = E,.,[(v,u)(z,u)], Yv,z € H (see (Baxendale,
1976)). From this, one readily finds the form of C' by noting that

(U, Epn[u @ u)z) = By, [(v, (u @ u)2)] = Epon[(v, u)(z,u)], (4.13)
implying that C' = E,.., [u ® u]. Moreover, it follows that

trC =Eyuo[tru®u] =E,|ul? < oco.

Let ¢1, @9, ... denote the eigenvectors of C' and \; > Ay > ... the corresponding
eigenvalues. In the infinite data setting (N = oo) it is natural to think of C' and its

first d eigenpairs as known. We then define the optimal projection space

Vd = Span{¢17 ¢2, ceey de} (414)
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It may be verified that V; solves the minimization problem miny ¢y, R(V') and that
R(Vy) = E]O'id—i-l Aj-

With this infinite data perspective in mind observe that PCA makes the approximation
Van =~ V from a finite dataset. The approximation quality of V; y w.r.t. V5 is related
to the approximation quality of ¢; by ¢; y for j = 1,..., N and therefore to the
approximation quality of C' by C'y. Another perspective is via the Karhunen-Loeve
Theorem (KL) (Lord, Powell, and Shardlow, 2014). For simplicity, assume that v is
mean zero, then u ~ v admits an expansion of the form u = Z;’il \/A—j§j¢j where
{€;152, is a sequence of scalar-valued, mean zero, pairwise uncorrelated random

variables. We can then truncate this expansion and make the approximations

d d
T IRVAN SIS ROV ST
= =1

where the first approximation corresponds to using the optimal projection subspace
Va while the second approximation replaces V; with V; . Since it holds that
ECN = C, we expect \; = \; v and ¢; =~ ¢; n. These discussions suggest that the
quality of the PCA approximation is controlled, on average, by the rate of decay of
the eigenvalues of C, and the approximation of the eigenstructure of C' by that of
Cn.

Neural Networks
A neural network is a nonlinear function x : R” — R defined by a sequence of

compositions of affine maps with point-wise nonlinearities. In particular,
X(s) = Wia(...ac(Wao(Wis + by) + ba)) + by, s e R", (4.15)

where Wy, ..., W, are weight matrices (that are not necessarily square) and by, . .., b;
are vectors, referred to as biases. We refer tot > 1 as the depth of the neural network.
The function o : R? — RY is a monotone, nonlinear activation function that is
defined from a monoton function ¢ : R — R applied entrywise to any vector in R?
with d > 1. Note that in (4.15) the input dimension of ¢ may vary between layers
but regardless of the input dimension the function o applies the same operations
to all entries of the input vector. We primarily consider the Rectified Linear Unit

(ReLLU) activation functions, i.e.,

o(s) := (max{0, s, },max{0, sp},...,max{0,s,})" € R?  Vsec R (4.16)

The weights and biases constitute the parameters of the network. In this paper we

learn these parameters in the following standard way (LeCun, Bengio, and Hinton,
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2015): given a set of data {z;, y; }é\;l we choose the parameters of x to solve an ap-
propriate regression problem by minimizing a data-dependent cost functional, using
stochastic gradient methods. Neural networks have been demonstrated to constitute
an efficient class of regressors and interpolators for high-dimensional problems
empirically, but a complete theory of their efficacy is elusive. For an overview of
various neural network architectures and their applications, see (Goodfellow, Bengio,
and Courville, 2016). For theories concerning their approximation capabilities see
(Maiorov and Pinkus, 1999; Yarotsky, 2017; Christoph Schwab and Jakob Zech,
2019; Daubechies et al., 2019; Kutyniok et al., 2019).

For the approximation results given in Section 4.3, we will work with a specific class
of neural networks, following (Yarotsky, 2017); we note that other approximation
schemes could be used, however, and that we have chosen a proof setting that aligns
with, but is not identical to, what we implement in the computations described in
Section 4.4. We will fix o € C(R; R) to be the ReLU function (4.16) and consider

the set of neural networks mapping R" to R

X(s) = Wio(...0(Wao(Wis+by) + b2)) + b € R,

M(n;t,r) = ¢
for all s € R" and such that Z |Wilo + [bi]o < 7.

k=1
Here | - |o gives the number of non-zero entries in a matrix so that > 0 denotes the
number of active weights and biases in the network while ¢ > 1 is the total number

of layers. Moreover, we define the class of stacked neural networks mapping R" to
R™:

s) = (xWP(s),....y™(sNHT m
M(n’m;w)::{x() (xM(s),....x™(s)" € R™, }

where Y € M(n;t9 rV) with t0) <t +0) <.
From this, we build the set of zero-extended neural networks

X(s), se€[-M,M]"

, for some Y € M(n,m,t,r) ¢,
Oa S ¢ [_M7M]n

M(n,m;t,r, M) := {X = {
where the new parameter A/ > 0 is the side length of the hypercube in R" within
which y can be non-zero. This construction is essential to our approximation as
it allows us to handle non-compactness of the latent spaces after PCA dimension

reduction.
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Comparison to Existing Methods

In the general setting of arbitrary encoders, the formula (4.2c) for the approximation
of U yields a complicated map, the representation of which depends on the dimension
reduction methods being employed. However, in the setting where PCA is used, a
clear representation emerges which we now elucidate in order to highlight similarities
and differences between our methodology and existing methods appearing in the

literature.

Let Fx : X — R% be the PCA encoder w.rt. the data {x;}}_, given by (4.10)
and, in particular, let ¢;* N qbfl;’ y be the eigenvectors of the resulting empirical
covariance. Similarly let ngl N gz%’y’ y be the eigenvectors of the empirical co-
variance w.r.t. the data {y}}_,. For the function ¢ defined in (4.3), or similarly for
approximations y thereof found through the use of neural networks, we denote the
components by ¢(s) = (¢1(s), ..., ¢a,(s)) for any s € R%. Then (4.2c) becomes
U(x) ~ 23 Lai(m)gY % v With coefficients

Oéj(l‘) = QOJ'(FX(:L‘)) = ng(<fL’, be]v))(; SRR <xa¢c)l(X,N>X)’ Ve e X.

The solution data {y}j\’:l fixes a basis for the output space, and the dependence of
U(x) on z is captured solely via the scalar-valued coefficients «;. This parallels the
formulation of the classical reduced basis method (R. A. DeVore, 2014) where the

approximation is written as

U(z) =Y aj(r)d;. (4.17)

j=1
Many versions of the method exist, but two particularly popular ones are: (i) when
m = N and ¢; = y;; and (ii) when, as is done here, m = dy and ¢; = gb?fN
The latter choice is also referred to as the reduced basis with a proper orthogonal

decomposition.

The crucial difference between our method and the RBM is in the formation of the co-
efficients ov;. In RBM these functions are obtained in an intrusive manner by approx-
imating the PDE within the finite-dimensional reduced basis and as a consequence
the method cannot be used in a setting where a PDE relating inputs and outputs is not
known, or may not exist. In contrast, our proposed methodology approximates by
regressing or interpolating the latent representations { Fx(x;), Fy(y;)}i_,. Thus our
proposed method makes use of the entire available dataset and does not require ex-
plicit knowledge of the underlying PDE mapping, making it a non-intrusive method

applicable to black-box models.
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The form (4.17) of the approximate solution operator can also be related to the
Taylor approximations developed in (Chkifa et al., 2013; Albert Cohen, Ronald
DeVore, and Christoph Schwab, 2010) where a particular form of the input x is
considered, namely z = 7 + >, a;7; where T € X' is fixed, {a;};>1 € (*(N;R)
are uniformly bounded, and {Z;},>1 € X have some appropriate norm decay. Then,
assuming that the solution operator W : X — ) is analytic (Cohen, DeVore, and

Schwab, 2011), it is possible to make use of the Taylor expansion

U(x) = Z an(x)n,

heF

where F = {h € N> : |h|y < oo} is the set of multi-indices and

ap(x) = Ha?j €R, Yy = %8’”1’(0) €,
Jj=1
here the differentiation 0" is with respect to the sequence of coefficients {a;};>1.
Then W is approximated by truncating the Taylor expansion to a finite subset of
F. For example this may be done recursively, by starting with 4/ = 0 and building
up the index set in a greedy manner. The method is not data-driven, and requires

knowledge of the PDE to define equations to be solved for the /.

4.3 Approximation Theory

In this section, we prove our main approximation result: given any € > (0, we can
find an e—approximation ¥, , of W. We achieve this by making the appropriate
choice of PCA truncation parameters, by choosing sufficient amounts of data, and

by choosing a sufficiently rich neural network architecture to approximate ¢ by x.

In what follows we define Fx to be a PCA encoder given by (4.10), using the input
data {z;}}", drawn i.i.d. from z, and Gy to be a PCA decoder given by (4.11),
using the data {y; = ¥(x;)}_,. We also define

evn(@) = [[(Gy o x o Fx)(x) — ¥(z)y
= [[Wan(z) = U(2)]ly-

We prove the following theorem:

Theorem 22. Let X, ) be real, separable Hilbert spaces and let . be a probability
measure supported on X such that E,.,||x|[3% < oo. Suppose V : X — Y is
a p-measurable, globally Lipschitz map. For any € > 0, there are dimensions
dy = dx(€) € N, dy = dy(€) € N, a requisite amount of data N = N(dv,dy) € N,
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parameters t,r, M depending on dx,dy and €, and a zero-extended stacked neural
network x € M(dy,dy;t,r, M) such that

Efa)pBanp (enn(7)’) <€

Remark 23. This theorem is a consequence of Theorem 26 which we state and prove
below. For clarity and ease of exposition we state and prove Theorem 26 in a setting
where U is globally Lipschitz. With a more stringent moment condition on i, the
result can also be proven when V is locally Lipschitz; we state and prove this result

in Theorem 27.

Remark 24. The neural network x € M(dx,dy;t,r, M) has maximum number of
layers t < c[log(M?dy/€)+ 1], with the number of active weights and biases in each
component of the network r < c(e/4M?)~%*/2[log(M?dy /¢) + 1], with an appro-
priate constant ¢ = ¢(dy,dy) > 0 and support side-length M = M (dy,dy) > 0.
These bounds on t and r follow from Theorem 26 with T = e2. Note, however;
that in order to achieve error €, the dimensions dy, dy must be chosen to grow as
€ — 0, thus the preceding statements do not explicitly quantify the needed number
of parameters, and depth, for error €; to do so would require quantifying the de-
pendence of ¢, M on dy,dy (a property of neural networks) and the dependence of
dx,dy on € (a property of the measure | and spaces X,) — see Theorem 25). The
theory in (Yarotsky, 2017), which we employ for the existence result for the neural
network produces the constant c which depends on the dimensions dy and dy in an

unspecified way.

The double expectation reflects averaging over all possible new inputs z drawn from
 (inner expectation) and over all possible realizations of the i.i.d. dataset {z;,y; =
U(x;) évzl (outer expectation). The theorem as stated above is a consequence of
Theorem 26 in which the error is broken into multiple components that are then
bounded separately. Note that the theorem does not address the question of whether
the optimization technique used to fit the neural network actually finds the choice
which realizes the theorem; this gap between theory and practice is difficult to
overcome, because of the non-convex nature of the training problem, and is a
standard feature of theorems in this area (Kutyniok et al., 2019; Christoph Schwab
and Jakob Zech, 2019).

The idea of the proof is to quantify the approximations Gyo Fy ~ Iy and GyoFy ~
Iy and x = ¢ so that W given by (4.5) is close to W. The first two approximations,
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which show that V.., given by (4.4) is close to W, are studied in Subsection 4.3
(see Theorem 25). Then, in Subsection 4.3, we find a neural network y able to
approximate ¢ to the desired level of accuracy; this fact is part of the proof of
Theorem 26. The zero-extension of the neural network arises from the fact that we
employ a density theorem for a class of neural networks within continuous functions
defined on compact sets. Since we cannot guarantee that Fly is bounded, we simply
set the neural network output to zero on the set outside a hypercube with side-length

2M . We then use the fact that this set has small p-measure, for sufficiently large M.

PCA And Approximation

We work in the general notation and setting of Subsection 4.2 so as to obtain
approximation results that are applicable to both using PCA on the inputs and on
the outputs. In addition, denote by (HS(), (-, ) us, || - ||zs) the space of Hilbert-
Schmidt operators over 4. We are now ready to state the main result of this
subsection. Our goal is to control the projection error R(V, ) when using the finite-
data PCA subspace in place of the optimal projection space since the PCA subspace
is what is available in practice. Theorem 25 accomplishes this by bounding the
error R(V, x) by the optimal error R(V;) plus a term related to the approximation
Van = V5. While previous results such as (Blanchard, Bousquet, and Zwald, 2007;
J. Shawe-Taylor et al., 2005; John Shawe-Taylor et al., 2002) focused on bounds
for the excess error in probability w.r.t. the data, we present bounds in expectation,
averaging over the data. Such bounds are weaker, but allow us to remove strict
conditions on the data distribution to obtain more general results; for example, our

theory allows for v to be a Gaussian measure.

Theorem 25. Let R be given by (4.12) and Vy n, Vy by (4.8), (4.14) respectively.

Then there exists a constant () > 0, depending only on the data generating measure

B RV)] < |/ S + R(Va),

o jid
where the expectation is over the dataset {u; }jvzl <.

v, such that

The proof generalizes that employed in (Blanchard, Bousquet, and Zwald, 2007,
Thm. 3.1). We first find a bound on the average excess error E[R(V n) — Ry (Vi n)]
using Lemma 29. Then using Fan’s Theorem (Fan, 1949) (Lemma 28), we bound
the average sum of the tail eigenvalues of C'yy by the sum of the tail eigenvalues of
C, in particular, E[Ry (Vyn)] < R(Va).
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Proof. For brevity we simply write [ instead of Ey, ;;.,, throughout the proof. For
any subspace V' C H, we have

R(V) = By [|Jull* = 2(u, Tyu) + (Hyu, Tyu)] = By ftr (u @ u) — (yu, )
= Euw,,[tr (u & u) — <HV, U U>H5] =trC — <Hv, C>HS

where we used two properties of the fact that 11y, is an orthogonal projection operator,

namely 113, =TIy, = IT}, and
Iy, v ® 2)gs = (v, yz) = (Ilyv, yz) Y,z € H.

Repeating the above arguments for Ry (V) in place of R(V'), with the expectation
replaced by the empirical average, yields Ry (V) = tr Cy — (Ily, Cy) gs. By noting
that E[Cy| = C we then write

E[R(Van) — Ry(Van)] = E(lly, ,.Cn — C)us < \/C_lEHCN —C|lus
< Va\[E|Cy — Ol

where we used Cauchy-Schwarz twice along with the fact that ||Ily, , [|nzs = Vd
since V; v is d-dimensional. Now by Lemma 29, which quantifies the Monte Carlo

error between C and Cy in the Hilbert-Schmidt norm, we have that

0d
E[R(Vyn) — Ry(Van)] < N

for a constant () > 0. Hence by(4.9),

E[R(Vyy)] < \/% +E S M.

Jj=d+1
It remains to estimate the second term above. Letting S; denote the set of subspaces
of d orthonormal elements in H, Fan’s Theorem (Proposition 28) gives

d d

d
Z >\j = max Z<O'Uja Uj> = ( max EUNV jz |<U, Uj>|2

- V1,..,Uq yES
J=1

Observe that 33, \j = tr C' = E,, ||u|* and so

0 d
D= Eullul = 304 = min By [yl
j=d+1 j=1
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We now repeat the above calculations for \; y, the eigenvalues of C'y, by replacing

the expectation with the empirical average to obtain

Z AjN = mm — Z ITLy L2,

J=d+1
and so
oo
E Z AN < mlnE ZHH‘/J_UkH = IIllIl EUNHHH‘/LUH = Z Aj.
j=d+1 j=d+1

Finally, we conclude that

E[R(Van)] < \/7 Z Aj = \/7+R(Vd)

Jj=d+1

Neural Networks And Approximation

In this subsection we study the approximation of ¢ given in (4.3) by neural networks,
combining the analysis with results from the preceding subsection to prove our main
approximation result, Theorem 26. We will work in the notation of Section 4.2.
We assume that (X, (-, "), || - ||x) and (), (-, )y, || - ||y) are real, separable Hilbert
spaces; i is a probability measure supported on X with a finite fourth moment
E.ullz]|% < 0o, and ¥ : X — Y is measurable and globally L-Lipschitz: there

exists a constant L > 0 such that
Ve,ze X ||¥(x) - ¥ (2)]ly < Lz — 2|«
Note that this implies that ¥ is linearly bounded: for any x € X
(@) lly < Oy + [[¥(z) = CO)lly < [[W(0)[|y + Ll

Hence we deduce existence of the fourth moment of the pushforward Wy :

Eyuyullyllh = /uw D)Sdu(z) < / (W) |y + Lljz]lx) dpu() < oo

since we assumed ., ||z||% < oo.

Let us recall some of the notation from Subsections 4.2 and 4.2. Let V;* be the

d-dimensional optimal projection space given by (4.14) for the measure p and
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Vd/: v be the dx-dimensional PCA subspace given by (4.8) with respect to the input
dataset {z; };Vzl Similarly let VdJ; be the dy-dimensional optimal projection space
for the pushforward measure W and ‘/:13;, v be the dy-dimensional PCA subspace
with respect to the output dataset {y; = ¥(z;)}_,. We then define the input PCA
encoder Fly : X — R% by (4.10) and the input PCA decoder Gy : R%* — X by
(4.11) both with respect to the orthonormal basis used to construct Vd’; - Similarly
we define the output PCA encoder F) : ) — R% and decoder Gy : R — Y
with respect to the orthonormal basis used to construct VdJ; - Finally we recall
¢ : R% — R% the map connecting the two latent spaces defined in (4.3). The
approximation ¥ ., to ¥ based only on the PCA encoding and decoding is given by
(4.4). In the following theorem, we prove the existence of a neural network giving
an e-close approximation to ¢ for fixed latent code dimensions dy, dy and quantify
the error of the full approximation V¥, given in (4.5), to W. We will be explicit
about which measure the projection error is defined with respect to. In particular, we
will write (4.12) as
RIV) = Byl — Hyalf}

for any subspace V' C X" and similarly
RY!(V) = Eyeu,plly — vyl
for any subspace V' C ).

Theorem 26. Let X, ) be real, separable Hilbert spaces and let 1w be a probability
measure supported on X such that E,.,||z||% < oo. Suppose ¥ : X — YV is a -
measurable, globally Lipschitz map. Fix dx,dy, N > max{dy,dy}, § € (0,1) and
7 > 0. Define M = \/E,,||2|[% /5. Then there exists a constant ¢ = c(dx, dy) > 0
and a zero-extended stacked neural network x € M(dy,dy;t,r, M) with t <
c(dx, dy)[log(M+/dy/7) + 1] and v < c(dx,dy)(T/2M)~% [log(M+/dy/T) + 1],
so that

d d
E e, ponBans (xn (7)) < O<T2 +V5+ \/NX +RY(VE) + \/Wy + R%#(Vdj));)>7

(4.18)
where C' > 0 is independent of dx,dy, N, ¢, and .

The first two terms on the r.h.s. arise from the neural network approximation of ¢
while the last two pairs of terms are from the finite-dimensional approximation of

X and ) respectively as prescribed by Theorem 25. The way to interpret the result
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is as follows: first choose dx, dy so that R*(V,*) and R‘I’W(de ) are small—these
are intrinsic properties of the measures 1 and W 1i; secondly, choose the amount of
data N large enough to make max{dy, dy}/N small, essentially controlling how
well we approximate the intrinsic covariance structure of x and Wy using samples;
thirdly choose ¢ small enough to control the error arising from restricting the domain
of ©; and finally choose 7 sufficiently small to control the approximation of ¢ by
a neural network restricted to a compact set. Note that the size and values of the
parameters of the neural network x will depend on the choice of 9 as well as dx, dy
and NV in a manner which we do not specify. In particular, the dependence of ¢
on dy,dy is not explicit in the theorem of (Yarotsky, 2017) which furnishes the
existence of the requisite neural network y. The parameter 7 specifies the error
tolerance between  and ¢ on [—M, M]%*. Intuitively, as (J,7) — 0, we expect
the number of parameters in the network to also grow (Maiorov and Pinkus, 1999).
Quantifying this growth would be needed to fully understand the computational

complexity of our method.

Proof. Recall the constant () from Theorem 25. In what follows we take () to be the
maximum of the two such constants when arising from application of the theorem
on the two different probability spaces (X, 1) and (), Wyu). Through the proof we

use [ to denote Ey, the expectation with respect to the dataset {z; }§V:1

j I~

We begin by approximating the error incurred by using V., given by (4.4):

EE;np ||V pca(z) — () H%’

=EE, ,||(Gyo FyoWUoGyo Fy)(z) — \I’(:U)Hi,

2
— EE,., HHV%’N\IJ(HV;; L) - \If(:c)Hy

< 2EE,.,

Hvd);’N\I/(HVd«’\);NJI) - HV%,,N\II(ZE)H); (419)

2
+ 2EE,, Iy W(a) = ¥(a)|
dy,N y
2 2
2
< 2L°EE,., HV;; [t + 2EE, v, Hvdyy WY )

= 2L°E[R* (Vi &) + QE[R‘I!W<Vd);;,N)]

noting that the operator norm of an orthogonal projection is 1. Theorem 25 allows
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us to control this error, and leads to

BB,y (exn(2)?) = EEpyl|Von(z) — ¥(2)]5
< 2EE; || W (2) — \IIPCA(a:)H%, + 2EE ;|| W pea() — \1/(1;)”%)
< 2Bpp|[Wan(z) — WPCA@)H%}

+ 417 (w/ QN’“ +R“(de)> +4 (,/ Qdy | R‘I’W(Vy)>

(4.20)

We now approximate ¢ by a neural network y as a step towards estimating || y v (z)—
U,ea(2)|ly. To that end we first note from Lemma 30 that ¢ is Lipschitz, and
hence continuous, as a mapping from R% into R% . Identify the components
0(s) = (W (s),..., ) (s)) where each function ) € C'(R%;R). We consider
the restriction of each component function to the set [—M, M]%*. Let us now change
variables by defining ) : [0, 1]% — R by ¢ (s) = (1/2M )¢9 (2M s — M) for
any s € [0, 1]9*. Note that equivalently we have V) (s) = 2M @) ((s + M)/2M)
for any s € [~ M, M]%* and further ") and 3) have the same Lipschitz constants
on their respective domains. Applying (Yarotsky, 2017, Thm. 1) to the $\9)(s) then

yields existence of neural networks YV, ... ¥(%) : [0, 1]% — R such that
VD () — W (s)| « — 1 Ve [0 1%
XO(s) = 80 (0)] < gy Vs €l0.1]

forany j € {1,...,dy}. In fact, each neural network Y) € M (dy;t"), r()) with

parameters t) and () satisfying

tW) < @ [log(M\/@/T) + 1] : ri) < U (2M)_dX [log(M\/@/T) + 1} :

with constants ¢ (dy) > 0. Hence defining ') : R% — R by xU)(s) :=
2M Y9 ((s + M)/2M) for any s € [—M, M]%, we have that

‘(X(l)(s), . ,X(dy)(s)) — cp(5)|2 <71 Vse&[-M,M]*

We can now simply define y : R% — R as the stacked network (x(!), ..., y®)
extended by zero outside of [—M, M]%* to immediately obtain

sup  |x(s) — go(s)‘z < T (4.21)
s€[—M,M]4x

Thus, by construction x € M(dx,dy,t,r, M) with at most t < max; ") many

layers and » < ) many active weights and biases in each of its components.
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Let us now define the set A = {x € X : Fy(x) € [-M, M]%}. By Lemma 31,
1(A) >1— 9 and pu(A°) < 4. Define the approximation error

epca(t) = |Vyn(z) = Upeu()]ly

and decompose its expectation as

o (erenl)) = [

JA

c

CooalaPdu@) + [ crealsPduta).

(.

' N~
Z:IA Z:IAC

For the first term,
Iy < / [(Gy o x 0 Fx)(z) = (Gy o p o Fx)(z)|5du(z) < 7, (4.22)
A

by using the fact, established in Lemma 30, that (G is Lipschitz with Lipschitz
constant 1, the T-closeness of x to ¢ from (4.21), and p(A) < 1. For the second

term we have, using that Gy has Lipschitz constant 1 and that x vanishes on A€,

L < [ 1(GyoxoFa)() — (Gyopo Fa)(@)|Bdula)
Ae 4.23)

< | Ix(P(e)) (Pl Bua(a) = [ lo(F(a)) (o)

Once more from Lemma 30, we have that

[Fx(@)l2 < lzlla; [e(@)]2 < [e(0)]2 + Liz|s,

so that
1 1
Lie S 20O B + pAP P Byl
1 1 :
< 2(6]0(0)3 + 02 L (Eqmp| 2]l 3)2) -
Combining (4.20), (4.22), and (4.24), we obtain the desired result. ]

4.4 Numerical Results

We now present a series of numerical experiments that demonstrate the effectiveness
of our proposed methodology in the context of the approximation of parametric
PDEs. We work in settings which both verify our theoretical results and show
that the ideas work outside the confines of the theory. The key idea underlying
our work is to construct the neural network architecture so that it is defined as a

map between Hilbert spaces and only then to discretize and obtain a method that
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Figure 42: Representative samples for each of the probability measures yg, fir, jip,
and ppg defined in Subsection 4.4. 1 and pp are used in Subsection 4.4 to model the
inputs, g and pp are used in Subsection 4.4, and pp is used in Subsection 4.4.

is implementable in practice; prevailing methodologies first discretize and then
apply a standard neural network. Our approach leads, when discretized, to methods
that have properties which are uniform with respect to the mesh size used. We
demonstrate this through our numerical experiments. In practice, we obtain an
approximation V.. to ¥, reflecting the numerical discretization used, and the
fact that 1 and its pushforward under W are only known to us through samples and,
in particular, samples of the pushforward of ; under the numerical approximation of
the input-output map. However since, as we will show, our method is robust to the
discretization used, we will not explicitly reflect the dependence of the numerical

method in the notation that appears in the remainder of this section.

In Subsection 4.4 we introduce a class of parametric elliptic PDEs arising from the
Darcy model of flow in porous media, as well as the time-dependent, parabolic,
Burgers’ equation, that define a variety of input-output maps for our numerical
experiments; we also introduce the probability measures that we use on the input
spaces. Subsection 4.4 presents numerical results for a Lipschitz map. Subsections
4.4, 4.4 present numerical results for the Darcy flow problem and the flow map
for the Burgers’ equation; this leads to non-Lipschitz input-output maps, beyond
our theoretical developments. We emphasize that while our method is designed for
approximating nonlinear operators W, we include some numerical examples where
W is linear. Doing so is helpful for confirming some of our theory and comparing
against other methods in the literature. Note that when W is linear, each piece in the
approximate decomposition (4.4) is also linear, in particular, ¢ is linear. Therefore
it is sufficient to parameterize ¢ as a linear map (matrix of unknown coefficients)
instead of a neural network. We include such experiments in Section 4.4 revealing
that, while a neural network approximating  arbitrarily well exists, the optimization
methods used for training the neural network fail to find it. It may therefore be

beneficial to directly build into the parametrization known properties of ¢, such as
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Figure 43: Randomly chosen examples from the test set for each of the five con-
sidered problems. Each row is a different problem: linear elliptic, Poisson, Darcy
flow with log-normal coefficients, Darcy flow with piecewise constant coefficients,
and Burgers’ equation respectively from top to bottom. The approximations are
constructed with our best performing method (for N = 1024): Linear d = 150,
Linear d = 150, NN d = 70, NN d = 70, and NN d = 15 respectively from top to
bottom.

linearity, when they are known. We emphasize that, for general nonlinear maps,
linear methods significantly underperform in comparison with our neural network

approximation and we will demonstrate this for the Darcy flow problem, and for
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Burgers’ equation.

We use standard implementations of PCA, with dimensions specified for each compu-
tational example below. All computational examples use an identical neural network
architecture: a 5-layer dense network with layer widths 500, 1000, 2000, 1000, 500,
ordered from first to last layer, and the SELU nonlinearity (Klambauer et al., 2017).
We note that Theorem 26 requires greater depth for greater accuracy but that we
have found our 5-layer network to suffice for all of the examples described here.
Thus we have not attempted to optimize the architecture of the neural network. We
use stochastic gradient descent with Nesterov momentum (0.99) to train the network
parameters (Goodfellow, Bengio, and Courville, 2016), each time picking the largest
learning rate that does not lead to blow-up in the error. While the network must be
re-trained for each new choice of reduced dimensions dy, dy, initializing the hidden

layers with a pre-trained network can help speed up convergence.

PDE Setting

We will consider a variety of solution maps defined by second order elliptic PDEs
of the form (4.1). which are prototypical of many scientific applications. We
take D = (0,1)? to be the unit box, a € L®(D;R,), f € L*(D;R), and let
u € H}(D;R) be the unique weak solution of (4.1). Note that, since D is bounded,
L>°(D; R, ) is continuously embedded within the Hilbert space L*(D; R, ). We will
consider two variations of the input-output map generated by the solution operator
for (4.1); in one, it is Lipschitz and lends itself to the theory of Subsection 4.3 and,
in the other, it is not Lipschitz. We obtain numerical results which demonstrate our
theory as well as demonstrating the effectiveness of our proposed methodology in

the non-Lipschitz setting.

Furthermore, we consider the one-dimensional viscous Burgers’ equation on the

torus given as

2u(s,t) +

2 0? 1
2 D (st = 5 ult). (s.8) €T x (0,09)

(4.25)
u(s,0) = up(s), s €T

where 3 > 0 is the viscosity coefficient and T' is the one dimensional unit torus
obtained by equipping the interval [0, 1] with periodic boundary conditions. We take
up € L*(T!;R) and have that, for any ¢ > 0, u(-,t) € H"(T';R) for any r > 0 is

the unique weak solution to (4.25) (Temam, 2012). In Subsection 4.4, we consider
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the input-output map generated by the flow map of (4.25) evaluated at a fixed time

which is a locally Lipschitz operator.

We make use of four probability measures which we now describe. The first,
which will serve as a base measure in two dimensions, is the Gaussian pug =
N (0, (—A + 97I)~2) with a zero Neumann boundary condition on the operator A.
Then we define y. to be the log-normal measure defined as the push-forward of pig
under the exponential map, i.e. jir, = expy ug. Furthermore, we define pip = Tyug to

be the push-forward of i under the piecewise constant map

12 s >0,
T(s) =
3 s<0.

Lastly, we consider the Gaussian 5 = N'(0, 7(— %, 4 721)729) defined on T".
Figure 42 shows an example draw from each of the above measures. We will use
as p one of these four measures in each experiment we conduct. Such probability
measures are commonly used in the stochastic modeling of physical phenomenon
(Lord, Powell, and Shardlow, 2014). For example, pp may be thought of as modeling
the permeability of a porous medium containing two different constituent parts
(Iglesias, K. Lin, and A.M. Stuart, 2014). Note that it is to be expected that a good
choice of architecture will depend on the probability measure used to generate the
inputs. Indeed good choices of the reduced dimensions dy and dy are determined

by the input measure and its pushforward under W, respectively.

For each subsequently described problem we use, unless stated otherwise, N = 1024
training examples from p and its pushforward under ¥, from which we construct
W, and then 5000 unseen testing examples from p in order to obtain a Monte

Carlo estimate of the relative test error:

[(Gs 0 x 0 Fi)(z) = W(z)[ly
W ()]ly '

For problems arising from (4.1), all data is collected on a uniform 421 x 421 mesh

Ex’\/lt

and the PDE is solved with a second order finite-difference scheme. For problems
arising from (4.25), all data is collected on a uniform 4096 point mesh and the PDE is
solved using a pseudo-spectral method. Data for all other mesh sizes is sub-sampled
from the original. We refer to the size of the discretization in one direction e.g. 421,
as the resolution. We fix dy = dy (the dimensions after PCA in the input and output
spaces) and refer to this as the reduced dimension. We experiment with using a

linear map as well as a dense neural network for approximating ; in all figures we
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Figure 44: Relative test errors on the linear elliptic problem. Using N = 1024
training examples, panel (a) shows the errors as a function of the resolution while
panel (b) fixes a 421 x 421 mesh and shows the error as a function of the reduced
dimension. Panel (c) only shows results for our method using a neural network,
fixing a 421 x 421 mesh and showing the error as a function of the reduced dimension
for different amounts of training data.

distinguish between these by referring to Linear or NN approximations respectively.
When parameterizing with a neural network, we use the aforementioned stochastic
gradient based method for training, while, when parameterizing with a linear map,

we simply solve the linear least squares problem by the standard normal equations.

We also compare all of our results to the work of (Zhu and Zabaras, 2018) which
utilizes a 19-layer fully-connected convolutional neural network, referencing this
approach as Zhu within the text. This is done to show that the image-to-image
regression approach that many such works utilize yields approximations that are not
consistent in the continuum, and hence across different discretizations; in contrast,
our methodology is designed as a mapping between Hilbert spaces and as a conse-
quence is robust across different discretizations. For some problems in Subsection
4.4, we compare to the method developed in (Chkifa et al., 2013), which we refer
to as Chkifa. For the problems in Subsection 4.4, we also compare to the reduced
basis method (R. A. DeVore, 2014; Quarteroni, Manzoni, and Negri, 2015) when
instantiated with PCA. We note that both Chkifa and the reduced basis method
are intrusive, i.e., they need knowledge of the governing PDE. Furthermore the
method of Chkifa needs full knowledge of the generating process of the inputs. We
re-emphasize that our proposed method is fully data-driven.

Globally Lipschitz Solution Map
We consider the input-output map ¥ : L*(D;R) — Hj(D;R) mapping f — u
in (4.1) with the coefficient a fixed. Since (4.1) is a linear PDE, W is linear and

therefore Lipschitz. We study two instantiations of this problem. In the first, we
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Figure 45: Relative test errors on the Poisson problem. Using N = 1024 training
examples, panel (a) shows the errors as a function of the resolution while panel (b)
fixes a 421 x 421 mesh and shows the error as a function of the reduced dimension.
Panel (c) only shows results for our method using a neural network, fixing a 421 x 421
mesh and showing the error as a function of the reduced dimension for different
amounts of training data.
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Figure 46: Panel (a) shows a sample drawn from the model (4.26) while panel (b)
shows the solution of the Poisson equation with the sample from (a) as the r.h.s.
Panel (c) shows the relative test error as a function of the amount of PDE solves/
training data for the method of Chkifa and our method respectively. We use the
reduced dimension d = N.

draw a single a ~ pp and fix it. We then solve (4.1) with data f ~ ug. We refer to
this as the linear elliptic problem. See row 1 of Figure 43 for an example. In the
second, we set a(w) = 1 Yw € D, in which case (4.1) becomes the Poisson equation
which we solve with data f ~ p = ug. We refer to this as the Poisson problem. See

row 2 of Figure 43 for an example.

Figure 44 (a) shows the relative test errors as a function of the resolution on the
linear elliptic problem, while Figure 45 (a) shows them on the Poisson problem. The
primary observation to make about panel (a) in these two figures is that it shows
that the error in our proposed method does not change as the resolution changes.
In contrast, it also shows that the image-to-image regression approach of Zhu (Zhu

and Zabaras, 2018), whilst accurate at low mesh resolution, fails to be invariant
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to the size of the discretization and errors increase in an uncontrolled fashion as
greater resolution is used. The fact that our dimension reduction approach achieves
constant error as we refine the mesh, reflects its design as a method on Hilbert space
which may be approximated consistently on different meshes. Since the operator
W here is linear, the true map of interest ¢ given by (4.3) is linear since [y and
Gy are, by the definition of PCA, linear. It is therefore unsurprising that the linear
approximation consistently outperforms the neural network, a fact also demonstrated
in panel (a) of the two figures. While it is theoretically possible to find a neural
network that can, at least, match the performance of the linear map, in practice,
the non-convexity of the associated optimization problem can cause non-optimal
behavior. Panels (b) of Figures 44 and 45 show the relative error as a function of
the reduced dimension for a fixed mesh size. We see that while the linear maps
consistently improve with the reduced dimension, the neural networks struggle as the
complexity of the optimization problem is increased. This problem can usually be
alleviated with the addition of more data as shown in panels (c), but there are still no
guarantees that the optimal neural network is found. Since we use a highly-nonlinear
S-layer network to represent the linear ¢, this issue is exacerbated for this problem
and the addition of more data only slightly improves the accuracy as seen in panels
(c). In Appendix 4.9, we show the relative test error during the training process and
observe that some overfitting occurs, indicating that the optimization problem is
stuck in a local minima away from the optimal linear solution. This is an issue that
is inherent to most deep neural network based methods. Our results suggest that
building in a priori information about the solution map, such as linearity, can be
very beneficial for the approximation scheme as it can help reduce the complexity of

the optimization.

To compare to the method of Chkifa (Chkifa et al., 2013), we will assume the
following model for the inputs,

fF=Y ¢ (4.26)
j=1

where §; ~ U(—1,1) is an i.i.d. sequence, and ¢; = \/)\_jd}j where \;,1); are
the eigenvalues and eigenfunctions of the operator (—A + 1007)~*! with a zero
Neumann boundary. This construction ensures that there exists p € (0, 1) such that
(|6jlle)j>1 € €P(N;R) which is required for the theory in (Cohen, DeVore, and
Schwab, 2011). We assume this model for f, the r.h.s. of the Poisson equation, and
consider the solution operator ¥ : (*°(N;R) — Hj(D;R) mapping (&;);>1 — u.
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Figure 46 panels (a)-(b) show an example input from (4.26) and its corresponding

solution u. Since this operator is linear, its Taylor series representation simply

amounts to N
V((&)521) = > &y (4.27)
=1
where n); € Hy(D;R) satisfy
—An; = ¢;.

This is easily seen by plugging in our model (4.26) for f into the Poisson equa-
tion and formally inverting the Laplacian. We further observe that the ¢!(N;R)
summability of the sequence (||7;{| 2 );>1 (inherited from (||d; ||z~ );>1 € 7(N; R))
implies that our power series (4.27) is summable in H}(D;R). Combining the two
observations yields analyticity of W with the same rates as in (Cohen, DeVore, and

Schwab, 2011) obtained via Stechkin’s inequality. For a proof, see Theorem 32.

We employ the method of Chkifa simply by truncation of (4.27) to d elements, noting
that in this simple linear setting there is no longer a need for greedy selection of the
index set. We note that this truncation requires d PDE solves of the Poisson equation
hence we compare to our method when using N = d data points, since this also
counts the number of PDE solves. Since the problem is linear, we use a linear map
to interpolate the PCA latent spaces and furthermore set the reduced dimension of
our PCA(s) to N. Panel (c) of Figure 46 shows the results. We see that the method
of Chkifa outperforms our method for any fixed number of PDE solves, although the
empirical rate of convergence appears very similar for both methods. Furthermore
we highlight that while our method appears to have a larger error constant than that
of Chkifa, it has the advantage that it requires no knowledge of the model 4.26 or of
the Poisson equation; it is driven entirely by the training data.

Darcy Flow

We now consider the input-output map ¥ : L>(D;R,) — H}(D;R) mapping
a — win (4.1) with f(s) = 1 Vs € D fixed. In this setting, the solution operator
is nonlinear and is locally Lipschitz as a mapping from L>(D;R ) to H}(D;R)
(Dashti, Harris, and A.M. Stuart, 2012). However our results require a Hilbert
space structure, and we view the solution operator as a mapping from L?(D;R,) D
L>(D;R,) into H}(D;R,), noting that we will choose the probability measure
pon L*(D;R,) to satisfy u(L>(D;R,)) = 1. In this setting, ¥ is not locally
Lipschitz and hence Theorem 26 is not directly applicable. Nevertheless, our
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Figure 47: Relative test errors on the Darcy flow problem with log-normal coeffi-
cients. Using N = 1024 training examples, panel (a) shows the errors as a function
of the resolution while panel (b) fixes a 421 x 421 mesh and shows the error as a
function of the reduced dimension. Panel (c¢) only shows results for our method
using a neural network, fixing a 421 x 421 mesh and showing the error as a function
of the reduced dimension for different amounts of training data.

0.05

107 PP 0.07

o
o
=

g
5o.0s

Relative Test
o
< o
R
Relative Test Error
o
o
®

Relative Test Error
1S
5
2
2
o
o
IN]

4 —¢-Linear d=30
—¢-Linear d=70

Linear d=150

102 0.02
0 100 200 300 400 500 0 50 100 150 0 50 100 150 200
Resolution Reduced Dimension Reduced Dimension
(a) (b) (©

Figure 48: Relative test errors on the Darcy flow problem with piecewise constant
coefficients. Using N = 1024 training examples, panel (a) shows the errors as a
function of the resolution while panel (b) fixes a 421 x 421 mesh and shows the
error as a function of the reduced dimension. Panel (c) only shows results for our
method using a neural network, fixing a 421 x 421 mesh and showing the error as a
function of the reduced dimension for different amounts of training data.

methodology exhibits competitive numerical performance. See rows 3 and 4 of

Figure 43 for an example.

Figure 47 (a) shows the relative test errors as a function of the resolution when
a ~ = p is log-normal while Figure 48 (a) shows them when a ~ p = pp is
piecewise constant. In both settings, we see that the error in our method is invariant
to mesh-refinement. Since the problem is nonlinear, the neural network outperforms
the linear map. However we see the same issue as in Figure 44 where increasing
the reduced dimension does not necessarily improve the error due to the increased
complexity of the optimization problem. Panels (b) of Figures 47 and 48 confirm
this observation. This issue can be alleviated with additional training data. Indeed,
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Figure 49: The online and offline computation times for the Darcy flow problem
with piecewise constant coefficients. The number of training examples N = 1024
and grid resolution 421 x 421 are fixed. The results are reported in seconds and all
computations are done on a single GTX 1080 Ti GPU.
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Figure 410: Relative test errors on both Darcy flow problems with reduced dimension
d = 70, training on a single mesh and transferring the solution to other meshes.
When the training mesh is smaller than the desired output mesh, the PCA basis are
interpolated using cubic splines. When the training mesh is larger than the desired
output mesh, the PCA basis are sub-sampled.

panels (c) of Figures 47 and 48 show that the error curve is flattened with more data.
We highlight that these results are consistent with our interpretation of Theorem 22:
the reduced dimensions dy, dy are determined first by the properties of the measure
1 and its pushforward, and then the amount of data necessary is obtained to ensure
that the finite data approximation error is of the same order of magnitude as the
finite-dimensional approximation error. In summary, the size of the training dataset

N should increase with the number of reduced dimensions.
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For this problem, we also compare to the reduced basis method (RB) when instanti-
ated with PCA. We implement this by a standard Galerkin projection, expanding the
solution in the PCA basis and using the weak form of (4.1) to find the coefficients.
We note that the errors of both methods are very close, but we find that the online
runtime of our method is significantly better. Letting /K denote the mesh-size and
d the reduced dimension, the reduced basis method has a runtime of O(d*K + d3)
while our method has the runtime O(dK) plus the runtime of the neural network
which, in practice, we have found to be negligible. We show the online inference
time as well as the offline training time of the methods in Figure 49. While the
neural network has the highest offline cost, its small online cost makes it a more
practical method. Indeed, without parallelization when d = 150, the total time
(online and offline) to compute all 5000 test solutions is around 28 hours for the
RBM. On the other hand, for the neural network, it is 28 minutes. The difference
is pronounced when needing to compute many solutions in parallel. Since most
modern architectures are able to internally parallelize matrix-matrix multiplication,
the total time to train and compute the 5000 examples for the neural network is only
4 minutes. This issue can however be slightly alleviated for the reduced basis method
with more stringent multi-core parallelization. We note that the linear map has the
lowest online cost and only a slightly worse offline cost than the RBM. This makes
it the most suitable method for linear operators such as those presented in Section

4.4 or for applications where larger levels of approximation error can be tolerated.

We again note that the image-to-image regression approach of (Zhu and Zabaras,
2018) does not scale with the mesh size. We do however acknowledge that for
the small meshes for which the method was designed, it does outperform all other
approaches. This begs the question of whether one can design neural networks
that match the performance of image-to-image regression but remain invariant with
respect to the size of the mesh. The contemporaneous work (Li et al., 2020) takes a

step in this direction.

Lastly, we show that our method also has the ability to transfer a solution learned on
one mesh to another. This is done by interpolating or sub-sampling both of the input
and output PCA basis from the training mesh to the desired mesh. Justifying this
requires a smoothness assumption on the PCA basis; we are, however, not aware
of any such results and believe this is an interesting future direction. The neural
network is fixed and does not need to be re-trained on a new mesh. We show this in

Figure 410 for both Darcy flow problems. We note that when training on a small
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Figure 411: Relative test errors on the Burgers’ Equation problem. Using N = 1024
training examples, panel (a) shows the errors as a function of the resolution while
panel (b) fixes a 4096 mesh and shows the error as a function of the reduced
dimension. Panel (c) only shows results for our method using a neural network,
fixing a 4096 mesh and showing the error as a function of the reduced dimension for
different amounts of training data.

mesh, the error increases as we move to larger meshes, reflecting the interpolation
error of the basis. Nevertheless, this increase is rather small: as shown in Figure
410, we obtain a 3% and a 1% relative error increasing when transferring solutions
trained on a 61 x 61 grid to a 421 x 421 grid on each respective Darcy flow problem.
On the other hand, when training on a large mesh, we see almost no error increase
on the small meshes. This indicates that the neural network learns a property that is

intrinsic to the solution operator and independent of the discretization.

Burgers’ Equation

We now consider the input-output map ¥ : L*(T';R) — H"(T!;R) mapping
ug > U4y in (4.25) with 3 = 10~ fixed. In this setting, ¥ is nonlinear and locally
Lipschitz but since we do not know the precise Lipschitz constant as defined in
Appendix 4.6, we cannot verify that the assumptions of Theorem 27 hold; neverthe-
less the numerical results demonstrate the effectiveness of our methodology. We
take ug ~ p = up; see rows 5 of Figure 43 for an example. Figure 411 (a) shows
the relative test errors as a function of the resolution again demonstrating that our
method is invariant to mesh-refinement. We note that, for this problem, the linear
map does significantly worse than the neural network in contrast to the Darcy flow
problem where the results were comparable. This is likely attributable to the fact that
the solution operator for Burgers’ equation is more strongly nonlinear. As before, we
observe from Figure 411 panel (b) that increasing the reduced dimension does not
necessarily improve the error due to the increased complexity of the optimization

problem. This can again be mitigated by increasing the volume of training data, as
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indicated in Figure 411(c); the curve of error versus reduced dimension is flattened

as N increases.

4.5 Conclusion

In this paper, we proposed a general data-driven methodology that can be used to
learn mappings between separable Hilbert spaces. We proved consistency of the
approach when instantiated with PCA in the setting of globally Lipschitz forward
maps. We demonstrated the desired mesh-independent properties of our approach on
parametric PDE problems, showing good numerical performance even on problems

outside the scope of the theory.

This work leaves many interesting directions open for future research. To understand
the interplay between the reduced dimension and the amount of data needed requires
a deeper understanding of neural networks and their interaction with the optimization
algorithms used to produce the approximation architecture. Even if the optimal
neural network is found by that optimization procedure, the question of the number
of parameters needed to achieve a given level of accuracy, and how this interacts
with the choice of reduced dimensions dy and dy (choice of which is determined
by the input space probability measure), warrants analysis in order to reveal the
computational complexity of the proposed approach. Furthermore, the use of PCA
limits the scope of problems that can be addressed to Hilbert, rather than general
Banach spaces; even in Hilbert space, PCA may not be the optimal choice of
dimension reduction. The development of autoenconders on function space is a
promising direction that has the potential to address these issues; it also has many
potential applications that are not limited to deployment within the methodology
proposed here. Finally we also wish to study the use of our methodology in more
challenging PDE problems, such as those arising in materials science, as well as
for time-dependent problems such as multi-phase flow in porous media. Broadly
speaking we view our contribution as a first step in the development of methods
that generalize the ideas and applications of neural networks by operating on, and

between, spaces of functions.

4.6 Neural Networks And Approximation (Locally Lipschitz Case)
This extends the approximation theory of Subsection 4.3 to the case of solution maps

v : X — ) that are u-measurable and locally Lipschitz in the following sense

Ve, ze X ||W(x) = V(2)|ly < L(z, 2)||lx — 2||x- (4.28)
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where the function L : X x X — R, is symmetric in its arguments, i.e., L(x, z) =
L(z, ), and for any fixed w € X the function L(-,w) : X — R, is y-measurable
and non-decreasing in the sense that L(s, w) < L(z,w) if ||z||x+ > ||w]|x. Note that

this implies that W is locally bounded: for any x € X
() ly < 1 (O) |y + [1¥(z) = )]y < [¥O)lly + Lz, 0)[|2].x.

Hence we deduce that the pushforward Wy has bounded fourth moments provided
that B, (L(z,0)||z| x)* < 4oc:

@wMM@=AJW@%WMﬂSLWM@M+M%@WMWM@

<2 (100l + | L0 felidn(o)) < o

where we used a generalized triangle inequality proven in (Takahasi et al., 2010, Cor.
3.1).

Theorem 27. Let X, Y be real, separable Hilbert spaces, V a mapping from X into
Y and let i1 be a probability measure supported on X such that

EunpL(z,2)* < +00, E,u,L(z,0)?|2]% < oo,

where L(-, ) is given in (4.28). Fix dy,dy, N > max{dx,dy}, 6 € (0,1), 7 > 0
and define M = \/E,,||[x[[% /5. Then there exists a constant c(dx,dy) > 0 and
neural network x € M(dx,dy;t,r, M) witht < c(log(\/dy/T) + 1) layers and
r < c(e7% log(y/dy/T) + 1) active weights and biases in each component, so that

Eo;jnuBonu(exn(7)) < C (T + Vo

y 1/2 y 1/2
+ ( N +R“<Vj;)> + (x/ﬁy +R‘I’”“(V£§,)) )

(4.29)
where eyy(x) := || Uyy(z) — V(2)|y and C > 0 is independent of dx, dy, N, § and

€.

Proof. Our method of proof is similar to the proof of Theorem 26 and for this
reason we shorten some of the arguments. Recall the constant () from Theorem
25. In what follows we take () to be the maximum of the two such constants when

arising from application of the theorem on the two different probability spaces (X', 1)
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and (), Wyu). As usual we employ the shorthand notation IE to denote E, -, the

expectation with respect to the dataset {z;} ;.

We begin by approximating the error incurred by using V., given by (4.4):

EE,pl|Wpea(x) = U() |y = EE,uul|(Gy 0 Fy 0 W o Gy 0 Fi)(x) — W(a)ly
=EE,., ||y W(llyy @) - \If(x)Hy

< EE,., andyyw\p(nv;; o)~y \I’(x)H

dy,N

, HEE., HHV%}’N\I/(:;U) - \If(x)H

+ EE, .
Py y~Wyp

Yy
< EE%#L(HV;;YNL x)

Iy x—=x
Viy N

(4.30)
noting that the operator norm of an orthogonal projection is 1. Now since L(-, x)

is non-decreasing we infer that L(Ilyx  z,2) < L(z, z) and then using Cauchy-
X

Schwarz we obtain

1/2
1/2 2
EE sl ¥ rea(@) = 9(@)ly < (Bpnul Lz, 2)1)" (EE My ,Nx—“fHX)

+EE,y,,

HVdJ;’Ny - ?JHy )

1/2

= L' (ER" (Vi n)) "+ (IEZ[R%“(VC?;,N)])1/2

(4.31)

where we used Holder’s inequality in the last line and defined the new constant

L' = (Eyop|L(x, x) |2)1/ ?  Theorem 25 allows us to control this error, and leads to

EEwNﬂeNN < EEzNMH\IjNN(x) - \I[PCA<x>‘|y + EE:DNMH\IJPCA<x) o \I/(QZ)”y
< Bl Van () = Upea()|ly

7 1/2 2 1/2
+ L (\/% - R“(Vﬁ)) + (\/% + RWW(V(};)) .

(4.32)

We now approximate ¢ by a neural network x as before. To that end we first note
from Lemma 30 that ¢ is locally Lipschitz, and hence continuous, as a mapping
from R%* into R% . Identify the components (s) = (o) (s), ..., (™) (s)) where
each function ¢} € C(R%;R). We consider the restriction of each component
function to the set [— M, M]4x.

By (Yarotsky, 2017, Thm. 1) and using the same arguments as in the proof of Theo-
rem 26 there exist neural networks Y™, ... x(®) : R — R, ) € M(dy;tD, r0)),
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with layer and active weight parameters t\/) and /) satisfying

t9) < cD(log(M/dy/7) + 1],

and
r9) < 9 (7 /2M) "% log(M+/dy/7) + 1]

with constants ) (dy) > 0, so that

(X (s), - XP(s) = pls)], <7 s € [-M, M),

We now simply define y : R% — R% as the stacked network (x(V), ... y®)

extended by zero outside of [—M, M]%* to immediately obtain

sup |X(s) — @(s)}g < T (4.33)
s€[—M,M]4x
Thus, by construction Y € M(dy,dy,t,r, M) with at most ¢ < max; t) many

layers and < rY) many active weights and biases in each of its components.

Define the set A = {x € X : Fx(z) € [-M, M]%}. By Lemma 31 below, u(A) >
1 — 9 and p(A°) < 4. Define the approximation error epcu(x) = ||[Uyy(x) —

U,oa(2) ||y and decompose its expectation as

Bavlereate)] = [

AepCA(a:’)d,u(x) +/ epcal)du(x) =: T4 + Le.

c

For the first term,
1< / I(Gy o x 0 Fi)(@) — (Gy oo F)(@)lydu(x) <7, (4.34)
A

by using the fact, established in Lemma 30, that GGy, is Lipschitz with Lipschitz
constant 1, the 7-closeness of y to ¢ from (4.33), and x(A) < 1. For the second

term we have, using that GGy, has Lipschitz constant 1 and that x takes value zero on
AC,

Ly < | [[(GyoxoFx)(x) = (Gyopo Fx)(z)||ydu(z)
A (4.35)

< AC|X(FX(-T))—SO(FX(I)”?CZ#(ZU): » o (Fa ()] 2dp().

Once more from Lemma 30 we have that

[Fx ()2 < [lzfla; ()2 < p(0)]2 + L(Gx(v), 0)]v]2
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so that, using the hypothesis on L and global Lipschitz property of Fy and Gy we

can write
Lie < (A9 0(0)]2 + / D, 0)| Fx(@)ladn(z)

< WA NpO+ [ Lo 0)lelxduta)

< (A @ (0) ]2 + (A (B L, 0 [2][%)
< 8lp(0)|z + 02 L"

< Vo(lp(0)]2 + L")

(4.36)

where L := (E,,L(z,0)2||z]|2)"?. Combining (4.20), (4.22), and (4.24) we
obtain the desired result. [

4.7 Supporting Lemmas

In this Subsection we present and prove auxiliary lemmas that are used throughout
the proofs in the article. The proof of Theorem 25 made use of the following
proposition, known as Fan’s Theorem, proved originally in (Fan, 1949). We state
and prove it here in the infinite-dimensional setting as this generalization may be
of independent interest. Our proof follows the steps of Fan’s original proof in the
finite-dimensional setting. The work (Overton and Womersley, 1992), through which
we first became aware of Fan’s result, gives an elegant generalization; however it
is unclear whether that approach is easily applicable in infinite dimensions due to

issues of compactness.

Lemma 28 (Fan (Fan, 1949)). Let (H,(-,-),|| - ||) be a separable Hilbert space
and C' : 'H — H a non-negative, self-adjoint, compact operator. Denote by
A1 > Ao > ... the eigenvalues of C and, for any d € N\ {0}, let Sy denote the set

of collections of d orthonormal elements of H. Then

d

Z )\j = fur mq?ﬁesd ;<CU]', ’LLj).

jzl 7777

Proof. Let ¢1, ¢, . . . denote the orthonormal eigenfunctions of C' corresponding to
the eigenvalues A, Ao, . . . respectively. Note that for {¢y, ..., ¢} € Sy, we have

d d d
D (Co ) = > Nl =D A
j=1 j=1

j=1
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Now let {u1,...,uqs} € Sy be arbitrary. Then for any j € {1,...,d}, we have
u; = > oo (uj, ¢r) P and thus

(Cuy,uj) Zx\k| uj, ¢p)|*

00 ) d
=X > g, 8P+ ) Ok = M)l {ug, )+ ) (A — M)l g, 60) [
k=1 k=d+1 k=1
Since [lu;]|? = 1, we have [|u;]|* = >"p, [{u;, ¢r)|* = 1 therefore
) 00 d
Aa D> N @)+ D = Al i) P = Aa D [y, )P + Z Nel(uz, on) |
k=1 k=d+1 k=1 k=d+1
<A Y (g, 68)° = Mg

i

1

using the fact that A, < \g, Vk > d. We have shown (Cuj, ;) < Mg+ 30— (A —
Aa)[{u;, ¢x)|*. Thus

Z()\j — (Cuj, u5)) > Z <>\ — A — Z(Ak - /\d)|<uj>¢k>|2>

k=1
d
:Z)\ — ) (1—Z|uk,¢] )

We now extend the finite set of {u}¢_, from a d—dimensional orthonormal set to
an orthonormal basis {uy, }7° , for 7. Note that \; > A4, Vj < d and that

d [e's)
Z‘ uku ¢] Z Uk, ¢] H¢3|l2 = 1
k=1 k=1

therefore Z;’l:l(/\j — (C'uj,uj)) > 0 concluding the proof.
]

Theorem 25 relies on a Monte Carlo estimate of the Hilbert-Schmidt distance

between C' and C'y that we state and prove below.

Lemma 29. Let C' be given by (4.13) and Cy by (4.7) then there exists a constant
@ > 0, depending only on v, such that

Q

E{uj}"’VHCN - OH?{S = N
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Proof. Define C(“) := u; ® u; forany j € {1,..., N} and C™ := u ® u for any
u € M, noting that E,,_,, [C"] = C = E,,,.,,[C*))]. Further we note that

EuNV“O(u)H%S = EUN,,||u||4 <00

and, by Jensen’s inequality, ||C|% g < Eu,||C™]|%¢ < oo. Once again using the

shorthand notation E in place of Ey, ., we compute,

N N
1 (N 1 Uj
E(|Cy — Clts = EHN ZC( D= Cllhs = EHN ZC( Ns = [Clls
=1 j=1
] LR
= N]EUN,,HC(“)H?{S + 2 D) (BICH)E[C™)) s — | Clls
=1 k#j
1 . N2 - N
= EunllCPNs + =5z ICNEs = IClI7zs
1 " 1 u
= 5 EuCPlEs = 1Cls) = 7BumnIC™ = Clls:
Setting Q = E,, ||C™ — C||% ¢ completes the proof. O

The following lemma, used in the proof of Theorem 26, estimates Lipschitz constants

of various maps required in the proof.

Lemma 30. The maps Fx, Fy, Gx and Gy are globally Lipschitz:

|Fy(v) — Fx(2)|]a < ||lv—z||lxy, Vv,z2€X

[Fy(v) = Fy(v)l2 < flv —zlly, Yv,z€)
|Gx(v) — Gx(2)||lx < v — 2|2, Vv,z€R™
Gy (v) = Gy(2)||x < |v— 2|, Vv,z € R,

Furthermore, if V is locally Lipschitz and satisfies
Ve,we X [|¥(z) = ¥(w)lly < Lz, w)llz — w],

with L : X x X — R, that is symmetric with respect to its arguments, and
increasing in the sense that L(s,w) < L(z,w), if |z||x > ||s||x. Then ¢ is also

locally Lipschitz and

lp(v) — @(2)]2 < L(Gx(v), Ga(2)) v — 2]2,  Vv,z € R¥.
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Proof. We establish that Fy, and Gy are Lipschitz and estimate the Lipschitz con-

stants; the proofs for Fly and Gy are similar. Let gﬁ Noeooo gz%}y’ ~ denote the eigen-
vectors of the empirical covariance with respect to the data {y; ;\/:l which span
VdJ; v and let gbgy LN qzﬁgl}y 42N - - - be an orthonormal extension to ). Then, by
Parseval’s identity,

dy 00

2 _ Y o\2 Y o\2 _ 2
[Fy(0) = Fy(2)5 =) (v —=2003)35 <D (v =263 = llv— 23

Jj=1 Jj=1

A similar calculation for Gy, using ¢7' v, . . ., @7, y the eigenvectors of the empirical

covariance of the data {z;}_, yields

dX dX
G (v) = G5 = 11D (v; = 2) w5 = D 1oy — % = v — 2[5
j=1 j=1

for any v, z € R, using the fact that the empirical eigenvectors can be extended to
an orthonormal basis for X'. Recalling that ¢ = Fy o ¥ o Gy, the above estimates

immediately yield
(V) = (2)]2 < L(Gx(v), Ga(2))[v = 2lo, Vv, 2 € R™™.

]

The following lemma establishes a bound on the size of the set A that was defined in
the proof of Theorems 26 and 27.

Lemma 31. Fix 0 < 0 < 1, let x ~ p be a random variable and set M =
VEapllz||% /0. Define Fx using the random dataset {x;}}_, ~ yu then,

P (Fu(a) & [~ M, M)™) < 5,

where the probability is computed with respect to both x and the x;’s.

Proof. Denote by ¢7y,...,¢7, y the orthonormal set used to define V%  (4.8)
and let qﬁdXX LN gbdXX 42N - - - De an orthonormal extension of this basis to &X' For

any j € {1,...,dx}, by Chebyshev’s inequality, we have

EZ’NMK‘T? ¢fN>X|2
M? '

Py (|2, ¢fn) 2] = M) <
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Note that the expectation is taken only with respect to the randomness in z and
not ¢* N qbg; ~> so the right hand side is itself a random variable. We further

compute

Poy([(z, 0T n) 2| > M, [, 63, v x| > M)

1 - 1
< B3l el < 3B Y@ 6l = TEelal
7j=1 7=1

o0

. 2 o
noting that [|z[|3 = >_ 77,
the randomness in ¢7 v, ¢3 v, ... is inconsequential. Thus we find that, with PP

|, &;) x| for any orthonormal basis {£;}22, of X hence

denoting probability with respect to both = ~ p and the random data used to define
Fx,

1
P(|(x, éiw)al < Moo [, 6 )l < M) 2 1 = s5Beufallz, =16

the desired result. ]

4.8 Analyticity of the Poisson Solution Operator

Define & = {§ € (*(N;R) : [[{[[e~ < 1} and let {¢;}32, be some sequence
of functions with the property that (||¢;||1=);>1 € ¢*(N;R) for some p € (0,1).
Define ¥ : X — H;(D;R) as mapping a set of coefficients £ = (§;,&,...) € X
to u € Hg(D;R) the unique weak solution of

—Au=) &¢; in D, ulop=0.
j=1

Note that since D is a bounded domain and { € X, we have that Zj‘;l §jo; €
L*(€;R) since our assumption implies (||¢;||r=);>1 € ¢*(N;R). Therefore u is
indeed the unique weak-solution of the Poisson equation (Evans, 2010, Chap. 6) and
¥ is well-defined.

Theorem 32. Suppose that there exists p € (0, 1) such that (||¢;|| =);>1 € P(N;R).
Then

lim sup || ¥(€) Zfﬂb”m =0

K—oo 56

where, for each j € N, n; € H}(D;R) satisfies

—An] = ¢j in D, u|3D =0.
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Proof. By linearity and Poincaré inequality, we obtain the Lipschitz estimate
Iw(ED) = W(ED) gy < CID (Y = EP)oll1e, D, 6@ e x
j=1

for some C' > 0. Now let £ = (&1,&2,...) € X be arbitrary and define the sequence
€W = (£,0,0,...),6@ = (£,&,0,...),.... Note that, by linearity, for any
K e N, U(¢®) = Z]K:1 &;n;. Then, using our Lipschitz estimate,

1) = () ST D &l S D Ngyllee < K" 5| (1]l )1 | v
j=K+1 j=K+1

where the last line follows by Stechkin’s inequality (Cohen, DeVore, and Schwab,
2011, Sec. 3.3). Taking the supremum over £ € X and the limit X' — oo completes
the proof. [

4.9 Error During Training

Figures 412 and 413 show the relative test error computed during the training
process for the problems presented in Section 4.4. For both problems, we observe a
slight amount of overfitting when more training samples are used and the reduced
dimension is sufficiently large. This is because the true map of interest ¢ is linear
while the neural network parameterization is highly non-linear hence more prone to
overfitting larger amounts of data. While this suggests that simpler neural networks
might perform better on this problem, we do not carry out such experiments as our
goal is simply to show that building in a priori information about the problem (here

linearity) can be beneficial as show in Figures 44 and 45.
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Figure 412: Relative test errors as a function of the training epoch on the linear
elliptic problem. The amount of training examples used is varied in each panel.
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Figure 413: Relative test errors as a function of the training epoch on the Poisson
problem. The amount of training examples used is varied in each panel.
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Chapter 5

NEURAL OPERATORS: APPROXIMATING MAPS BETWEEN
FUNCTION SPACES

5.1 Introduction

Learning mappings between infinite-dimensional function spaces is a challenging
problem with widespread potential application across various disciplines. Examples
include numerous differential equation models in science and engineering, in robotics
and in computer vision. Of particular interest are cases where the inputs and/or
outputs are themselves functions over a domain in Euclidean space. The possibility
of learning such mappings opens up a new class of problems in the design of
neural networks with widespread applicability. New ideas are required to build
upon traditional neural networks which are mappings between finite-dimensional

Euclidean spaces and/or sets of finite cardinality.

A naive approach to this problem is simply to discretize the (input or output) function
spaces and apply standard ideas from neural networks. Instead we formulate a
new class of deep neural network based models, called neural operators, which
directly map between spaces of functions on bounded domains D C R?, D’ C
R%; once designed on function space these maps can be discretized by a variety
of different methods, and at different levels of resolution, to produce families of
finite dimensional networks. Such models, once trained, have the property of
being discretization invariant: it is possible to share the same network parameters
between different discretizations of the underlying functional data. In contrast, the
naive approach leads to neural network architectures which depend heavily on this
discretization: new architectures with new parameters are needed to achieve the same
error for differently discretized data. We demonstrate, numerically, that the same
neural operator can achieve a constant error for any discretization of the data while
standard feed-forward and convolutional neural networks cannot. In the context
of partial differential equations (PDEs) we demonstrate numerically that, at fixed
resolution, the resulting methods are highly competitive when compared with other
neural networks and are orders of magnitude faster than the PDE solvers used to
generate data. Finally we establish a universal approximation theorem for the neural

operators we introduce, proving their ability to approximate linear and non-linear
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operators arbitrary well.

In this paper we study various solution operators or flow maps arising from PDE
models; in particular, we investigate mappings between function spaces where
the input data can be, for example, the initial condition, boundary condition, or
coefficient function, and the output data is the respective solution. We perform
numerical experiments with operators arising from the one-dimensional Poisson
equation (Evans, 2010), the time-dependent one-space-dimensional Burgers’ Equa-
tion (Evans, 2010), two-dimensional steady Darcy Flow (Bear and Corapcioglu,
2012) and the time-dependent two-space dimensional incompressible Navier-Stokes

Equation (Constantin and Foias, 1988; Lemarié-Rieusset, 2018; Temam, 2001).

Subsection 5.1 contains background and context for our work. Subsection 5.1
details our contributions and outlines the contents of the paper. We conclude this

introduction in Subsection 5.1 which provides a literature review.

Background and Context

PDEs. “Differential equations [...] represent the most powerful tool humanity has
ever created for making sense of the material world.” Strogatz (2009). Over the past
few decades, significant progress has been made on formulating (Gurtin, 1982) and
solving (Johnson, 2012) the governing PDEs in many scientific fields from micro-
scale problems (e.g., quantum and molecular dynamics) to macro-scale applications
(e.g., civil and marine engineering). Despite the success in the application of PDEs

to solve real-world problems, two significant challenges remain:

* identifying the governing model for complex systems;

« efficiently solving large-scale nonlinear systems of equations.

Identifying/formulating the underlying PDEs appropriate for modeling a specific
problem usually requires extensive prior knowledge in the corresponding field
which is then combined with universal conservation laws to design a predictive
model. For example, modeling the deformation and failure of solid structures
requires detailed knowledge of the relationship between stress and strain in the
constituent material. For complicated systems such as living cells, acquiring such
knowledge is often elusive and formulating the governing PDE for these systems
remains prohibitive, or the models proposed are too simplistic to be informative.

The possibility of acquiring such knowledge from data can revolutionize these
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fields. Second, solving complicated nonlinear PDE systems (such as those arising
in turbulence and plasticity) is computationally demanding and can often make
realistic simulations intractable. Again the possibility of using instances of data
from such computations to design fast approximate solvers holds great potential for
accelerating numerous problems in computational science and engineering and for

revolutionizing scientific discovery.

Learning PDE Solution Operators. Supervised learning has the potential to
address these challenges when designed in a way that allows for the emulation of
mappings between function spaces (Khoo, J. Lu, and L. Ying, 2017; L. Lu, Jin, and
George Em Karniadakis, 2019; Bhattacharya et al., 2020; Nelsen and Andrew M
Stuart, 2021; Z. Li, Kovachki, et al., 2020a; Z. Li, Kovachki, et al., 2020b; Z. Li,
Kovachki, et al., 2020c; Patel et al., 2021; Opschoor, Christoph Schwab, and Jakob
Zech, 2020; Christoph Schwab and Jakob Zech, 2019; O’Leary-Roseberry et al.,
2020; Wu and Xiu, 2020). In PDE applications, the governing equations are by
definition local, whilst the solution operator exhibits non-local properties. Such non-
local effects can be described by integral operators explicitly in the spatial domain,
or by means of spectral domain multiplication; convolution is an archetypal example.
For integral equations, the graph approximations of Nystrom type (Belongie et al.,
2002) provide a consistent way of connecting different grid or data structures arising
in computational methods and understanding their continuum limits (Von Luxburg,
Belkin, and Bousquet, 2008; Trillos and Slepvcev, 2018; Trillos, Gerlach, et al.,
2020). For spectral domain calculations, there are well-developed tools that exist
for approximating the continuum (Boyd, 2001; Trefethen, 2000). For these reasons,
neural networks that incorporate non-locality via integral operators or spectral
domain calculations are natural. This is the governing principle underlying our work
aimed at designing mesh invariant neural network approximations for the solution

operators of PDEs.

Our Contributions and Outline of The Paper

Neural Operators. We introduce the concept of neural operators by generaliz-
ing standard feed-forward neural networks to learn mappings between infinite-
dimensional spaces of functions defined on bounded domains of R?. The non-local
component of the architecture is instantiated through either a parameterized integral
operator or through multiplication in the spectral domain. We make the following

contributions.



Initial Vortzc:ty
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Figure 51: Zero-shot super-resolution. Vorticity field of the solution to the two-
dimensional Navier-Stokes equation with viscosity 10* (Re=0(200)); Ground truth
on top and prediction on bottom. The model is trained on data that is discretized
on a uniform 64 x 64 spatial grid and on a 20-point uniform temporal grid. The
model is evaluated with a different initial condition that is discretized on a uniform
256 x 256 spatial grid and a 80-point uniform temporal grid (see Section 5.7).

1. We propose neural operators, generalizing neural networks that map between
finite-dimensional Euclidean spaces to neural networks that map between

infinite-dimensional function spaces.

2. By construction, our architectures share the same parameters irrespective
of the discretization used on the input and output spaces for the purposes
of computation. Consequently, neural operators are capable of zero-shot

super-resolution as demonstrated in Figure 51.

3. We propose four practical methods for implementing the neural operator
framework: graph-based operators, low-rank operators, multipole graph-based
operators, and Fourier operators. Specifically, we develop a Nystrom extension
to connect the integral operator formulation of the neural operator to families
of graph neural networks (GNNSs) on arbitrary grids. Furthermore, we study
the spectral domain formulation of the neural operator which leads to efficient
algorithms in settings where fast transform methods are applicable. We include

an exhaustive numerical study of the four formulations.

4. Numerically, we show that the proposed methodology consistently outper-
forms all existing deep learning methods even on the resolutions for which
the standard neural networks were designed. For the two-dimensional Navier-

Stokes equation, when learning the entire flow map, the method achieves
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< 1% error for a Reynolds number of 20 and 8% error for a Reynolds number
of 200.

5. The Fourier neural operator (FNO) has an inference time that is three orders of
magnitude faster than the pseudo-spectral method used to generate the data for
the Navier-Stokes problem (Chandler and Kerswell, 2013) — 0.005s compared
to the 2.2s on a 256 x 256 uniform spatial grid. Despite its tremendous
speed advantage, the method does not suffer from accuracy degradation when
used in downstream applications such as solving Bayesian inverse problems.
Furthermore, we demonstrate that FNO is robust to noise on the testing

problems we consider here.

In Section 5.2, we define the general operator learning problem, which is not limited
to PDEs. In Section 5.3, we define the general framework in terms of kernel integral

operators and relate our proposed approach to existing methods in the literature.

In Section 5.5, we define four different ways of efficiently computing with neural
operators: graph-based operators (GNO), low-rank operators (LNO), multipole
graph-based operators (MGNO), and Fourier operators (FNO). In Section 5.6 we
define four partial differential equations which serve as a test-bed of various problems
which we study numerically. In Section 4.4, we show the numerical results for our
four approximation methods on the four test problems, and on two linear operators
defined by linear PDEs, and we discuss and compare the properties, including
robustness, of each method. In Section 4.5 we conclude the work, discuss potential

limitations and outline directions for future work.

Literature Review
We outline the major neural network-based approaches for the solution of PDEs. To

make the discussion concrete, we will consider the family of PDEs in the form

(Low)(z) = f(x),  weD,

5.1
u(z) =0, x € 0D,

for some a € A, f € U* and D C R? a bounded domain. We assume that the
solution u : D — R lives in the Banach space f and L, : A — L(U;U*) is a
mapping from the parameter Banach space A to the space of (possibly unbounded)
linear operators mapping U to its dual &/*. A natural operator which arises from this
PDEis G := L, f : A — U defined to map the parameter to the solution a — u. A
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simple example that we study further in Section 5.6 is when L, is the weak form of the
second-order elliptic operator —V - (aV) subject to homogeneous Dirichlet boundary
conditions. In this setting, 4 = L>(D; R, ), U = Hy(D;R), andUU* = H*(D;R).
When needed, we will assume that the domain D is discretized into K € N points
and that we observe N € N pairs of coefficient functions and (approximate) solution
functions {a;, u;}}, that are used to train the model (see Section 5.2). We assume
that a; are i.i.d. samples from a probability measure ;, supported on .4 and y; are

the pushforwards under G f

Finite-dimensional Operators. An immediate approach to approximate G is to
parameterize it as a deep convolutional neural network (CNN) between the finite-
dimensional Euclidean spaces on which the data is discretized i.e. G : REK x© — RE
(Guo, W. Li, and Iorio, 2016; Zhu and Zabaras, 2018; Adler and Oktem, 2017;
Bhatnagar et al., 2019). Khoo, J. Lu, and L. Ying (2017) concerns a similar setting,
but with output space R. Such approaches are, by definition, not mesh independent
and need modifications to the architecture for different resolution and discretization
of D in order to achieve consistent error (if at all possible). We demonstrate this
issue numerically in Section 4.4. Furthermore, these approaches are limited to the
discretization size and geometry of the training data and hence it is not possible
to query solutions at new points in the domain. In contrast for our method, we
show in Section 4.4 both invariance of the error to grid resolution, and the ability to
transfer the solution between meshes. The work Ummenhofer et al. (2020) proposed
a continuous convolution network for fluid problems, where off-grid points are
sampled and linearly interpolated. However the continuous convolution method
is still constrained by the underlying grid which prevents generalization to higher
resolutions. Similarly, to get finer resolution solution, Jiang et al. (2020) proposed
learning super-resolution with a U-Net structure for fluid mechanics problems.
However fine-resolution data is needed for training, while neural operators are

capable of zero-shot super-resolution with no new data.

DeepONet A novel operator regression architecture, named DeepONet, was re-
cently proposed by L. Lu, Jin, and George Em Karniadakis, 2019; L. Lu, Jin, Pang,
et al., 2021; it builds an iterated or deep structure on top of the shallow architecture
proposed in T. Chen and H. Chen, 1995. The architecture consists of two neural
networks: a branch net applied on the input functions and a trunk net applied on

the querying locations in the output space. The original work of T. Chen and H.
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Chen, 1995 provides a universal approximation theorem, and more recently Lan-
thaler, Mishra, and George Em Karniadakis, 2021 developed an error estimate for
DeepONet itself. The standard DeepONet structure is a linear approximation of the
target operator, where the trunk net and branch net learn the coefficients and basis.
On the other hand, the neural operator is a non-linear approximation, which makes it
constructively more expressive. We include an detailed discussion of DeepONet in

Section 5.3 and as well as a numerical comparison to DeepONet in Section 5.7.

Physics Informed Neural Networks (PINNs), Deep Ritz Method (DRM), and
Deep Galerkin Method (DGM). A different approach is to directly parameterize
the solution u as a neural network v : D x © — R (E and Yu, 2018; Raissi,
Perdikaris, and George E Karniadakis, 2019; Sirignano and Spiliopoulos, 2018; Bar
and Sochen, 2019; Smith, Azizzadenesheli, and Ross, 2020; Pan and Duraisamy,
2020). This approach is designed to model one specific instance of the PDE, not
the solution operator. It is mesh-independent, but for any given new parameter
coefficient function a € A, one would need to train a new neural network wu, which
is computationally costly and time consuming. Such an approach closely resembles
classical methods such as finite elements, replacing the linear span of a finite set of

local basis functions with the space of neural networks.

ML-based Hybrid Solvers Similarly, another line of work proposes to enhance
existing numerical solvers with neural networks by building hybrid models (Pathak
et al., 2020; Um, Holl, et al., 2020; Greenfeld et al., 2019). These approaches
suffer from the same computational issue as classical methods: one needs to solve
an optimization problem for every new parameter similarly to the PINNs setting.
Furthermore, the approaches are limited to a setting in which the underlying PDE
is known. Purely data-driven learning of a map between spaces of functions is not

possible.

Reduced Basis Methods. Our methodology most closely resembles the classical
reduced basis method (RBM) (R. A. DeVore, 2014) or the method of Cohen and R.
DeVore (2015). The method introduced here, along with the contemporaneous work
introduced in the papers (Bhattacharya et al., 2020; Nelsen and Andrew M Stuart,
2021; Opschoor, Christoph Schwab, and Jakob Zech, 2020; Christoph Schwab and
Jakob Zech, 2019; O’Leary-Roseberry et al., 2020; L. Lu, Jin, and George Em
Karniadakis, 2019), is, to the best of our knowledge, amongst the first practical
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supervised learning methods designed to learn maps between infinite-dimensional
spaces. It addresses the mesh-dependent nature of the approach in the papers (Guo,
W. Li, and Iorio, 2016; Zhu and Zabaras, 2018; Adler and Oktem, 2017; Bhatnagar
et al., 2019) by producing a single set of network parameters that can be used with
different discretizations. Furthermore, it has the ability to transfer solutions between
meshes and indeed between different discretization methods. Moreover, it need
only be trained once on the equation set {a;, u; }j\’zl Then, obtaining a solution
for a new a ~ p only requires a forward pass of the network, alleviating the major
computational issues incurred in (E and Yu, 2018; Raissi, Perdikaris, and George E
Karniadakis, 2019; Herrmann, Ch Schwab, and Zech, 2020; Bar and Sochen, 2019)
where a different network would need to be trained for each input parameter. Lastly,
our method requires no knowledge of the underlying PDE: it is purely data-driven
and therefore non-intrusive. Indeed the true map can be treated as a black-box,
perhaps to be learned from experimental data or from the output of a costly computer

simulation, not necessarily from a PDE.

Continuous Neural Networks. Using continuity as a tool to design and interpret
neural networks is gaining currency in the machine learning community, and the
formulation of ResNet as a continuous time process over the depth parameter is a
powerful example of this (Haber and Ruthotto, 2017; Weinan, 2017). The concept
of defining neural networks in infinite-dimensional spaces is a central problem that
long been studied (Williams, 1996; Neal, 1996; Roux and Bengio, 2007; Globerson
and Livni, 2016; Guss, 2016). The general idea is to take the infinite-width limit
which yields a non-parametric method and has connections to Gaussian Process
Regression (Neal, 1996; Matthews et al., 2018; Garriga-Alonso, Rasmussen, and
Aitchison, 2018), leading to the introduction of deep Gaussian processes (Damianou
and Lawrence, 2013; Dunlop et al., 2018). Thus far, such methods have not yielded
efficient numerical algorithms that can parallel the success of convolutional or
recurrent neural networks for the problem of approximating mappings between finite
dimensional spaces. Despite the superficial similarity with our proposed work, this
body of work differs substantially from what we are proposing: in our work we are
motivated by the continuous dependence of the data, in the input or output spaces, in
spatial or spatio-temporal variables; in contrast the work outlined in this paragraph
uses continuity in an artificial algorithmic depth or width parameter to study the
network architecture when the depth or width approaches infinity, but the input and

output spaces remain of fixed finite dimension.
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Nystrom Approximation, GNNs, and Graph Neural Operators (GNOs). The

graph neural operators (Section 5.5) has an underlying Nystrom approximation
formulation (Nystrom, 1930) which links different grids to a single set of network
parameters. This perspective relates our continuum approach to Graph Neural
Networks (GNNs). GNNs are a recently developed class of neural networks that
apply to graph-structured data; they have been used in a variety of applications.
Graph networks incorporate an array of techniques from neural network design
such as graph convolution, edge convolution, attention, and graph pooling (Kipf
and Welling, 2016; Hamilton, Z. Ying, and Leskovec, 2017; Gilmer et al., 2017;
Velickovi¢ et al., 2017; Murphy et al., 2018). GNNs have also been applied to
the modeling of physical phenomena such as molecules (C. Chen et al., 2019) and
rigid body systems (Battaglia et al., 2018) since these problems exhibit a natural
graph interpretation: the particles are the nodes and the interactions are the edges.
The work (Alet et al., 2019) performs an initial study that employs graph networks
on the problem of learning solutions to Poisson’s equation, among other physical
applications. They propose an encoder-decoder setting, constructing graphs in
the latent space, and utilizing message passing between the encoder and decoder.
However, their model uses a nearest neighbor structure that is unable to capture non-
local dependencies as the mesh size is increased. In contrast, we directly construct a
graph in which the nodes are located on the spatial domain of the output function.
Through message passing, we are then able to directly learn the kernel of the network
which approximates the PDE solution. When querying a new location, we simply
add a new node to our spatial graph and connect it to the existing nodes, avoiding
interpolation error by leveraging the power of the Nystrom extension for integral

operators.

Low-rank Kernel Decomposition and Low-rank Neural Operators (LNOs).

Low-rank decomposition is a popular method used in kernel methods and Gaussian
process (Kulis, Sustik, and Dhillon, 2006; Bach, 2013; Lan et al., 2017; Gardner et
al., 2018). We present the low-rank neural operator in Section 5.5 where we structure
the kernel network as a product of two factor networks inspired by Fredholm theory.
The low-rank method, while simple, is very efficient and easy to train especially
when the target operator is close to linear. Khoo and L. Ying (2019) proposed
a related neural network with low-rank structure to approximate the inverse of
differential operators. The framework of two factor networks is also similar to the

trunk and branch network used in DeepONet (L. Lu, Jin, and George Em Karniadakis,
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2019). But in our work, the factor networks are defined on the physical domain
and non-local information is accumulated through integration with respect to the
Lebesgue measure. In contrast, DeepONet(s) integrate against delta measures at a
set of pre-defined nodal points that are usually taken to be the grid on which the data

is given. See section 5.3 for further discussion.

Multipole, Multi-resolution Methods, and Multipole Graph Neural Operators
(MGNOs). To efficiently capture long-range interaction, multi-scale methods such
as the classical fast multipole methods (FMM) have been developed (Greengard and
Rokhlin, 1997). Based on the assumption that long-range interactions decay quickly,
FMM decomposes the kernel matrix into different ranges and hierarchically imposes
low-rank structures on the long-range components (hierarchical matrices) (Borm,
Grasedyck, and Hackbusch, 2003). This decomposition can be viewed as a specific
form of the multi-resolution matrix factorization of the kernel (Kondor, Teneva, and
Garg, 2014; Borm, Grasedyck, and Hackbusch, 2003). For example, the works
of Fan, Lin, et al. (2019), Fan, Feliu-Faba, et al. (2019), and J. He and Xu (2019)
propose a similar multipole expansion for solving parametric PDEs on structured
grids. However, the classical FMM requires nested grids as well as the explicit
form of the PDEs. In Section 5.5, we propose the multipole graph neural operator
(MGNO) by generalizing this idea to arbitrary graphs in the data-driven setting,
so that the corresponding graph neural networks can learn discretization-invariant

solution operators which are fast and can work on complex geometries.

Fourier Transform, Spectral Methods, and Fourier Neural Operators (FNOs).
The Fourier transform is frequently used in spectral methods for solving differential
equations since differentiation is equivalent to multiplication in the Fourier domain.
Fourier transforms have also played an important role in the development of deep
learning. They are used in theoretical work, such as the proof of the neural network
universal approximation theorem (Hornik, Stinchcombe, White, et al., 1989) and
related results for random feature methods (Rahimi and Recht, 2008); empirically,
they have been used to speed up convolutional neural networks (Mathieu, Henaff, and
LeCun, 2013). Neural network architectures involving the Fourier transform or the
use of sinusoidal activation functions have also been proposed and studied (Bengio,
LeCun, et al., 2007; Mingo et al., 2004; Sitzmann et al., 2020). Recently, some
spectral methods for PDEs have been extended to neural networks (Fan, Bohorquez,
and L. Ying, 2019; Fan, Lin, et al., 2019; Kashinath, Marcus, et al., 2020). In
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Section 5.5, we build on these works by proposing the Fourier neural operator
architecture defined directly in Fourier space with quasi-linear time complexity and

state-of-the-art approximation capabilities.

Sources of Error In this paper we will study the error resulting from approximat-
ing an operator (mapping between Banach spaces) from within a class of finitely-
parameterized operators. We show that the resulting error, expressed in terms of
universal approximation of operators over a compact set or in terms of a resulting
risk, can be driven to zero by increasing the number of parameters, and refining
the approximations inherent in the neural operator architecture. In practice there
will be two other sources of approximation error: firstly from the discretization of
the data; and secondly from the use of empirical risk minimization over a finite
data set to determine the parameters. Balancing all three sources of error is key to
making algorithms efficient. However we do not study these other two sources of
error in this work. Furthermore we do not study how the number of parameters in
our approximation grows as the error tolerance is refined. Generally, this growth
may be super-exponential as shown in (Kovachki, Lanthaler, and Mishra, 2021).
However, for certain classes of operators and related approximation methods, it is
possible to beat the curse of dimensionality; we refer the reader to the works (Lan-
thaler, Mishra, and George Em Karniadakis, 2021; Kovachki, Lanthaler, and Mishra,
2021) for detailed analyses demonstrating this. Finally we also emphasize that there
is a potential source of error from the optimization procedure which attempts to
minimize the empirical risk: it may not achieve the global minumum. Analysis of

this error in the context of operator approximation has not been undertaken.

5.2 Learning Operators
In subsection 5.2, we outline the general problem of operator learning as well as
our approach to solving it. In subsection 5.2, we discuss the functional data that is

available and how we work with it numerically.

Problem Setting

Our goal is to learn a mapping between two infinite dimensional spaces by using
a finite collection of observations of input-output pairs from this mapping. We
make this problem concrete in the following setting. Let A and ¢/ be Banach
spaces of functions defined on bounded domains D C R¢, D’ C R? respectively

and G : A — U be a (typically) non-linear map. Suppose we have observations
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{a;,u; }f;l where a; ~ p are i.1.d. samples drawn from some probability measure p
supported on A and u; = G'(a;) is possibly corrupted with noise. We aim to build
an approximation of G by constructing a parametric map

Go: A—U, OcRP (5.2)

with parameters from the finite-dimensional space R? and then choosing 7 € R? so
that get ~ gT

We will be interested in controlling the error of the approximation on average with
respect to j. In particular, assuming G' is y-measurable, we will aim to control the

2 . . .
L= (A;U) Bochner norm of the approximation

16" = GollZz (A ZEMIIQT(G)—%(@)II%=/A||QT(G)—99(G)IIZ¢ dp(a). (5.3)

This is a natural framework for learning in infinite-dimensions as one could seek to

solve the associated empirical-risk minimization problem

N
1
i T _ 2 o~ min — . 12
pin By 67(0) = Go(o)lf ~ i 5 2y~ ol 5
]:

which directly parallels the classical finite-dimensional setting (Vapnik, 1998).

Discretization

Since our data a; and u; are, in general, functions, to work with them numerically,
we assume access only to their point-wise evaluations. To illustrate this, we will
continue with the example of the preceding paragraph. For simplicity, assume
D = D' and suppose that the input and output functions are both real-valued.
Let D; = {x&l), o ,xg-nj )} C D be a n;-point discretization of the domain D
and assume we have observations a;|p,,u;|p, € R™, for a finite collection of
input-output pairs indexed by j. In the next section, we propose a kernel inspired
graph neural network architecture which, while trained on the discretized data, can
produce the solution u(x) for any = € D given an input a ~ . That is to say that
our approach is independent of the discretization ;. We refer to this as being a
function space architecture, a mesh-invariant architecture or a discretization-invariant
architecture; this claim is verified numerically by showing invariance of the error
as nj — oo. Such a property is highly desirable as it allows a transfer of solutions
between different grid geometries and discretization sizes with a single architecture

which has a fixed number of parameters.
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We note that, while the application of our methodology is based on having point-wise
evaluations of the function, it is not limited by it. One may, for example, represent a
function numerically as a finite set of truncated basis coefficients. Invariance of the
representation would then be with respect to the size of this set. Our methodology
can, in principle, be modified to accommodate this scenario through a suitably

chosen architecture. We do not pursue this direction in the current work.

5.3 Proposed Architecture
Subsection 5.3 defines neural operators while subsections 5.3 and 5.3 compare them

to DeepONets and Transformers respectively.

Neural Operators

In this section, we outline the neural operator framework. We assume that the input
functions a € A are R%-valued and defined on the bounded domain D C R? while
the output functions u € U are R%-valued and defined on the bounded domain
D' ¢ R¥. The proposed architecture Gy : A — U has the following overall

structure:

1. Lifting: Using a pointwise function R% — R%o, map the input {a : D —
R} +— {vy : D — R%o} to its first hidden representation. Usually, we
choose d,, > d, and hence this is a lifting operation performed by a fully

local operator.

2. Iterative Kernel Integration: For ¢ = 0,...,7 — 1, map each hidden repre-
sentation to the next {v, : D; — R%} — {vy : Diyy — R%e+1) via the
action of the sum of a local linear operator, a non-local integral kernel operator,
and a bias function, composing the sum with a fixed, pointwise nonlinearity.
Here we set Dy = D and Dy = D’ and impose that D, C R% is a bounded

domain.

3. Projection: Using a pointwise function R%r — R% map the last hidden
representation {vy : D' — R%*r} s {u : D' — R} to the output function.
Analogously to the first step, we usually pick d,, > d,, and hence this is a

projection step performed by a fully local operator.

The outlined structure mimics that of a finite dimensional neural network where

hidden representations are successively mapped to produce the final output. In
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particular, we have
Go:=Qoor(Wr1 +Kr_1+br_1)o---00(Wy+ Ko+ bg) o P (5.5)

where P : R% — R%, Q : R¥r — R are the local lifting and projection
mappings respectively, W, € R%+1%% are local linear operators (matrices), /C; :
{v, : D, = R™} — {v4 : Dy — R%+1} are integral kernel operators,
by : Dy — R%t+1 are bias functions, and o, are fixed activation functions acting
locally as maps R"*+! — RR"*+! in each layer. The output dimensions d,,, .. ., d,, as
well as the input dimensions d, . .., dr_; and domains of definition Dy, ..., Dy,
are hyperparameters of the architecture. By local maps, we mean that the action is
pointwise, in particular, for the lifting and projection maps, we have (P(a))(z) =
P(a(z)) forany x € D and (Q(vr))(x) = Q(vr(x)) for any x € D’ and similarly,
for the activation, (o(v11))(z) = o(vi1(z)) for any x € Dyyq1. The maps, P,
@, and o, can thus be thought of as defining Nemitskiy operators (R. Dudley and
Norvaisa, 2011, Chapters 6, 7) when each of their components are assumed to be
Borel measurable. This interpretation allows us to define the general neural operator
architecture when pointwise evaluation is not well-defined in the spaces A or U, e.g.

when they are Lebesgue, Sobolev, or Besov spaces.

The crucial difference between the proposed architecture (5.5) and a standard feed-
forward neural network is that all operations are directly defined in function space
(noting that P and Q are interpreted through their extension to Nemitskiy operators)
and therefore do not depend on any discretization of the data. Intuitively, the lifting
step locally maps the data to a space where the non-local part of G is easier to
capture. This is then learned by successively approximating using integral kernel
operators composed with a local nonlinearity. Each integral kernel operator is the
function space analog of the weight matrix in a standard feed-forward network since
they are infinite-dimensional linear operators mapping one function space to another.
We turn the biases, which are normally vectors, to functions and, using intuition from
the ResNet architecture (K. He et al., 2016), we further add a local linear operator
acting on the output of the previous layer before applying the nonlinearity. The
final projection step simply gets us back to the space of our output function. We
concatenate in 6§ € R? the parameters of P, Q, {b;} which are usually themselves
shallow neural networks, the parameters of the kernels representing {/C;} which are
again usually shallow neural networks, and the matrices {WW;}. We note, however,
that our framework is general and other parameterizations such as polynomials may

also be employed.



162

Integral Kernel Operators We define three version of the integral kernel operator
K, used in (5.5). For the first, let k) € C(D;; x Dy; R%™e+1%%) and let v, be a
Borel measure on D;. Then we define K; by

(Ki(vp))(z) = / /i(t)(x,y)vt(y) duy(y) Vr € Dyyq. (5.6)

Dy

Normally, we take v, to simply be the Lebesgue measure on R% but, as discussed in
Section 5.5, other choices can be used to speed up computation or aid the learning
process by building in a priori information. The choice of integral kernel operator
in (5.6) defines the basic form of the neural operator and is the one we analyze in

Section 5.4 and study most in the numerical experiments of Section 4.4.

For the second, let ) € C(D,y; x D; x R% x R%;R%:+1%%:) Then we define
ICt by

(Ke(v)) () = / KO (2, y, a1 (@), a(TIP (y))oi(y) dvi(y)  Var € Dy
" (5.7)
where I1P : D; — D are fixed mappings. We have found numerically that, for cer-
tain PDE problems, the form (5.7) outperforms (5.6) due to the strong dependence of
the solution u on the parameters a. Indeed, if we think of (5.5) as a discrete time dy-
namical system, then the input @ € A only enters through the initial condition hence
its influence diminishes with more layers. By directly building in a-dependence into

the kernel, we ensure that it influences the entire architecture.

Lastly, let k& € C(Dyq x Dy x R%t x R%e; R%t+1%%:) Then we define K, by

(Ko(00)) (2) = / KO,y o (@), vn())ouly) di(y) Vo € Doy (58)

Dy

where 11, : Dy — D, are fixed mappings. Note that, in contrast to (5.6) and (5.7),
the integral operator (5.8) is nonlinear since the kernel can depend on the input
function v;. With this definition and a particular choice of kernel x; and measure v,
we show in Section 5.3 that neural operators are a continuous input/output space

generalization of the popular transformer architecture (Vaswani et al., 2017).

Single Hidden Layer Construction Having defined possible choices for the inte-
gral kernel operator, we are now in a position to explicitly write down a full layer of
the architecture defined by (5.5). For simplicity, we choose the integral kernel opera-

tor given by (5.6), but note that the other definitions (5.7), (5.8) work analogously.
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We then have that a single hidden layer update is given by

Up1(T) = 0111 (tht(Ht(x)) +/ “(t)($7y)vt(y) du(y) + bt(x)) Vo € D
Dy

(5.9

where II; : D,y — D, are fixed mappings. We remark that, since we often consider

functions on the same domain, we usually take II; to be the identity.

We will now give an example of a full single hidden layer architecture, i.e. when
T = 2. We choose D, = D, take o5 as the identity, and denote o by o, assuming it
is any activation function. Furthermore, for simplicity, we set W, = 0, b; = 0, and

assume that vy = v is the Lebesgue measure on R?. Then (5.5) becomes

(Go(a))(z) =

o( [ wao (WiPla) + [ KV PGl + i) ) )
(5.10)

for any € D’. In this example, P € C(R%;R%0), k) € C(D x D;R%1*dw),
by € C(D;R%1), Wy € Rt xdo, O € C(D'x D;R%2*41) and Q € C(R%2; R%),
One can then parametrize the continuous functions P, Q, k(9. k(1) b, by standard
feed-forward neural networks (or by any other means) and the matrix Wy simply
by its entries. The parameter vector § € R then becomes the concatenation of the
parameters of P, Q, x(*), k(1) by along with the entries of 1. One can then optimize
these parameters by minimizing with respect to § using standard gradient based
minimization techniques. To implement this minimization, the functions entering
the loss need to be discretized; but the learned parameters may then be used with
other discretizations. In Section 5.5, we discuss various choices for parametriz-
ing the kernels, picking the integration measure, and how those choices affect the

computational complexity of the architecture.

Preprocessing It is often beneficial to manually include features into the input
functions «a to help facilitate the learning process. For example, instead of considering
the R%-valued vector field a as input, we use the R¢™4=-valued vector field (z, a(z)).
By including the identity element, information about the geometry of the spatial
domain D is directly incorporated into the architecture. This allows the neural
networks direct access to information that is already known in the problem and
therefore eases learning. We use this idea in all of our numerical experiments in

Section 4.4. Similarly, when learning a smoothing operator, it may be beneficial to
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include a smoothed version of the inputs a. using, for example, Gaussian convolution.
Derivative information may also be of interest and thus, as input, one may consider,
for example, the R4T2datdda_yalued vector field (z,a(x), a.(x), Vyac(z)). Many

other possibilities may be considered on a problem-specific basis.

DeepONets are Neural Operators

We will now draw a parallel between the recently proposed DeepONet architecture
in L. Lu, Jin, and George Em Karniadakis, 2019 and our neural operator framework.
In fact, we will show that a particular variant of functions from the DeepONets
class is a special case of a single hidden layer neural operator construction once
discretized appropriately. To that end, we work with (5.10) where we choose W, = 0
and denote by by b. For simplicity, we will consider only real-valued functions, i.e.
d, =d, = 1andsetd,, = d, = nandd, = pforsome n,p € N. Define
P:R - R"by P(z) = (z,...,z)and Q : R» - Rby Q(x) = 21 + --- + x.
Furthermore let kY : D' x D — RP*" be defined by some f@'ﬁ) :D'xD =R
forj=1,...,pand k = 1,...,n. Similarly let 5K : D x D — R™ " be given
as KO (2, y) = diag(x” (2, 1), ...,k (z,y)) for some £\*, ... kY : D x D - R.
Then (5.10) becomes

P n
Gt =35 [ wlene ([ A0 2a) a2+ 00)) a
k=1 j=1 /D D
where b(y) = (b1(y),...,bn(y)) for some by,...,b, : D — R. Letzy,...,2, €

D be the points at which the input function a is evaluated and denote by a =

(a(z1),...,a(z,)) € R? the vector of evaluations. Choose /ﬁg(;-)(y, z) = 1(y)w;(2)
for some wy,...,w, : D — R where 1 denotes the constant function taking the
value one. Let
(1) = iy
D]
forj=1,...,nandl =1,...,q where w;; € R are some constants. Furthermore

let b;(y) = b;1(y) for some constants b; € R. Then the Monte Carlo approximation

of the inner-integral yields

@wmzfiL%MWWWMwQMMy

k=1 j=1
where @; = (Wj1,...,wW;q). Choose /ﬂﬁ)(x,y) = (&x/|D|)pr(x)1(y) for some
constants ¢, € R and functions ¢, ..., ¢, : D’ — R. Then we obtain
p n p
(Go(a))(z) = (Z CikO ((%:@Rq + bj)) pe() =Y Gr(D)er(z) (5.11)
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where G, : R? — R can be viewed as the components of a single hidden layer neural
network G': R — RP with parameters w;;, Z~)j, ¢;,- The set of maps ¢, . .., ¢, form
the trunk net while G is the branch net of a DeepONet. Our construction above
can clearly be generalized to yield arbitrary depth branch nets by adding more
kernel integral layers, and, similarly, the trunk net can be chosen arbitrarily deep by

parameterizing each ¢y, as a deep neural network.

Note however that parameterizing as suggested by (5.11) yields an approximation
that is inconsistent in function space since the number of parameters used to define
G is not independent of the discretization used for a. Therefore, the number of
parameters in a DeepONet grows as we refine the discretization of a, blowing up in
the continuum. This issue could be resolved for DeepONet(s) by fixing the set of
points on which the input function is evaluated independently of its discretization, by
taking local spatial averages as in (Lanthaler, Mishra, and George Em Karniadakis,
2021) or more generally by taking a set of linear functionals on .4 as input to a finite-
dimensional branch neural network. We demonstrate numerically in Section 4.4 that,
when applied in the standard way, the error incurred by DeepONet(s) grows with the

discretization of a while it remains constant for neural operators.

Linear Approximation and Nonlinear Approximation. We point out that

parametrizations of the form (5.11) fall within the class of linear approximation
methods since the nonlinear space G'(A) is approximated by the linear space
span{p1, ..., 9.} (R. A. DeVore, 1998). The quality of the best possible linear
approximation to a nonlinear space is given by the Kolmogorov n-width where n is
the dimension of the linear space used in the approximation (A. Pinkus, 1985). The
rate of decay of the n-width as a function of n quantifies how well the linear space
approximates the nonlinear one. It is well know that for some problems such as the
flow maps of advection-dominated PDEs, the n-widths decay very slowly; hence
a very large n is needed for a good approximation for such problems (Cohen and
R. DeVore, 2015). This can be limiting in practice as more parameters are needed in
order to describe more basis functions ¢; and therefore more data is needed to fit

these parameters.

On the other hand, we point out that parametrizations of the form (5.5), and the
particular case (5.10), constitute (in general) a form of nonlinear approximation. The
benefits of nonlinear approximation are well understood in the setting of function

approximation, see e.g. (R. A. DeVore, 1998); however the theory for the operator
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setting is still in its infancy (Bonito et al., 2020; Cohen, Devore, et al., 2020). We
observe numerically in Section 4.4 that nonlinear parametrizations such as (5.10)
outperform linear ones such as DeepONets or the low-rank method introduced in

Section 5.5 when implemented with similar numbers of parameters.

Function Representation. An important difference between neural operators, in-
troduced here, PCA-based operator approximation, introduced in Bhattacharya et al.,
2020 and DeepONets, introduced in L. Lu, Jin, and George Em Karniadakis, 2019, is
the manner in which the output function space is finite-dimensionalized. Neural op-
erators as implemented in this paper typically use the same finite-dimensionalization
in both the input and output function spaces; however different variants of the neu-
ral operator idea use different finite-dimensionalizations. As discussed in Section
5.5, the GNO and MGNO are finite-dimensionalized using pointwise values as
the nodes of graphs; the FNO is finite-dimensionalized in Fourier space, requiring
finite-dimensionalization on a uniform grid in real space; the Low-rank neural op-
erator is finite-dimensionalized on a product space formed from the Barron space
of neural networks. The PCA approach finite-dimensionalizes in the span of PCA
modes. DeepONet, on the other hand, uses different input and output space finite-
dimensionalizations; in its basic form it uses pointwise (grid) values on the input
(branch net) whilst its output (trunk net) is represented as a function in Barron space.
There also exist POD-DeepONet variants that finite-dimensionalize the output in the
span of PCA modes L. Lu, Meng, et al., 2021, bringing them closer to the method
introduced in Bhattacharya et al., 2020, but with a different finite-dimensionalization

of the input space.

As is widely quoted, “all models are wrong, but some are useful” Box, 1976.
For operator approximation, each finite-dimensionalization has its own induced
biases and limitations, and therefore works best on a subset of problems. Finite-
dimensionalization introduces a trade-off between flexibility and representation
power of the resulting approximate architecture. The Barron space representation
(Low-rank operator and DeepONet) is usually the most generic and flexible as it
is widely applicable. However this can lead to induced biases and reduced rep-
resentation power on specific problems; in practice, DeepONet sometimes needs
problem-specific feature engineering and architecture choices as studied in L. Lu,
Meng, et al., 2021. We conjecture that these problem-specific features compensate
for the induced bias and reduced representation power that the basic form of the
method (L. Lu, Jin, and George Em Karniadakis, 2019) sometimes exhibits. The
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PCA (PCA operator, POD-DeepONet) and graph-based (GNO, MGNO) discretiza-

tions are also generic, but more specific compared to the DeepONet representation;
for this reason POD-DeepONet can outperform DeepONet on some problems (L. Lu,
Meng, et al., 2021). On the other hand, the uniform grid-based representation FNO is
the most specific of all those operator approximators considered in this paper: in its
basic form it applies by discretizing the input functions, assumed to be specified on
a periodic domain, on a uniform grid. As shown in Section 4.4 FNO usually works
out of the box on such problems. But, as a trade-off, it requires substantial additional
treatments to work well on non-uniform geometries, such as extension, interpolation
(explored in L. Lu, Meng, et al., 2021), and Fourier continuation (Bruno, Han, and
Pohlman, 2007).

Transformers are Neural Operators

We will now show that our neural operator framework can be viewed as a continuum
generalization to the popular transformer architecture (Vaswani et al., 2017) which
has been extremely successful in natural language processing tasks (Devlin et al.,
2018; Brown et al., 2020) and, more recently, is becoming a popular choice in
computer vision tasks (Dosovitskiy et al., 2020). The parallel stems from the fact that
we can view sequences of arbitrary length as arbitrary discretizations of functions.
Indeed, in the context of natural language processing, we may think of a sentence as
a “word”-valued function on, for example, the domain [0, 1]. Assuming our function
is linked to a sentence with a fixed semantic meaning, adding or removing words
from the sentence simply corresponds to refining or coarsening the discretization of

[0, 1]. We will now make this intuition precise.

We will show that by making a particular choice of the nonlinear integral kernel
operator (5.8) and discretizing the integral by a Monte-Carlo approximation, a neural
operator layer reduces to a pre-normalized, single-headed attention, transformer
block as originally proposed in (Vaswani et al., 2017). For simplicity, we assume
dy, =n € Nand that D; = D for any ¢t = 0,..., 7, the bias term is zero, and
W = I is the identity. Further, to simplify notation, we will drop the layer index ¢
from (5.9) and, employing (5.8), obtain

w(z) = o (m) —i—/[)/iv(x,y,v(x),v(y))v(y) dy) vreD  (5.12)

a single layer of the neural operator where v : D — R" is the input function to the
layer and we denote by v : D — R" the output function. We use the notation &,

to indicate that the kernel depends on the entirety of the function v as well as on
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its pointwise values v(z) and v(y). While this is not explicitly done in (5.8), itis a
straightforward generalization. We now pick a specific form for kernel, in particular,
we assume k, : R™ x R" — R"*" does not explicitly depend on the spatial variables

(x,y) but only on the input pair (v(z), v(y)). Furthermore, we let

’%(U(x)v v(?/)) = gv(”(x)v U(y)>R

where R € R"*" is a matrix of free parameters, i.e. its entries are concatenated in 0

so they are learned, and g, : R" x R™ — R is defined as

9u(0(@), v(y)) = </D exp ((AU(S\)/,gv(y») ds) *1exp <<Av($\)/,£v(y)>) .

Here A, B € R™*™ are again matrices of free parameters, m € N is a hyperparame-

ter, and (-, -) is the Euclidean inner-product on R™. Putting this together, we find
that (5.12) becomes

exp (L2l )
u(z) =0 | v(x) +/D (Av(s),Bv(y)) i
Jpexp v ) ds

Equation (5.13) can be thought of as the continuum limit of a transformer block. To

v(y) dy Ve e D. (5.13)

see this, we will discretize to obtain the usual transformer block.

To that end, let {z1, ..., 2} C D be a uniformly-sampled, k-point discretization
of D and denote v; = v(z;) € R" and u; = u(z;) € R* forj = 1,...,k.
Approximating the inner-integral in (5.13) by Monte-Carlo, we have

[ e ({400 Be0) o, 1D) Ze (LB

Plugging this into (5.13) and using the same approximation for the outer integral

yields

ex ((Avj Bvq)>
P\—7/&m
U; =0 Uj—l-g

v Do Ry, |,
qlzzlexp<%>

Equation (5.14) can be viewed as a Nystrom approximation of (5.13). Define the

i=1,...,k (514

vectors z, € R¥ by

2y =

1
q ﬁ((Avl,Bvq),...,(Avk,Bvq>), g=1,... k.



169

Define S : R¥ — Ay, where A}, denotes the k-dimensional probability simplex, as

the softmax function
S(w) = ( :Xp(wl) . :Xp(w‘“) ) . YweRk
Zj:l exp(w;) Zj:l exp(w;)
Then we may re-write (5.14) as

k
uj:a<vj+zsj(zq)qu>, j=1,... k.

g=1

Furthermore, if we re-parametrize R = R R* where R°" ¢ R™™ and R"¥ ¢

R™*™ are matrices of free parameters, we obtain

k
u; =0 (Uj + R"“tz Sj(zq)Rvalvq> , j=1,...,k

g=1
which is precisely the single-headed attention, transformer block with no layer
normalization applied inside the activation function. In the language of transformers,
the matrices A, B, and R*® correspond to the gueries, keys, and values functions
respectively. We note that tricks such as layer normalization (Ba, Kiros, and Hinton,
2016) can be adapted in a straightforward manner to the continuum setting and
incorporated into (5.13). Furthermore multi-headed self-attention can be realized
by simply allowing ~, to be a sum of over multiple functions with form g, R all of
which have separate trainable parameters. Including such generalizations yields the
continuum limit of the transformer as implemented in practice. We do not pursue

this here as our goal is simply to draw a parallel between the two methods.

While we have not rigorously experimented with using transformer architectures
for the problems outlined in Section 5.6, we have found, in initial tests, that they
perform worse, are slower, and are more memory expensive than neural operators
using (5.6)-(5.8). Their high computational complexity is evident from (5.13) as
we must evaluate a nested integral of v for each x € D. Recently more efficient
transformer architectures have been proposed, e.g. (Choromanski et al., 2020) and
some have been applied to computer vision tasks. We leave as interesting future
work experimenting and comparing these architectures to the neural operator both

on problems in scientific computing and more traditional machine learning tasks.

5.4 Approximation Theory
The paper by T. Chen and H. Chen, 1995 provides the first universal approximation
theorem for operator approximation via neural networks, and the paper by Bhat-

tacharya et al., 2020 provides an alternative architecture and approximation result.
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The analysis of T. Chen and H. Chen, 1995 was recently extended in significant
ways in the paper by Lanthaler, Mishra, and George Em Karniadakis, 2021 where,
for the first time, the curse of dimensionality is addressed, and resolved, for certain
specific operator learning problems, using the DeepOnet generalization L. Lu, Jin,
and George Em Karniadakis, 2019; L. Lu, Jin, Pang, et al., 2021 of T. Chen and
H. Chen, 1995. The paper Lanthaler, Mishra, and George Em Karniadakis, 2021
was generalized to study operator approximation, and the curse of dimensionality,
for the FNO, in Kovachki, Lanthaler, and Mishra, 2021.

Unlike the finite-dimensional setting, the choice of input and output spaces .4 and
U for the mapping G' play a crucial role in the approximation theory due to the
distinctiveness of the induced norm topologies. In this section, we prove universal
approximation theorems for neural operators both with respect to the topology of
uniform convergence over compact sets and with respect to the topology induced
by the Bochner norm (5.3). We focus our attention on the Lebesgue, Sobolev,
continuous, and continuously differentiable function classes as they have numerous
applications in scientific computing and machine learning problems. Unlike the
results of Bhattacharya et al., 2020; Kovachki, Lanthaler, and Mishra, 2021 which
rely on the Hilbertian structure of the input and output spaces or the results of T.
Chen and H. Chen, 1995; Lanthaler, Mishra, and George Em Karniadakis, 2021
which rely on the continuous functions, our results extend to more general Banach
spaces as specified by Assumptions 34 and 35 and are, to the best of our knowledge,

the first of their kind to apply at this level of generality.

Our method of proof proceeds by making use of the following two observations.
First we establish the Banach space approximation property Grothendieck, 1955 for
the input and output spaces of interest, which allows for a finite dimensionalization
of the problem. In particular, we prove that the Banach space approximation property
holds for various function spaces defined on Lipschitz domains; the precise result
we need, while unsurprising, seems to be missing from the functional analysis
literature and so we provide statement and proof. Details are given in Appendix A.
Second, we establish that integral kernel operators with smooth kernels can be used
to approximate linear functionals of various input spaces. In doing so, we establish
a Reisz-type representation theorem for the continuously differentiable functions.
Such a result is not surprising and mimics the well-known result for Sobolev spaces;
however in the form we need it we could not find the result in the functional analysis

literature and so we provide statement and proof. Details are given in Appendix
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B. With these two facts, we construct a neural operator which linearly maps any
input function to a finite vector then non-linearly maps this vector to a new finite
vector which is then used to form the coefficients of a basis expansion for the output
function. We reemphasize that our approximation theory uses the fact that neural
operators can be reduced to a linear method of approximation (as pointed out in
Section 5.3) and does not capture any benefits of nonlinear approximation. However
these benefits are present in the architecture and are exploited by the trained networks
we find in practice. Exploiting their nonlinear nature to potentially obtain improved

rates of approximation remains an interesting direction for future research.

The rest of this section is organized as follows. In Subsection 5.4, we define
allowable activation functions and the set of neural operators used in our theory,
noting that they constitute a subclass of the neural operators defined in Section 5.3.

In Subsection 5.4, we state and prove our main universal approximation theorems.

Neural Operators
Forany n € Nand 0 : R — R, we define the set of real-valued n-layer neural

networks on R¢ by

N,(o;RY) = {f:R* = R : f(z) = Wyo(... Wie(Woz +by) + by ...) + by,
W, € R©xd 117, ¢ Rboxdr 1, € R1Xd,
bo €R% by ¢ R™, ... b, €R, dy,dy,...,d, € N}.

We define the set of R%-valued neural networks simply by stacking real-valued

networks

N, (0; R RY) == {f : RY — R? :
f(l') = (fl(CC), e ,fw(l‘)), fl; e 7fd’ € Nn(O'; Rd)}

We remark that we could have defined N, (o; R?, R?) by letting W,, € R *? and
b, € R? in the definition of N,,(c; R?) because we allow arbitrary width, making the
two definitions equivalent; however the definition as presented is more convenient
for our analysis. We also employ the preceding definition with R? and R? replaced
by spaces of matrices. For any m € Ny, we define the set of allowable activation
functions as the continuous R — R maps which make neural networks dense in

C™(R?) on compacta at any fixed depth,

A, = {o € C(R): In € Ns.t. N,(o; R?) is dense in C"™(K)VK C R? compact}.
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It is shown in Allan Pinkus, 1999, Theorem 4.1 that {c € C™(R) : ¢ is not a polynomial }

is contained in A,,, with n = 1. Clearly A,,,.1 C A,,..

We define the set of linearly bounded activations as

AL = {0 € A, : o is Borel measurable , sup lo(@)| <oy,
z€eR 1+ |$|

noting that any globally Lipschitz, non-polynomial, C"™-function is contained in
AL . Most activation functions used in practice fall within this class, for example,
ReLU € AL, ELU € A} while tanh, sigmoid € AL for any m € Nj.

For approximation in a Bochner norm, we will be interested in constructing globally
bounded neural networks which can approximate the identity over compact sets
as done in (Lanthaler, Mishra, and George Em Karniadakis, 2021; Bhattacharya
et al., 2020). This allows us to control the potential unboundedness of the support
of the input measure by exploiting the fact that the probability of an input must
decay to zero in unbounded regions. Following (Lanthaler, Mishra, and George Em
Karniadakis, 2021), we introduce the forthcoming definition which uses the notation
of the diameter of a set. In particular, the diameter of any set S C R is defined as,
for | - |5 the Euclidean norm on R,
diamy(S) = sup |z — yls.
z,yes

Definition 33. We denote by BA the set of maps o € A such that, for any compact
set K C R ¢ >0, and C > diamy(K) , there exists a number n € N and a neural
network f € N,,(o; RY, RY) such that

f(z) =zl <e,  VaeK,
If(z)]s <C, VzeR%

It is shown in Lanthaler, Mishra, and George Em Karniadakis, 2021, Lemma C.1
that ReLU € A N BA with n = 3.

We will now define the specific class of neural operators for which we prove a
universal approximation theorem. It is important to note that the class with which
we work is a simplification of the one given in (5.5). In particular, the lifting and
projection operators Q, P, together with the final activation function o,,, are set
to the identity, and the local linear operators W), ..., W,,_; are set to zero. In our

numerical studies we have in any case typically set o, to the identity. However we
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have found that learning the local operators Q, P and Wy, ..., W,,_; is beneficial
in practice; extending the universal approximation theorems given here to explain
this benefit would be an important but non-trivial development of the analysis we

present here.

Let D C R¢ be a domain. For any o € A, we define the set of affine kernel integral
operators by

10(o; D,R", R®) = {f > / k() f(y) dy+b - K € Ny, (0; R x RE RExd),
D

b € Ny (03 R, R®), ny,ny € N},

for any dy,d, € N. Clearly, since o € Ag, any S € 10(o; D, R4 R%) acts as

S : LP(D;R%) — LP(D;R%) for any 1 < p < oo since k € C(D x D;R%xd)

and b € C(D;R%). For any n € N>, d,,d, € N, D C R?, D' ¢ R? domains, and
o1 € Al, 09,03 € A, we define the set of n-layer neural operators by

Non(01702703;DaDlaRdaaRdU) =
= / en (s 9) (Su1 01 - S20 (S1(S0f)) - ) () dly :
D

Sy € 10(0q, D;R% R™), ... S,_; € 10(0y, D; Rt R),
kin € Nj(03; R x R, R%>) dy, ... d, 1 € N}.

When d, = d, = 1, we will simply write NO,,(01, 02, 03; D, D). Since o is
linearly bounded, we can use a result about compositions of maps in L” spaces
such as R.M. Dudley and Norvaisa, 2010, Theorem 7.13 to conclude that any
G € NO,, (01, 09,03, D, D';R% R%) actsas G : LP(D;R%) — LP(D’; R%). Note
that it is only in the last layer that we transition from functions defined over domain

D to functions defined over domain D’.

When the input space of an operator of interest is C™ (D), for m € N, we will need
to take in derivatives explicitly as they cannot be learned using kernel integration as
employed in the current construction given in Lemma 55; note that this is not the
case for W™P(D) as shown in Lemma 53. We will therefore define the set of m-th

order neural operators by
NO” (o1, 09, 03; D, D' R R¥™) = {(0'f, ... ,0%m ) s G(O*' f,...,0%m f) :
G € NO, (01,09, 03; D, D', R7m% R%)Y

where a, ..., a;, € N¢isan enumeration of the set {a € N?: 0 < |a; < m}.

Since we only use the m-th order operators when dealing with spaces of continuous
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Figure 52: A schematic overview of the maps used to approximate G'.

functions, each element of NO;' can be thought of as a mapping from a product space
of spaces of the form C™~ll(D;R%) for all j € {1,...,.J,,} to an appropriate

Banach space of interest.

Main Theorems

Let A and U be Banach spaces of functions on the domains D C R% and D’ ¢ R?
respectively. We will work in the setting where functions in .4 or U are real-valued,
but note that all results generalize in a straightforward fashion to the vector-valued
setting. We are interested in the approximation of nonlinear operators G : A — U

by neural operators. We will make the following assumptions on the spaces A and
U.

Assumption 34. Let D C RY be a Lipschitz domain for some d € N. One of the
following holds

1. A= LP(D) for some 1 < p; < .
2. A=WmP(D) for some 1 < p; < oo and my € N,
3. A=C(D).

Assumption 35. Let D' C R be a Lipschitz domain for some d' € N. One of the
following holds

1. U = LP*(D") for some 1 < py < 00, and mg = 0,

2. U =Wm2P2(D') for some 1 < py < 0o and my € N,

3. U =C™(D") and my € Ny.
We first show that neural operators are dense in the continuous operators Gt : A — U
in the topology of uniform convergence on compacta. The proof proceeds by making

three main approximations which are schematically shown in Figure 52. First, inputs

are mapped to a finite-dimensional representation through a set of appropriate linear
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functionals on A denoted by F' : A — R’. We show in Lemmas 21 and 23 that,
when A satisfies Assumption 34, elements of .4* can be approximated by integration
against smooth functions. This generalizes the idea from (T. Chen and H. Chen, 1995)
where functionals on C(D) are approximated by a weighted sum of Dirac measures.
We then show in Lemma 25 that, by lifting the dimension, this representation can be
approximated by a single element of 10. Second, the representation is non-linearly
mapped to a new representation by a continuous function ¢ : R/ — R’" which
finite-dimensionalizes the action of GI. We show, in Lemma 28, that this map
can be approximated by a neural operator by reducing the architecture to that of a
standard neural network. Third, the new representation is used as the coefficients
of an expansion onto representers of I/, the map denoted G : R’ — U/, which we
show can be approximated by a single 10 layer in Lemma 27 using density results
for continuous functions. The structure of the overall approximation is similar to
(Bhattacharya et al., 2020) but generalizes the ideas from working on Hilbert spaces
to the spaces in Assumptions 34 and 35. Statements and proofs of the lemmas used

in the theorems are given in the appendices.

Theorem 36. Let Assumptions 34 and 35 hold and suppose Gt : A — U is
continuous. Let o1 € A§, 09 € Ay, and o3 € A,.,. Then for any compact set

K C Aand 0 < € < 1, there exists a number N € N and a neural operator
G € NOy(oy,09,03; D, D) such that

sup [|G'(a) — G(a)|lu < e

aceK

Furthermore, if U is a Hilbert space and o1 € BA and, for some M > 0, we have
that ||G'(a)|jy < M for all a € A then G can be chosen so that

IG(@)llu < 4M,  Va€ A

Proof. Lemma 51 allows us to apply Lemma 47 to find a mapping G; : A — U such

that
€

sup [ G*(a) = Gi(a) fu < 5
acK
where G; = Gov o Fwith F: A — R’, G : R’ — U{ continuous linear maps
and 1) € C(R’;R”") for some .J,.J' € N. By Lemma 57, we can find a sequence of

maps F; € 10(0y; D,R,R”7) fort = 1,2,. .. such that

~ | =

sup sup | (Ft(a))(x) — F(a)|) <

a€K zeD
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In particular, F}(a)(z) = w;(a)1(x) for some w; : A — R which is constant in

space. We can therefore identify the range of F}(a) with R”. Define the set
Z:=|JR(K)UF(K)CR’
t=1

which is compact by Lemma 46. Since v is continuous, it is uniformly continuous on
Z hence there exists a modulus of continuity w : R~y — R which is continuous,

non-negative, and non-decreasing on R, satisfies w(s) — w(0) = 0 as s — 0 and

[V(21) = Y(22)1 S w(|z1 — 22)1) V21,29 € Z.

We can thus find 7' € N large enough such that

€
supw(|F(a) — Fr(a < .
aefg (’ ( ) T( )’1) = GHGH
Since Fr is continuous, Fr(K) is compact. Then, by Lemma 60, we can find
Sy € |O(O’1;D,RJ7RCI1),. .., Sn_1 € |O(O’1;D,RdN*1,RJ/) for some N € NZQ
and di,...,dy_1 € N such that

U(f) = (SN,l 0gy0---08y00, 051)(f), Vf e L'(D;RY)

satisfies

~ €
sup su — H(z)h < —-.
it M) VIO = g

By construction, 0 maps constant functions into constant functions and is continuous
in the appropriate subspace topology of constant functions hence we can identity
it as an element of C'(R”; R”") for any input constant function taking values in R”.
Then (¢ o Fr)(K) C R” is compact. Therefore, by Lemma 59, we can find a neural
network x € Ny (o3; R? x RY R™") for some L € N such that

G = [ Wty e LD

satisfies
~ €
s [Gly) = Glyb)l < ¢

ye(PoFr)(K)

Define

/

G(a) = (éoq/;oFT)(a) = / (-, y) ((Sy—10010. .. 010510Fr)(a)) (y)dy, Va € A,
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noting that G € NOy (o1, 09, 03; D, D’). For any a € K, define a; = (¢ o F)(a)
and d; == (¢ o Fr)(a) so that Gy (a) = G(ay) and G(a) = G(d,) then
161(a) = G(a)llu < (|G (ar) = G(@n) lu + 1|G(@r) — G(ar) |l

<|IGlllas —ah +  sup  [|G(y) = Gly1)lle
y€(YoFr)(K)

< =+ G 0 F)(@) = (&0 Fr) @)y
+1IGIIw © Fr)(a) = (% 0 Pr)(a)l;
116w (1F (@) = Pr()) +IGI| sup_[(a) — (@)l

qeFT(K)

IN

Finally we have
1G7(a) = G(a)lu < 1G7(a) = Gi(a) e + [1G1(a) — G(a)lle <

€
2

€

+=-=c€

[\

as desired.

To show boundedness, we will exhibit a neural operator G that is e-close to G in K
and is uniformly bounded by 4 /. Note first that

IG(a)llue < IG(a) = G'(a)llue + G (@)l|s < €+ M <2M,  Vae K

where, without loss of generality, we assume that M/ > 1. By construction, we have
that

,
Ga) = Y- 0y(Frla)p;.  VacA

for some neural network ¢ : R¥ — R”’. Since U/ is a Hilbert space and by linearity,
we may assume that the components ; are orthonormal since orthonormalizing
them only requires multiplying the last layers of @/NJ by an invertible linear map.
Therefore

[(Fr(a)l: = IG(a)lu <2M,  Va€ K.

Define the set W := (1 o Fir)(K) C R’ which is compact as before. We have

diamy(W) = sup |z —yl|a < sup |x]s + |y|2 < 4M.
x7y6W LyEW

Since 0, € BA, there exists anumber R € N and a neural network 3 € Ng(o1; R/ "R ')
such that
1B(z) —z|2 <, VeeW
18(x)]y < 4M, VY eR”.
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Define

J/
G(a) = Bi((Fr(a)e;,  Vae A
j=1
Lemmas 59 and 60 then shows that G € NOy (01, 02, 03; D, D'). Notice that

sup |G(a) = G(a) |l < sup [w — B(w)l> < e.
acK wew

Furthermore,
IG(@)lle < 11G(a) = G(a)lu + 1G(a) |l < e +2M <3M,  Vae K.
Leta € A\ K then there exists ¢ € R7"\ W such that ¢)( F(a)) = q and

1G(a) [l = 1B(q)]> < 4M

as desired. ]

We extend this result to the case A = C™! (D), showing density of the m-th order

neural operators.

Theorem 37. Let D C RY be a Lipschitz domain, m, € N, define A := C™ (D),
suppose Assumption 35 holds and assume that G : A — U is continuous. Let
o1 € Al, 0y € Ay, and o3 € A,,,,. Then for any compact set K C Aand 0 < ¢ < 1,
there exists a number N € N and a neural operator G € NOY' (01, 02, 03; D, D")
such that

sup 16" (a) = G(a)ll < e.

Furthermore, if U is a Hilbert space and o, € BA and, for some M > 0, we have
that ||G'(a)|jy < M for all a € A then G can be chosen so that

IG(@)llu < 4M,  Vae€ A

Proof. The proof follows as in Theorem 36, replacing the use of Lemma 57 with
Lemma 58. ]

With these results in hand, we show density of neural operators in the space Li(A; U)
where 1 is a probability measure and U/ is a separable Hilbert space. The Hilbertian
structure of U/ allows us to uniformly control the norm of the approximation due to
the isomorphism with /5 as shown in Theorem 36. It remains an interesting future

direction to obtain similar results for Banach spaces. The proof follows the ideas
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in (Lanthaler, Mishra, and George Em Karniadakis, 2021) where similar results
are obtained for DeepONet(s) on L?(D) by using Lusin’s theorem to restrict the
approximation to a large enough compact set and exploit the decay of u outside it.
Bhattacharya et al., 2020 also employ a similar approach but explicitly constructs

the necessary compact set after finite-dimensionalizing.

Theorem 38. Let D' C R? be a Lipschitz domain, my € Ny, and suppose Assump-
tion 34 holds. Let i be a probability measure on A and suppose G : A — H™2(D)
is pi-measurable and G' € L%(A; H™(D)). Let o1 € Af NBA, 05 € Ay, and
o3 € A, Then for any 0 < e < 1, there exists a number N € N and a neural
operator G € NOy (01,09, 03; D, D) such that

IG" = Gl L2 iz (py) < €.
Proof. LetU = H™?(D). For any R > 0, define

G'(a), 16" (@)l < R

m@ (a), otherwise

Ghla) =

for any a € A. Since G, — G as R — oo p-almost everywhere, Gt € L2 (A U),
and clearly ||G,(a)|l; < [|G'(a)|y for any a € A, we can apply the dominated
convergence theorem for Bochner integrals to find R > 0 large enough such that
€
IG5, — gTHLﬁ(A;U) < 3
Since A and U are Polish spaces, by Lusin’s theorem Aaronson, 1997, Theorem
1.0.0 we can find a compact set K C A such that
2

€
<
HANK) < 12

and QL| k 1s continuous. Since K 1is closed, by a generalization of the Tietze
extension theorem Dugundji, 1951, Theorem 4.1, there exist a continuous mapping
Gl : A — U such that GI,(a) = Gl,(a) for all « € K and

sup [|GL(a)|| < sup [|Gh(a)]| < R.
acA acA

Applying Theorem 36 to C;L, we find that there exists a number /N € N and a neural
operator G € NOy (01, 09, 03; D, D') such that
V/2e
sup |G(a) — Gh(a)llu <~

aeK 3
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and

sup |G (a)|lu < 4R.
acA

We then have

IG" = Gl aany < NIGT = Ghllzz awny + 1G% — Gllr2an)

<5+ ([ 16k - 6tz dnto

T — a 2 a %
v f N9k - Gl i >)

IN
Wl m
Nl

; (% +2 (sup G + 10 ) uA\ 1))

2

IA
Wl ™

+ (%62 + 34R* (A \ K))

e+ 462\ 2
3 9

=€

IN

as desired. O]

We again extend this to the case A = C"™ (D) using the m; -th order neural operators.

Theorem 39. Let D C R? be a Lipschitz domain, m, € N, define A := C™ (D)
and suppose Assumption 35 holds. Let ji be a probability measure on C™' (D) and
let G - C™ (D) — U be p-measurable and suppose G' € L%(C™ (D);U). Let
o1 € AL NBA, 0y € Ay, and 03 € A,,,. Then for any 0 < ¢ < 1, there exists a
number N € N and a neural operator G € NOY' (01, 09, 03; D, D') such that

IG" = Gl 2 (@m(pyany < e

Proof. The proof follows as in Theorem 38 by replacing the use of Theorem 36 with
Theorem 37. 0

5.5 Parameterization and Computation

In this section, we discuss various ways of parameterizing the infinite dimensional
architecture (5.5). The goal is to find an intrinsic infinite dimensional paramterization
that achieves small error (say €), and then rely on numerical approximation to

ensure that this parameterization delivers an error of the same magnitude (say 2¢),
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for all data discretizations fine enough. In this way the number of parameters
used to achieve O(e) error is independent of the data discretization. In many
applications we have in mind the data discretization is something we can control,
for example when generating input/output pairs from solution of partial differential
equations via numerical simulation. The proposed approach allows us to train
a neural operator approximation using data from different discretizations, and to
predict with discretizations different from those used in the data, all by relating

everything to the underlying infinite dimensional problem.

We also discuss the computational complexity of the proposed parameterizations
and suggest algorithms which yield efficient numerical methods for approximation.
Subsections 5.5-5.5 delineate each of the proposed methods.

To simplify notation, we will only consider a single layer of (5.5), i.e. (5.9) and
choose the input and output domains to be the same. Furthermore, we will drop the

layer index ¢ and write the single layer update as

u(lz)=o (Wv@) + /D k(z,y)v(y) dv(y) + b(:v)) Vre D (5.15)

where D C R? is a bounded domain, v : D — R” is the input function and

u : D — R™ is the output function.

When the domain domains D of v and u are different, we will usually extend them
to be on a larger domain. We will consider o to be fixed, and, for the time being,
take dv(y) = dy to be the Lebesgue measure on RY. Equation (5.15) then leaves
three objects which can be parameterized: W, x, and b. Since W is linear and acts
only locally on v, we will always parametrize it by the values of its associated m x n
matrix; hence W € R™*" yielding mn parameters. We have found empirically that
letting b : D — R™ be a constant function over any domain D works at least as well
as allowing it to be an arbitrary neural network. Perusal of the proof of Theorem 36
shows that we do not lose any approximation power by doing this, and we reduce the
total number of parameters in the architecutre. Therefore we will always parametrize
b by the entries of a fixed m-dimensional vector; in particular, b € R™ yielding m
parameters. Notice that both parameterizations are independent of any discretization

of v.

The rest of this section will be dedicated to choosing the kernel function x : DX D —
R™*™ and the computation of the associated integral kernel operator. For clarity of

exposition, we consider only the simplest proposed version of this operator (5.6) but
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note that similar ideas may also be applied to (5.7) and (5.8). Furthermore, in order
to focus on learning the kernel x, here we drop o, W, and b from (5.15) and simply

consider the linear update

u(z) = /D/i(x,y)v(y) dv(y) Vx € D. (5.16)

To demonstrate the computational challenges associated with (5.16), let {z1, ..., 2} C
D be a uniformly-sampled J-point discretization of D. Recall that we assumed
dv(y) = dy and, for simplicity, suppose that v(D) = 1, then the Monte Carlo
approximation of (5.16) is

u(z;) = %Z/{(ﬂ:j,ml}v(ml), j=1...,J
=1
Therefore to compute u on the entire grid requires O(.J?) matrix-vector multiplica-
tions. Each of these matrix-vector multiplications requires O (mn) operations; for
the rest of the discussion, we treat mn = (O(1) as constant and consider only the
cost with respect to J the discretization parameter since m and n are fixed by the
architecture choice whereas .J varies depending on required discretization accuracy
and hence may be arbitrarily large. This cost is not specific to the Monte Carlo
approximation but is generic for quadrature rules which use the entirety of the data.
Therefore, when J is large, computing (5.16) becomes intractable and new ideas are
needed in order to alleviate this. Subsections 5.5-5.5 propose different approaches to
the solution to this problem, inspired by classical methods in numerical analysis. We
finally remark that, in contrast, computations with W, b, and o only require O(J)

operations which justifies our focus on computation with the kernel integral operator.

Kernel Matrix. It will often times be useful to consider the kernel matrix asso-
ciated to « for the discrete points {z1,...,z,;} C D. We define the kernel matrix
K € R™/*"J o be the J x J block matrix with each block given by the value of
the kernel, i.e.

K = k(xj,z;) € R™", g l=1,...,J

where we use (j, () to index an individual block rather than a matrix element. Various
numerical algorithms for the efficient computation of (5.16) can be derived based on
assumptions made about the structure of this matrix, for example, bounds on its rank

or sparsity.
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Graph Neural Operator (GNO)

We first outline the Graph Neural Operator (GNO) which approximates (5.16) by
combining a Nystrom approximation with domain truncation and is implemented
with the standard framework of graph neural networks. This construction was

originally proposed in Z. Li, Kovachki, et al., 2020c.

Nystrom Approximation. A simple yet effective method to alleviate the cost of
computing (5.16) is employing a Nystrom approximation. This amounts to sampling
uniformly at random the points over which we compute the output function u. In
particular, let zy,,..., 7y, C {z1,...,2;} be J' < J randomly selected points
and, assuming v(D) = 1, approximate (5.16) by
1<
u(xkj)%TZﬁ(xkj,xkl)v(xkl), j=1,...,.J.
=1

We can view this as a low-rank approximation to the kernel matrix /, in particular,
K%KJJ/KJ/J/KJ/J (517)

where K/ is a J' x J' block matrix and K ; ., K j; are interpolation matrices, for
example, linearly extending the function to the whole domain from the random nodal
points. The complexity of this computation is O(.J’?) hence it remains quadratic but
only in the number of subsampled points .J’ which we assume is much less than the

number of points J in the original discretization.

Truncation.  Another simple method to alleviate the cost of computing (5.16)
is to truncate the integral to a sub-domain of D which depends on the point of
evaluation z € D. Lets : D — B(D) be a mapping of the points of D to the
Lebesgue measurable subsets of D denoted B(D). Define dv(z,y) = 1,,)dy then
(5.16) becomes

u(x):/ w(zy)o(y)dy  Va € D. (5.18)
s(x)

If the size of each set s(xz) is smaller than D then the cost of computing (5.18)
is O(csJ?) where ¢, < 1 is a constant depending on s. While the cost remains
quadratic in .J, the constant ¢, can have a significant effect in practical computations,
as we demonstrate in Section 5.7. For simplicity and ease of implementation, we
only consider s(z) = B(x,r) N D where B(x,7) = {y € R : ||y — z||ga < 1}
for some fixed r > 0. With this choice of s and assuming that D = [0, 1]¢, we can

explicitly calculate that c, ~ r?.
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Furthermore notice that we do not lose any expressive power when we make this
approximation so long as we combine it with composition. To see this, consider
the example of the previous paragraph where, if we let r = V/2, then (5.18) reverts
to (5.16). Pick » < 1 and let L € N with L > 2 be the smallest integer such that
2L=1y > 1. Suppose that u(z) is computed by composing the right hand side of
(5.18) L times with a different kernel every time. The domain of influence of u(x)
is then B(x,2L71r) N D = D, hence it is easy to see that there exist L kernels
such that computing this composition is equivalent to computing (5.16) for any
given kernel with appropriate regularity. Furthermore the cost of this computation is
O(Lr?J?) and therefore the truncation is beneficial if r¢(log, 1/r + 1) < 1 which
holds for any » < 1/2 when d = 1 and any » < 1 when d > 2. Therefore we
have shown that we can always reduce the cost of computing (5.16) by truncation
and composition. From the perspective of the kernel matrix, truncation enforces a
sparse, block diagonally-dominant structure at each layer. We further explore the

hierarchical nature of this computation using the multipole method in subsection 5.5.

Besides being a useful computational tool, truncation can also be interpreted as
explicitly building local structure into the kernel . For problems where such struc-
ture exists, explicitly enforcing it makes learning more efficient, usually requiring
less data to achieve the same generalization error. Many physical systems such as
interacting particles in an electric potential exhibit strong local behavior that quickly

decays, making truncation a natural approximation technique.

Graph Neural Networks.  We utilize the standard architecture of message passing
graph networks employing edge features as introduced in Gilmer et al., 2017 to
efficiently implement (5.16) on arbitrary discretizations of the domain D. To do
so, we treat a discretization {x1,...,2;} C D as the nodes of a weighted, directed
graph and assign edges to each node using the function s : D — B(D) which, recall
from the section on truncation, assigns to each point a domain of integration. In
particular, for j = 1,...,.J, we assign the node x; the value v(z;) and emanate from
it edges to the nodes s(x;) N{x1,...,2,;} = N(x;) which we call the neighborhood
of z;. If s(x) = D then the graph is fully-connected. Generally, the sparsity structure
of the graph determines the sparsity of the kernel matrix /, indeed, the adjacency
matrix of the graph and the block kernel matrix have the same zero entries. The
weights of each edge are assigned as the arguments of the kernel. In particular, for
the case of (5.16), the weight of the edge between nodes x; and x;, is simply the
concatenation (z;, x;) € R*. More complicated weighting functions are considered
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for the implementation of the integral kernel operators (5.7) or (5.8).

With the above definition the message passing algorithm of Gilmer et al., 2017, with

averaging aggregation, updates the value v(x;) of the node x; to the value u(z;) as

UE) = G S K@), =l
170 yeN ()
which corresponds to the Monte-Carlo approximation of the integral (5.18). More
sophisticated quadrature rules and adaptive meshes can also be implemented using
the general framework of message passing on graphs, see, for example, Pfaff et al.,

2020. We further utilize this framework in subsection 5.5.

Convolutional Neural Networks.  Lastly, we compare and contrast the GNO
framework to standard convolutional neural networks (CNNs). In computer vision,
the success of CNNs has largely been attributed to their ability to capture local
features such as edges that can be used to distinguish different objects in a natural
image. This property is obtained by enforcing the convolution kernel to have
local support, an idea similar to our truncation approximation. Furthermore by
directly using a translation invariant kernel, a CNN architecture becomes translation
equivariant; this is a desirable feature for many vision models, e.g. ones that perform
segmentation. We will show that similar ideas can be applied to the neural operator
framework to obtain an architecture with built-in local properties and translational

symmetries that, unlike CNNs, remain consistent in function space.

To that end, let x(x,y) = x(x —y) and suppose that x : RY — R™*" is supported on
B(0,r). Let * > 0 be the smallest radius such that D C B(x*,r*) where z* € R?
denotes the center of mass of D and suppose r < r*. Then (5.16) becomes the

convolution
ue) = (o)) = [ wa-yeldy VeeD.  519)
B(z,r)ND

Notice that (5.19) is precisely (5.18) when s(z) = B(z,r) N D and k(z,y) =
k(z — y). When the kernel is parameterized by e.g. a standard neural network and
the radius r is chosen independently of the data discretization, (5.19) becomes a
layer of a convolution neural network that is consistent in function space. Indeed
the parameters of (5.19) do not depend on any discretization of v. The choice
k(x,y) = k(x — y) enforces translational equivariance in the output while picking r
small enforces locality in the kernel; hence we obtain the distinguishing features of
a CNN model.
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We will now show that, by picking a parameterization that is inconsistent in function
space and applying a Monte Carlo approximation to the integral, (5.19) becomes a
standard CNN. This is most easily demonstrated when D = [0, 1] and the discretiza-
tion {z1,...,x,} isequispacedie. |41 —x;| = hforanyj=1,...,J—1. Letk €
N be an odd filter size and let 21, . . ., 2, € R be the points z; = (j —1—(k—1)/2)h
forj =1,...,k. Itis easy to see that {zy,..., 2} C B(0,(k — 1)h/2) which we
choose as the support of x. Furthermore, we parameterize ~ directly by its pointwise
values which are m x n matrices at the locations zq, . .., 2k, thus yielding kmn

parameters. Then (5.19) becomes

k n
1 .
NEE E K(2)pgv(Tj — 21) g, j=1,....J, p=1,....m

=1 g=1

where we define v(z) = 0if z & {x;,...,2;}. Up to the constant factor 1/k which
can be re-absobred into the parameterization of k, this is precisely the update of a
stride 1 CNN with n input channels, m output channels, and zero-padding so that the
input and output signals have the same length. This example can easily be generalized
to higher dimensions and different CNN structures, we made the current choices
for simplicity of exposition. Notice that if we double the amount of discretization
points for v, i.e. J — 2.J and h — h/2, the support of k becomes B(0, (k — 1)h/4)
hence the model changes due to the discretization of the data. Indeed, if we take
the limit to the continuum J — oo, we find B(0, (k — 1)h/2) — {0} hence the
model becomes completely local. To fix this, we may try to increase the filter size
k (or equivalently add more layers) simultaneously with .J, but then the number of
parameters in the model goes to infinity as J — oo since, as we previously noted,
there are kmn parameters in this layer. Therefore standard CNNs are not consistent
models in function space. We demonstrate their inability to generalize to different

resolutions in Section 5.7.

Low-rank Neural Operator (LNO)

By directly imposing that the kernel x is of a tensor product form, we obtain a
layer with O(.J) computational complexity. We term this construction the Low-rank
Neural Operator (LNO) due to its equivalence to directly parameterizing a finite-rank
operator. We start by assuming « : D x D — R is scalar valued and later generalize

to the vector valued setting. We express the kernel as

Z(p )Y (y) Ve,y € D
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for some functions M M . o) () . D — R that are normally given as
the components of two neural networks ¢, : D — R" or a single neural network
= : D — R?" which couples all functions through its parameters. With this definition,

and supposing that n = m = 1, we have that (5.16) becomes

uw) = [ 32 @ et dy
=3 [ 0w ay Vo)

=D W90 (x)

where (-, -) denotes the L?(D; R) inner product. Notice that the inner products can
be evaluated independently of the evaluation point x € D hence the computational

complexity of this method is O(r.J) which is linear in the discretization.

We may also interpret this choice of kernel as directly parameterizing a rank » € N
operator on L?(D; R). Indeed, we have

r

u=> (9 @y (5.20)
j=1
which corresponds preceisely to applying the SVD of a rank r operator to the
function v. Equation (5.20) makes natural the vector valued generalization. Assume
m,n > 1and o) : D — R™and ¥ : D — R for j = 1,...,r then, (5.20)
defines an operator mapping L?(D;R") — L?(D;R™) that can be evaluated as

r

u(zr) = Z<7/)(j)a U)LQ(D;RW)SO(j)<I') Vr € D.
j=1
We again note the linear computational complexity of this parameterization. Finally,
we observe that this method can be interpreted as directly imposing a rank 7 structure
on the kernel matrix. Indeed,
K=K K,;

where K j,., K,y are J x r and r x J block matricies respectively. This construction
is similar to the DeepONet construction of L. Lu, Jin, and George Em Karniadakis,
2019 discussed in Section 5.3, but parameterized to be consistent in function space.
While this method enjoys a linear computational complexity, it also constitutes
a linear approximation method which may not be able to effectively capture the
solution manifold; see Section 5.3 for further discussion.
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Multipole Graph Neural Operator (MGNO)

A natural extension to directly working with kernels in a tensor product form as
in Section 5.5 is to instead consider kernels that can be well approximated by
such a form. This assumption gives rise to the fast multipole method (FMM)
which employs a multi-scale decomposition of the kernel in order to achieve linear
complexity in computing (5.16); for a detailed discussion see e.g. (E, 2011, Section
3.2). FMM can be viewed as a systematic approach to combine the sparse and low-
rank approximations to the kernel matrix. Indeed, the kernel matrix is decomposed
into different ranges and a hierarchy of low-rank structures is imposed on the long-
range components. We employ this idea to construct hierarchical, multi-scale graphs,
without being constrained to particular forms of the kernel. We will elucidate the
workings of the FMM through matrix factorization. This approach was first outlined
in Z. Li, Kovachki, et al., 2020b and is referred to as the Multipole Graph Neural
Operator (MGNO).

The key to the fast multipole method’s linear complexity lies in the subdivision of

the kernel matrix according to the range of interaction, as shown in Figure 53:
K=Ki+Ky+...+ K, (5.21)

where K, with { = 1 corresponds to the shortest-range interaction, and ¢/ = L
corresponds to the longest-range interaction; more generally index ¢ is ordered by
the range of interaction. While the uniform grids depicted in Figure 53 produce an
orthogonal decomposition of the kernel, the decomposition may be generalized to

arbitrary discretizations by allowing slight overlap of the ranges.

K

K K

2 3

Figure 53: Hierarchical matrix decomposition. The kernel matrix K is decomposed
with respect to its interaction ranges. /; corresponds to short-range interaction; it
is sparse but full-rank. K3 corresponds to long-range interaction; it is dense but
low-rank.

Multi-scale Discretization. We produce a hierarchy of L discretizations with a

decreasing number of nodes J; > ... > J, and increasing kernel integration radius
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r1 < ... < rr. Therefore, the shortest-range interaction K has a fine resolution but
is truncated locally, while the longest-range interaction K, has a coarse resolution,
but covers the entire domain. This is shown pictorially in Figure 53. The number of
nodes J; > ... > Jp, and the integration radii 7; < ... < rp are hyperparameter

choices and can be picked so that the total computational complexity is linear in J.

A special case of this construction is when the grid is uniform. Then our formu-
lation reduces to the standard fast multipole algorithm and the kernels K; form
an orthogonal decomposition of the full kernel matrix /. Assuming the underly-
ing discretization {x1,...,2,;} C D is a uniform grid with resolution s such that
s¢ = J, the L multi-level discretizations will be grids with resolution s; = s/ 2l=1
and consequentially J; = s¢ = (s/2!71)¢ . In this case 7; can be chosen as 1/s
for{ =1,..., L. To ensure orthogonality of the discretizations, the fast multipole
algorithm sets the integration domains to be B(x,r;) \ B(x,r,_1) for each level
l=2,..., L, so that the discretization on level [ does not overlap with the one on
level [ — 1. Details of this algorithm can be found in (Greengard and Rokhlin, 1997).

Recursive Low-rank Decomposition. The coarse discretization representation
can be understood as recursively applying an inducing points approximation (Quifionero-
Candela and Rasmussen, 2005): starting from a discretization with .J; = J nodes,
we impose inducing points of size Js, Js, . .., Jr which all admit a low-rank kernel
matrix decomposition of the form (5.17). The original J x J kernel matrix K is
represented by a much smaller J; x J; kernel matrix, denoted by K ;. As shown
in Figure 53, K is full-rank but very sparse while K, is dense but low-rank. Such
structure can be achieved by applying equation (5.17) recursively to equation (5.21),
leading to the multi-resolution matrix factorization (Kondor, Teneva, and Garg,
2014):

K~ K+ Ki2K0Ko1 + Ky 9Ky 3K33K30K01 + -+ (5.22)

where K ; = K, represents the shortest range, K 2K22K21 ~ Ky, represents
the second shortest range, etc. The center matrix K, is a J; X J; kernel matrix
corresponding to the [-level of the discretization described above. The matrices
K1, K41 are Ji; x Jpand J; x Jj41 wide and long respectively block transition
matrices. Denote v; € R7*™ for the representation of the input v at each level of
the discretization for [ = 1,..., L, and u; € R’" for the output (assuming the
inputs and outputs has the same dimension). We define the matrices K1, K41
as moving the representation v; between different levels of the discretization via

an integral kernel that we learn. Combining with the truncation idea introduced in
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Figure 54: Left: the multi-level discretization. Right: one V-cycle iteration for the
multipole neural operator.

subsection 5.5, we define the transition matrices as discretizations of the following

integral kernel operators:

Kiyju—u= / ki(x, y)u(y) dy (5.23)
B(x,r;)
Ky o= wq = / Kz, y)u(y) dy (5.24)
B(l’arl-&-l,l)
Ky :vgp = w = / ki1 (2, y) v (y) dy (5.25)
B(x,ry,141)

where each kernel x; : D x D — R™*" is parameterized as a neural network and

learned.

V-cycle Algorithm We present a V-cycle algorithm, see Figure 54, for efficiently
computing (5.22). It consists of two steps: the downward pass and the upward pass.
Denote the representation in downward pass and upward pass by © and v respectively.
In the downward step, the algorithm starts from the fine discretization representation
01 and updates it by applying a downward transition ¥;1; = K41 ,;7;. In the upward
step, the algorithm starts from the coarse presentation v, and updates it by applying
an upward transition and the center kernel matrix v; = K;;_10;,—1 + K;;0;. Notice
that applying one level downward and upward exactly computes /'y 1+ K 2 K2 2K 1,

and a full L-level V-cycle leads to the multi-resolution decomposition (5.22).

Employing (5.23)-(5.25), we use L neural networks 1 1, ..., Kk 1, to approximate
the kernel operators associated to K, and 2(L — 1) neural networks x4 2, K21, . .. t0
approximate the transitions K ;, K 41. Following the iterative architecture (5.5),
we introduce the linear operator W € R"*" (denoting it by W, for each correspond-

ing resolution) to help regularize the iteration, as well as the nonlinear activation
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function o to increase the expensiveness. Since W acts pointwise (requiring .J
remains the same for input and output), we employ it only along with the kernel K,

and not the transitions. At each layert = 0,...,7T — 1, we perform a full V-cycle as:

¢ Downward Pass

Forl=1,....L: o) = oG+ K )

(5.26)

» Upward Pass

Forl=1,...1: o = (W K)o+ K oY),
(5.27)

Notice that one full pass of the V-cycle algorithm defines a mapping v — u.

Multi-level Graphs. We emphasize that we view the discretization {z1,...,z,} C
D as a graph in order to facilitate an efficient implementation through the message
passing graph neural network architecture. Since the V-cycle algorithm works at
different levels of the discretization, we build multi-level graphs to represent the
coarser and finer discretizations. We present and utilize two constructions of multi-
level graphs, the orthogonal multipole graph and the generalized random graph. The
orthogonal multipole graph is the standard grid construction used in the fast multiple
method which is adapted to a uniform grid, see e.g. Greengard and Rokhlin (1997).
In this construction, the decomposition in (5.21) is orthogonal in that the finest
graph only captures the closest range interaction, the second finest graph captures
the second closest interaction minus the part already captured in the previous graph
and so on, recursively. In particular, the ranges of interaction for each kernel do
not overlap. While this construction is usually efficient, it is limited to uniform
grids which may be a bottleneck for certain applications. Our second construction
is the generalized random graph as shown in Figure 53 where the ranges of the
kernels are allowed to overlap. The generalized random graph is very flexible as
it can be applied on any domain geometry and discretization. Further it can also
be combined with random sampling methods to work on problems where .J is very
large or combined with an active learning method to adaptively choose the regions

where a finer discretization is needed.
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Linear Complexity. Each term in the decomposition (5.21) is represented by
the kernel matrix K;; forl = 1,...,L, and Kjq, K4y forl = 1,...,L -1
corresponding to the appropriate sub-discretization. Therefore the complexity of
the multipole method is S, O(J2rd) + 3215 O(Ji i) = SSF O(J3r{). By
designing the sub-discretization so that O(J3r#) < O(J), we can obtain complexity
linear in J. For example, when d = 2, pick r; = 1/4/J; and J; = O(27'J) such
that r, is large enough so that there exists a ball of radius r;, containing . Then
clearly ZZL:I O(J?rd) = O(J). By combining with a Nystrom approximation, we
can obtain O(J’) complexity for some J' < J.

Fourier Neural Operator (FNO)

Instead of working with a kernel directly on the domain D, we may consider its
representation in Fourier space and directly parameterize it there. This allows us
to utilize Fast Fourier Transform (FFT) methods in order to compute the action of
the kernel integral operator (5.16) with almost linear complexity. A similar idea
was used in (Nelsen and Andrew M Stuart, 2021) to construct random features in
function space. The method we outline was first described in Z. Li, Kovachki, et al.,
2020a and is termed the Fourier Neural Operator (FNO). We note that the theory of
Section 4 is designed for general kernels and does not apply to the FNO formulation;
however, similar universal approximation results were developed for it in (Kovachki,
Lanthaler, and Mishra, 2021) when the input and output spaces are Hilbert space.
For simplicity, we will assume that D = T is the unit torus and all functions are
complex-valued. Let F : L?(D; C") — (?(Z%; C™) denote the Fourier transform of
afunction v : D — C" and F ! its inverse. Forv € L?(D;C") and w € (*(Z¢;C"),

we have

(‘FU)J(k> - <Uj7¢k>L2(D;C)7 j € {17 s 771}, ke Zd7
(F'w)j(z) = > wi(k)yn(x),  jefl,...,n}, z€D
kezd

where, for each k € Z%, we define
¢k(x) — eQTriklxl - ezﬂikdxd7 T E D

with i = \/—1 the imaginary unit. By letting x(z,y) = x(x — y) for some k : D —
C™*™ in (5.16) and applying the convolution theorem, we find that

u(z) = F 1 (F(k) - F(v))(x) Ve € D.
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@—> Fourier layer 1 Fourier layer 2> @ @ @ —»{Fourier layer T —>

e _t Fourier layer
O=0—

Figure 55: (a) The full architecture of neural operator: start from input a. 1. Lift
to a higher dimension channel space by a neural network P. 2. Apply T (typically
T = 4) layers of integral operators and activation functions. 3. Project back to the
target dimension by a neural network (). Output u. (b) Fourier layers: Start from
input v. On top: apply the Fourier transform F; a linear transform 2 on the lower
Fourier modes which also filters out the higher modes; then apply the inverse Fourier
transform F . On the bottom: apply a local linear transform V.

We therefore propose to directly parameterize « by its Fourier coefficients. We write
u(z) =F '(Ry- F(v))(z) VzeD (5.28)

where R is the Fourier transform of a periodic function x : D — C™*" parameter-
ized by some ¢ € RP.

For frequency mode k € Z¢, we have (Fv)(k) € C" and Ry (k) € C™*"™. We pick
a finite-dimensional parameterization by truncating the Fourier series at a maximal
number of modes ko = |Zk,..| = [{k € Z% : |kj| < kmaxj, forj =1,...,d}. We
thus parameterize R directly as complex-valued (kmax X m X n)-tensor comprising a
collection of truncated Fourier modes and therefore drop ¢ from our notation. In the
case where we have real-valued v and we want u to also be real-valued, we impose

that « is real-valued by enforcing conjugate symmetry in the parameterization, i.e.
R(—k)jjl IR*(]%‘)J"[ Vk € kaax, J = 1,...,m, = 1,...,n.

We note that the set Zj, . is not the canonical choice for the low frequency modes
of v;. Indeed, the low frequency modes are usually defined by placing an upper-
bound on the /;-norm of k € Z?. We choose Z;__ as above since it allows for
an efficient implementation. Figure 55 gives a pictorial representation of an entire

Neural Operator architecture employing Fourier layers.
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The Discrete Case and the FFT. Assuming the domain D is discretized with
J € N points, we can treat v € C/*" and F(v) € C/*". Since we convolve
v with a function which only has k,, Fourier modes, we may simply truncate
the higher modes to obtain F(v) € Ckm=>*"_Multiplication by the weight tensor
R € Chmaxmxn jq then

(R-(Fu)), = D Reag(Fodys k=1, ke, [=1,...,m. (529)
j=1
When the discretization is uniform with resolution s; X --- X s4 = J, F can
be replaced by the Fast Fourier Transform. For v € C*", k = (ky,...,kq) €
Zg, X - X Ly, and z = (z1,...,24) € D, the FFT F and its inverse F ! are
defined as

s1—1 sq—1

Cen wiks
(Foyk) =33 wlwr .. xg)e TTE
r1=0 xq=0
. s1—1 sq—1 ) 4 @ik
(Frou(e) =3 3wk, k)
ki=0  kq=0
for [ = 1,...,n. In this case, the set of truncated modes becomes

kaax = {(kl,...,k'd) & Zsl X o X st ‘ kj < kmax,j or s; — k’j < kmax,j;
forj=1,...,d}.

When implemented, R is treated as a (s1 X - -+ X 4 X m X n)-tensor and the above
definition of Zj,  corresponds to the “corners” of R, which allows for a straight-
forward parallel implementation of (5.29) via matrix-vector multiplication. In
practice, we have found the choice km,y ; = 12, which yields by = 127 parameters

per channel, to be sufficient for all the tasks that we consider.

Choices for R. In general, R can be defined to depend on (Fa), the Fourier
transform of the input @ € A to parallel our construction (5.7). Indeed, we can
define Ry : Z? x C% — C™*™ as a parametric function that maps (k, (Fa)(k))
to the values of the appropriate Fourier modes. We have experimented with the

following parameterizations of I2,:

* Direct. Define the parameters ¢, € C™*" for each wave number k:

R, (k, (Fa)(k)) = Q-
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e Linear. Define the parameters ¢, € C™*"*% ¢, € C™*" for each wave

number k:
Ry (K, (Fa)(k)) == on, (Fa)(k) + ¢x,.

s Feed-forward neural network. Let @, : % x C% — C™" be a neural network

with parameters ¢:

Ry(k, (Fa)(k)) := y(k, (Fa)(k)).

We find that the /inear parameterization has a similar performance to the direct
parameterization above, however, it is not as efficient both in terms of computational
complexity and the number of parameters required. On the other hand, we find that
the feed-forward neural network parameterization has a worse performance. This
is likely due to the discrete structure of the space Z¢; numerical evidence suggests
neural networks are not adept at handling this structure. Our experiments in this

work focus on the direct parameterization presented above.

Invariance to Discretization. The Fourier layers are discretization-invariant be-
cause they can learn from and evaluate functions which are discretized in an arbitrary
way. Since parameters are learned directly in Fourier space, resolving the functions

2mi{x,k)

in physical space simply amounts to projecting on the basis elements e ; these

are well-defined everywhere on C?.

Quasi-linear Complexity. The weight tensor R contains ky.x < J modes, so
the inner multiplication has complexity O(kma). Therefore, the majority of the
computational cost lies in computing the Fourier transform F(v) and its inverse.
General Fourier transforms have complexity O(J?), however, since we truncate the
series the complexity is in fact O(J kmay ), While the FFT has complexity O(J log J).
Generally, we have found using FFTs to be very efficient, however, a uniform

discretization is required.

Non-uniform and Non-periodic Geometry. Our implementation of the Fourier
neural operator relies on the fast Fourier transform which is only defined on uniform
mesh discretizations of D = T¢, or for functions on the square satisfying homoge-
neous Dirichlet (fast Fourier sine transform) or homogeneous Neumann (fast Fourier

cosine transform) boundary conditions. However, the Fourier neural operator can be
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applied in more general geometries via Fourier continuations. Given any compact

manifold D = M, we can always embed it into a periodic cube (torus),
i M—T?

where the regular FFT can be applied. Conventionally, in numerical analysis ap-
plications, the embedding 7 is defined through a continuous extension by fitting
polynomials (Bruno, Han, and Pohlman, 2007). However, in the Fourier neural
operator, the idea can be applied simply by padding the input with zeros. The loss is
computed only on the original space during training. The Fourier neural operator
will automatically generate a smooth extension to the padded domain in the output

space.

Summary
We summarize the main computational approaches presented in this section and their

complexity:

GNO: Subsample J’ points from the J-point discretization and compute the

truncated integral
u@)= [ wla)ely) dy (5.30)
B(z,r)

ata O(JJ') complexity.

* LNO: Decompose the kernel function tensor product form and compute

r

u(e) = 3 (W, 0)p! (2) (5.31)

j=1
ata O(J) complexity.
* MGNO: Compute a multi-scale decomposition of the kernel

K =K1+ Ki2K90Ko1 + K1 9K3K33K30K571 + -
u(r) = (Kv)(z)

(5.32)

ata O(J) complexity.

* FNO: Parameterize the kernel in the Fourier domain and compute the using
the FFT
u(z) = F ' (Ry - F(v))(z) (5.33)

ata O(J log J) complexity.
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5.6 Test Problems

A central application of neural operators is learning solution operators defined by
parametric partial differential equations. In this section, we define four test problems
for which we numerically study the approximation properties of neural operators. To
that end, let (A, U, F) be a triplet of Banach spaces. The first two problem classes

considered are derived from the following general class of PDEs:
Lou=f (5.34)

where, for every a € A, L, : Y — F is a, possibly nonlinear, partial differential
operator, and u € U corresponds to the solution of the PDE (5.34) when f € F and
appropriate boundary conditions are imposed. The second class will be evolution
equations with initial condition a € A and solution u(t) € U at every time ¢t > 0.
We seek to learn the map from a to u := u(7) for some fixed time 7 > 0; we will

also study maps on paths (time-dependent solutions).

Our goal will be to learn the mappings
G ia—u or QT:f»—>u;

we will study both cases, depending on the test problem considered. We will define a
probability measure 1 on .4 or F which will serve to define a model for likely input
data. Furthermore, measure p will define a topology on the space of mappings in
which G lives, using the Bochner norm (5.3). We will assume that each of the spaces
(A,U, F) are Banach spaces of functions defined on a bounded domain D C R,

All reported errors will be Monte-Carlo estimates of the relative error
IG(a) = Go () z2(p)
1GT (@)l z2(p)
or equivalently replacing a with f in the above display and with the assumption

that /Y C L*(D). The domain D will be discretized, usually uniformly, with J € N

points.

Eowu

Poisson Equation
First we consider the one-dimensional Poisson equation with a zero boundary condi-

tion. In particular, (5.34) takes the form

d2
—@u(l’) = f(z), z € (0,1)

u(0) =u(l) =0

(5.35)
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for some source function f : (0,1) — R). In particular, for D(L) := Hj((0,1); R)N
H?((0,1);R), we have L : D(L) — L?((0,1);R) defined as —d?*/dz?, noting that
that L has no dependence on any parameter a € A in this case. We will consider
the weak form of (5.35) with source function f € H~'((0,1); R) and therefore the
solution operator G' : H~1((0,1); R) — H((0,1); R) defined as

Gl f—u.
We define the probability measure = N(0, C') where
-2
C = <L + 1) ,

defined through the spectral theory of self-adjoint operators. Since p charges a subset
of L2((0,1); R), we will learn G : L2((0,1); R) — HZ((0,1); R) in the topology
induced by (5.3).

In this setting, G' has a closed-form solution given as

Gi(f) = / G y)f(y) dy

where

Gley) =5 ety —ly—al) ey, Vwy) € 0,1

is the Green’s function. Note that while G' is a linear operator, the Green’s function

G is non-linear as a function of its arguments. We will consider only a single layer
of (5.5) withoy =1d, P =1d, Q =1Id, W, = 0, by = 0, and

Ko(f) = / ko 9) F(4) dy

where ry : R?> — R will be parameterized as a standard neural network with

parameters 6.

The purpose of the current example is two-fold. First we will test the efficacy
of the neural operator framework in a simple setting where an exact solution is
analytically available. Second we will show that by building in the right inductive
bias, in particular, paralleling the form of the Green’s function solution, we obtain a
model that generalizes outside the distribution y. That is, once trained, the model
will generalize to any f € L?((0,1); R) that may be outside the support of . For
example, as defined, the random variable f ~ p is a continuous function, however,
if x¢ approximates the Green’s function well then the model G' will approximate the
solution to (5.35) accurately even for discontinuous inputs.
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To create the dataset used for training, solutions to (5.35) are obtained by numerical
integration using the Green’s function on a uniform grid with 85 collocation points.

We use N = 1000 training examples.

Darcy Flow
We consider the steady state of Darcy Flow in two dimensions which is the second

order elliptic equation

-V - (a(z)Vu(z)) = f(z), reD

(5.36)
u(z) =0, x € 0D

where D = (0,1)? is the unit square. In this setting A = L®(D;R,), U =
H}(D;R), and F = H '(D;R). We fix f = 1 and consider the weak form of
(5.36) and therefore the solution operator G' : L°°(D; R*) — H}(D;R) defined as

G'a— u. (5.37)

Note that while (5.36) is a linear PDE, the solution operator G' is nonlinear. We

define the probability measure ;o = T; N (0, C') where
C=(-A+9I)""

with D(—A) defined to impose zero Neumann boundary on the Laplacian. We
extend 7" to be a Nemytskii operator acting on functions, defined through the map
T :R — R, defined as

12, >0

T(x)= .
3, x<0

The random variable a ~ p is a piecewise-constant function with random interfaces
given by the underlying Gaussian random field. Such constructions are prototypical
models for many physical systems such as permeability in sub-surface flows and (in

a vector generalization) material microstructures in elasticity.

To create the dataset used for training, solutions to (5.36) are obtained using a
second-order finite difference scheme on a uniform grid of size 421 x 421. All
other resolutions are downsampled from this data set. We use N = 1000 training

examples.
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Burgers’ Equation

We consider the one-dimensional viscous Burgers’” equation

O ety + 22 () = v-Lou(a,t), @ e (0,20),1 € (0,00)
prllC 5 5 (WU = voul@,t), T ,2m), , 00

u(x,0) = ug(x), x € (0,2m)

(5.38)

with periodic boundary conditions and a fixed viscosity v = 0.1. Let

L2 ((0,27);R) x Ry — HE ((0,27); R),

per per

for any s > 0, be the flow map associated to (5.38), in particular,
U(ug, t) = u(-,1), t>0.

We consider the solution operator defined by evaluating W at a fixed time. Fix any
s > 0. Then we may define G' : L2, ((0,27);R) — H2,.((0,27); R) by

per per
Gl ug = Wlug, 1). (5.39)

We define the probability measure ;. = N (0, C') where
d? —2
C = 625(—@ +251)
with domain of the Laplacian defined to impose periodic boundary conditions. We
chose the initial condition for (5.38) by drawing uy ~ p, noting that p charges a

subset of L2, .((0,27); R).

per

To create the dataset used for training, solutions to (5.38) are obtained using a
pseudo-spectral split step method where the heat equation part is solved exactly
in Fourier space and then the non-linear part is advanced using a forward Euler
method with a very small time step. We use a uniform spatial grid with 213 = 8192
collocation points and subsample all other resolutions from this data set. We use

N = 1000 training examples.

Navier-Stokes Equation

We consider the two-dimensional Navier-Stokes equation for a viscous, incompress-

ible fluid

Ou(w,t) +u(x,t) - Vu(z,t) + Vp(o,t) = vAu(z,t) + f(z), € Tt e (0,00)
V- u(x,t) =0, r €T tel0,00)

u(z,0) = up(x), x € T?

(5.40)
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where T? is the unit torus i.e. [0, 1]? equipped with periodic boundary conditions,
and v € R, is a fixed viscosity. Here u : T? x R, — R? is the velocity field,
p: T? x R, — R?is the pressure field, and f : T> — R is a fixed forcing function.

Equivalently, we study the vorticity-streamfunction formulation of the equation
Ouw(z,t) + V*Hip - Vuw(z,t) = vAw(x, t) + g(x), x € Tt € (0,00),
—AY = w, r € T2t e (0,00),

w(z,0) = wy(x), r € T?
(5.41)

where w is the out-of-plane component of the vorticity field V x u : T? x R, — R3,
Since, when viewed in three dimensions, u = (ul(xl, Tg), us (1, T2), 0) , it follows
that V x u = (0, 0, w). The stream function ¢ is related to the velocity by u = V1),
enforcing the divergence-free condition. Similar considerations as for the curl of u

apply to the curl of f, showing that V x f = (0,0, g). We define the forcing term as
g(z1,22) = 0.1(sin(27m (21 + x2)) + cos(2m(z1 + 2))), V(xy,29) € T2

The corresponding Reynolds number is estimated as Re = V(T\/OT}/Q (Chandler and
Kerswell, 2013). Let ¥ : L*(T* R) x R, — H*(T? R), for any s > 0, be the flow

map associated to (5.41), in particular,
U(wp,t) = w(-, 1), t>0.

Notice that this is well-defined for any wy € L*(T; R).

We will define two notions of the solution operator. In the first, we will proceed as
in the previous examples, in particular, G' : L2(T% R) — H*(T?;R) is defined as

G wy — U(wo, T) (5.42)

for some fixed 7" > 0. In the second, we will map an initial part of the trajec-
tory to a later part of the trajectory. In particular, we define G' : L*(T? R) x
C((0,10]; H*(T%; R))— C((10,T]; H*(T%* R)) by

G (wm qj(w07t>|te(0,10]>'_> W (wo, t)]se(i0,7] (5.43)
for some fixed 7' > 10. We define the probability measure ;1 = N (0, C') where

C = 7T3/2(=A +491)725
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with periodic boundary conditions on the Laplacian. We model the initial vortic-
ity wo ~ pu to (5.41) as p charges a subset of L*(T?; R). Its pushforward onto
WU (wo, t)|te(0,10] is required to define the measure on input space in the second case
defined by (5.43).

To create the dataset used for training, solutions to (5.41) are obtained using a
pseudo-spectral split step method where the viscous terms are advanced using a
Crank—Nicolson update and the nonlinear and forcing terms are advanced using
Heun’s method. Dealiasing is used with the 2/3 rule. For further details on this
approach see (Chandler and Kerswell, 2013). Data is obtained on a uniform 256 x 256
grid and all other resolutions are subsampled from this data set. We experiment with

different viscosities v, final times 7, and amounts of training data V.

Bayesian Inverse Problem

As an application of operator learning, we consider the inverse problem of recov-
ering the initial vorticity in the Navier-Stokes equation (5.41) from partial, noisy
observations of the vorticity at a later time. Consider the first solution operator
defined in subsection 5.6, in particular, G' : L?(T%* R) — H*(T?% R) defined as

gT Wy \IJ(IUQ,5O)
where W is the flow map associated to (5.41). We then consider the inverse problem
y=0(G"(wo))+n (5.44)

of recovering wy € L*(T? R) where O : H*(T*}R) — R* is the evaluation
operator on a uniform 7 x 7 interior grid, and n ~ N(0,I") is observational noise
with covariance I' = (1/92)I and v = 0.1. We view (5.44) as the Bayesian inverse
problem mapping prior measure ;. on wy to posterior measure 7¥ on wy/y. In

particular, ¥ has density with respect to u, given by the Randon-Nikodym derivative

dm¥ 1
g (w0) e (=5 lly = 0 (6" (o)) )
where || - ||[r = |[T™Y2 - || and || - || is the Euclidean norm in R*’. For further

details on Bayesian inversion for functions see (Simon L Cotter et al., 2009; A. M.
Stuart, 2010), and see (S. L. Cotter et al., 2013) for MCMC methods adapted to the

function-space setting.

We solve (5.44) by computing the posterior mean E,,, ..+ [w] using the pre-conditioned
Crank—Nicolson (pCN) MCMC method described in S. L. Cotter et al., 2013 for this
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task. We employ pCN in two cases: (i) using G' evaluated with the pseudo-spectral
method described in section 5.6, and (ii) using Gy, the neural operator approximating
G'. After a 5,000 sample burn-in period, we generate 25,000 samples from the

posterior using both approaches and use them to compute the posterior mean.

Spectra

Because of the constant-in-time forcing term the energy reaches a non-zero equilib-
rium in time which is statistically reproducible for different initial conditions. To
compare the complexity of the solution to the Navier-Stokes problem outlined in sub-
section 5.6 we show, in Figure 56, the Fourier spectrum of the solution data at time
t = 50 for three different choices of the viscosity v. The figure demonstrates that,
for a wide range of wavenumbers k, which grows as v decreases, the rate of decay of
the spectrum is —5/3, matching what is expected in the turbulent regime (Kraichnan,
1967). This is a statistically stationary property of the equation, sustained for all

positive times.

=50 =50 =50
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Figure 56: The spectral decay of the Navier-stokes equation data. The y-axis is
represents the value of each mode; the x-axis is the wavenumber |k| = k; + ko.
From left to right, the solutions have viscosity v = 1073, 10~%, 10~° respectively.

Choice of Loss Criteria

In general, the model has the best performance when trained and tested using the
same loss criteria. If one trains the model using one norm and tests with another
norm, the model may overfit in the training norm. Furthermore, the choice of loss
function plays a key role. In this work, we use the relative L, error to measure the
performance in all our problems. Both the L, error and its square, the mean squared
error (MSE), are common choices of the testing criteria in the numerical analysis
and machine learning literature. We observed that using the relative error to train the

model has a good normalization and regularization effect that prevents overfitting.
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In practice, training with the relative L loss results in around half the testing error

rate compared to training with the MSE loss.

5.7 Numerical Results

In this section, we compare the proposed neural operator with other supervised
learning approaches, using the four test problems outlined in Section 5.6. In Sub-
section 5.7 we study the Poisson equation, and learning a Greens function; Subsec-
tion 5.7 considers the coefficient to solution map for steady Darcy flow, and the initial
condition to solution at positive time map for Burgers equation. In Subsection 5.6

we study the Navier-Stokes equation.

We compare with a variety of architectures found by discretizing the data and apply-
ing finite-dimensional approaches, as well as with other operator-based approxima-
tion methods. We do not compare against traditional solvers (FEM/FDM/Spectral),
although our methods, once trained, enable evaluation of the input to output map
orders of magnitude more quickly than by use of such traditional solvers on complex
problems. We demonstrate the benefits of this speed-up in a prototypical application,

Bayesian inversion, in Subsubection 5.7.

All the computations are carried on a single Nvidia V100 GPU with 16GB memory.
The code is available at https://github.com/zongyi-1i/graph-pde

and https://github.com/zongyi-1li/fourier_neural_operator.

Setup of the Four Methods: We construct the neural operator by stacking four
integral operator layers as specified in (5.5) with the ReLLU activation. No batch
normalization is needed. Unless otherwise specified, we use N = 1000 training
instances and 200 testing instances. We use the Adam optimizer to train for 500

epochs with an initial learning rate of 0.001 that is halved every 100 epochs. We

set the channel dimensions d,, = - - - = d,, = 64 for all one-dimensional problems
and d,, = - - - = d,, = 32 for all two-dimensional problems. The kernel networks
£, ..., k® are standard feed-forward neural networks with three layers and widths

of 256 units. We use the following abbreviations to denote the methods introduced

in Section 5.5.

* GNO: The method introduced in subsection 5.5, truncating the integral to a
ball with radius = 0.25 and using the Nystrdm approximation with J" = 300

sub-sampled nodes.
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¢ LNO: The low-rank method introduced in subsection 5.5 with rank r = 4.

* MGNO: The multipole method introduced in subsection 5.5. On the Darcy
flow problem, we use the random construction with three graph levels, each
sampling J; = 400, Jo = 100, J3 = 25 nodes nodes respectively. On the

Burgers’ equation problem, we use the orthogonal construction without sam-

pling.

* FNO: The Fourier method introduced in subsection 5.5. We set Kpyax ; = 16
for all one-dimensional problems and k. ; = 12 for all two-dimensional

problems.

Remark on the Resolution. Traditional PDE solvers such as FEM and FDM
approximate a single function and therefore their error to the continuum decreases
as the resolution is increased. The figures we show here exhibit something different:
the error is independent of resolution, once enough resolution is used, but is not
zero. This reflects the fact that there is a residual approximation error, in the infinite
dimensional limit, from the use of a finite-parametrized neural operator, trained on
a finite amount of data. Invariance of the error with respect to (sufficiently fine)
resolution is a desirable property that demonstrates that an intrinsic approximation of
the operator has been learned, independent of any specific discretization; see Figure
58. Furthermore, resolution-invariant operators can do zero-shot super-resolution, as

shown in Subsubection 5.7.

Poisson Equation

Recall the Poisson equation (5.35) introduced in subsection 5.6. We use a zero
hidden layer neural operator construction without lifting the input dimension. In
particular, we simply learn a kernel kg : R? — R parameterized as a standard
feed-forward neural network with parameters 6. Using only N = 1000 training
examples, we obtain a relative test error of 10~7. The neural operator gives an almost

perfect approximation to the true solution operator in the topology of (5.3).

To examine the quality of the approximation in the much stronger uniform topology,
we check whether the kernel k¢ approximates the Green’s function for this problem.
To see why this is enough, let K C L?([0, 1];R) be a bounded set, i.e.

I fll2o,1im) < M, Vie K
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Figure 57: Kernel for one-dimensional Green’s function, with the Nystrom approxi-
mation method. Left: learned kernel function; Right: the analytic Green’s funciton.
This is a proof of concept of the graph kernel network on 1 dimensional Poisson
equation and the comparison of learned and truth kernel.

-

and suppose that
€
sup  [ro(x,y) — G(a,y)] < 7
(z.y)€[0,1]?

for some € > 0. Then it is easy to see that
sup ||QT(f) - ge(f)“L?([o,l];R) <€,
feK

in particular, we obtain an approximation in the topology of uniform convergence
over bounded sets, while having trained only in the topology of the Bochner norm
(5.3). Figure 57 shows the results from which we can see that x4 does indeed
approximate the Green’s function well. This result implies that by constructing
a suitable architecture, we can generalize to the entire space and data that is well

outside the support of the training set.

Darcy and Burgers Equations

In the following section, we compare four methods presented in this paper, with
different operator approximation benchmarks; we study the Darcy flow problem
introduced in Subsection 5.6 and the Burgers’ equation problem introduced in
Subsection 5.6. The solution operators of interest are defined by (5.37) and (5.39).
We use the following abbreviations for the methods against which we benchmark.

* NN is a standard point-wise feedforward neural network. It is mesh-free, but
performs badly due to lack of neighbor information. We use standard fully

connected neural networks with 8 layers and width 1000.
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Figure 58: (a) Benchmarks on Burgers equation; (b) benchmarks on Darcy Flow for
different resolutions. Train and test on the same resolution.

* FCN is the state of the art neural network method based on Fully Convolution
Network (Zhu and Zabaras, 2018). It has a dominating performance for
small grids s = 61. But fully convolution networks are mesh-dependent and

therefore their error grows when moving to a larger grid.

* PCA+NN is an instantiation of the methodology proposed in Bhattacharya et
al., 2020: using PCA as an autoencoder on both the input and output spaces and
interpolating the latent spaces with a standard fully connected neural network
with width 200. The method provably obtains mesh-independent error and
can learn purely from data, however the solution can only be evaluated on the

same mesh as the training data.

* RBM is the classical Reduced Basis Method (using a PCA basis), which
is widely used in applications and provably obtains mesh-independent error
(R. A. DeVore, 2014). This method has good performance, but the solutions
can only be evaluated on the same mesh as the training data and one needs
knowledge of the PDE to employ it.

* DeepONet is the Deep Operator network (L. Lu, Jin, and George Em Karni-
adakis, 2019) that comes equipped with an approximation theory (Lanthaler,
Mishra, and George Em Karniadakis, 2021). We use the unstacked version
with width 200 which is precisely defined in the original work (L. Lu, Jin,
and George Em Karniadakis, 2019). We use standard fully connected neural
networks with 8 layers and width 200.
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Darcy Flow

The results of the experiments on Darcy flow are shown in Figure 58 and Table 51.
All the methods, except for FCN, achieve invariance of the error with respect to the
resolution s. In the experiment, we tune each model across of range of different
widths and depth to obtain the choices used here; for DeepONet for example this
leads to 8 layers and width 200 as reported above.

Within our hyperparameter search, the Fourier neural operator (FNO) obtains the
lowest relative error. The Fourier based method likely sees this advantage because
the output functions are smooth in these test problems. We also note that is also
possible to obtain better results on each model using modified architectures and
problem specific feature engineering. For example for DeepONet, using CNN on
the branch net and PCA on the trunk net (the latter being similar to the method used
in Bhattacharya et al., 2020) can achieve 0.0232 relative L4 error, as shown in L. Lu,
Meng, et al., 2021, about half the size of the error we obtain here, but for a very
coarse grid with s = 29. In the experiments the different approximation architectures
are such their training cost are similar across all the methods considered, for given
s. Noting this, and for example comparing the graph-based neural operator methods
such as GNO and MGNO that use Nystrom sampling in physical space with FNO,

we see that FNO is more accurate.

Networks s=85 s=141 s=211 s=421

NN 0.1716  0.1716 0.1716 0.1716
FCN 0.0253  0.0493 0.0727  0.1097
PCANN 0.0299  0.0298 0.0298 0.0299
RBM 0.0244  0.0251 0.0255 0.0259
DeepONet | 0.0476  0.0479 0.0462 0.0487
GNO 0.0346  0.0332 0.0342 0.0369
LNO 0.0520  0.0461 0.0445 —

MGNO 0.0416  0.0428 0.0428 0.0420
FNO 0.0108 0.0109  0.0109  0.0098

Table 51: Relative error on 2-d Darcy Flow for different resolutions s.

Burgers’ Equation

The results of the experiments on Burgers’ equation are shown in Figure 58 and
Table 52. As for the Burgers’ problem, our instantiation of the Fourier neural

operator obtains nearly one order of magnitude lower relative error compared to any
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benchmarks. The Fourier neural operator has standard deviation 0.0010 and mean
training error 0.0012. If one replaces the ReLU activation by GeL.U, the test error of
the FNO is further reduced from 0.0018 to 0.0007. We again observe the invariance
of the error with respect to the resolution. It is possible to improve the performance
on each model using modified architectures and problem specific feature engineering.
Similarly, the PCA-enhanced DeepONet with a proper scaling can achieve 0.0194
relative Lo error, as shown in L. Lu, Meng, et al., 2021, on a grid of resolution
s =128.

Networks s =256 s=512 s=1024 s=2048 5=4096 s =8192

NN 0.4714  0.4561 0.4803 0.4645 0.4779 0.4452
GCN 0.3999 0.4138 0.4176 0.4157 0.4191 0.4198
FCN 0.0958 0.1407  0.1877 0.2313 0.2855 0.3238

PCANN 0.0398  0.0395 0.0391 0.0383 0.0392 0.0393
DeepONet | 0.0569  0.0617  0.0685 0.0702 0.0833 0.0857

GNO 0.0555 0.0594  0.0651 0.0663 0.0666 0.0699
LNO 0.0212 0.0221 0.0217 0.0219 0.0200 0.0189
MGNO 0.0243  0.0355 0.0374 0.0360 0.0364 0.0364
FNO 0.0018  0.0018  0.0018 0.0019 0.0020 0.0019

Table 52: Relative errors on 1-d Burgers’ equation for different resolutions s.

Ground Truth Approximation Error 1e—7
7.5
0.010 0.010
5.0
0.005 0.005 25
0.0

Figure 59: Darcy, trained on 16 x 16, tested on 241 x 241. Graph kernel network
for the solution of (5.6). It can be trained on a small resolution and will generalize
to a large one. The Error is point-wise absolute squared error.

Zero-shot super-resolution.

The neural operator is mesh-invariant, so it can be trained on a lower resolution and
evaluated at a higher resolution, without seeing any higher resolution data (zero-shot

super-resolution). Figure 59 shows an example of the Darcy Equation where we
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train the GNO model on 16 x 16 resolution data in the setting above and transfer to

256 x 256 resolution, demonstrating super-resolution in space.

Navier-Stokes Equation

In the following section, we compare our four methods with different benchmarks
on the Navier-Stokes equation introduced in subsection 5.6. The operator of interest
is given by (5.43). We use the following abbreviations for the methods against which

we benchmark.

* ResNet: 18 layers of 2-d convolution with residual connections K. He et al.,
2016.

* U-Net: A popular choice for image-to-image regression tasks consisting of
four blocks with 2-d convolutions and deconvolutions Ronneberger, Fischer,
and Brox, 2015.

* TF-Net: A network designed for learning turbulent flows based on a combi-

nation of spatial and temporal convolutions R. Wang et al., 2020.

* FNO-2d: 2-d Fourier neural operator with an auto-regressive structure in
time. We use the Fourier neural operator to model the local evolution from
the previous 10 time steps to the next one time step, and iteratively apply the

model to get the long-term trajectory. We set and Kpax j = 12, d, = 32.

* FNO-3d: 3-d Fourier neural operator that directly convolves in space-time.
We use the Fourier neural operator to model the global evolution from the
initial 10 time steps directly to the long-term trajectory. We set kpayj =
12,d, = 20.

As shown in Table 53, the FNO-3D has the best performance when there is sufficient
data (v = 1073, N = 1000 and v = 10~*, N = 10000). For the configurations
where the amount of data is insufficient (v = 10™*, N = 1000 and v = 107>, N =
1000), all methods have > 15% error with FNO-2D achieving the lowest among
our hyperparameter search. Note that we only present results for spatial resolution
64 x 64 since all benchmarks we compare against are designed for this resolution.
Increasing the spatial resolution degrades their performance while FNO achieves the

same errors.
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Figure 510: The learning curves on Navier-Stokes v = 1le—3 with different bench-
marks. Train and test on the same resolution.

Parameters Time | v=10"2 v=10"* v=10%* v=10"°
Config per T =50 T =30 T =30 T =20
epoch | N =1000 N = 1000 N = 10000 N = 1000

FNO-3D | 6,558,537 38.99s 0.0086 0.1918 0.0820 0.1893
FNO-2D 414,517 127.80s 0.0128 0.1559 0.0834 0.1556

U-Net 24,950,491 48.67s 0.0245 0.2051 0.1190 0.1982
TF-Net 7,451,724  47.21s 0.0225 0.2253 0.1168 0.2268
ResNet 266,641 78.47s 0.0701 0.2871 0.2311 0.2753

Table 53: Benchmarks on Navier Stokes (fixing resolution 64 x 64 for both training
and testing).

Auto-regressive (2D) and Temporal Convolution (3D). We investigate two stan-
dard formulation to model the time evolution: the auto-regressive model (2D) and
the temporal convolution model (3D). Auto-regressive models: FNO-2D, U-Net,
TF-Net, and ResNet all do 2D-convolution in the spatial domain and recurrently
propagate in the time domain (2D+RNN). The operator maps the solution at previous
time steps to the next time step (2D functions to 2D functions). Temporal convolu-
tion models: on the other hand, FNO-3D performs convolution in space-time — it
approximation the integral in time by a convolution. FNO-3D maps the initial time
interval directly to the full trajectory (3D functions to 3D functions). The 2D+RNN

structure can propagate the solution to any arbitrary time 7' in increments of a fixed
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Figure 511: The spectral decay of the predictions of different models on the Navier-
Stokes equation. The y-axis is the spectrum; the x-axis is the wavenumber. Left is
the spectrum of one trajectory; right is the average of 40 trajectories.

interval length At, while the Conv3D structure is fixed to the interval [0, 7'] but can
transfer the solution to an arbitrary time-discretization. We find the 2D method work
better for short time sequences while the 3D method more expressive and easier to

train on longer sequences.

Networks s=64 s=128 s =256
FNO-3D | 0.0098 0.0101 0.0106
FNO-2D | 0.0129 0.0128 0.0126
U-Net 0.0253  0.0289 0.0344
TF-Net 0.0277  0.0278 0.0301

Table 54: Resolution study on Navier-stokes equation (v = 1073, N = 200, T =
20.)

Zero-shot super-resolution.

The neural operator is mesh-invariant, so it can be trained on a lower resolution and
evaluated at a higher resolution, without seeing any higher resolution data (zero-shot
super-resolution). Figure 51 shows an example where we train the FNO-3D model
on 64 x 64 x 20 resolution data in the setting above with (v = 10~*, N = 10000) and
transfer to 256 x 256 x 80 resolution, demonstrating super-resolution in space-time.
The Fourier neural operator is the only model among the benchmarks (FNO-2D,
U-Net, TF-Net, and ResNet) that can do zero-shot super-resolution; the method

works well not only on the spatial but also on the temporal domain.
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Figure 512: The error of truncation in one single Fourier layer without applying the
linear transform 1. The y-axis is the normalized truncation error; the x-axis is the
truncation mode k4.

Spectral analysis

Figure 511 shows that all the methods are able to capture the spectral decay of
the Navier-Stokes equation. Notice that, while the Fourier method truncates the
higher frequency modes during the convolution, FNO can still recover the higher
frequency components in the final prediction. Due to the way we parameterize
R4, the function output by (5.28) has at most A,y ; Fourier modes per channel.
This, however, does not mean that the Fourier neural operator can only approximate
functions up to kmax ; modes. Indeed, the activation functions which occurs between
integral operators and the final decoder network () recover the high frequency modes.
As an example, consider a solution to the Navier-Stokes equation with viscosity
v = 1073, Truncating this function at 20 Fourier modes yields an error around 2%
as shown in Figure 512, while the Fourier neural operator learns the parametric
dependence and produces approximations to an error of < 1% with only Apax ; = 12

parameterized modes.

Non-periodic boundary condition.

Traditional Fourier methods work only with periodic boundary conditions. However,
the Fourier neural operator does not have this limitation. This is due to the linear
transform IV (the bias term) which keeps the track of non-periodic boundary. As an
example, the Darcy Flow and the time domain of Navier-Stokes have non-periodic
boundary conditions, and the Fourier neural operator still learns the solution operator

with excellent accuracy.
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Bayesian Inverse Problem

As discussed in Section 5.6, we use the pCN method of S. L. Cotter et al., 2013 to
draw samples from the posterior distribution of initial vorticities in the Navier-Stokes
equation given sparse, noisy observations at time 7" = 50. We compare the Fourier
neural operator acting as a surrogate model with the traditional solvers used to
generate our train-test data (both run on GPU). We generate 25,000 samples from
the posterior (with a 5,000 sample burn-in period), requiring 30,000 evaluations of

the forward operator.

As shown in Figure 513, FNO and the traditional solver recover almost the same
posterior mean which, when pushed forward, recovers well the later-time solution of
the Navier-Stokes equation. In sharp contrast, FNO takes 0.005s to evaluate a single
instance while the traditional solver, after being optimized to use the largest possible
internal time-step which does not lead to blow-up, takes 2.2s. This amounts to 2.5
minutes for the MCMC using FNO and over 18 hours for the traditional solver. Even
if we account for data generation and training time (offline steps) which take 12
hours, using FNO is still faster. Once trained, FNO can be used to quickly perform
multiple MCMC runs for different initial conditions and observations, while the
traditional solver will take 18 hours for every instance. Furthermore, since FNO is
differentiable, it can easily be applied to PDE-constrained optimization problems in

which adjoint calculations are used as part of the solution procedure.

Discussion and Comparison of the Four methods
In this section we will compare the four methods in term of expressiveness, com-

plexity, refinabilibity, and ingenuity.

Ingenuity

First we will discuss ingenuity, in other words, the design of the frameworks. The
first method, GNO, relies on the Nystrom approximation of the kernel, or the Monte
Carlo approximation of the integration. It is the most simple and straightforward
method. The second method, LNO, relies on the low-rank decomposition of the
kernel operator. It is efficient when the kernel has a near low-rank structure. The
third method, MGNO, is the combination of the first two. It has a hierarchical,
multi-resolution decomposition of the kernel. The last one, FNO, is different from

the first three; it restricts the integral kernel to induce a convolution.

GNO and MGNO are implemented using graph neural networks, which helps to
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Figure 513: Results of the Bayesian inverse problem for the Navier-Stokes equation.
The top left panel shows the true initial vorticity while the bottom left panel shows
the true observed vorticity at 7" = 50 with black dots indicating the locations of
the observation points placed on a 7 x 7 grid. The top middle panel shows the
posterior mean of the initial vorticity given the noisy observations estimated with
MCMC using the traditional solver, while the top right panel shows the same thing
but using FNO as a surrogate model. The bottom middle and right panels show the
vorticity at 7' = 50 when the respective approximate posterior means are used as
initial conditions.
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define sampling and integration. The graph network library also allows sparse and
distributed message passing. The LNO and FNO don’t have sampling. They are
faster without using the graph library.

scheme graph-based kernel network
GNO Nystrom approximation Yes Yes
LNO Low-rank approximation No Yes
MGNO | Multi-level graphs on GNO Yes Yes
FNO Convolution theorem; Fourier features No No

Table 55: Ingenuity.

Expressiveness

We measure the expressiveness by the training and testing error of the method. The
full O(J?) integration always has the best results, but it is usually too expensive.
As shown in the experiments 5.7 and 5.7, GNO usually has good accuracy, but its

performance suffers from sampling. LNO works the best on the 1d problem (Burgers
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equation). It has difficulty on the 2d problem because it doesn’t employ sampling to
speed-up evaluation. MGNO has the multi-level structure, which gives it the benefit
of the first two. Finally, FNO has overall the best performance. It is also the only

method that can capture the challenging Navier-Stokes equation.

Complexity

The complexity of the four methods are listed in Table 56. GNO and MGNO have
sampling. Their complexity depends on the number of nodes sampled J’. When
using the full nodes. They are still quadratic. LNO has the lowest complexity O(.J).
FNO, when using the fast Fourier transform, has complexity O(.J log J).

In practice. FNO is faster then the other three methods because it doesn’t have

the kernel network k. MGNO is relatively slower because of its multi-level graph

structure.
Complexity Time per epochs in training
GNO O(J"r?) 4s
LNO O(J) 20s
MGNO | >, O(J¢rE) ~ O(J) 8s
FNO (JlogJ) 4s

Table 56: Complexity (roundup to second on a single Nvidia V100 GPU).

Refinability

Refineability measures the number of parameters used in the framework. Table
57 lists the accuracy of the relative error on Darcy Flow with respect to different
number of parameters. Because GNO, LNO, and MGNO have the kernel networks,
the slope of their error rates are flat: they can work with a very small number of
parameters. On the other hand, FNO does not have the sub-network. It needs at a

larger magnitude of parameters to obtain an acceptable error rate.

Robustness

We conclude with experiments investigating the robustness of Fourier neural operator
to noise. We study: a) training on clean (noiseless) data and testing with clean and
noisy data, and b) training on clean (noiseless) data and testing with clean and noisy

data. When creating noisy data we map a to noisy a’ as follows: at every grid-point
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Number of parameters | 10? 104 10° 106

GNO 0.075 0.065 0.060 0.035
LNO 0.080 0.070 0.060 0.040
MGNO 0.070  0.050 0.040 0.030
FNO 0.200 0.035 0.020 0.015

Table 57: The relative error on Darcy Flow with respect to different number of
parameters. The errors above are approximated value roundup to 0.05. They are the
lowest test error achieved by the model, given the model’s number of parameters |6
is bounded by 103, 104, 105, 10° respectively.

x we set
a(z)" = a(z) + 0.1+ [|al|of,

where £ ~ N(0,1) is drawn i.i.d. at every grid point; this is similar to the setting
adopted in L. Lu, Meng, et al., 2021. We also study the 1d advection equation as an
additional test case, following the setting in L. Lu, Meng, et al., 2021 in which the

input data is a random square wave, defined by an R3-valued random variable.

Problems Training error Test (clean) Test (noisy)
Burgers 0.002 0.002 0.018
Advection 0.002 0.002 0.094
Darcy 0.006 0.011 0.012
Navier-Stokes 0.024 0.024 0.039
Burgers (train with noise) 0.011 0.004 0.011
Advection (train with noise) 0.020 0.010 0.019
Darcy (train with noise) 0.007 0.012 0.012
Navier-Stokes (train with noise) | 0.026 0.026 0.025

Table 58: Robustness to noise of the FNO method.

As shown in the top half of Table 58 and Figure 514, we observe the Fourier neural
operator is robust with respect to the (test) noise level on all four problems. In
particular, on the advection problem, it has about 10% error with 10% noise. The
Darcy and Navier-Stokes operators are smoothing, and the Fourier neural operator
obtains lower than 10% error in all scenarios. However the FNO is less robust on the
advection equation, which is not smoothing, and on Burgers equation which, whilst

smoothing also forms steep fronts.

A straightforward approach to enhance the robustness is to train the model with

noise. As shown in the bottom half of Table 58, the Fourier neural operator has
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no gap between the clean data and noisy data when training with noise. However,
noise in training may degrade the performance on the clean data, as a trade-off. In
general, augmenting the training data with noise leads to robustness. For example,
in the auto-regressive modeling of dynamical systems, training the model with noise
will reduce error accumulation in time, and thereby help the model to predict over
longer time-horizons (Pfaff et al., 2020). We also observed that other regularization
techniques such as early-stopping and weight decay improve robustness. Using a

higher spatial resolution also helps.

The advection problem is a hard problem for the FNO since it has discontinuities;
similar issues arise when using spectral methods for conservation laws. One can
modify the architecture to address such discontinuities accordingly. For example,
Wen et al., 2021 enhance the FNO by composing a CNN or UNet branch with
the Fourier layer; the resulting composite model outperforms the basic FNO on
multiphase flow with high contrast and sharp shocks. However the CNN and UNet
take the method out of the realm of discretization-invariant methods; further work
is required to design discretization-invariant image-processing tools, such as the

identification of discontinuities.
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Figure 514: Robustness on Advection and Burgers equations. (a) The input of
Advection equation (s = 40). The orange curve is the clean input; the blue curve is
the noisy input. (b) The output of Advection equation. The green curve is the ground
truth output; the orange curve is the prediction of FNO with clean input (overlapping
with the ground truth); the blue curve is the prediction on the noisy input. Figure (c)
and (d) are for Burgers’ equation (s = 1000) correspondingly.
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5.8 Conclusions

We have introduced the concept of Neural Operator, the goal being to construct a
neural network architecture adapted to the problem of mapping elements of one
function space into elements of another function space. The network is comprised of
four steps which, in turn, (1) extract features from the input functions, (ii) iterate a
recurrent neural network on feature space, defined through composition of a sigmoid
function and a nonlocal operator, and (iii) a final mapping from feature space into

the output function.

We have studied four nonlocal operators in step (iii), one based on graph kernel
networks, one based on the low-rank decomposition, one based on the multi-level
graph structure, and the last one based on convolution in Fourier space. The designed
network architectures are constructed to be mesh-free and our numerical experiments
demonstrate that they have the desired property of being able to train and generalize
on different meshes. This is because the networks learn the mapping between
infinite-dimensional function spaces, which can then be shared with approximations
at different levels of discretization. A further advantage of the integral operator
approach is that data may be incorporated on unstructured grids, using the Nystrom
approximation; these methods, however, are quadratic in the number of discretization
points; we describe variants on this methodology, using low rank and multiscale ideas,
to reduce this complexity. On the other hand the Fourier approach leads directly
to fast methods, linear-log linear in the number of discretization points, provided
structured grids are used. We demonstrate that our methods can achieve competitive
performance with other mesh-free approaches developed in the numerical analysis
community. Specifically, the Fourier neural operator achieves the best numerical
performance among our experiments, potentially due to the smoothness of the
solution function and the underlying uniform grids. The methods developed in the
numerical analysis community are less flexible than the approach we introduce here,
relying heavily on the structure of an underlying PDE mapping input to output; our

method is entirely data-driven.

Future Directions

We foresee three main directions in which this work will develop: firstly as a
method to speed-up scientific computing tasks which involve repeated evaluation
of a mapping between spaces of functions, following the example of the Bayesian
inverse problem 5.7, or when the underlying model is unknown as in computer vision

or robotics; and secondly the development of more advanced methodologies beyond
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the four approximation schemes presented in Section 5.5 that are more efficient
or better in specific situations; thirdly, the development of an underpinning theory
which captures the expressive power, and approximation error properties, of the
proposed neural network, following Section 5.4, and quantifies the computational

complexity required to achieve given error.

New Applications

The proposed neural operator is a blackbox surrogate model for function-to-function
mappings. It naturally fits into solving PDEs for physics and engineering problems.
In the paper we mainly studied three partial differential equations: Darcy Flow, Burg-
ers’ equation, and Navier-Stokes equation, which cover a board range of scenarios.
Due to its blackbox structure, the neural operator is easily applied on other problems.
We foresee applications on more challenging turbulent flows, such as those arising
in subgrid models with in climate GCMs, high contrast media in geological models
generalizing the Darcy model, and general physics simulation for games and visual
effects. The operator setting leads to an efficient and accurate representation, and the
resolution-invariant properties make it possible to train on small resolution datasets

and evaluate on arbitrary resolutions.

The operator learning setting is not restricted to scientific computing. For example,
in computer vision, images can naturally be viewed as real-valued functions on 2D
domains and videos simply add a temporal structure. Our approach is therefore a
natural choice for problems in computer vision where invariance to discretization is

crucial. We leave this as an interesting future direction.

New Methodologies

Despite their excellent performance, there is still room for improvement upon
the current methodologies. For example, the full O(J?) integration method still
outperforms the FNO by about 40%, albeit at greater cost. It is of potential interest
to develop more advanced integration techniques or approximation schemes that
follows the neural operator framework. For example, one can use adaptive graph
or probability estimation in the Nystrom approximation. It is also possible to use a
basis other than the Fourier basis such as the PCA basis and the Chebyshev basis.

Another direction for new methodologies is to combine the neural operator in other
settings. The current problem is set as a supervised learning problem. Instead,
one can combine the neural operator with solvers (Pathak et al., 2020; Um, Ray-
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mond, et al., 2020), augmenting and correcting the solvers to get faster and more
accurate approximation. Similarly, one can combine operator learning with physics
constraints (S. Wang, H. Wang, and Perdikaris, 2021; Z. Li, Zheng, et al., 2021).

Theory

In this work, we develop a universal approximation theory (Section 5.4) for neural
operators. As in the work of L. Lu, Jin, and George Em Karniadakis, 2019 studying
universal approximation for DeepONet, we use linear approximation techniques. The
power of non-linear approximation (R. A. DeVore, 1998), which is likely intrinsic to
the success of neural operators in some settings, is still less studied, as discussed in
Section 5.3; we note that DeepOnet is intrinsically limited by linear approximation
properties. For functions between Euclidean spaces, we clearly know, by combining
two layers of linear functions with one layer of non-linear activation function, the
neural network can approximate arbitrary continuous functions, and that deep neural
networks can be exponentially more expressive compared to shallow networks
(Poole et al., 2016). However issues are less clear when it comes to the choice of
architecture and the scaling of the number of parameters within neural operators
between Banach spaces. The approximation theory of operators is much more
complex and challenging compared to that of functions over Euclidean spaces. It is
important to study the class of neural operators with respect to their architecture, i.e.
what spaces the true solution operators lie in, and which classes of PDEs the neural
operator approximate efficiently. We leave these as exciting, but open, research

directions.

5.9 Approximation Theory Results

We write N = {1,2,3,...} and Ny = N U {0}. Furthermore, we denote by | - |,
the p-norm on any Euclidean space. We say X" is a Banach space if it is a Banach
space over the real field R. We denote by || - ||+ its norm and by X™* its topological
(continuous) dual. In particular, X'* is the Banach space consisting of all continuous

linear functionals f : X — R with the operator norm

I fllas = sup |f(z)| < oo.
X

e
llzlx=1
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For any Banach space ), we denote by £(X’; )) the Banach space of continuous

linear maps 7" : X — ) with the operator norm

1Ty = sup || Tz||y < oo.
reX
llz]lx=1
We will abuse notation and write || - || for any operator norm when there is no

ambiguity about the spaces in question.

Letd € N. We say that D C R?is a domain if it is a bounded and connected open set
that is topologically regular i.e. int(D) = D. Note that, in the case d = 1, a domain
is any bounded, open interval. For d > 2, we say D is a Lipschitz domain if 0D can
be locally represented as the graph of a Lipschitz continuous function defined on an
open ball of R~!. If d = 1, we will call any domain a Lipschitz domain. For any
multi-index o € N¢, we write 9° f for the a-th weak partial derivative of f when it

exists.

Let D C R? be a domain. For any m € N, we define the following spaces

C(D)={f:D — R: fiscontinuous},
C™(D)={f:D—=R:0°f € C"™1*h(D) V0 < |a|; <m},
(D) = {f € Cn(D): s suplo"J(0)] < oo},

<laji<m gzeD

C™(D) = {f € C"(D) : 9*f is uniformly continuous V 0 < |a|; < m}

and make the equivalent definitions when D is replaced with R?. Note that any
function in C’m(D) has a unique, bounded, continuous extension from D to D and
is hence uniquely defined on 0D. We will work with this extension without further
notice. We remark that when D is a Lipschitz domain, the following definition for
C™(D) is equivalent

C™D)={f:D — R:3F € C"(R) such that f = F|p},

see Whitney, 1934; A. Brudnyi and Y. Brudnyi, 2012. We define C*(D) =
No_, C™(D) and, similarly, Cg°(D) and C*°(D). We further define

CX(D) ={f € C™(D) : supp(f) C D is compact}

and, again, note that all definitions hold analogously for R%. We denote by || - ||
Ci(D) — R the norm

[fllom = max sup[0®f(z)|

0<|ali<m zeD
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which makes C{™(D) (also with D = R<) and C™ (D) Banach spaces. For any
n € N, we write C'(D; R"™) for the n-fold Cartesian product of C'(D) and similarly
for all other spaces we have defined or will define subsequently. We will continue to
write || - ||cm for the norm on Cf*(D; R™) and C™(D; R") defined as

Ifllen = max_fsllon.
For any m € N and 1 < p < oo, we use the notation W™ (D) for the standard LP-
type Sobolev space with m derivatives; we refer the reader to Adams and Fournier,
2003 for a formal definition. Furthermore, we, at times, use the notation Wo’p(D) =
L*(D) and W™?2(D) = H™(D). Since we use the standard definitions of Sobolev
spaces that can be found in any reference on the subject, we do not give the specifics

here.

The Approximation Property

In this section we gather various results on the approximation property of Banach
spaces. The main results are Lemma 47 which states that if two Banach spaces have
the approximation property then continuous maps between them can be approxi-
mated in a finite-dimensional manner, and Lemma 51 which states the spaces in

Assumptions 34 and 35 have the approximation property.

Definition 40. A Banach space X has a Schauder basis if there exist some {p;}32, C
X and {c;}32, C X* such that

1. cj(pr) = 0, forany j, k € N,

2. 7115{)10 |z =0 ci(@)pjllx =0 forallx € X,
We remark that definition 40 is equivalent to the following. The elements {¢;}52, C
X are called a Schauder basis for X if, for each x € X, there exists a unique
sequence {c;}52; C R such that

lim o= aje;]lx = 0.
j=1
For the equivalence, see, for example Albiac and Kalton, 2006, Theorem 1.1.3.
Throughout this paper we will simply write the term basis to mean Schauder basis.
Furthermore, we note that if {¢}32, is a basis then so is {¢;/[|¢||x }52;, so we will

assume that any basis we use is normalized.
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Definition 41. Let X' be a Banach space and U € L(X;X). U is called a finite
rank operator if U(X) C X is finite dimensional.

By noting that any finite dimensional subspace has a basis, we may equivalently
define a finite rank operator U € £(X’; X') to be one such that there exists a number
n € Nand some {p;}7_; C X and {c;}}_; C & such that

n

Ua::ch(x)goj, Ve e X.
j=1
Definition 42. A Banach space X is said to have the approximation property (AP)
if, for any compact set K C X and ¢ > 0, there exists a finite rank operator
U: X — X such that

|le —Uzx||x <e, Vo e K.

We now state and prove some well-known results about the relationship between
basis and the AP. We were unable to find the statements of the following lemmas in

the form given here in the literature and therefore we provide full proofs.

Lemma 43. Let X be a Banach space with a basis then X has the AP.

Proof. Let{c;}32, C X* and {;}32,; C X be a basis for X'. Note that there exists
a constant C' > 0 such that, forany x € X and n € N,

J
I ZC; Jillx < sup > c@pslla < Cllell,

j=1
see, for example Albiac and Kalton, 2006, Remark 1.1.6. Assume, without loss of
generality, that C' > 1. Let K C X be compact and € > 0. Since K is compact, we
can find a number n = n(e, C') € N and elements 1, . .., y, € K such that for any
x € K there exists a number [ € {1,...,n} with the property that

o~ wil < 5

We can then find a number J = J(¢,n) € N such that

J

e ly; = cnlys)enllx
""" k=1

oolm
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Define the finite rank operator U : X — X by

Ua:—ZcJ x)p;, Ve e X.

Triangle inequality implies that, for any z € K,
o = Uz)|x < [lo— yzllx + e = Ulwllx + 1U(w) — Ul)]x

<_+||ZC] (y1) _C] )SDJHX

2¢
< 3 + Cllyr — z||x

<e€
as desired. ]

Lemma 44. Let X be a Banach space with a basis and ) be any Banach space.

Suppose there exists a continuous linear bijection T’ : X — ). Then ) has a basis.

Proof. Lety € )V and € > 0. Since T is a bijection, there exists an element x € X
so that Tz = y and T~ 'y = z. Since X has a basis, we can find {;}52, C X and
{c;}32, € &* and a number n = n(e, [|T||) € N such that

n

|z — ZC]( Jeilla < HTH

7j=1
Note that
ly=> " (T 'y Ty = | Tz — TZCJ D)ol < Tl =Y ej(x)pyllx < e
j=1 J=1 J=1

hence {T'p;}32, C Y and {¢;(T~")}52, C Y* form a basis for ) by linearity and
continuity of 7" and 7. O

Lemma 45. Let X be a Banach space with the AP and Y be any Banach space.
Suppose there exists a continuous linear bijection T’ : X — ). Then ) has the AP.

Proof. Let K C Y be a compact set and ¢ > 0. The set R = T"'(K) C X is
compact since 7! is continuous. Since X has the AP, there exists a finite rank
operator U : X — X such that

€
—-U < — Vo € R.
L
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Define the operator W : Y — Y by W = TUT'. Clearly W is a finite rank
operator since U is a finite rank operator. Let y € K then, since K = T'(R), there
exists z € R such that Tz = y and z = T~ 'y. Then

ly = Wylly = [Tz = TUz|y < |[T||[lz — Uz|lx <e,

hence ) has the AP. O

The following lemma shows than the infinite union of compact sets is compact if each
set is the image of a fixed compact set under a convergent sequence of continuous

maps. The result is instrumental in proving Lemma 47.

Lemma 46. Let X', ) be Banach spaces and F' : X — Y be a continuous map. Let
K C X be a compact set in X and {F,, : X — Y}°°, be a sequence of continuous

maps such that
lim sup |[F(z) — Fu(2)]ly = 0.

n—oo e K
Then the set -
W= Fu(K) U F(K)
n=1

is compact in ).

Proof. Let € > 0 then there exists a number N = N(¢) € N such that

sup | F(z) = Fu(@)lly < . W¥n > N.
zeK

Define the set N
Wy = | Fu(K) U F(K)
n=1
which is compact since F' and each F;, are continuous. We can therefore find
anumber J = J(e, N) € N and elements y;,...,y; € Wy such that, for any
z € W, there exists a number [ = [(2) € {1,...,J} such that
€

Iz = ully < &

Let y € W \ Wy then there exists a number m > N and an element z € K such
that y = F,(x). Since F'(x) € Wy, we can find a number [ € {1,..., J} such that
€

IF )~ ully < 5
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Therefore,

ly = wlly < [[Em(z) = F(@)lly + |F(2) —ully < e
hence {y; }3-]:1 forms a finite e-net for W, showing that 1 is totally bounded.

We will now show that W is closed. To that end, let {p,}3°, be a convergent
sequence in W, in particular, p, € W foreveryn € Nand p, — p € Y as
n — oo. We can thus find convergent sequences {z,}>>, and {«,}>°, such that
x, € K, o, € Ny, and p,, = F,, (x,,) where we define F := F'. Since K is closed,
lim z,, = ¢ € K thus, for each fixedn € N,

n—oo

lim F,, (x;) = F,, () € W

Jj—00
by continuity of F,, . Since uniform convergence implies point-wise convergence

p=lim F, (z)=F,(z) e W

n—o0

for some o € Ny thus p € W, showing that IV is closed. U]

The following lemma shows that any continuous operator acting between two Banach
spaces with the AP can be approximated in a finite-dimensional manner. The
approximation proceeds in three steps which are shown schematically in Figure 41.
First an input is mapped to a finite-dimensional representation via the action of a set
of functionals on X'. This representation is then mapped by a continuous function to
a new finite-dimensional representation which serves as the set of coefficients onto
representers of ). The resulting expansion is an element of ) that is e-close to the
action of G on the input element. A similar finite-dimensionalization was used in
(Bhattacharya et al., 2020) by using PCA on X to define the functionals acting on
the input and PCA on ) to define the output representers. However the result in
that work is restricted to separable Hilbert spaces; here, we generalize it to Banach

spaces with the AP.

Lemma 47. Let X', Y be two Banach spaces with the AP and let G : X — Y be
a continuous map. For every compact set K C X and € > 0, there exist numbers
J,J'" € N and continuous linear maps Fy : X — R’, G : R — Y as well as
@ € C(R7;R”") such that

sup [|G(z) = (G @ o Fy)(@)lly < e
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Furthermore there exist wy, ..., w; € X* such that F; has the form
Fy(z) = (wi(z),. .., wy(z)), Vee X

and there exist 31, ...,y € Y such that G j has the form

J/

Gpv)=> vB;, YweR”

J=1

If Y admits a basis then {§;}]_, can be picked so that there is an extension
{B;}521 C ¥ which is a basis for Y.

Proof. Since X has the AP, there exists a sequence of finite rank operators {U- :
X — X'}22, such that

lim sup ||z — UXz|/x = 0.
n—>oom€K

Define the set .
Z=|JUNK)UK
n=1

which is compact by Lemma 46. Therefore, G is uniformly continuous on Z hence
there exists a modulus of continuity w : R>, — R>( which is non-decreasing and

satisfies w(t) — w(0) = 0 as t — 0 as well as
1G(21) = G(22)lly Sw(llzr — z2llx) Va2 € Z.

We can thus find, a number N = N (€) € N such that

NN NG

supw(”x — Uf\foX)g
zeK

Let J = dim U (X) < oo. There exist elements {a;}7_, C X and {w;}/_, C X*
such that

J
Unt = ij(x)ozj, Ve € X.
=1
Define the maps F7' : X — R’ and G : R/ — X by
Ff(x) = (wi(2),...,ws(z)), Ve e X,

J
G¥(v) = Zvjaj, Vv € R,
j=1
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noting that Uy = G7 o F¥. Define the set W = (G o Uy )(X) C Y which is

clearly compact. Since ) has the AP, we can similarly find a finite rank operator
Uy, : Y — Y with J' = dim U%(Y) < oo such that

€
sup [ly — Uzylly < 5
yew

Analogously, define the maps F'}, : J — R’ and GY, : R’ — Y by

Foy) =(a),....ar(y), Vyed,

G%(U) = Zvj6j7 Yv € RJ/

=1

for some {ﬁj}le C Y and {qj}f:1 C Y* such that U, = G, o 3. Clearly if
admits a basis then we could have defined F}f and G?]’, through it instead of through
U?. Define ¢ : R/ — R’ by

ov) = (FoGoG)(v)., VweR’

which is clearly continuous and note that G%, o po Fi¥ = U,0GoUR. Set F; = F¥
and Gy = G?,}/ then, for any x € K,

IG(z) = (G opo Fy)()lly < [1G(x) — G(UN )y
+G(Uxz) = (Uy 0G0 UR)(@)lly

<w(llz = Ugzllx)+sup ly = Upylly
yeW

<e€

as desired. ]

We now state and prove some results about isomorphisms of function spaces defined

on different domains. These results are instrumental in proving Lemma 51.

Lemma 48. Let D, D’ C R? be domains. Suppose that, for some m € Ny, there
exists a C™-diffeomorphism 1 : D' — D. Then the mapping T : C™(D) — C™(D")
defined as

T(f)(x) = f(r(z)), VfeC™D), z€D

is a continuous linear bijection.
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Proof. Clearly T is linear since the evaluation functional is linear. To see that it is
continuous, note that by the chain rule we can find a constant ) = Q)(m) > 0 such
that

IT(Hllen < QUrllcnl fllem, — Vf € C™(D).

We will now show that it is bijective. Let f,g € C™(D) so that f # g. Then
there exists a point z € D such that f(z) # g(z). Then T(f)(7~'(z)) = f(x) and
T(g)(~Y(x)) = g(x) hence T(f) # T(g) thus T is injective. Now let g € C™(D")
and define f : D — Rby f = go 7L Since 771 € C™(D; D’), we have that
f € C™(D). Clearly, T(f) = g hence T is surjective. O

Corollary 49. Let M > 0 and m € Ny. There exists a continuous linear bijection
T :C™([0,1]%) — C™([—M, M]?).

Proof. Let 1 € R? denote the vector in which all entries are 1. Define the map

7:R? — RY by
1 1
() = ol Yz € RY. (5.45)

Clearly 7 is a C*°-diffeomorphism between [— M, M]¢ and [0, 1]? hence Lemma 48
implies the result. O

Lemma 50. Let M > 0 and m € N. There exists a continuous linear bijection

T WmL((0,1)4) — Wt ((— M, M)).

Proof. Define the map 7 : R? — R? by (5.45). We have that 7((—M, M)?) =
(0,1)4. Define the operator T by

Tf=for, Ve wm™i((0,1)%).

which is clearly linear since composition is linear. We compute that, for any 0 <
lal; < m,

0*(for) = (2M) (@ f) o,

hence, by the change of variables formula,

T fllwmcorrans = > @M)TM0 £ 11 o.00).

0<|al1<m

We can therefore find numbers C', C5 > 0, depending on M and m, such that

Cill fllwma o2y < 1T fllwma—aeanay < Coll fllwmao,1ya)-
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This shows that T : W™1((0,1)%) — W™!((—M, M)?) is continuous and injective.
Now let g € W™ ((—M, M)?) and define f = g o 7~1. A similar argument shows
that f € W™1((0,1)%) and, clearly, T'f = g hence T is surjective. ]

We now show that the spaces in Assumptions 34 and 35 have the AP. While the
result is well-known when the domain is (0, 1) or RY, we were unable to find any
results in the literature for Lipschitz domains and we therefore give a full proof
here. The essence of the proof is to either exhibit an isomorphism to a space that
is already known to have AP or to directly show AP by embedding the Lipschitz
domain into an hypercube for which there are known basis constructions. Our proof
shows the stronger result that WP (D) for m € Ny and 1 < p < oo has a basis, but,
for C™(D), we only establish the AP and not necessarily a basis. The discrepancy
comes from the fact that there is an isomorphism between W™?(D) and W™P(IR%)
while there is not one between C™ (D) and C™(RY).

Lemma 51. Let Assumptions 34 and 35 hold. Then A and U have the AP.

Proof. It is enough to show that the spaces W™ ?(D), and C™(D) forany 1 < p <
oo and m € Ny with D C R¢ a Lipschitz domain have the AP. Consider first the
spaces WOP(D) = LP(D). Since the Lebesgue measure on D is o-finite and has no
atoms, L”(D) is isometrically isomorphic to L?((0, 1)) (see, for example, Albiac and
Kalton, 2006, Chapter 6). Hence by Lemma 45, it is enough to show that L?((0,1))
has the AP. Similarly, consider the spaces W™ ?(D) for m > 0 and p > 1. Since
D is Lipschitz, there exists a continuous linear operator W™?(D) — W™Pr(R?)
Stein, 1970, Chapter 6, Theorem 5 (this also holds for p = 1). We can therefore
apply Pelczynski and Wojciechowski, 2001, Corollary 4 (when p > 1) to conclude
that WP (D) is isomorphic to L?((0,1)). By Albiac and Kalton, 2006, Proposition
6.1.3, LP((0,1)) has a basis hence Lemma 43 implies the result.

Now, consider the spaces C™(D). Since D is bounded, there exists a number
M > 0 such that D C [-M, M]¢. Hence, by Corollary 49, C™([0,1]%) is iso-
morphic to C™([—M, M]¢). Since C™([0,1]¢) has a basis Ciesielski and Dom-
sta, 1972, Theorem 5, Lemma 44 then implies that C™([—M, M]?) has a ba-
sis. By Fefferman, 2007, Theorem 1, there exists a continuous linear operator
E : C™(D) — C*(R?) such that E(f)|p = f forall f € C(D). Define the re-
striction operators Ry, : C/(R?) — C™([-M, M]%) and Rp : C™([—M, M]?) —
C™(D) which are both clearly linear and continuous and ||Ry|| = ||Rp| = 1.
Let {c;}32, C (C™([-M, M]%))" and {¢;}32, C C™([—M, M]?) be a basis for

j=1
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C™([—M, M]%). As in the proof of Lemma 43, there exists a constant C; > 0 such
that, for any n € Nand f € C™([-M, M]?),

| Z ci(f)eillem—mansy < Cillfllem = ama)-

Suppose, without loss of generality, that Oy || E|| > 1. Let K C C™(D) be a compact
setand ¢ > 0. Since K is compact, we can find a number n = n(¢) € N and elements
Y1, ---,Yn € K such that, for any f € K there exists a number [ € {1,...,n} such

that
€

Forevery | € {1,...,n}, define g; = Ry (E(y;)) and note that g, € C™([— M, M]%)
hence there exists a number JJ = .J(e,n) € N such that

J

€
. N o <&
ZE?}?,}? ”gl ;CJ(QZ)SOJHC ([=M,M]d) = 3

Notice that, since y;, = Rp(g;), we have

J
hax lye = > ¢ (R (Ew))) Ro () llompy <
..... —
J
2ol max ng > ci(g)eillom-arane
7777 j:l
€
< —.
-3

Define the finite rank operator U : C™(D) — C™(D) by
J —
=> ¢ (Ru(E(f)Rplp;),  VfeC™(D).
j=1

We then have that, for any f € K,

If = Ufllemipy < Nf = wllempy + lve = Unillempy + 10Uy — U fllompy

J
2¢
< S+ e (Ru(Ew — ) @illomerna
j=1
2¢
< 5 + ClBRM(E(y = N)llom e
2¢
<5+ CillEllllye = fllem(p)

<e,



233
hence C™(D) has the AP.

We are left with the case W™1(D). A similar argument as for the C™(D) case holds.
In particular the basis from Ciesielski and Domsta, 1972, Theorem 5 is also a basis
for W™1((0,1)?). Lemma 50 gives an isomorphism between W™1((0,1)¢) and
Wml((—M, M)?) hence we may use the extension operator W™!(D) — W™ (R9)
from Stein, 1970, Chapter 6, Theorem 5 to complete the argument. In fact, the same
construction yields a basis for W™1(D) due to the isomorphism with W™!(R9),

see, for example Petczynski and Wojciechowski, 2001, Theorem 1. [l

Representation Theorems

In this section, we prove various results about the approximation of linear functionals
by kernel integral operators. Lemma 52 establishes a Reisz-representation theorem
for C". The proof proceeds exactly as in the well-known result for W"? but, since
we did not find it in the literature, we give full details here. Lemma 53 shows that
linear functionals on WP can be approximated uniformly over compact set by
integral kernel operators with a C'*° kernel. Lemmas 55 and 56 establish similar
results for C' and C"™ respectively by employing Lemma 52. These lemmas are
crucial in showing that NO(s) are universal since they imply that the functionals
from Lemma 47 can be approximated by elements of [O.

Lemma 52. Let D C R? be a domain and m € Ny. For every L € (C™ (D))" there

exist finite, signed, Radon measures {\q }o<|a|,<m such that

L(f)y= ) /_8afd)\a, Vf e C™(D).

0<|al1<m D

Proof. The case m = 0 follow directly from Leoni, 2009, Theorem B.111, so we
assume that m > 0. Let . . ., &y be an enumeration of the set {av € N? : |a]; <
m}. Define the mapping T : C™(D) — C(D;R”) by

Tf=(0°f,...,0%f), YfeC™D).

Clearly | T'f||c(pr7) = ||f|lcm(p) hence T is an injective, continuous linear operator.
Define W := T(C™(D)) c C(D;R’) then T~ : W — C™(D) is a continuous
linear operator since 7" preserves norm. Thus W = (71) ~H(C™(D)) is closed as
the pre-image of a closed set under a continuous map. In particular, 11 is a Banach
space since C'(D;R”) is a Banach space and T is an isometric isomorphism between

Cm(D) and W. Therefore, there exists a continuous linear functional L € W* such
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that
L(f)=L(Tf),  VfeC™D).

By the Hahn-Banach theorem, L can be extended to a continuous linear functional
L € (C(D;RY))" such that ||L||gm(py)- = | Lllw+ = || L]l (c(pm))- We have that

L(f)=L(Tf) = L(Tf), VfeC™(D).

Since
J J

(C(D:R7))™= X (C(D))

j=1 j=

I

(D),
1
we have, by applying Leoni, 2009, Theorem B.111 .J times, that there exist finite,

signed, Radon measures {\, }o<|a|, <m such that

L(TH= > /Daafdxa, Vf € C™(D)

0<|a|1<m

as desired. O]

Lemma 53. Let D C R? be a bounded, open set and L € (W™P(D))* for some
m > 0and 1 < p < oo. For any closed and bounded set K C W™ (D) (compact
ifp=1)and e > 0, there exists a function k € C°(D) such that

sup |L(u) —/ ru dzx| < e.
D

ueK

Proof. First consider the case m = 0 and 1 < p < co. By the Reisz Representation
Theorem Conway, 2007, Appendix B, there exists a function v € L?(D) such that

L(u) = /D vu dz.

Since K is bounded, there is a constant M/ > 0 such that
sup ||ul|r < M.
ueK
Suppose p > 1, so that 1 < ¢ < oo. Density of C°(D) in LY(D) Adams and
Fournier, 2003, Corollary 2.30 implies there exists a function x € C°(D) such that
€
||U — KJHLq < M
By the Holder inequality,

|L(u) —/ rudx| < ||u||rel|v — K||lLe < €.
D
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Suppose that p = 1 then ¢ = oo. Since K is totally bounded, there exists a number
n € N and functions g1, ..., g, € K such that, for any u € K,

lw = gillz <
3wz

forsomel € {1,...,n}. Let,, € C°(D) denote a standard mollifier for any n > 0.
We can find 7 > 0 small enough such that

€

max } Hwn * gl — ngLl <

le{l,...,n 9H'UHLoo

Define f = ¢, x v € C(D) and note that || f|| = < ||v| 1. By Fubini’s theorem,
we find

€

[ (= odsl = [ o0 - 00 do < ol + 1~ gl < ¢
D D

Since g; € L'(D), by Lusin’s theorem, we can find a compact set A C D such that

€
max gl dr < - :
lef{1,...n} /D\A| | 18”UHLOO

Since C2°(D) is dense in C'(D) over compact sets Leoni, 2009, Theorem C.16, we
can find a function k € C2°(D) such that

€
ilelglﬁ(w) — f@)] < oiI

and ||k||pe < ||fllz= < ||v||L. We have

[ (= vl s/A\(n—v)gﬂdx+/D\A1<n—v>gl|dx

S/A\('f—f)glldﬂf+/D!(f—v)gz|d95+2||v||Loo/D\A o da

2¢

< sup|r(z) = f(@)lllgillr + 5
T€EA

<€
3.
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|L(u)—//iudx|S|/vudx—/vgldx\—|—|/vgldx—//iudx|
D D D D D

< flollz=lle — allz: + | / e da — / g dal
D D

+|//<aglda:—/vgldx]
D D

< £ Il = glls + | [ (5= 0)gnda
D

2e

3

< €.

< = vl llu = gl o

Suppose m > 1. By the Reisz Representation Theorem Adams and Fournier,

2003, Theorem 3.9, there exist elements (v, )o<|af,<m Of LY(D) where a €

multi-index such that

L(u) = Z /Dvaaauda:.

0<|al1<m

Since K is bounded, there is a constant A/ > 0 such that

sup |lu|lwms < M.
ue K

N%is a

Suppose p > 1, so that 1 < ¢ < oo. Density of C3°(D) in L(D) implies there exist

functions ( fa)o<|al,<m in C2°(D) such that

€

a Vo e < ——=
1o = vallze < 51

where J = [{a € N : |a|; < m}|. Let
R = Z (_1)‘allaafa
0<|a]1<m
then, by definition of a weak derivative,
/mudx: Z (—1)“'1/0afaudx: Z /faﬁaudx.
D 0<|a]1<m D 0<|al1<m D
By the Holder inequality,
€
L — dx| < 0a pllfa — Vallpa < M —
2w~ [ rudal < 3 ol =l <MY 55

0<]a|1<m 0<]al1<m

= €.



237
Suppose that p = 1 then ¢ = co. Define the constant C, > 0 by
Cy = Z [vall Lo
0<|a|1<m

Since K is totally bounded, there exists a number n € N and functions g1, ..., g, €

K such that, for any v € K,

€
3C,

llu — gillwma <

forsomel € {1,...,n}. Lety,, € C°(D) denote a standard mollifier for any n > 0.
We can find 7 > 0 small enough such that

mo?xle?ll?i{n} 14 * Oagi — agullzr <

€
9C,
Define f, = ¢, *v, € C(D) and note that || f,|| L= < ||va||Le. By Fubini’s theorem,
we find

Z |/ (fa - Uoc)aagl dZL‘| = Z |/ Uoc(¢77 * Oagl — aozgl) dl’|
0<laji<m YD 0<laji<m Y P

< Y vallzelltby * Oagi — Oagillr

0<|a[1<m
< €
9’

Since d,g; € L'(D), by Lusin’s theorem, we can find a compact set A C D such

that
€

18C,"

max max / |0agi] dz <
a le{l,...n} Jp\A

Since C2°(D) is dense in C'(D) over compact sets, we can find functions w, €
C2°(D) such that

€
— <
ilelg\wa(x) fa(z)] < Ei
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where J = [{a € N?: |a|; < m}|and ||wa||re < |[fallze < ||vallz~. We have,

> /! Va)0agi| = (/! o — Ua)Oagi|d

0<|a\1<m 0<\a|1<m

+/D\A‘<wa_va)aagl’dx>
( / (wa — fu)ugt] da

O<\a|1<m

+ [ 1o = wdoual 4o+ 2l | |aagl|dx)
D D\A

2¢

< D swlwa@) = fa(@)l0agille + 5

Let

k=Y (=1 9w,

0<|al1<m

then, by definition of a weak derivative,

/D/iudx: Z (— )lah/awaudx— Z /woﬁudx.

0<|al1<m 0<|af1<m
Finally,
|L(u )—/ﬁudx]< Z /]vaa U — weOpul| dx
0<|al1<m
< (/|va(3u— 0aq1)| dz
0<lal <m

+ / V00091 — WaOuu dx)
D

< ¥ (||va||m||u—gz||wm,1+ [ ltva = w)oal o
D

0<|a|1<m
+/ |(aagl - aozu>wa| dl’)
D
2¢
<%+t [wallzel|u = gillwma
0<]a1<m
<€
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Lemma 54. Let D C R? be a domain and L € (C™(D))" for some m €
No. For any compact set K C C™(D) and ¢ > 0, there exists distinct points

Yils -« Ylngs - - - Ygn, € D and numbers ci1, ..., Cin,, ..., Cin, € Rsuch that
J nj
sup |L(u) ZZc]ka Tu(y)| < e
ueK =1 k=1
where auy, . .., oy is an enumeration of the set {o € Nd : 0 < |a]; < m}.

Proof. By Lemma 52, there exist finite, signed, Radon measures {\, }o<|a|, <m Such
that

Lu)= Y [ 0ud\, VYueC™(D).
0<lafi<m ” P
Let oy, ...,  be an enumeration of the set {« € N : 0 < |a|; < m}. By weak
density of the Dirac measures Bogachev, 2007, Example 8.1.6, we can find points
Yils -y Yings - s YJls - - - Ysn, € D as well as numbers cy1, ..., ¢, € R such

that .
y/ 0%udra, — Y epdu(y)| < f], Yu € C™(D)
D k=1

forany j € {1,..., J}. Therefore,

J J n
Qi o € —
'Z/Da wdh, =Y e uly) <5 Vue (D)
j:l jzl k=1
Define the constant ;
n;
= > el
j=1 k=1
Since K is compact, we can find functions g1, ..., gy € K such that, for any u € K,
there exists [ € {1,..., N} such that
v~ aller < 55

Suppose that some y;;, € 0D. By uniform continuity, we can find a point ;, € D
such that

Qi . g
5 107 90) = )| <

J ny
= Z k0™ u(y;r)
=1

=1 k=1

Denote
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and by S(u) the sum S(u) with y;; replaced by 7/;;. Then, for any u € K, we have

| L(u) — S*(u)| < |L( ) = S(u)| + |S(u) — S(u)|
Sy |cik0%u(Fjr) — cir0“u(y;r)|

o |

< 4_1 + lej0™ u(Gjn) — 0™ gi(Fjr)|
+ k0% gi(Fr) — cn0Mu(y)|

< 2 + ekl l|lw = gillem + 1¢k0% gi(Gjk) — cik0% gi(y;in)|
+ 1ek0% gi(yji) — w0 u(yi)|

;L + 2lcsillu = gillem + |ewl[0% gi(Fn) — 0% guly;n)]

€.

IN

Since there are a finite number of points, this implies that all points y;;, can be
chosen in D. Suppose now that y;;, = y,, for some (7, k) # (q,p). As before, we
can always find a point 7, distinct from all others such that

0% “
1 ) = 9150 < g5

Repeating the previous argument then shows that all points y;;, can be chosen

distinctly as desired. ]

Lemma 55. Let D C RY be a domain and L € (C(D))* For any compact set
K C C(D) and € > 0, there exists a function € C°(D) such that

sup | L(u) —/ ku dx| < e.
D

ueK

Proof. By Lemma 54, we can find points distinct points vy, ..., y, € D as well as
numbers cq, . .., ¢, € R such that

sup |L(u Z ciu(yy)| < €

ueK ! = 3
Define the constants .

Q= lel-
j=1

Since K is compact, there exist functions ¢, ..., g; € K such that, for any u € K,
there exists some [ € {1,...,J} such that

u=allc < g
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Let 7 > 0 be such that the open balls B, (y;) C D and are pairwise disjoint. Let
¥, € C>(R?) denote the standard mollifier with parameter n > 0, noting that
supp ¢, = B,.(0). We can find a number 0 < v < r such that

€
max | [ 0, (o~ )ale) do - ()| <
D
Define s : R? — R by
x) = chwy(:c — i), Vo € R
=1

Since supp ¥, (- — y;) € B,(y;), we have that x € C°(D). Then, for any u € K,

L)~ [ wudel < |2 ch y]\+|2cj () //wdxl
D
_—+Z|c]\|uyj /wn (@) do

< £+ ulw) — alw)l + ) - /D e = y)u(z) dal

/\

< S nQllu - alle +Q; anly;) — /D Yol — yy)au(a) da]

1 [ o )00 i)

5 +nQllu—gllc +nQz—

+ Qllgr — ull Uy (
g1 Uc;/D z

2¢
= = +20Qu — gl

=€

w

Q

where we use the fact that mollifiers are non-negative and integrate to one. [

Lemma 56. Let D C R? be a domain and L € (C™(D))". For any compact set

K C C™(D) and € > 0, there exist functions k1, . . ., k; € C>°(D) such that
sup | L(u k;0%udr| < e

where vy, . .., oy is an enumeration of the set {o € Nd : 0 < |a]; < m}.
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Proof. By Lemma 54, we find distinct points y11,...,Yin,s---,Ysn, € D and

numbers c¢i1, ..., Cj,, € R such that
J nj p
sup | L(u cik0%u(yr)| < =.
ueK Z ! ! 2

=1 k=1

Applying the proof of Lemma 56 J times to each of the inner sums, we find functions
Ki,...,ky € C(D) such that

Qi €
JG?II%}.(,;J} | / rj0%udr — ;Cﬂka u(y;n)| < 37
Then, for any u € K
J
| L(u) — Z/ k;0%u dx|
i=17P
J nj
<L) = D0 Y end™ulyz)]
j=1 k=1
J n
+2| / 0% de =) | cpd™uly)|
j=1 7P k=1
<e€
as desired. -

NO Approximation

The following lemmas show that the three pieces used in constructing the approxi-
mation from Lemma 47, which are schematically depicted in Figure 41, can all be
approximated by NO(s). Lemma 57 shows that F); : A — R can be approximated
by an element of 10 by mapping to a vector-valued constant function. Similarly,
Lemma 59 shows that G;» : R”" — I can be approximated by an element of 10 by
mapping a vector-valued constant function to the coefficients of a basis expansion.
Finally, Lemma 60 shows that NO(s) can exactly represent any standard neural

network by viewing the inputs and outputs as vector-valued constant functions.

Lemma 57. Let Assumption 34 hold. Let {c;}"_; C A* for some n € N. Define the
map F : A — R" by

F(a) = (ai(a),. .., cu(a)), Va € A.
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Then, for any compact set K C A, o € Ay, and € > 0, there exists a number L € N

and neural network k € Np(o; R? x RY R"™1) such that

supsup |F(a) — /D/i(y, z)a(zr) dzl; <e.

Proof. Since K is bounded, there exists a number M > 0 such that

sup ||lalj4 < M.
a€eK
Define the constant
Q: M, A=Wmr(D)
|\ MIpl, A=c(D)
and let p = 1if A = C(D). By Lemma 53 and Lemma 55, there exist functions
fi,-- ., fn € C(D) such that

max _sup |¢;(a / [

JE{L,...,n} aeK

Since o € Ay, there exits some L € N and neural networks ¢y, . .., 1, € Np(o;R?)

such that

maX |WJ f]’”CS 1
Je{1,..., 20nr

By setting all weights associated to the first argument to zero, we can modify each

neural network 1; to a neural network ¢; € Nz (o; R? x R?) so that

Yy, ) = vi(x)1(y),  Vy,x €R%

Define x € Np(0;R? x RY R"*!) by

’%(yv .Z') = [¢1(y7 $)7 tee 7wn(y7 x)]T

Then for any @ € K and y € D, we have

Fl@)~ [ sty adw—m - [ 1wyata) dop
gzp—lz:]cj /fjadx|p+|/ —¢;)adzl?

€P _
<5+ 22" 'nQ"|| f; — ;I

<é

and the result follows by finite dimensional norm equivalence. U
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Lemma 58. Suppose D C R? is a domain and let {c;}!_, C (C™(D))" for some
m,n € N. Define the map F : A — R" by

F(a) = (a(a),. .., ca(a)), Va € C™(D).

Then, for any compact set K C C' m(D), o € Ay, and € > 0, there exists a number
L € N and neural network r € Np(o; R? x RY R™7) such that

sup sup | F'(a) — /D k(y, ) (0% a(z),...,0%a(x)) dzf; <€

CLEK yED

where vy, . .., oy is an enumeration of the set {o € N? : 0 < |a]; < m}.

Proof. The proof follows as in Lemma 57 by replacing the use of Lemmas 53 and
55 by Lemma 56. O

Lemma 59. Let Assumption 35 hold. Let {;}}_, C U for some n € N. Define the
map G : R™ — U by

G(w) = ij<pj, Yw € R".
j=1

Then, for any compact set K C R", o € A,,,, and € > 0, there exists a number

L € N and a neural network k € Np(o;RY x RY  R'™™) such that

sup ||G(w) — /D/ K(- z)wl(z) dz|y < e.

weK

Proof. Since K C R" is compact, there is a number M > 1 such that

sup |w|; < M.
weK

If U = LP*(D'), then density of C>°(D') implies there are functions 1), . .., 4, €
C*>(D') such that

ax |o; — il < —
max P — Y, —.
je{l,..n} ¥i I = oM

Similarly if U = W™2#2(D’), then density of the restriction of functions in C>(R®')
to D’ Leoni, 2009, Theorem 11.35 implies the same result. If i/ = C™2(D') then
we set 1); = @, forany j € {1,...,n}. Define & : RY x RY — R™*" by

) 1 - -
H(y,.lf) = ’D/‘ [wl(y)a s 72/}71(?/)]
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Then, for any w € K,
IG(w) = [ &yt (o) dalhe =Y wyes = 3wl
j=1 j=1

n
<> lwillle; = &5l
j=1

€
< —.
-2
Since o € A,,,, there exists neural networks ¢y, ..., 4, € Ni(o;R?) such that
€
max H¢j ijCmQ < N
""" } 2nM (J|D'|)rz

where, if U = C™2(D'), we set J = 1/|D’| and p, = 1, and otherwise J = |[{a €
N¢: |al; < my}|. By setting all weights associated to the second argument to zero,
we can modify each neural network v); to a neural network ¥; € N;(o; R x R?)
so that

Yy, x) = ;(y)1(z), vy, z € RY.
Define x € N;(o;RY x RY , R'™*") as

1

= W[wl(y,l'), Uy, ).

Ky, o)

Then, for any w € R",
| oot de = 3" wsw)
j=1

We compute that, for any j € {1,...,n},
1 ~
| D[Pz |5 = jllome, U= LP2(D')
15 = ¥sllu <  UID' NP2 105 = dylloma, U = W22 (D)
15 = P5llcma, U=Ccm(D')

hence, for any w € K,

N

| N Ry, D)wl(z) de =Y witdyllu < wjllvy — byl <
P =1
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By triangle inequality, for any w € K, we have
IGw) ~ [ rleopwt(e) el < [Glw) ~ [ &)t ) dell
D D
+1 [ R(,z)wl(x)dx — / k(- z)wl(x) dx||y

D

as desired. O]

Lemma 60. Let N.d,d',p,q € N, m,n € Ny, D C RP and D' C R? be domains
and o1 € Afn. For any ¢ € NN(Ul;Rd,Rd/) and 09,03 € A, there exists a
G € NOy (o1, 09,03; D, D’,Rd,Rd/) such that

o(w) = G(wl)(z), Vw € R, Vz € D',

Proof. We have that
gp(x):WNcrl(...Wlal(ng+b0)+b1...)+bN, \V/fL’GRd

where W, € R%xd ¥, € Raxdo Wy € R¥*-1 and b, € R, b, €
R% ... by € R for some dy,...,dy_1 € N. By setting all parameters to zero

except for the last bias term, we can find £(*) € N (o9; R? x RP, R%*9) such that

1
Ko(ﬂf,y> = WWOa ‘v’x,y € RP.

Similarly, we can find bo € N, (o2; RP, R%) such that
bo(x) = by, Vo € RP.
Then
/D/@O(y, z)wl(z) dz + b(y) = (Wow + bo)1(y), vw € RY, Vy € D.

Continuing a similar construction for all layers clearly yields the result. 0
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Chapter 6

CONDITIONAL SAMPLING WITH MONOTONE GAN(S)

6.1 Introduction

Consider inputs £ € R" and outputs y € R™ distributed according to a joint
probability measure v(dx, dy). We introduce a method called monotone generative
adversarial networks (MGANS) to sample the conditional measure v(dy|z*) given
any input £* € R", by constructing a map F(x*, -) that pushes forward a reference

measure 7(dy) to v(dy|x*).

Conditional sampling is a fundamental task for machine learning and statistics
as it provides a way of quantifying uncertainty in predicted outputs. Standard
supervised learning (SL) algorithms approximate the conditional expectation of y
given x, for instance via regression Hastie, Tibshirani, and Friedman, 2009, but
do not fully characterize the uncertainty in the output. Probabilistic methods, in
particular Bayesian techniques, improve on this by characterizing the distribution
of y|x. To do so, most Bayesian approaches require prior information about the
process generating  and y, such as a (parametric) model for the distribution of
y|x. These prior assumptions are often impossible to verify in practice, and hence
model selection techniques are often employed to choose the “best” model within a

specified class.

In contrast, recent unsupervised learning methods such as generative adversarial
networks (GANs) Goodfellow et al., 2014; Nowozin, Cseke, and Tomioka, 2016;
Arjovsky, Chintala, and Bottou, 2017; Gui et al., 2020, normalizing flows (NFs)
Kobyzev, Prince, and Brubaker, 2020; Papamakarios, Nalisnick, et al., 2019 and
variational autoencoders (VAEs) Doersch, 2016 have been remarkably successful
at sampling complex and high-dimensional probability distributions under minimal
assumptions on the underlying models for the data. Put simply, these generative
methods train a map T that pushes forward a reference measure 7 to the target
distribution v. (In some cases, such as VAEs and GANSs, the measure 7 is usually
supported on a lower-dimensional space than v.) The map T is often parameterized
with a neural network and is trained using a data set consisting of samples from v,
without any explicit assumptions on the relationship between y and x. Generative

models are typically not designed with conditional sampling in mind, however,
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and to our knowledge—with a few recent exceptions (e.g., Lindgren, Whang, and
Dimakis (2020), as discussed in Section 6.3)—it is not possible to utilize the map T
constructed by GANs or VAEs to provably sample the conditionals v(dy|x*) from

the joint measure.

Here we propose a method that bridges the gap between SL and generative modeling.
We train a map T without any model assumptions between y and x, but we enforce
sufficient constraints that allow us to extract another map F from T so that F(x*, )
can be used to sample exactly from v(dy|z*) for any * € R". This idea has been
explored in the uncertainty quantification (UQ) and inverse problems communities Y.
Marzouk et al., 2016; El Moselhy and Y. M. Marzouk, 2012; Spantini, Baptista, and
Y. Marzouk, 2019; Siahkoohi et al., 2021 for Bayesian inference and within machine
learning Papamakarios, Pavlakou, and Murray, 2017; Jaini, Selby, and Yu, 2019;
Brennan et al., 2020, by constructing monotone triangular maps T that approximate
the well-known triangular Knothe—Rosenblatt (KR) rearrangement Santambrogio,
2015. By construction, the components of the KR map push forward the reference
conditionals to the target conditionals, which is precisely what is desired for condi-
tional sampling. Working with the KR map can be restrictive, however, since we
must first choose a variable ordering and then employ a specific parameterization
that ensures the map is triangular and monotone. Here, we relax the triangularity
assumption to a block triangularity assumption and prove that this relaxed constraint
is sufficient for correct conditional sampling. We then impose block triangularity
and strict monotonicity of T as constraints in the GAN framework, to learn a map T

from which the desired map F can be extracted easily, hence the name MGAN.

We summarize our main contributions as follows:

* We generalize triangular maps for conditional sampling by proving that block-

triangular structure is sufficient to guarantee the exactness of conditionals.

* We propose an adversarial training procedure (MGAN) for learning correct

conditional generative models.

* We compare the performance of MGANSs to that of several approximate
conditional sampling procedures, and show that MGANs yield more accurate

conditional distributions in practice.

* We demonstrate the efficacy of MGANSs on large-scale Bayesian inference

and image in-painting examples.
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6.2 Conditional sampling with block triangular maps

We now outline our approach for constructing block triangular maps for conditional
sampling, beginning with the theoretical foundations of our framework followed by
the details of our training and sampling strategies.

Guarantees for conditional sampling and density estimation

Following the notation of Section 6.1, we consider input and output pairs * € R"
and y € R™ and define their concatenation z = (z,y) € R? with d = n +m. We
then consider the measure transport problem (Villani, 2009) of pushing the reference
measure 1(dz) to the joint target measure v(dz) = v(dx,dy) by finding a map
T : R? — R? so that Tyn = v. For brevity, we henceforth assume that v(dz) is
absolutely continuous with respect to the Lebesgue measure on R? with full support,
1.e., its Lebesgue density is strictly positive. Also, we take the reference measure
n to be of the form n(dz,dy) = v(dz) ® N(0, I,,) where I,,, denotes the m x m

identity matrix and v(dx) denotes the marginal of v on the x variable.
We require the map T to be of a particular block triangular form, that is,

Id(x)
G(z,y)

where Id denotes the identity map. The existence of such a map can be guaranteed

T(x,y) = [ ] . Id:R*—>R", G:RY— R™, (6.1)

under very general conditions, for example by assuming that 1 and v have no atoms
Santambrogio, 2015. Furthermore, we say T is strictly monotone (Zeidler, 2013)

if (T(z) —T(2),z—2') >0, forall 2,2’ € R z # 2/, with (-,-) denoting the

(T(2),2)

T +00. We use

Euclidean inner product, and it is coercive if lim .|
T (R?) to denote the space of block triangular maps from R¢ into R? of the form
(6.1) that are bounded, continuous, strictly monotone, and coercive. It follows that
such maps are surjective and that their inverses are well defined. We then formulate

the optimization problem:
m_lin D(Tyllv) st TeT(RY, (6.2)

where D denotes an appropriate statistical divergence (J. Lin, 1991; Goodfellow
et al., 2014), i.e., a functional that measures the difference between probability

measures satisfying D (u1||p2) > 0 and D(uq||p2) = 0 if and only if p; = po.

Under the above assumptions, we obtain the following theorem, which is the foun-
dation of our algorithm for conditional sampling. This result states that the map

G extracted from any global minimizer of (6.2) can be used to map the marginal
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reference n(dy) = N(0, I,,,) to any target conditional v(dy|x*) for a new input x*
in the support of v(dx). The following theorem generalizes Lemma 1 of Y. Marzouk
et al. (2016).

Theorem 61. Let T be a global minimizer of (6.2) achieving D(Tyn,v) = 0. Then
for any new input x* € supp v(dx) it holds that G(x*, -)yn(dy) = v(dy|x*).

Proof. First, let us recall some notation. For y € R™ and € R™ we let 7, (y) and
m,(x) denote the Lebesgue densities of the marginals n(dy) and v(dx), respectively.

Finally, let 7, (y|x) denote the Lebesgue density of the conditional v(dy|dx).

Fix * € R" as the new input. Since T is monotone and hence invertible, by the

change of variables formula we have

G(@*, - )emy(y) = my (G~
* gfl
v(x

WG @™, y))| det VG (z", y)
™ (T )7T77( i
)

(", y))

| det V,G (2", y)].

T

For the reference measure 7(dx, dy) = v(dx) ® n(dy), its Lebesgue density has the

form 7, (x,y) = m,(x)m,(y). Therefore, the pushforward density can be written as

G(x", - )ymy(y) = Wn(m*;r(i(xif*’y))

_ Tim ()
m,(x*)

| det VG~ (", y))|

I

where we have used the change of variables formula once more together with the

fact that the first component of T is an identity map with respect to . For a global

minimizer T that satisfies Tym,(x,y) = 7,(x,y), the numerator is equal to the

Lebesgue density of v(dx, dy). Thus, by the definition of the conditional density
™, (z*, y)

G(z*, )ymy(y) = (@) = m,(y|z").

]

Note that by the above theorem, any member of 7 (R?) that achieves D(Tyn,v) = 0
can be used for conditioning and so the uniqueness of the minimizer is not pertinent
to the conditional sampling task. The existence of such minimizers can be guaranteed
under mild conditions following the construction of the KR map pushing 7(dz) to
v(dz) (Santambrogio, 2015) although the KR map is by definition fully triangular
and so satisfies stricter constraints than required by the class 7 (R?).
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Figure 61: Comparison between GANs and MGANs for pushing N(0,1) to
U(—3,3). (a) The map T obtained from GANs, MGANS, and the analytically
computed KR map demonstrating that the KR and MGAN maps are invertible while
the GAN map is not. (b, c) Histogram of GAN and MGAN pushforward samples
demonstrating that both methods approximate the uniform distribution U (—3, 3).

The monotonicity constraint on 7 (R?) is the most important constraint in problem
(6.2), as it ensures the invertibility of T (see the proof of Theorem 61 in the supple-
mentary material) which in turn enables conditional sampling with the map G(x*, -).
Eliminating the monotonicity constraint can easily result in a non-invertible T, as
depicted in Figure 61 where we consider the problem of pushing forward a standard
normal distribution N (0, 1) to the uniform measure U(—3,3). As demonstrated
in Figure 61(a), the map found by a standard GAN without monotonicity is not
invertible, while the MGAN map is monotone and hence invertible; in fact, the
MGAN map precisely coincides with the KR map in this case. We also note that
Theorem 61 holds in the setting where the monotonicity constraint on 7 (R?) is
replaced with the requirement that T is surjective. We do not pursue this direction
here, however, since the monotonicity constraints allow for more flexibility in the

parameterization of T.

Note that, from the GAN perspective, T would be the generator map, but our
construction differs from standard GAN generators that typically map reference
measures on a low-dimensional latent space to high-dimensional target measures.
The existence of a transport map satisfying T;n = v cannot be guaranteed in that
case unless v is supported on a low-dimensional manifold embedded in R¢ whose
intrinsic dimension is at most the dimension of the latent space. We do not make
this manifold assumption here, as we are interested in the general problem of v with
full support, and in extracting conditionals of arbitrary size from . Moreover, it is
unclear how to define the necessary notions of monotonicity and invertibility without

more specific knowledge of the manifold geometry.
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We also note that global minimizers of (6.2) can also be used for conditional
density estimation: Let 7, (y|x*) and 7,(y) denote the probability density func-
tions of v(dy|x*) and 7(dy) respectively. The change of variables formula yields
m(y|lz*) = m, o F 1 (x*, y)| det V,F~(x*, y)|, where F~!(x*, ) is the inverse
of the map & — F(x* £). The inverse map F~!(x*,-) can be evaluated with
standard root-finding methods (Y. Marzouk et al., 2016) or parameterized and
trained via regression. In fact, if density estimation is the primary goal, then
estimating directly the inverse map F~'(z*,y) = S(z*,y) yields 7, (y|z*) =
m, 0 S(x*, y)| det V,S(x*, y)|, which eliminates the need for inverting G altogether.
Since we are focused here on efficient conditional sampling procedures, we leave

this conditional density estimation direction for future research.

The training and sampling procedures

We now outline a practical procedure for solving (6.2) and for sampling the condi-
tional v(dy|x*). Further details regarding the practical algorithm are summarized in
the supplementary material. We consider (6.2) with a GAN loss functional for D. In
particular we use either the least-squares GAN (LSGAN) loss of Mao et al. (2017)
or the Wasserstein GAN with gradient penalty (WGAN-GP) loss of Gulrajani et al.

(2017) for our numerical experiments in Section 6.4.

We approximate the G component of T with a neural network and replace the strict
monotonicity constraint on T with an average monotonicity penalty. We also discard
the coercivity constraint as it pertains to the behavior of the map in the tails, which
is not relevant in practice where only a finite number of samples from the reference
and target are available. Then, assuming T is in the form (6.1), we consider the

optimization problem:
min max Dgan(T, f)
T (6.3)

— Ay By (T(w) — T(w'), w — w'),

where f : R? — R denotes the discriminator, Dgay is an appropriate GAN loss
measuring the quality of the map T and the discriminator f, and A > 0 is a multiplier
controlling the weight of the average monotonicity penalty. While this condition
does not ensure that T is monotone everywhere on the support of 7, numerically
we find that it is sufficient to ensure that T is monotone with high probability, i.e.,
on most of the support of 7. Indeed, the probability that T is monotone can easily
be tracked during training to certify the invertibility of the minimizer. Furthermore,

note that in contrast to training procedures for flow models based on minimizing
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Kullback-Leibler (KL) divergence (or maximizing a log-likelihood), solving (6.3)

does not require computing any Jacobian determinants of T; this permits complete

flexibility in the choice of neural network parameterization.

Once the map T is trained, we proceed to generate new approximate samples from
the conditional measure v(dy|x*) as follows: we generate a set of i.i.d. samples
u; ~ n(dy) drawn from the reference marginal and simply set y;, = F(x*, u;).
Assuming that the components of T are good approximations to a global minimizer
of (6.2), we expect the y; to be approximately distributed according to v(dy|x*).

These new samples can then be used to compute statistics and uncertainty estimates.

6.3 Related work

Conditional generative models. Various architectures and learning algorithms have
been proposed to sample approximately from conditional distributions. Conditional
GANSs and VAEs (Mirza and Osindero, 2014; Ivanov, Figurnov, and Vetrov, 2019)
append inputs x to their models and train using samples from the joint distribution.
These models have been shown to be effective at approximating multi-modal distri-
butions on the output variables y, for instance when modes correspond to different
values of a discrete class label x. Similarly, in the imaging setting, recent work (e.g.,
Zhu et al. (2017) and Isola et al. (2017)) employs modifications of GANSs to solve
image-to-image translation problems. In general, these models do not offer any guar-
antees for obtaining the correct conditionals. In comparison, MGAN uses a similar
architecture but captures the true conditional distribution under the assumptions of
Theorem 61 (e.g., monotonicity of T). Recent techniques have also addressed the
harder task of learning all the conditionals of a joint distribution, i.e., for arbitrary
subsets of conditioning variables. To this end, Ivanov, Figurnov, and Vetrov (2019)
uses a conditional VAE model, while Belghazi et al. (2019) proposes an adversarial
training approach for better performance. Both constructions employ a weighted
loss over all possible choices of conditionals, but, similar to conditional GANs,
this loss does not guarantee that any particular conditional is obtained correctly. In
contrast, Lindgren, Whang, and Dimakis (2020) focuses on the problem of correctly
extracting a single conditional from a fixed pre-trained flow model. The method
uses a variational inference objective (Rezende and Mohamed, 2015), but must be
re-trained for each new value of the observations or conditioning variables. On the
other hand, MGAN enables sampling from the conditional v(y|x*) for any new

value of * without retraining.
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Conditional posterior sampling. Generative models have also been proposed
specifically for sampling posterior distributions in Bayesian inference, often in the
context of inverse problems. Perhaps the closest approach to MGAN is the deep
posterior sampling method (Adler and Oktem, 2018), which uses the Wasserstein-1
cost function instead of the LSGAN or WGAN-GP losses and does not impose
monotonicity on the map G. Adler and Oktem (2018) also propose a special dis-
criminator to help avoid mode collapse, but our empirical results below suggest
that the method does not correctly characterize the posterior. For inverse problems,
Ardizzone, Kruse, et al. (2018) propose to sample from the conditional distribution of
the unknown parameters y by learning a map from the observed data x, augmented
with some latent variables, to y. The authors prove that their approach is consistent
for conditional sampling in the specific setting when « is a deterministic function of
y. This is in contrast to the more general setting considered here, where (x, y) have

an absolutely continuous joint measure v with minimal modelling assumptions.

Invertible normalizing flows. Given samples from a target measure, normalizing
flows compose bijective transformations to define a map S that pushes forward
the target to a reference (e.g., standard Gaussian) measure of the same dimension.
These flows are learned by maximizing the likelihood of the samples under the
approximate density provided by the model, which in turn requires computing the
Jacobian determinant of S. As a result, specific structural choices are imposed to
define transformations that allow tractable density evaluation without affecting the
expressiveness of the approximations (Papamakarios, Nalisnick, et al., 2019). These
flows can be repurposed for conditional modeling and simulation-based inference
by appending inputs to the maps, representing the conditioning variables (Cranmer,
Brehmer, and Louppe, 2020; Ardizzone, Liith, et al., 2019; Y. Marzouk et al., 2016).
In this context, MGAN can be seen as a flow-based model that is instead trained
using a GAN loss function. In comparison to normalizing flows, MGAN does not
require evaluations of the pushforward density or of any Jacobian determinants
during training. Hence, MGAN is not constrained to any specific parameterizations
or structure, only block triangularity, and it is not necessary to compose many maps
to define an expressive flow. Furthermore, sampling from the target density using
MGAN does not require inverting the map at each sample—a costly step for many

other flow parameterizations.

Conditional density estimation. Another relevant body of work estimates and

selects models for the conditional density directly. Examples include mixture models
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that are parameterized with neural networks (Bishop, 1994; Rothfuss et al., 2019),
or more flexible nonparametric models Arbel and Gretton, 2018; Shiga, Tangkaratt,
and Sugiyama, 2015; Ambrogioni et al., 2017. However, parametric methods
impose structural constraints on the target conditional densities and do not focus on
conditional sampling as we do here, while nonparametric methods typically have
growing sampling costs with the size of the data set and require careful regularization

to avoid overfitting.

6.4 Experiments

We now present a series of numerical experiments that demonstrate the effectiveness
of MGANS in various conditional sampling applications, ranging from inverse prob-
lems to image in-painting. We compare MGANSs to other methods in the literature
and perform ablation studies to demonstrate the importance of various constraints
in our formulation. Complete details on each experiment, such as the choice of
architectures and training hyperparameters, can be found in the supplementary

material.

Synthetic examples
We start with an example in two dimensions where the map T can be computed

explicitly. Consider the following input-to-output maps,

y = tanh(z) + 7, v ~T1(1,0.3), (6.4)
y = tanh(x + ), v ~ N(0,0.05), (6.5)
y = 7 tanh(z), v ~T(1,0.3), (6.6)

where © ~ U[—3, 3] in all cases. We choose tanh as our regression function since it

is nonlinear and can be used as a continuum model for classification problems.

We consider the problem of conditioning y on x and compare MGAN to the method
of Adler and Oktem (2018), henceforth referred to as “Adler,” as well as the solution
of (6.3) with the parameter A = (0 which we refer to as CGANSs. The latter compari-
son is made to highlight the importance of the monotonicity constraint, and the label
CGAN is chosen as this approach resembles Conditional GANs Mirza and Osindero,
2014.

Figure 62 compares all methods on each of the above problems with N = 50000
training points, the LSGAN loss, and A = 0.01. The upper rows of Figure 62
demonstrate the ability of MGANS to capture the true joint measures v(dx,dy),
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while the Adler and CGAN methods represent these joint measures poorly: in
particular, both methods overestimate the correlation between input and output,
which manifests as regions of higher density in the 2D plane. In the last row
of Figure 62 we also compare several conditional histograms of MGAN to the
true conditional PDFs, explicitly showing MGAN’s ability to capture the correct
conditionals. In Table 61 we compare the relative L? distance and the KL divergence
between the density of the true joint measure v(dx, dy) and the estimated densities
obtained from samples of the three methods. The errors are computed on the joint
distribution in order to measure the errors across all of the conditionals v(dy|x).
Similarly to the figure above, these results highlight MGAN’s superior performance

at correctly capturing the conditional distributions.

MGAN Adler CGAN
Ty ] (6.4) | 910 (.212) | 2.89 (1.51) | 4.73 (1.22)
= 1 (6.5) | .766 (.276) | 1.83 (.542) | 1.37 (1.08)
~ | (6.6) | 997 (.L264) | 4.53 (1.43) | 6.89 (2.63)
(6.4) | 513(.225) | 5.10(7.34) | 17.2 (13.5)
d (6.5) | 481 (.502) | 3.03 (2.33) | 1.75 (1.63)
(6.6) | .656 (.278) | 18.0(16.0) | 53.8 (39.4)

Table 61: Distributional errors between the joint measure v(dx, dy) and the MGAN,
Adler, and CGAN approximations for problems (6.4), (6.5) and (6.6). We present the
mean errors computed over the last 10 epochs of training with standard deviations
reported within brackets. Smallest mean in each column is highlighted in bold.
Reported relative L? errors are scaled by 10 while KL errors are scaled by 103 for
readability.

Block triangular versus triangular maps

We now perform an ablation study to highlight the benefits of using block triangular
rather than triangular maps T. In this example, we consider a two-dimensional target
distribution for y = (y1,y2) with no conditioning variables where y; ~ N (0, 1)
and y5|y; ~ N (y? + 1,0.5%). This joint density of y can be represented exactly as
the push-forward of n(dy) through the map G(y) = [y1;y7 + 1 + 0.5ys]. Hence, G
can be easily approximated by a triangular map of this form. However, when the
ordering of ¥, ys is reversed—i.e., when the first component of G depends on 5
instead of y;—the map is more challenging to approximate. To resolve this issue,
one common approach is to compose many maps to define an expressive normalizing
flow (see Papamakarios, Pavlakou, and Murray (2017) for a similar application). We

now demonstrate that by using a block triangular parameterization we can avoid
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Figure 62: The columns correspond to problems (6.4), (6.5), and (6.6) respectively.
The top four rows compare the true joint densities 7, (x, y) to kernel density estimates
(KDEs) from MGAN, Adler, and CGAN samples. The bottom row compares
histograms of conditional samples from MGAN to the true conditional densities
(solid lines) for all three problems.

issues pertaining to the ordering of the variables and achieve a more robust map in

practice.

We use N = 10* training samples, A = 0.01, and the LSGAN loss function to train

an MGAN with either fully triangular or block triangular structure. Both maps have
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the same total number of parameters. Figure 63 compares the samples generated
by the triangular and block triangular maps to the true density. We observe that
the block triangular map is able to capture the target density independent of the
ordering of the variables, unlike the triangular map. In Table 62 we report the
KL divergence between the true and approximated distributions for both variable
orderings. While the block triangular map has similar performance under both the
favorable and reverse orderings, the performance of the triangular map degrades
significantly depending on the ordering. This suggests that block triangular maps
are less sensitive to variable order, a major advantage of MGANS in comparison to
autoregressive models where it is necessary to specify a variable ordering in advance.
See Section 6.3 for additional discussion relating MGANSs to other invertible flow-

based models.

o = ~ w IS « o

-2 0 2 -3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3
P23 »n Y1

(a) True density (b) Block triangular (c) Triangular

Figure 63: (a) The true density of (y;, y2) considered in Section 6.4. (b) Samples
generated by MGAN using a block triangular map with the reverse ordering of the
variables. (c) Samples generated by a fully triangular MGAN also with reverse
ordering.

Block triangular | Triangular
Favorable order | 0.056 (0.003) | 0.039 (0.002)
Reverse order 0.058 (0.002) | 0.102 (0.004)

Table 62: KL divergence errors for block triangular and triangular MGANSs computed
using N = 10* training samples. The approximate densities are estimated using KDE
with an optimal bandwidth parameter that is chosen using 5-fold cross-validation.
Each KL divergence is based on 5 x 10* test samples and is reported together with
its 95% standard error within brackets.
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Biochemical oxygen demand model

We now turn to an inference problem for modeling biochemical oxygen demand
(BOD), often used as a test case for sampling schemes (Y. Marzouk et al., 2016;
Parno and Youssef M Marzouk, 2018; Bardsley et al., 2014). Consider the time-
dependent model B(t) = A(1 — e B%) + ~, where A and B are unknown pa-
rameters and v ~ N(0,1073) is the observational noise. We model the param-
cters as A = 0.4+ 0.4 (1+erf (2)) and B = 0.01 + 0.15 (1 +erf (25))
where (p1,p2) ~ N(0,I3). Our goal is to recover y = (p1, p2) from observa-
tions of the forward map B(t) at times t = 1,2,3,4,5. Hence, our training data
is in the form of i.i.d. realizations of y ~ N(0, I5) along with a simulated vector
x = (B(1),...,B(5)) for each y.

Following Y. Marzouk et al. (2016), we sample the conditional at
x" = (0.18,0.32,0.42,0.49,0.54).

Table 63 shows the relative L?, KL, and MMD distances between the estimated
conditionals and the true conditional p|x*, where the latter is characterized using
a long MCMC chain. We train an MGAN using the LSGAN loss with A = 0.01,
and compare it to the method of Adler. We show comparisons where both maps are
trained with either N = 5000 or N = 50000 samples. In both settings, MGAN yields
better approximations of the conditional according to all three performance metrics.
Figure 64 compares the density estimates of the MGAN and Adler conditionals to
MCMC. Once again, we observe that the Adler method overestimates the dependence
between p1, p2, while MGAN does not. Further numerical results, including a
comparison between MGAN and the method presented in Y. Marzouk et al. (2016),

are available in the supplementary material.

MCMC MGAN Adler

-0.5 0 0.5 1 15 -0.5 0 0.5 1 1.5 -0.5 0 0.5 1 1.5
Py 2 Py
Figure 64: KDE of y|x* samples for the BOD problem obtained from 30,000
MCMC samples as a benchmark, compared with 30,000 samples from the MGAN
and Adler maps, trained with 50000 data points.
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N Rel. L2 KL MMD
Adler 5000 | 5.52(1.49) | 38.0 (22.5) | 26.7 (23.6)

50000 | 6.93 (1.61) | 65.6 (16.1) | 24.0 (18.8)
MGAN 5000 | 3.72(1.30) | 16.8 (10.0) | 19.5 (23.5)

50000 | 1.77 (.576) | 3.28 (1.85) | 4.84 (5.25)

Table 63: Conditional distributional errors for the BOD problem, comparing a
reference MCMC approximation of v(dy|x*) with MGAN or Adler. Mean errors
computed over the last 10 epochs of training are reported with standard deviations
within the brackets. Smallest mean for each amount of training data is highlighted in
bold. Relative L? errors are scaled by 10 while KL and MMD errors are scaled by
103 to improve readability.

Darcy flow

Next, we consider a benchmark inverse problem from subsurface flow modeling
Iglesias, K. Lin, and Stuart, 2014 and electrical impedance tomography Kaipio and
Somersalo, 2005. Consider the partial differential equation (PDE)

—V - (a(s)Vp(s) = f(s),  s€(0,1)%

6.7
p(s) =0, s € 0(0,1)% D

We interpret p(s) as the pressure field of subsurface flow in a reservoir with per-
meability coefficients a(s) under the forcing f(s). We further consider a two-scale
model for the permeability field a(s) = Alg,(s) + Blg,(s) where Q4,Qp C
0, 1]* are disjoint and such that Q4 U Qp = [0,1]%, and we let A ~ U(3,5) and
B ~ U(12,16). Figure 65(a) shows the sets Q24 (yellow) and Q5 (blue) that we use
in our experiments. We consider the inverse problem of recovering the permeability
parameters y = (A, B) from noisy measurements of the point values of the pressure
field p, i.e., x = (p(s1),...,p(s16)) + v, where v ~ N(0,107"1;5). Figure 65(b)
shows an example of a pressure field along with the measurement locations s; (red
dots).

We train an MGAN with LSGAN loss and N = 10° training points by sampling
A, B and solving the PDE (6.7) using finite differences. We then test the MGAN
conditional samples at new inputs «; for j = 1,2,3, generated by solving the
PDE (6.7) with (A, B) = (3.5,13), (4, 14), and (4.5, 15), respectively; hence we
expect y|x* to concentrate around these prescribed values. Figures 65(c, d) show
conditional KDEs computed with 30,000 MCMC samples and 30,000 MGAN
samples. We observe that while MGAN captures the general shape of the conditionals

away from the constraints imposed by the prior, it struggles to capture the sharp
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boundaries of the conditionals at the edges of the prior support. Future work will
investigate how to embed such constraints into the generative model, in order to

mitigate these boundary effects.
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Figure 65: Setup and results for the Darcy flow inverse problem. (a) shows the
sets 24, Q) across which the permeability field varies. Blue regions have small
permeability while yellow regions have large permeability. (b) depicts an example

of the pressure field p as well the measurement locations. (c) and (d) show scatter
plots of 30,000 MCMC and MGAN samples of y\w;‘f, forj =1,2,3.

Image in-painting

For our final set of experiments, we consider the image in-painting problem, in which
an image is reconstructed after having some sections removed. We view this problem
as an image-to-image regression problem where the input « is the incomplete image

and the output y is the in-painting.

We consider the MNIST and CelebA data sets. MNIST consists of 28 x 28 images
of handwritten digits, and as input  we remove the middle 14 x 14 pixels by setting
their values to zero, so that € R?*® and the output y € R*** corresponds to the
removed pixels. CelebA consists of 64 x 64 x 3 RGB images of celebrity faces
(converted to a standard size using bi-cubic interpolation). The input zz € R32*64x3
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R32><64><3

consists of the top half of each image, and the output y € consists of the

bottom half.

We train an MGAN on the MNIST training set using the LSGAN loss, with A = 0.01.
Then, for each of 800 randomly selected images =* from the MNIST test set, we
generate 1000 possible in-paintings. Figure 66 shows our in-painting results for
the digits 9, 7, 2, 0, 1, 5, where we present conditional samples as well as mean
and variances of the corresponding in-paintings. We note that the MGAN can
produce different digits given the same corrupted input image, hence capturing
multi-modal conditionals. We further label the conditional samples using the pre-
trained LeNet classifier of Lecun et al. (1998) to obtain classification probabilities
for the in-paintings, also reported in Figure 66. Interestingly, we observe that in
most cases the labels with highest probabilities correspond to visual inspection of
the means. We further tested the quality of the MGAN map T by computing the
Fréchet inception distance (FID) Heusel et al., 2017 over the test set and achieved a

score of approximately 3.5.

In the case of CelebA, we trained an MGAN on the training set of 162,770 images
using the WGAN-GP loss, with A = 10~%. We added Gaussian white noise with
standard deviation 0.05 to further corrupt the training set, as we found this to be
crucial in countering conditional mode collapse. We also noticed that the trained
MGAN map T was monotone even with a relatively small monotonicity penalty A
in this example. In general, however, we emphasize that monotonicity of the map

should always be monitored during training.

Our results are summarized in Figure 67, where we show conditional samples of
in-paintings for images in the CelebA test set together with pixelwise means and
variances of the image intensities. We note the variability of the MGAN samples,
producing different smiles, hair styles, jawlines, outfits, and backgrounds as one
would expect from a distributional in-painting method. We also computed an FID
score of approximately 35 for the full MGAN map T in this example. While FID is
a good metric for photorealism, it fails to capture variability in the conditionals. For
example, we noticed that models which collapse conditionally, i.e., which produce
the same in-painting G(x*, y) for any realization of y ~ n(dy), can still obtain
similarly good FID scores while clearly not being able to capture the true conditional.
To our knowledge, distributional in-painting on the CelebA data set has not been
explored in the literature, and thus we cannot compare the FID of our result to others.
The closest to the state of the art is an FID of 30 reported in Lindgren, Whang, and
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Dimakis (2020) for the CelebA-HQ data set.
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Figure 66: Example in-paintings using MGAN from the MNIST test set. The first
column shows the ground truth images. The second column shows x* along with
the block to be in-painted. The third, fourth, and fifth columns show random in-
paintings generated from the conditional y|a*. The sixth and seventh columns show
the pixel-wise conditional mean and variance computed from 1000 samples. The last
column shows the label probabilities of samples from y|x* classified using LeNet.

6.5 Conclusion

We presented MGANS, a model-agnostic method for conditional sampling of out-
puts given new inputs—i.e., conditional generative modeling—with a theoretical
guarantee for exact recovery of these conditionals. Our method adds monotonicity
constraints and block triangular structure to a GAN with a full-dimensional latent
space, and can also be seen as an easily parameterized invertible flow model trained
with a GAN loss. Numerical experiments elucidate the effectiveness and versatility
of MGANSs, with applications in supervised learning and inverse problems. In future
research, the interplay between the quality of the full MGAN map obtained from
(6.3) and the accuracy of the derived conditionals warrants theoretical investigation.

Relatedly, approximation results characterizing the expressiveness of block triangu-
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Figure 67: Example in-paintings using MGAN from the CelebA test set. First row
depicts the ground truth image, second row shows the observed image =* while the
next four columns are random samples from the conditional y|x*. The bottom two
rows show the pointwise means and variances of the intensities of the conditional
samples generated by the MGAN.

lar maps would be of interest. The extension of MGANS to conditional sampling on
infinite-dimensional function spaces is another exciting research direction, pertinent

to inverse problems.
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6.6 Discussion

Here, we collect further discussions surrounding conditional sampling, MGANSs, and
other topics in statistics, machine learning, and applied mathematics. Section 6.6
discusses the connections between conditional sampling and supervised learning
(SL) as well as the importance of UQ for SL. In Section 6.6, we present MGANSs
as a method for likelihood-free inference. In Section 6.6 we outline applications of

MGAN:Ss in the solution of inverse problems with black-box forward maps.

A model agnostic approach to SL and UQ

Conditional sampling can be viewed as the problem of generating samples from
certain “slices” of a probability measure v(dx, dy). As demonstrated in Figure 68,
conditioning the output ¢y on a new point * amounts to restricting v(dx, dy) along
the hyperplane * = x*, renormalizing, and then generating samples from the

resulting distribution.

4 T T 25

-2 -1 0 1 2 0 1 2 3 4
X y

(a) v(dzx, dy) (b) v(dy|z* = 1)

Figure 68: Schematic of conditional sampling. (a) The probability density function
of the joint input and output measure v(da, dy). (b) The probability density function
of the conditional measure v(dy|x* = 1) as a normalized slice of the joint measure.

As we briefly mentioned in Section 6.1, conditional sampling problems are ubiqui-
tous in statistics, applied mathematics, and engineering. For example, most inference
problems reduce to conditional sampling where one wishes to characterize an output
parameter y at a new input parameter x*. In regression, we often wish to estimate
y(x*) for x* € X C R, i.e., a certain subset of the input parameter space. As
we also mentioned in Section 6.1, most SL algorithms such as ridge, LASSO, or
neural network regression assume a functional relationship y = G(x) and estimate

G within certain parametric function spaces.

A core assumption at the heart of classic point estimation methods is the existence
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of a ground truth function G that could predict y at any new input *. If a good
approximation G to G can be computed, then one can predict the output y at the new
input * simply by setting y = G (z*). However, the estimate Gis dependent on the
training data and the approximation power of the chosen parameterization in relation
to the ground truth G.

With this issue in mind, it is natural to resort to a statistical model that characterizes
G as a random variable, leading to the statistical or probabilistic perspective on SL
Hastie, Tibshirani, and Friedman, 2009; Gressmann et al., 2019. Such probabilistic
formulations, be they frequentist or Bayesian, have a major advantage over determin-
istic methods: the ability to characterize “uncertainties” in the predicted output y|x*.
Loosely speaking, the word “uncertainty” here refers to meaningful statistics of y|x*
that characterize the variability of the predicted output, e.g., its mean and covariance.
In the Bayesian setting, such statistics can be approximated using sampling methods
such as MCMC C. Robert and Casella, 2013, variational techniques Fox and Roberts,
2012, or in simpler cases, via closed-form conjugacy relationships Gelman et al.,
2013. In this regard, the MGANSs approach introduced in the article belongs to
the category of sampling techniques such as MCMC, whose goal is to generate
independent samples from the law of y|x*, as opposed to assuming some structural

form of the probability measure directly.

However, a major advantage of MGANSs (and also the flow-based models discussed
in Section 6.3) is that the method is model-agnostic: the MGAN approach does
not require prior knowledge of the form of G or any specific parameterization of G.
This is “in principle,” of course, and under the assumption that the neural networks
used to describe the transport maps in MGANS are expressive enough to capture the
ground truth transport maps pushing the reference 7 to the target . The synthetic
example in Section 6.4 demonstrates this feature of MGANS clearly: the joint target
v as well as the conditionals v(dy|x*) are computed accurately for three different
choices of G, but using the same architecture and training procedure within the
MGAN approach. Differences among the three models in that example are due only

to the training sets.

It is important to note that while model-agnostic approaches such as MGANSs and
normalizing flows appear to be extremely flexible and general tools for inference,
their theoretical properties—in particular the sample complexities needed to ap-
proximate the transport maps to a given accuracy—are largely open questions. A

large body of theoretical research is dedicated to studying the consistency of classic
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statistical SL procedures from the Bayesian and frequentist perspectives, focusing on
conditions and asymptotic regimes under which the estimated probability measure
on y|x* or G contracts around a certain “ground truth” at a certain rate depending
on the size and quality of training data Ghosal, Ghosh, Van Der Vaart, et al., 2000;
Giné and Nickl, 2016. To the best of our knowledge, such detailed analysis has not
been performed for measure transport techniques such as MGAN:Ss.

MGANSs and likelihood-free Bayesian inference

Due to model agnosticism and the fact that the training process relies only on samples
from the joint distribution v(dy, de), MGANSs can be readily applied for likelihood-
free inference Grelaud et al., 2009; Gutmann and Corander, 2016; Papamakarios
and Murray, 2016; Papamakarios, Sterratt, and Murray, 2019; Cranmer, Brehmer,
and Louppe, 2020 and approximate Bayesian computation tasks, i.e., problems
where the likelihood function is intractable or expensive to evaluate. Our numerical
experiments in Sections 6.4 and 6.4 illustrate these applications, where evaluation
of the likelihood may require the solution of a complicated ODE or PDE model.
However, the training of MGANs does not require any likelihood evaluations or
evaluations of the differential equations during training; once the training data set is
given, the MGAN can be trained independently. This makes the MGAN approach
particularly attractive in applications where the input-to-output map involves an
stochastic process, differential equation, PDE, or a black-box expensive computer
model. Furthermore, similarly to other conditional generative models, the training
process amortizes the cost of inference by building a single model that can be used

to sample from any conditional v(y|x*) given a realization of the inputs x*.

MGANSs and Bayesian inverse problems

One specific application area for MGANS in the context of likelihood-free inference
is inverse problems Kabanikhin, 2011; Stuart, 2010. Broadly speaking, inverse
problems can be viewed as SL algorithms where the input and output parameters
belong to high or possibly infinite-dimensional Banach spaces. More precisely, a

prototypical inverse problem takes the form
L(y)u =0, z = g(u), (6.8)

where (z,y,u) € X x Y x U with Banach spaces X, Y, U. For any fixed y, L(y)
is a known map which is assumed to be invertible, although the inverse map need not
have a closed form expression; in the Darcy flow example L is a differential operator.

The function g: U — X is the observation map that extracts the “measurements”
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from w; in the Darcy flow example this map is given by the pointwise evaluation
function on the pressure field. Then, solving the inverse problem refers to estimation
of y given a fixed observation x* possibly polluted by some noise. The main
challenge in solving inverse problems is ill-posedness, i.e., the mapping from y — x
is not stably invertible. Hence, regularization is needed. Note that our notation
is at odds with the standard notation in statistics and inverse problems where y
often denotes the data and x often denotes the input parameters. We choose this
idiosyncratic notation to remain consistent with machine learning notation where x

denotes the input data and y denotes the output to be estimated.

A popular method for regularization of inverse problems, and in turn their solution, is
to employ Bayes’ rule Stuart, 2010 by imposing a prior on y along with a likelihood
function extracted from (6.8) leading to a posterior measure on v(dy|z*). However,
since the spaces X, Y are possibly high or infinite-dimensional and the forward
map y — « is often nonlinear, it is usually not possible to characterize v(dy|x*)
analytically. Thus, sampling techniques such as MCMC are employed to estimate
moments and other attributes of the posterior measure, and in turn to characterize

the true value of y given =* and its uncertainty.

In high dimensions, methods such as Metropolis-Hastings require us to solve (6.8)
many times to evaluate likelihood functions as part of the accept/reject step, which
can be computationally demanding. This is the juncture where MGANSs, and simi-
larly the triangular maps of Y. Marzouk et al., 2016, offer an interesting alternative
for sampling Bayesian posteriors. One can proceed to generate a fixed number of
samples from the prior on y, say ¥y, . . . , yn and solve (6.8) to obtain measurements
@1,...,xy. The pairs {z;,y;}}_, can now be used as training data within the
MGANS procedure to obtain a transport map that can push the reference 7(dy) to
the Bayesian posterior v(dy|z*) at the new observed data x*. Note that we readily
employed this approach in the BOD and Darcy flow examples in Section 6.4. While
the works Y. Marzouk et al., 2016; Brennan et al., 2020; El Moselhy and Y. M. Mar-
zouk, 2012; Spantini, Baptista, and Y. Marzouk, 2019 explore the use of triangular
maps for solving inverse problems, it is interesting to study possible improvements

and contributions of the MGANSs procedure in this direction.

6.7 The MGAN training procedure
Here we present further details on the MGAN training procedure used in our numer-

ical experiments.
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Recall the measure transport problem (6.2) with the divergence D replaced with an

appropriate GAN functional Nowozin, Cseke, and Tomioka, 2016

min sup Dgan (T, f)7
T rer

s.t. (T(w) — T(w'),w —w') >0, Yw,w' € supp 7,
ld(z) ]
F(z,y)

where we have explicitly outlined the parameterization and constraints imposed on

T(z,y) = [

T. In practice, we work with either the LSGAN functional, which can be written as
1
Daa(T. f) = 5(Ds(f) + Dr(T))

where

Dy(f) = Ezs[(f(2) = )] + Euoy [( (T (w)))7],
By [(f(T(w)) = 1)7,

or the WGAN-GP functional, which can be written as

Dan(T, f) = By [f (T(w))] = E.v[f(2)]
+ Bz [(IV2f(2)]2 — 17

In the WGAN-GP functional, the gradient penalty on f is a relaxation of the 1-
Lipschitz constraint in the Wasserstein metric. The measure  := Law[z] where
z =az+ (1 —a)T(w) with o ~ U[0,1], 2z ~ v, w ~ 5 and «a, z,w are
mutually independent. We note that during the alternating optimization procedure
for minimizing the WGAN-GP divergence, the map T is taken to be fixed when the
gradient penalty on f is estimated. The same is also true for the LSGAN divergence
pertaining to the second term in D( f). Throughout our numerical experiments we

take 7 = 10, as done in the original paper Gulrajani et al., 2017.

The function class F is currently arbitrary and denotes the space of discriminators;
for example one can choose F = C(IR%), the space of continuous functions on R¢.

We now approximate this optimization problem in three stages.

First, let E(, 0): R? — R™ be a neural network that approximates the component F
of the map T, with 8 denoting the network parameters. We define the neural network
T(+6) : RY — R that approximates T by

T(x,y; 0) = llﬁd((.:)y- 9)] . (6.9)
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Moreover, we parameterize f as a neural network with weights €', thereby taking F
to be the space of functions spanned by the discriminator network architecture for

admissible choices of the weights @'.

Next, we relax the strict monotonicity constraint on T by replacing it with an average

monotonicity condition on T. More precisely, we require
oo B (T (w3 0) — T(w'; 0), w — w') > 0. (6.10)

While this condition does not ensure that T is monotone everywhere (or at least on
the support of 1), numerically we find that it is sufficient to ensure that T is monotone

with high probability. In particular, we compute a numerical approximation of
Py i [(T (w3 8) — T(w'; ), w — w') > 0], 6.11)

that we refer to as the monotonicity probability of the map during the training
procedure in our numerical experiments below (see Table 66). We find that tracking
this probability is helpful during training as it reveals how T satisfies the sufficient
constraints for the existence of the push-forward conditional measure and is a good

indicator of the quality of the trained map.

In the third and final stage of approximation, we replace the expectations in Dgan
with empirical averages over training data and mini-batch samples from the reference
7 as in the standard GAN training procedure Goodfellow et al., 2014. We point out
that since the reference 1 contains the x-marginal of v(x, y), we sample the data
each time we sample from 7) independently from sampling v. In particular, each time
the parameters (6, 8’) are updated, three mini-batches are sampled from the training
set: one for z ~ v, one for w ~ 7, and one for w’ ~ 7. When using LSGAN,
the parameters @ and 0’ are updated an equal number of times, while, when using
WGAN-GP, @ is updated once for every five updates of ', as is standard practice.

Hyperparameters are given in Section 6.9 for each numerical experiment.

6.8 Non-existence of certain transport maps

In this section we consider a simple example where the reference 7 is supported on a
lower dimensional space than the target v, and show that in this setting there does
not exist a transport map pushing 7 to v. Let n = N(0,1) and v = N(0, I5) and
suppose that there exists a continuous map T : R — R? such that Tyn = v. Without

loss of generality, we may express T as
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for some TW T? ¢ O(R;R). Let v; = N(0,1), v, = N(0,1) denote the two

marginals of v. Since, by assumption, Ty = v, we must have that Tél)n = 1.
Therefore, by continuity, T (z) = 4x. By definition of a marginal, 75 ~ v,
is independent of T (z) ~ v;. However T depends solely on z = +TM)(z).
Therefore v, must have constant density, which is a contradiction with the fact that,

by construction, v, = N(0,1).

Note that the above construction can be generalized to include discontinuous maps.
We show it in the continuous case only for simplicity, as there can exist an infinite
number of discontinuous maps T with the property that T,N(0,1) = N(0, I5),
which complicates the proof. The choice of the Gaussian is also innocuous. We
could have chosen any atomless measure 77 and set v = 1 ® 7. In general, even
when the target distribution is not a product of one-dimensional marginals, i.e., it
has correlations, we still cannot guarantee existence of a transport map as we will

always need “more noise” than the reference distribution can provide.

The goal of this simple example is to demonstrate that, in general, we cannot expect
the existence of maps pushing low dimensional measures to high dimensional ones.
Therefore, GANs and VAEs that employ low-dimensional latent spaces are not well
suited for generic SL tasks unless we assume the data lie on a low dimensional
manifold. This assumption is hard to check in practice and it becomes unclear how
to create consistent algorithms without knowledge of the manifold geometry. We
do note, however, that the massive empirical success of GANs and VAEs for image
generation indicates that the manifold hypothesis, or some approximation of it, likely

holds in imaging tasks.

6.9 Details on the numerical experiments

In this section we give further details regarding the numerical experiments presented
in the main article, including the architectures and hyperparameter choices during
training. The extra details are presented in the same order as in Section 6.4, with the
addition of Section 6.9 where we discuss the average monotonicity constraints and

their level of violation within the experiments.

Unless otherwise stated, in all experiments we use the Adam optimizer with the
learning rate 2 x 10~4, and parameters 3; = 0.5, 8, = 0.999. Apart from Section 6.4
and the image in-painting problems, the remaining examples use three-layer, fully-
connected neural networks with hidden layer sizes 256 — 512 — 128 and the Leaky

ReLU non-linearity with parameter o« = 0.2. We use a batch size of 100 and train
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for 300 epochs. Apart from image in-painting with the CelebA data set, we use the
monotonicity penalty A = 0.01 and the LSGAN loss functional. For the CelebA
data set, we use the WGAN-GP loss functional with A = 1074,

Synthetic examples

Since this example is two-dimensional, our parameterization (6.9) is automatically
triangular and so we expect T to approximate the KR map as it is a global mini-
mizer of (6.2); further constraints can ensure that the KR map is indeed the unique
minimizer Y. Marzouk et al., 2016. Figure 69 shows the true KR map as well as
our transport map T for each of the three problems. Interestingly, we observe that

MGAN approximates the true KR map in all three cases.
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Figure 69: Each row corresponds to the problems (6.4), (6.5), and (6.6), respectively.
The first column shows the true KR map on [—3, 3]?, the second column shows our

transport map T, and the last column shows the absolute error between them.

Block-triangular versus triangular maps
To demonstrate the effect of constraining the map structure, we consider limited
capacity neural networks in this example. We use three-layer, fully-connected neural

networks with hidden layer sizes 32 — 64 — 32 for the block triangular maps and
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neural networks with hidden layer sizes 22 — 46 — 22 for each component of the
triangular map. In total, the block triangular and triangular maps have about the
same number of parameters. Lastly, we train the models with a learning rate of

0.5 x 10~* and normalize the samples before optimizing the map.

Biochemical oxygen demand model

Following our discussion in Sections 6.6 and 6.6 we note that the BOD problem
as presented in Section 6.4 is an instance of a likelihood-free Bayesian inference
problem. Indeed the state variable B(t) is the solution to an ODE with model
parameters y = (A, B). The input x is then chosen as noisy observations of the
state 3 at certain time steps. Thus, in the language of inverse problems, the MGAN
sampling procedure amounts to sampling the posterior distribution of the unknown

model parameters (A, B) conditioned on limited observations of the state 5(t).

A standard Bayesian procedure might require formulating a likelihood function of

the form

P(x;y) = (5 x 10%) Z lz; — B(j;y)*,

where we used the notation B(j; y) to highlight the dependence of B on the param-
eters (A, B). Then a prior 7y(y) should be chosen for the unknown parameters,

yielding a posterior measure of the form

T, (y|z") oc exp(—P(z"; y))mo(y)-

In Section 6.4 we chose the prior 7y = N(0, [3). The main difference between
MGANSs and standard sampling techniques such as MCMC is that MGANs does not
require explicit evaluations of the likelihood function ®. In the MGAN procedure
we simply sample y; ~ 7, and compute x; by solving the ODE with y; as the input
and adding simulated observational noise to the outputs x; to construct the training
set, the size of which will be limited by our computational budget. Once the training
set is available, the training of MGANSs and the subsequent sampling of the posterior

is done independently of the likelihood function or the ODE model.

Table 64 compares various empirically computed moments of the posterior to those
found by the method in Y. Marzouk et al., 2016 which employs triangular transport

maps that are parameterized using polynomials.



283

Table 64: Various moments for the BOD problem. Reported as the mean over the
last 10 epochs of training. Closest result to MCMC for each amount of training data
is in bold.

.. MGAN Y. Marzouk et al., 2016
Statistic || MEMC |-5566T55650015.000] 50,000
Mean |71 058 | 050 | 048 | 090 034

oo | 915 | 911 | 918 | .908 902
Vartance |[PL| 170|153 | 177 | 180 206
oo | 405 | 368 | 419 | 490 457
Skownoss 2L L8T | 154 | 183 | 297 1.63
oo | 681 | 489 | .630 | 707 372
Koo 2L 137 | 562 | 764 | 296 7.57
oo | 3.60 | 321 3.19 | 163 3.88

Darcy flow

The Darcy flow example of Section 6.4 is another example of the likelihood-free
solution of a Bayesian inverse problem. The main difference between this example
and the BOD example above is the that the input-output map involves the solution
of an elliptic PDE. From the likelihood-free inference viewpoint, however, this
modification has little effect on the MGAN training procedure beyond generation of
the training data. In fact, MGANSs can readily be applied to the solution of Bayesian

inverse problems with black-box forward maps.

We now present complimentary numerical results for the Darcy flow problem. Ta-
ble 65 shows further conditional statistics for the three test problems for various sizes
of training points in comparison to statistics computed with MCMC as a benchmark.
We observe that even with the smallest training set (size N = 5, 000), the mean and
variance statistics are within acceptable range of the MCMC. While larger sample
sizes help in most cases we observe a few outliers, especially in the skewness, where
even with N = 100, 000 the MGAN estimates are quite different from MCMC.

Figure 610 shows further kernel density estimates of the conditional measures
approximated from MGANs samples versus MCMC samples for different training set
sizes. As expected, the quality of the MGAN sample KDE approximation improves
as N increases. Another interesting feature is the fact that in the NV = 100, 000 case
with ground truth 7, the MGAN starts to detect the hard constraint that is imposed
by the uniform prior. Note that this constraint appears sharply in the MCMC samples
since it is explicitly enforced within the procedure; however, this the constraint is

not explicitly implemented in the MGAN and is hence difficult to capture, especially



284

in the case of the x5 input.

Mean Variance
A B A B
MCMC ylxi | 3.531 | 12.507 | .0103 | .1124
ylxs | 3.748 | 14.555 | .0159 | .2565
ylxi | 4792 | 14.059 | .0191 | 2715

MGAN ylx: | 3.559 | 12.580 | .0109 | .1384
N = 100000 | y|x; | 3.752 | 14.538 | .0170 | .2557
ylxs | 4772 | 14.086 | .0216 | .3436

MGAN ylz; | 3.533 | 12.531 | .0102 | .1001
N = 50000 |yl|xs | 3.757 | 14.562 | .0135 | .2952
ylzi | 4.784 | 14.048 | .0153 | .2991

MGAN ylx; | 3.593 | 12.534 | .0058 | .1394
N =5000 |yl|xs|3.738 | 14.617 | .0126 | .1863
ylxi | 4794 | 14.053 | .0193 | .2857

*

Map type | y|z

Table 65: Various statistical moments for the conditional distributions in the Darcy
flow problem that are estimated using MCMC and MGAN.

Image in-painting

In this section we present the details of the in-painting experiments in Section 6.4.
For MNIST, we follow the simple convolutional architectures of DCGAN Radford,
Metz, and Chintala, 2015. We view the digit with the middle part removed x € R%®
as a 28 x 28 image with its middle 14 x 14 section taking the value zero as shown in
Figure 611. This allows us to directly employ the convolutional architectures since
we can view the noise vector y € R as a 14 x 14 image and embed it into the
middle section of &, hence viewing the pair (x, y) as a 28 x 28 image. Figure 611
presents examples of in-painting samples from MNIST along with uncertainty
estimates for all digits. We bias the presented results towards images with higher

variance, i.e., where more than one posterior label is likely to appear.

For the CelebA data set, we use the convolutional architectures in Pathak et al., 2016
suitably modified for the right input and output sizes. Since real images are thought
to lie on a low dimensional manifold, we define n(dy) = A;N (0, [09) where
A € ROMX100 45 3 matrix whose entries we learn along with the neural network
parameters 8. We view the noise vector y € R%%* as a 3 x 32 x 64 image and
concatenate it along the channel dimension of the input top half image x € R3*32x64
and hence view the pair (x, y) as a 6 x 32 x 64 image. Furthermore, during training,

we view the z-marginal of v(dx,dy) as v(dx) + N(0, (0.05)%Ig114), i.e., we add a
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Figure 610: KDEs of the conditionals y|x} for the Darcy flow problem with j =
1,2, 3. Each density is obtained by using 30,000 representative samples shown in
the last column. The first row represents the ground truth obtained by MCMC.
Each subsequent row shows the MGAN results when training with N = 100, 000,
N = 50,000, and N = 5,000 data samples respectively.

small amount of Gaussian noise to each input image. This is a similar mechanism
to the one employed in Karras, Laine, and Aila, 2019. We have found that it helps
significantly in battling conditional mode collapse.

Average monotonicity violations

Our final set of results pertain to all of the numerical experiments above. Ta-
ble 66 summarizes an approximation to the monotonicity probabilities of the trained
MGANSs in each experiment computed over samples from the reference. These prob-
abilities were tracked during training using the mini-batch samples and averaged
at each epoch. Here we report only the estimates computed at the final epoch as
they constitute the approximate monotonicity probability of the trained model. We

observe that even though the monotonicity constraint is only imposed in expectation,
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Figure 611: Example in-painted images using MGANSs. The first column shows
the ground truth images. The second column shows x*, the image to be in-painted.
The third, fourth, and fifth columns show random in-paintings generated from the
conditional y|x*. The sixth and seventh columns show the pixel-wise conditional
mean and variance computed from 1000 samples. The last column shows the label
probabilities of samples from y|x* classified using LeNet Lecun et al., 1998.

it still holds with high probability for the trained MGAN. The BOD experiment has
the lowest monotonicity probability at 89.36% while the Darcy flow example has
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Figure 612: Example in-paintings using MGAN from the CelebA test set. First row
depicts the ground truth image, second row shows the observed image «* while the
next four columns are random samples from the conditional y|x*. The bottom two
rows show the pointwise means and variances of the intensities of the conditional
samples generated by the MGAN.

the highest probability at 100%.

Further theoretical and numerical analysis of this expected monotonicity constraint
is needed to better understand the reason for this good performance of the trained
maps and also to understand the regularizing effects of this constraint in providing

stability to the trained neural networks.
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Problem |Monotonicity Probability

(6.4) 95.83%
(6.5) 92.71%
(6.6) 98.60%
BT favorable 99.96%
BT reverse 99.95%
T favorable 95.23%
T reverse 99.77%
BOD 89.36%
Darcy 100.0%
MNIST 98.84%

CelebA 99.99%

Table 66: Final approximate probability that T is monotone for each problem.
We denote block triangular and triangular maps by BT and T for the example in
Section 6.4, respectively.
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Chapter 7

REGRESSION-CLUSTERING FOR MOLECULAR PREDICTIONS

7.1 Introduction

Machine-learning (ML) continues to emerge as a versatile strategy in the chemical
sciences, with applications to drug discovery (Lavecchia, 2015; Gawehn, Hiss, and
Schneider, 2016; Popova, Olexandr Isayev, and Tropsha, 2018; Kearnes et al., 2016;
Mater and Coote, 2019), materials design (Kim et al., 2017; Ren et al., 2018; Butler
et al., 2018; Sanchez-Lengeling and Aspuru-Guzik, 2018; Mater and Coote, 2019),
and reaction prediction (Wei, Duvenaud, and Aspuru-Guzik, 2016; Raccuglia et al.,
2016; Ulissi et al., 2017; Segler and Waller, 2017; Segler, Preuss, and Waller, 2018;
Mater and Coote, 2019). An increasing number of ML methods have focused on
the prediction of molecular properties, including quantum mechanical electronic
energies (J. S. Smith, O. Isayev, and Roitberg, 2017; Justin S Smith et al., 2019;
Lubbers, Justin S. Smith, and Barros, 2018; Bartdk et al., 2010; Rupp et al., 2012;
Montavon, Rupp, Gobre, Vazquez-Mayagoitia, Hansen, Tkatchenko, Miiller, and
von Lilienfeld, 2013; Hansen et al., 2013; Ramakrishnan, Dral, et al., 2015; Jorg
Behler, 2016; Paesani, 2016; Schiitt et al., 2017; Wu et al., 2018; Nguyen et al.,
2018; Fujikake et al., 2018; Li et al., 2018; Zhang et al., 2018; Nandy et al., 2018),
densities, and spectra (Ramakrishnan, Hartmann, et al., 2015; Gastegger, Jorg Behler,
and Marquetand, 2017; Yao et al., 2018; Anders S. Christensen, Felix A. Faber, and
O. Anatole von Lilienfeld, 2019; Ghosh et al., 2019). Most of this work has focused
on ML in the representation of atom- or geometry-specific features, although more
abstract representations are gaining increased attention(Brockherde et al., 2017;
McGibbon et al., 2017; Nudejima et al., 2019; Townsend and Vogiatzis, 2019;
Welborn, Cheng, and Miller, 2018; Cheng et al., 2019).

We recently introduced a rigorous factorization of the post-Hartree-Fock corre-
lation energy into contributions from pairs of occupied molecular orbitals and
showed that these pair contributions could be compactly represented in the space of
molecular-orbital-based (MOB) features to allow for straightforward ML regression
(Welborn, Cheng, and Miller, 2018; Cheng et al., 2019). This MOB-ML method
was demonstrated to accurately predict second-order Mgller-Plessett perturbation
theory (MP2)(Mgller and Plesset, 1934; Saebo and Pulay, 1993) and coupled clus-
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ter with singles, doubles and perturbative triples (CCSD(T))(Bartlett et al., 1990;
Schiitz, 2000) energies of different benchmark systems, including the QM7b-T and
GDB-13-T datasets of thermalized drug-like organic molecules. While providing
good accuracy with a modest amount of training data, the accuracy of MOB-ML in
these initial studies was limited by the high computational cost (O(N?3)) of applying
Gaussian Process Regression (GPR) to the full set of training data (Cheng et al.,
2019).

In this work, we combine MOB-ML with regression clustering (RC) to overcome
this bottleneck in computational cost and accuracy. The training data are clustered
via RC to discover locally linear structures. By independently regressing these
subsets of the data, we obtain MOB-ML models with greatly reduced training costs

while preserving prediction accuracy and transferability.

7.2 Theory

Molecular-orbital based machine learning (MOB-ML)

The MOB-ML method is based on the observation that the correlation energy for
any post-Hartree-Fock wavefunction theory can be exactly decomposed as a sum

over occupied molecular orbitals (MOs) via Nesbet’s theorem (Nesbet, 1958; Szabo
and Ostlund, 1996),

occ

Ec = ZEZ']‘, (71)
ij

where F. is the correlation energy and ¢;; is the pair correlation energy corresponding
to occupied MOs ¢ and j. The pair correlation energies can be expressed as a
functional of the set of (occupied and unoccupied) MOs, appropriately indexed by ¢
and 7, such that

€ =€ [{QSP}U} . (72)

The functional e maps the Hartree-Fock MOs to the pair correlation energy, regardless
of the molecular composition or geometry, such that it is a universal functional for all
chemical systems. To bypass the expensive post-Hartree-Fock evaluation procedure,
MOB-ML approximates ¢;; by machine learning two functionals, e} and ),

which correspond to diagonal and off-diagonal terms of the sum in Eq. 7.1.

EML fz ifi=y
€ ~ a - [fi] J (73)
L [f,] ifi # ]
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The MOB-ML feature vectors f; and f;; are comprised of unique elements of the
Fock, Coulomb and exchange matrices between ¢;, ¢;, and the set of virtual orbitals.
Without loss of generality, we perform MOB-ML using localized MOs (LMOs) to
improve transferability across chemical systems.(Welborn, Cheng, and Miller, 2018)
Detailed descriptions of feature design are provided in our previous work (Cheng
et al., 2019; Welborn, Cheng, and Miller, 2018), and the features employed here are
unchanged from those detailed in Ref. (Cheng et al., 2019).

Local linearity of MOB feature space

It has been previously emphasized that MOB-ML facilitates transferability across
chemical systems, even allowing for predictions involving molecules with elements
that do not appear in the training set (Welborn, Cheng, and Miller, 2018), due to
the fact that MOB features provide a compact and highly abstracted representation
of the electronic structure. However, it is worth additionally emphasizing that this
transferability benefits from the smooth variation and local linearity of the pair
correlation energies as a function of MOB feature values associated with different

molecular geometries and even different molecules.

Figure 71 illustrates these latter properties for a o-bonding orbital in a series of
simple molecules. On the y-axis, we plot the diagonal contribution to the correlation
energy associated with this orbital (¢;), computed at the MP2/cc-pvTZ level of
theory. On the x-axis, we plot the value of a particular MOB feature, the Fock
matrix element for the that localized orbital, Fj;. For each molecule, a range of
geometries is sampled from the Boltzmann distribution at 350 K, with each plotted

point corresponding to a different sampled geometry.

It is immediately clear from the figure that the pair correlation energy varies smoothly
and linearly as a function of the MOB feature value. Moreover, the slope of the
linear curve is remarkably consistent across molecules. This illustration suggests that
MOB features may lead to accurate regression of correlation energies using simple
machine learning models (even linear models), and it also indicates the basis for the
robust transferability of MOB-ML across diverse chemical systems, including those

with elements that do not appear in the training set.

Regression clustering with a greedy algorithm

To take advantage of the local linearity of pair correlation energies as a function
of MOB features, we propose a strategy to discover optimally linear clusters using
regression clustering (RC).Spith (1979b) consider the set of M datapoints {f;, ¢, }
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Figure 71: The diagonal pair correlation energy (e;;) for a localized o-bond in four
different molecules at thermally sampled geometries (at 350 K), computed at the
MP2/cc-pvTZ level of theory. The diagonal pair correlation energies for HF, NH;,
and CH, are shifted vertically downward relative to those of HF by 3.407, 6.289,
and 7.772 kcal/mol for H,O, NH; and CH,. Illustrative o0-bond LMOs are shown for
each molecule.

C R? xR, where d is the length of the MOB feature vector and where each datapoint
is indexed by ¢ and corresponds to a MOB feature vector and the associated reference

value (i.e., label) for the pair correlation energy. To separate these datapoints into

locally linear clusters, S, . .., Sn, we seek a solution to the optimization problem
N
i 2
i D25 AS) -+ (S el (7.4
= k

where A(S;) € R? and b(S;,) € R are obtained via ordinary least squares (OLS)
solution,
ftj; 1 Etl

= ol (7.5)

1
ti5y,| €t)5,
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Each resulting S}, is the set of indices ¢ assigned to cluster k£ comprised of |Sk|
datapoints. To perform the optimization in Eq. 7.4, we employ a modified version
of the greedy algorithm proposed in Ref. (Spéth, 1979a) (Algorithm 1). In general,
solutions to Eq. 7.4 may overlap, such that S, N .S; # () for k& # [; however, the

proposed algorithm enforces that clusters remain pairwise-disjoint.

Input: Initial clusters: Si,..., Sy
Output: Data clusters S, ..., Sy
for k < 1to N do
| A(Sk),b(Sk) < OLS solution of Eq. 7.5;
end
while not converged do
for k < 1to N do
Sy« {te{l,...,M}:argmin |A(S,) £ +b(S,) — &|* =k}
ne{l,...,N}
end
for k < 1to N do
| A(Sk), b(Sk) < OLS solution of Eq. 7.5
end

end

Algorithm 1: Greedy algorithm for the solution of Eq. 7.4.

Algorithm 1 has a per-iteration runtime of O(Md?), since we compute N OLS
solutions each with runtime O(|S;|d?) and since Zszl |Sk| = M. However, the
algorithm can be trivially parallelized to reach a runtime of O(max(|Sy|)d?). A key
operational step in this algorithm is line 1, which can be explained in simple terms as
follows: we assign each datapoint, indexed by ¢, to the cluster to which it is closest,

as measured by the squared linear regression distance metric,
| Dial? = [A(S,) - o +0(S,) — & (7.6)

where D, ; is the distance of this point to cluster n. In principle, a datapoint could
be equidistant to two or more different clusters by this metric; in such cases, we
randomly assign the datapoint to only one of those equidistant clusters to enforce the
pairwise-disjointness of the resulting clusters. Convergence of the greedy algorithm

is measured by the decrease in the objective function of Eq. 7.4.

Figure 72 illustrates RC in a simple one-dimensional example for which unsupervised
clustering approaches will fail to reveal the underlying linear structure. To create
two clusters of nearly linear data that overlap in feature space, the interval of
feature values on [0, 1] is uniformly discretized, such that f, = (t — 1)/(M — 1)
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Figure 72: Comparison of clustering algorithms for (a) a dataset comprised of
two cluster of nearly linear data that overlap in feature space, using (b-d) RC and
(e) standard K-means clustering. (b) Random initialization of the clusters for the
greedy algorithm, with datapoint color indicating cluster assignment. (c) Cluster
assignments after one iteration of the greedy algorithm. (d) Converged cluster
assignments after four iterations of the greedy algorithm. For panels (b-d), two
linear regression lines at each iteration are shown in black. (e) Converged cluster
assignments obtained using K-means clustering, which fails to reveal the underlying
linear structure of the clusters.
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fort = 1,..., M. Then, M/2 of the feature values are randomly chosen without
replacement for cluster S; while the remainder are placed in S,; the energy labels

associated with each feature value are then generated using
¢ ="5+8&1, €5

and
Et:_ft+1+§t,27 t e Sy

where &5, ~ N(0,0.1%) is an i.d.d. sequence. The resulting dataset is shown in
Fig. 72a.

Application of the RC method to this example is illustrated in Figs. 72(b-d). The
greedy algorithm is initialized by randomly assigning each datapoint to either S}
or Sy (Fig. 72b). Then, with only a small number of iterations (Figs. 72¢ and
d), the algorithm converges to clusters that reflect the underlying linear character.
For comparison, Fig. 72e shows the clustering that is obtained upon convergence
of the standard K-means algorithm,(Lloyd, 1982) initialized with random cluster
assignments. Unlike RC, the K-means algorithm prioritizes the compactness of
clusters, resulting in a final clustering that is far less amenable to simple regression.
While we recognize that the correct clustering could potentially be obtained using
K-means when the dimensions of f; and ¢, are comparable, this is not the case for
MOB-ML applications since f; is typically at least 10-dimensional and ¢, is a scalar;
the RC approach does not suffer from this issue. Finally, we have confirmed that
initialization of RC from the clustering in Fig. 72e rapidly returns to the results in

Fig. 72d, requiring only a couple of iterations of the greedy algorithm.

7.3 Calculation Details

Results are presented for QM7b-T,(Cheng et al., 2019) a thermalized version of
the QM7b set(Montavon, Rupp, Gobre, Vazquez-Mayagoitia, Hansen, Tkatchenko,
Miiller, and O Anatole von Lilienfeld, 2013) of 7211 molecules with up to seven C, O,
N, S, and Cl heavy atoms, as well as for GDB-13-T,(Cheng et al., 2019) a thermalized
version of the GDB-13 set(Blum and Reymond, 2009) of molecules with thirteen
C, O, N, S, and Cl heavy atoms. The MOB-ML features employed in the current
study are identical to those previously provided.(Cheng et al., 2019) Reference
pair correlation energies are computed using MP2(Mgller and Plesset, 1934) and
using CCSD(T).(Bartlett et al., 1990; Schiitz, 2000) The MP2 reference data were
obtained with the cc-pVTZ basis set,(Dunning, 1989) whereas the CCSD(T) data
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Figure 73: The MOB-ML clustering/regression/classification workflow. (a) Clus-
tering of the training dataset of MOB-ML feature vectors and energy labels using
RC to obtain optimized linear clusters and to provide the cluster labels for the fea-
ture vectors. (b) Regression of each cluster of training data (using LR or GPR), to
obtain the ensemble of cluster-specific regression models. (c) Training a classifier
(RFC) from the MOB-ML feature vectors and cluster labels for the training data.
(d) Evaluating the predicted MOB-ML pair correlation energy from a test feature
vector is performed by first classifying the feature vector into one of the clusters,
and then evaluating the cluster-specific regression model. In each panel, blue boxes
indicate input quantities, orange boxes indicate training intermediates, and green
boxes indicate the resulting labels, models, and pair correlation energy predictions.

were obtained using the cc-pVDZ basis set.(Dunning, 1989) All employed training
and test datasets are provided in Ref. (Cheng et al., 2019).

Regression Clustering (RC)

RC is performed using the ordinary least square linear regression implementation in
the SCIKIT-LEARN package (Pedregosa et al., 2011). Unless otherwise specified,
we initialize the greedy algorithm from the results of K-means clustering, also
implemented in SCIKIT-LEARN; K-means initialization was found to improve the
subsequent training of the random forest classifier (RFC) in comparison to random
initialization. It is found that neither L1 nor L2 regularization had significant effect
on the rate of convergence of the greedy algorithm, so neither is employed in the
results presented here. It is found that a convergence threshold of 10~® kcal?/mol?
for the loss function of the greedy algorithm (Eq. 7.4) leads to no degradation in the
final MOB-ML regression accuracy (Fig. S2); this value is employed throughout.
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Regression

Two different regression models are employed in the current work. The first is ordi-
nary least-squares linear regression (LR), as implemented in SCIKIT-LEARN. The
second is Gaussian Process Regression, as implemented in the GPY 1.9.6 software
package (GPy: A Gaussian process framework in python since 2012). Regression is
independently performed for the training data associated with each cluster, yielding
a local regression model for each cluster. Also, as in our previous work,(Welborn,
Cheng, and Miller, 2018; Cheng et al., 2019) regression is independently performed
for the diagonal and off-diagonal pair correlation energies (e}'" and €}'") yielding

independent regression models for each (Eq. 7.3).

GPR is performed using a negative log marginal likelihood objective. As in our
previous work,(Cheng et al., 2019) the Matérn 5/2 kernel is used for regression
of the diagonal pair correlation energies and the Matérn 3/2 kernel is used for
the off-diagonal pair correlation energies; in both cases, white noise regulariza-
tion(Rasmussen and Williams, 2006) is employed, and the GPR is initialized with

unit lengthscale and variance.

Classification

An RFC is trained on MOB-ML features and cluster labels for a training set and
then used to predict the cluster assignment of test datapoints in MOB-ML feature
space. We employ the RFC implementation in SCIKIT-LEARN, using with 200 trees,
the entropy split criteria,(Criminisi, Shotton, and Konukoglu, 2012) and balanced
class weights.(Criminisi, Shotton, and Konukoglu, 2012) Alternative classifiers were
also tested in this work, including K-means, Linear SVM,(Fan et al., 2008) and
AdaBoost;(Hastie et al., 2009) however, these schemes were generally found to yield

less accurate MOB-ML energy predictions than RFC.

For comparison, a "perfect" classifier is obtained by simply including the test data
within the RC training set. While useful for the analysis of prediction errors due to
classification, this scheme is not generally practical because it assumes prior knowl-
edge of the reference energy labels for the test molecules. Since the perfect classifier
avoids mis-classification of the test data by construction, it should be regarded as
a best case scenario for the performance of the clustering/regression/classification

approach.
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The clustering/regression/classification workflow

Fig. 73 summarizes the combined work flow for training and evaluating a MOB-ML
model with clustering. The training involves three steps: First, the training dataset
of MOB-ML feature vectors and energy labels are assigned to clusters using the RC
method (panel a). Second, for each cluster of training data, the regression model
(LR or GPR) is trained to enable the prediction of pair correlation energies from the
MOB-ML vector. Third, a classifier is trained from the MOB-ML feature vectors and
cluster labels for the training data, to enable the prediction of the cluster assignment
from a MOB-ML feature vector.

The resulting MOB-ML model is specified in terms of the method of clustering (RC,
for all results presented here), the method of regression (either LR or GPR), and
the method of classification (either RFC or the perfect classifier). In referring to
a given MOB-ML model, we employ a notation that specifies these options (e.g.,
RC/LR/RFC or RC/GPR/perfect).

Evaluation of the trained MOB-ML model is explained in Fig. 73d. A given molecule
is first decomposed into a set of test feature vectors associated with the pairs of
occupied MOs. The classifier is then used to assign each feature vector to an
associated cluster. The cluster-specific regression model is then used to predict the
pair correlation energy from the MOB feature vector. And finally, the pair correlation

energies are summed to yield the total correlation energy for the molecule.

To improve the accuracy and reduce the uncertainty in the MOB-ML predictions,
ensembles of 10 independent models using the clustering/regression/classification
workflow are trained, and the predictive mean and the corresponding standard error
of the mean (SEM) are computed by averaging over the 10 models; a comparison
between the learning curves(Cortes et al., 1994) from a single run and from averaging
over the 10 independent models is included in Supporting Information Fig. S1. As
described here, the predicted correlation energies may exhibit discontinuities as a
function of nuclear position, due to changes in the assignment of feature vectors
among the clusters; moving forward, this may be avoided with the use of soft (or

fuzzy) clustering algorithms.(Baraldi and Blonda, 1999)

7.4 Results
Clustering and classification in MOB feature space
We begin by showing that the situation explored in Fig. 72, in which locally linear

clusters overlap, also arises in realistic chemical applications of MOB-ML. We
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consider the QM7b-T set of drug-like molecules with thermalized geometries, using
the diagonal pair correlation energies €' computed at the MP2/cc-pVTZ level.
Randomly selecting 1000 molecules for training, we perform RC on the dataset
comprised of these energy labels and feature vectors, using N = 20 optimized

clusters; the sensitivity of RC to the choice of N is examined later.

In many cases, the resulting clusters are well separated, such that the datapoints
for one cluster have small distances (as measured by the linear regression distance
metric, Eq. 7.6) to the cluster which it belongs to and large distances to all other
clusters. However, the clusters can also overlap. Fig. 74a illustrates this overlap for
two particular clusters (labeled 1 and 2) obtained from the QM7b-T diagonal-pair

training data.

Each datapoint assigned to cluster 1 (blue) is plotted according to its distance to both
cluster 1 and cluster 2; likewise for the datapoints in cluster 2 (red). The datapoints
for which the distances to both clusters approach zero correspond to regions of
overlap between the clusters in the high-dimensional space of MOB-ML features,

akin to the case shown in Fig. 72.

Finally, in Fig. 74b, we illustrate the classification of the feature vectors into clusters.
An RFC is trained on the feature vectors and cluster labels for the diagonal pairs
of 1000 QM7b-T molecules in the training set, and the classifier is then used to
predict the cluster assignment for the feature vectors associated with the remaining
diagonal pairs of 6211 molecules in QM7b-T. For clusters 1 and 2, we then analyze
the accuracy of the RFC by plotting the linear regression distance for each datapoint
to the two clusters, as well as indicating the RFC classification of the feature vector.
Each red datapoint in Fig. 74b that lies above the diagonal line of reflection is
mis-classified into cluster 2, and similarly, each blue datapoint that lies below the
line of reflection is mis-classified into cluster 1. The figure illustrates that while
RFC is not a perfect means of classification, it is at least qualitatively correct. Later,
in the results section, we will analyze the sources of MOB-ML prediction errors
due to mis-classification by comparing energy predictions obtained with perfect

classification versus RFC.

Chemically intuitive clusters
To address this, we employ a training set of 500 randomly selected molecules from
QM7b-T, and we perform regression clustering for the diagonal pair correlation

energies €)'~ with a range of total cluster numbers, up to N = 20. For each clustering,
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Figure 74: (a) [llustration of the overlap of clusters obtained via RC for the training
set molecules from QM7b-T. (b) Classification of the datapoints for the remain-
ing test molecules from QM7b-T, using RFC. Distances correspond to the linear
regression metric defined in Eq. 7.6.
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Figure 75: Analyzing the results of clustering/classification in terms of chemical in-
tuition. Using a a training set of 500 randomly selected molecules from QM7b-T, RC
is performed for the diagonal pair correlation energies, ¢}, with a range of cluster
numbers, N, and for each clustering, an RFC is trained. Then, the trained classi-
fier is applied to a set of test molecules (CH,, C,Hy, C,H,, C3Hg, CH;CH,OH,
CH;0CH;, CH;CH,CH,CH;, CH;CH(CH;)CH;, CH;CH,CH,CH,CH,CH,CHs,
(CH3);CCH,0H, and CH;CH,CH,CH,CH,CH,0OH) which have chemically intuitive
LMO types, as indicated in the legend. The LMOs are successfully resolved accord-
ing to type by the classifier as NV increases. Empty boxes correspond to clusters into
which none of the LMOs from the test set is classified; these are expected since the

training set is more diverse than the test set.



304

we then train an RFC. Finally, each trained RFC is independently applied to a set
of test molecules with easily characterized valence molecular orbitals (listed in the
caption of Fig. 75), to see how the feature vectors associated with valence occupied

LMOs are classified among the optimized clusters.

Figure 75 presents the results of this exercise, clearly indicating the agreement
between chemical intuition and the predictions of the RFC. As the number of clus-
ters increases, the feature vectors associated with different valence LMO types are
resolved into different clusters; and with a sufficiently large number of clusters (15 or
20), each cluster is dominated by a single type of LMO while each LMO type is as-
signed to a small number of different clusters. The empty boxes in Fig. 75 reflect that
the training set contains a larger diversity of LMO types than the 11 test molecules,
which is expected. The observed consistency of the clustering/classification method
presented here with chemical intuition is of course promising for the accurate local
regression of pair correlation energies, which is the focus of the current work; how-
ever, the results of Fig. 75 also suggest that the clustering/classification of chemical
systems in MOB-ML feature space provides a powerful and highly general way of
mapping the structure of chemical space for other applications, including explorative

or active ML applications.(Browning et al., 2017)

Sensitivity to the number of clusters

We now explore the sensitivity of the MOB-ML clustering/regression/classification
implementation to the number of employed clusters. In particular, we investigate the
mean absolute error (MAE) of the MOB-ML predictions for the diagonal (> ; €ii)
and off-diagonal (3, - €i7) contributions to the total correlation energy, as a function
of the number of clusters, N, used in the RC. The MOB-ML models employ linear
regression and RFC classification (i.e., the RC/LR/RFC protocol); the training set
is comprised of 1000 randomly chosen molecules from QM7b-T, and the test set

contains the remaining molecules in QM7b-T.

Figure 76 presents the result of this calibration study, plotting the prediction MAE
as a function of the number of clusters. Not surprisingly, the prediction accuracy for
both the diagonal and off-diagonal contributions improves with NV, although it even-
tually plateaus in both cases. For the diagonal contributions, the accuracy improves
most rapidly up to approximately 20 clusters, in accord with the observations in
Fig. 75; and for the off-diagonal contributions, a larger number of clusters is useful

for reducing the MAE error, which is sensible given the greater variety of feature
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vectors that can be created from pairs of LMOs rather than only individual LMOs.
Appealingly, there does not seem to be a strong indication of MAE increases due
to "over-clustering”". While recognizing that the optimal number of clusters will,
in general, depend somewhat on the application and the regression method (i.e.,
LR versus GPR), the results in Fig. 76 nonetheless provide useful guidance with
regard to the appropriate values of N. Throughout the remainder of the study, we
employ a value of N = 20 for the MOB-ML prediction of diagonal contributions
to the correlation energy and a value of N = 70 for the off-diagonal contributions;

however, we recognize that these choices could be further optimized.
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Figure 76: Illustration of the sensitivity of MOB-ML predictions for the diagonal and
off-diagonal contributions to the correlation energy for the QM7b-T set of molecules,
using a subset of 1000 molecules for training and the RC/LR/RFC protocol. The
standard error of the mean (SEM) for the predictions is smaller than the size of the
plotted points.

Performance and training cost of MOB-ML with RC

We now investigate the effect of clustering on the accuracy and training costs of
MOB-ML for applications to sets of drug-like molecules. Figure 77a presents
learning curves (on a linear-linear scale) for various implementations of MOB-
ML applied to MP2/cc-pVTZ correlation energies, with the training and test sets
corresponding to non-overlapping subsets of QM7b-T. In addition to the new results
obtained using RC, we include the MOB-ML results from our previous work (GPR
without clustering).(Cheng et al., 2019)
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Figure 77: Learning curves for various implementations of MOB-ML applied to (a)
MP2/cc-pVTZ and (b) CCSD(T)/cc-pVDZ correlation energies, with the training
and test sets corresponding to non-overlapping subsets of the QM7b-T set of drug-
like molecules with up to heavy seven atoms. Results obtained using GPR without
clustering (green) are reproduced from Ref. (Cheng et al., 2019). The gray shaded
area corresponds to a MAE of 1 kcal/mol per seven heavy atoms. The prediction
SEM is smaller than the plotted points. The log-log version of this plot is provided
in Fig. S3.

Figure 77a yields three clear observations. The first is that the use of RC with RFC
(i.e., RC/GRP/RFC and RC/LR/RFC) leads to slightly less efficient learning curves
than our previous implementation without clustering, at least when efficiency is
measured in terms of the number of training molecules. Both the RC/GPR/RFC and
RC/LR/RFC protocols require approximately 300 training molecules to reach the
1 kcal/mol per seven heavy atoms threshold for chemical accuracy employed here,
whereas MOB-ML without clustering requires approximately half as many training
molecules. The second observation is that the classifier is the dominant source of
prediction error in these results. Comparison of results using RFC versus the perfect
classifier (which utilizes prior knowledge of the energy labels and this thus not
generally practical), reveals a dramatic reduction in the prediction error, regardless
of the regression method. This result indicates that there is potentially much to be
gained from the development of improved classifiers for MOB-ML applications. A
third observation is that with a perfect classifier, the LR slightly outperforms GPR,
given that the clusters are optimized to be locally linear; however, GPR slightly
outperforms LR in combination with the RFC, indicating that GPR is less sensitive

to classification error that LR.

Figure 77b presents the corresponding results at the CCSD(T)/cc-pVDZ level of
theory. The same trends emerge as the ones at the MP2/cc-pVTZ level of theory. As
seen in previous work, the training efficiency of MOB-ML with respect to the size
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Figure 78: Training costs and transferability of MOB-ML with clustering
(RC/LR/RFC, red; RC/GPR/RFC, blue) and without clustering (green, Ref. (Cheng
et al., 2019)), applied to correlation energies at the MP2/cc-pVTZ level. Prediction
errors are plotted as a function of wall-clock training time. Training sets are com-
prised of subsets of the QM7b-T dataset, with the number of training molecules
indicated via datapoint labels. Correlation energy predictions are made for test sets
comprised of the remaining seven-heavy-atom molecules from QM7b-T (circles)
and the thirteen-heavy-atom molecules from GDB-13-T (diamonds). Both MAE
prediction errors and parallelized wall-clock training times are plotted on a log scale.
The gray shaded area corresponds to a MAE of 1 kcal/mol per seven heavy atoms.
The prediction SEM is smaller than the plotted points. Details of the parallelization
and employed computer hardware are described in the text.

reference dataset is found to be largely insensitive to the level of electronic structure
theory.(Welborn, Cheng, and Miller, 2018; Cheng et al., 2019)

Figure 78 explores the training costs and transferability of MOB-ML models that
employ RC. In all cases, the models are trained on random subsets of molecules
from QM7b-T with up to seven heavy atoms, and predictions are made either on
the remaining molecules of QM7b-T (circles) or on the GDB-13-T set (diamonds);
it has previously been shown than that MOB-ML substantially outperforms the
FCHL atom-based-feature method in terms of transferability from small to large
molecules.(Cheng et al., 2019) The parallelization of the training steps are im-
plemented as follows. Within the RC step, the LR for each cluster is performed
independently on a different core of a 16-core Intel Skylake (2.1 GHz) CPU proces-
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sor. Within the regression step, the LR or GPR for each cluster is likewise performed
independently on a different core. For RFC training, we apply parallel 200 cores
using the parallel implementation of SCIKIT-LEARN, since there are 200 trees. The
regression and RFC training are independent of each other and are thus also trivially

parallelizable.

Focusing first on the predictions for seven-heavy-atom molecules (circles), it is clear
from Fig. 78 that RC leads to large improvements in the efficiency of the MOB-ML
wall-clock training costs. Although it requires somewhat more training molecules
than MOB-ML without clustering, MOB-ML with clustering enables chemical
accuracy to be reached with the training cost reduced by a factor of approximately
4500 for RC/GPR/RFC and of 35000 for RC/LR/RFC. Remarkably, for predictions
within the QM7b-T set, chemical accuracy can be achieved using RC/LR/RFC with

a wall-clock training time of only 7.7 s.

Figure 78 also demonstrates the transferability of the MOB-ML models for predic-
tions on the GDB-13-T set of thirteen-heavy-atom molecules (diamonds). In general,
it is seen that the degradation in the MAE per atom is greater for the RC/LR/RFC
than for RC/GPR/RFC, due to the previously mentioned sensitivity of LR to clas-
sification error. However, we note that the RC/GPR/RFC enables predictions on
GDB-13-T (blue, diamonds) that meet the per-atom threshold of chemical accuracy
used here, whereas that threshold was not achievable without clustering (green,

diamonds) due to the prohibitive training costs involved.

The improved efficiency of MOB-ML training with the use of clustering arises from
the cubic scaling of standard GPR in terms of training time (O(M?), where M is
number of training pairs).(Rasmussen and Williams, 2006) Trivial parallelization
over the independent regression of the clusters reduces this training time cost to
the cube of largest cluster. We note that other kernel-based ML methods with high
complexity in training time, like Kernel Ridge Regression,(Murphy, 2012) would
similarly benefit from clustering. For the RC/LR/RFC and RC/GPR/RFC results
presented in Fig. 78, a breakdown of the training time contributions for each step
of the clustering/regression/classification workflow as a function of the size of the
training dataset is shown in Fig. S4; this supporting information figure confirms
that the GPR regression dominates the total training (and prediction) costs for the
RC/GPR/RFC implementation, whereas training the RFC dominates the training
costs for RC/LR/RFC. In addition to improved efficiency in terms of training time,

clustering also brings benefits in terms of the memory costs for MOB-ML training,



309

due to the quadratic scaling of GPR memory costs in terms of the size of the dataset.

Finally, returning to the learning curves, we compare the results for MOB-ML
both with and without clustering to recent work(Anders S Christensen et al., 2018,
arXiv:1909.01946) using Faber-Christensen-Huang-Lilienfeld (FCHL) features.
Fig. 79 shows these various learning curves for the MP2/cc-pVTZ correlation ener-
gies. For Fig. 79a, the training and test sets correspond to non-overlapping subsets
of QM7b-T, and Fig. 79b shows the transferability of the same models trained using
QMT7b-T to predict the energies for GDB-13-T. Fig. 79a again shows that MOB-ML
RC/GPR/RFEC requires slightly more training geometries than MOB-ML without
clustering, yet both MOB-ML protocols are more efficient in terms of training
data than either the FCHL18(Felix A Faber et al., 2018) or FCHL19 implementa-
tions(Anders S Christensen et al., 2018, arXiv:1909.01946). Like MOB-ML with

clustering, the FCHL19 implementation was developed to reduce training times.
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Figure 79: Comparison of learning curves for MP2/cc-pVTZ correlation energies
obtained using MOB-ML (with and without clustering) versus FCHL18 and FCHL19.
Part (a) presents results for which both the training and test sets include molecules
from QM7b-T, and part (b) presents results for which the training set includes
molecules from QM7b-T and the test set includes molecules from GDB-13-T. The
MAE are plotted on a log-log scale as a function of number of training molecules.
The gray shaded area corresponds to a MAE of 1 kcal/mol per seven heavy atoms.
Results for FCHL18 and FCHL19 were digitally captured from Ref. (Anders S
Christensen et al., 2018, arXiv:1909.01946).

Capping the cluster size

Since the parallelized training time for RC/GPR/RFC is dominated by the GPR
regression of the largest cluster (Fig. S4), a natural question is whether additional
computational savings and adequate prediction accuracy could achieved by simply
capping the number of datapoints in the largest cluster. In doing so, we define

Sher to be the number of datapoints in the largest cluster obtained when the RC
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with the greedy algorithm is applied to a training dataset of V., molecules from
QM7b-T. Upon specifying N, (and thus Sﬁ;;?), the RC/GPR/RFC implementation
is modified as follows. For a given number of training molecules (which will
typically exceed Ncyp), the RC step is performed as normal. However, at the end
of the RC step, datapoints for clusters whose size exceeds Sn]\liiip are discarded at
random until all clusters contain Sﬁi;p or fewer datapoints. The GPR and RFC
training steps are performed as before, except using this set of clusters that are
capped in size. The precise value of S will vary slightly depending on which
training molecules are randomly selected for training and the convergence of the
greedy algorithm, but typical values for Sher are 672,1218,1863, 3005, and 4896
for Ne,, = 100, 200, 300, 500, and 800, respectively, and those values will be used

for the numerical tests presented here.

Figure 710a demonstrates that capping the maximum cluster size allows for substan-
tial improvements in accuracy when the number of training molecules exceeds Nc,p.
Specifically, the figure shows the effect of capping on RC/GPR/RFC learning curves
for MP2/cc-pVTZ correlation energies, with the training and test sets corresponding
to non-overlapping subsets of QM7b-T. As a baseline, note that with 100 training
molecules, the RC/GPR/RFC implementation yields a prediction MAE of approxi-
mately 1.5 kcal/mol. However, if the maximum cluster size is capped at Ny, = 100
and 300 training molecules are employed, then the prediction MAE drops to ap-
proximately 1.0 kcal/mol while the parallelized training cost for RC/GPR/RFC will
be unchanged so long as it remains dominated by the size of the largest cluster.
As expected, Fig. 710a shows that the learning curves saturate at higher prediction
MAE values when smaller values of V., are employed. Nonetheless, the figure
demonstrates that if additional training data is available, then the prediction accuracy
for MOB-ML with RC can be substantially improved while capping the size of the

largest cluster.

Figure 710b demonstrates the actual effect of capping on the parallelized training
time, plotting the prediction MAE versus parallelized training time as a function
of the number of training molecules. For reference, the results obtained using
RC/LR/RFC and RC/GPR/RFC without capping are reproduced from Fig. 78. As
is necessary, the RC/GPR/RFC results obtained with capping exactly overlap those
obtained without capping when the number of training molecules is not greater than
Neqp- However, for each value of Ny, a sharp drop in the prediction MAE is seen

when the number of training molecules begins to exceed N.,,, demonstrating that
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prediction accuracy can be greatly improved with minimal increase in parallelized
training time. For example, it is seen that for RC/GPR/RFC with N, = 100,
chemical accuracy can be reached with only 7.4 s of parallelized training, slightly
less than even RC/LR/RFC. For small values of N, this prediction MAE eventually
levels-off versus the training time, since the RFC training step becomes the dominant

contribution to the training time.
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Figure 710: The effect of cluster-size capping on the prediction accuracy and
training costs for MOB-ML with RC. Results reported for correlation energies
at the MP2/cc-pVTZ level, with the training and test sets corresponding to non-
overlapping subsets of the QM7b-T set of drug-like molecules with up to heavy
seven atoms. (a) Prediction MAE versus the number of training molecules, with
the clusters capped at various maximum sizes. The RC/GPR/RFC curve without
capping is reproduced from Fig. 77a. (b) Prediction MAE per heavy atom versus
parallelized training time as a function of the number of training molecules, as in
Fig. 78. The results for MOB-ML with clustering and without capping cluster size
(RC/LR/RFC, red; RC/GPR/RFC, blue) are reproduced from Fig. 78. Also, the
results for RC/GPR/RFC with various capping sizes N, are shown. For part (a), the
gray shaded area corresponds to a MAE of 1 kcal/mol, and for part (b), it corresponds
to 1 kcal/mol per seven heavy atoms, to provide consistency with preceding figures.
The prediction SEM is smaller than the plotted points.

7.5 Conclusions

Molecular-orbital-based (MOB) features offer a complete representation for mapping
chemical space and a compact representation for evaluating correlation energies.
In the current work, we take advantage of the intrinsic structure of MOB feature
space, which cluster according to types of localized molecular orbitals, as well
as the fact that orbital-pair contributions to the correlation energy contributions
vary linearly with the MOB features, to overcome a fundamental bottleneck in the
efficiency of machine learning (ML) correlation energies. Specifically, we introduce

a regression clustering (RC) approach in which MOB features and pair correlation
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energies are clustered according to their local linearity; we then individually regress
these clusters and train a classifier for the prediction of cluster assignments on the
basis of MOB features. This combined clustering/regression/classification approach
is found to reduce MOB-ML training times by 3-4 orders of magnitude, while
enabling prediction accuracies that are substantially improved over that which is
possible using MOB-ML without clustering. The use of a random forest classifier
for the cluster assignments, while better than alternatives that were explored, is
found to be the limiting factor in terms of MOB-ML accuracy within this new
approach, motivating future work on improved classifiers. This work provides a
useful step towards the development of accurate, transferable, and scalable quantum

ML methods to describe ever-broader swathes of chemical space.
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