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ABSTRACT

The microwave frequency range is home to a large amount of cosmologically crucial
signals including the cosmic microwave background, emission from high redshift
galaxies, and spectral absorption from interstellar dust. In addition to this wealth of
scientifically interesting signals, various cutting-edge detector technologies such as
microwave kinetic inductance detectors also operate at those frequencies. Both of
these areas would greatly benefit from improved readout electronics, which would
ideally include broadband, high gain, and low noise amplification. These condi-
tions are generally quite difficult to achieve simultaneously, and have driven the
development of a large number of innovative technological solutions. Recently,
superconducting traveling wave parametric amplifiers have emerged as a promis-
ing candidate for simultaneously meeting the amplification requirements in the
microwave regime.

In this thesis, we present further developments of traveling wave parametric am-
plifiers and other devices based on the nonlinear kinetic inductance of NbTiN
transmission lines. The design techniques used for dispersion engineering and
impedance matching are very robust, allowing for straightforward alterations to
produce amplifiers with bandwidths centered at vastly different frequencies. The
majority of our designs focus on the low frequency region from 2 to 12 GHz, where
we demonstrate broadband amplifiers with 20 to 30 dB gain, quantum-limited noise,
and minimal losses enabling vacuum noise squeezing. The excellent gain and noise
performance of one such amplifier is further demonstrated by its use in the readout
of a hidden photon dark matter search that sets new limits on the allowable kinetic
mixing coupling. One such device was also operated in an up-conversion mode
to demonstrate nearly perfect photon conversion efficiency of a narrowband signal
near 1.75 GHz to a 12.55 GHz output. At higher frequencies, similar devices are
shown to produce gain across over three octaves of bandwidth extending up to 34
GHz and a parametric amplifier operating in the W band. Utilizing the change in
phase velocity in our transmission lines with applied current, we build and test a
Fourier transform interferometer. We further present a smaller, optimized design
that could someday enable the construction of a single-wafer kilopixel array of
spectrometers for spatially resolved measurements of the spectral distortions in the
cosmic microwave background.
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C h a p t e r 1

INTRODUCTION

1.1 Scienti�c Motivation

The microwave and sub-millimeter frequency range from 1 to 1000 GHz is home to

some of the most signi�cant astronomical signals for our understanding of the uni-

verse. Notably, the vast majority of the power in the Cosmic Microwave Background

(CMB), the oldest measurable radiation in the universe dating from the epoch of

recombination, is contained within this frequency band and is the basis for much of

the standard cosmological model.[1]

Understanding the formation of the earliest galaxies shortly after the Big Bang is also

crucial for our understanding of the cosmology of the early universe. Spectroscopic

observations of the onset of star formation operate at GHz frequencies due to the

high cosmological redshift from such distant sources.[2] In addition to these early

universe signals, spectroscopic measurements at microwave frequencies are used to

shed light on the kinematics of galactic nuclei,[3] the dynamics of star formation,[4]

formation of protoplanetary disks,[5] stellar evolution,[6] test strong-�eld general

relativity,[7] and the atmospheric dynamics of Saturn's moons,[8] among countless

other astronomical phenomena. Such measurements are often performed using

radio interferometers such as the Atacama Large Millimeter/submillimeter Array

(ALMA) which allow for detection of such weak astronomical signals by a large

collection area coupled with ampli�cation from low-noise cryogenic receivers.

Below 100 GHz, transistor ampli�ers are typically used,[9] while above 100 GHz the

receivers typically employ a superconductor-insulator-superconductor (SIS) tunnel

junction mixer as the �rst stage. Although SIS receivers in principle can reach the

theoretical standard quantum limit for sensitivity,[10, 11] even the most sensitive

of these receivers typically operate at noise temperatures over four times above this

limit.[12, 13] The same is true for transistor ampli�ers. Additionally, the output

bandwidth of SIS mixers is limited to around 10-20 GHz.[14, 15, 16] Development

of newer technologies with better noise performance and wider instantaneous band-

widths could substantially enhance the scienti�c productivity of instruments such

as ALMA and are a key target for the upcoming decade.[17]

Outside of radio interferometers, the number of pixels in the focal plane arrays for
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many single-dish imaging experiments has been steadily increasing over the past few

decades.[18] The need for highly sensitive detector technologies that could be easily

integrated into such large arrays spurred the creation of microwave kinetic induc-

tance detectors (MKIDs).[19] In the past two decades, the development of MKID

technologies has grown exponentially due to their potential for improved measure-

ment sensitivity for a wide variety of frequencies, telescopes, and astronomical

targets. [20, 21, 22, 23, 24, 25]

An MKID is a photon measurement technology based on measuring the pair-

breaking in superconducting resonators.[26] Photons with an energy above the su-

perconducting bandgap�a ¡ 2� are absorbed, resulting in the breaking of Cooper

pairs and changing the quasiparticle density. The resulting shift of the kinetic in-

ductance and microwave loss are small, but can be detected by the change in the

frequency and quality factor of the resonator.[27] If the energy of the photon is suf-

�ciently large,[28] a single absorption event will result in the breaking of multiple

Cooper pairs depending on the energy of the incident photon. Thus, the magnitude

of the frequency shift of the resonator can be used to determine the energy of the

incident light.[24]

The resolution provided by this spectral response is generally limited not only by the

MKID responsivity and two-level-system noise of the resonator's capacitance but

also by the ampli�er noise in the readout system.[29] While low-noise high-electron-

mobility transistor (HEMT) ampli�ers are commonly used,[24] the resolution could

be further improved by employing ampli�ers with near quantum-limited noise,[30]

motivating the development of high-gain, low-noise ampli�er technology.

The bandwidth of these ampli�ers is also crucially important to MKID arrays with

a large number of pixels. Hundreds of MKID detectors in a focal plane array could

be read out using a single coaxial channel by employing frequency multiplexing for

the central frequency of each pixel's resonator.[31] The �nite resonator width and

fabrication considerations limit the resonator spacing to the order of a MHz,[32]

so the bandwidth of the readout ampli�ers inversely correlates with the number of

channels requires to read out the array.

1.2 Parametric Ampli�ers

The equivalent noise temperature of a system of ampli�ers connected in cascade

with gains� 1– � 2– •••�= and noise temperatures) 1– )2– •••)= is given by the Friis
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equation [33]

) sys = ) 1 ¸
) 2

� 1
¸

) 2

� 1� 2
¸

) 3

� 1� 2� 3
¸ •••̧

) #

� 1� 2� 3•••� =
• (1.1)

For ampli�ers with appreciable gain and low noise performance, this noise is dom-

inated by that of the �rst ampli�er in the series,) 1. As a result, the development of

increasingly low-noise ampli�ers has been at the forefront of enabling new levels of

sensitivity in a variety of microwave frequency experiments.

The concept of exploiting the nonlinear reactance of a material to form a parametric

ampli�er dates back to the early 1900s [34] when it was noted that such a response

could be used to transfer power from an applied pump to an incident signal.[35]

The early versions of these devices used in radio astronomy were semiconductor-

diode based devices,[36] which su�ered from fairly limited noise performance.[37]

In the 1980s, the invention of Galium arsenide �eld-e�ect transistor (GaAs FET)

ampli�ers [38] and their comparatively excellent noise performance[39] began to

replace parametric ampli�ers as readout technology.

In parallel to this development, the concept of HEMT ampli�ers was introduced in

1979 and resulted in commercially available devices a decade later.[40] By that time,

HEMTs routinely outperformed their counterpart cryogenic GaAs FET devices in

noise performance.[41] They have subsequently become a dominant choice for �rst-

stage ampli�cation in many experiments due to their excellent gain, large bandwidth,

and low noise �gures on the order of a few Kelvin.[42] However, because HEMTs are

based on inherently dissipative semiconductor materials, their noise level remains

signi�cantly above the theoretical quantum limit for added noise.[43]

The continued development of parametric ampli�ers would ultimately result in de-

vices operating at this quantum limit[44] but only after many decades of overcoming

various practical challenges.[45] Because early parametric ampli�ers relied on a sin-

gle diode as the source of the nonlinearity, they were very narrow-band devices. In

the late 1950s, there was a signi�cant resurgence of work on parametric ampli�ca-

tion due to the proposal of potentially wide-band traveling wave devices based on

the nonlinear reactance of microwave transmission lines.[46] But in the following

years, circuit manifestations of this concept met with little success for a number of

reasons: due to dispersion it was di�cult to achieve the required phase-matching in

nonlinear transmission lines based on lumped components such as diodes, while in

superconducting transmission lines, the required degree of nonlinearity could not

be achieved before the onset of dissipative processes. It was also shown that the
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conditions necessary for parametric ampli�cation in a dispersionless traveling wave

transmission line, which a uniform superconducting line approximates at frequency

well below the gap frequency, would result in the formation of shock waves which

will severely limit the ampli�er performance.[47] The following years were marked

by the �rst proposal [48] and experimental realization [49] of a superconducting

microwave parametric ampli�er built using a narrow band resonator. It was quickly

noted that similar devices based on the nonlinearity of the Josephson current across

a barrier could result in signi�cantly improved performance.[50] This resulted in a

large interest in further development of Josephson parametric ampli�ers,[51] lead-

ing to substantial improvements to their performance and commercialization in the

following decades.[52] The band- width of such devices remained fundamentally

limited by the circuit scheme which relied on a resonant cavity [53] to provide

su�cient interaction length with the nonlinear element.[54]

While wide band microwave parametric ampli�ers remained a challenge, progress

was made in the area of optics, for example with the development of optical para-

metric ampli�ers based on the Kerr nonlinearity in an optical �ber.[55] Work in

that area elucidated the need for phase matching to promote nonlinear processes

in traveling wave geometries, and sophisticated phase matching techniques were

demonstrated.

In 2012, there was a major breakthrough in the development of microwave travel-

ing wave parametric ampli�ers by the use of superconducting materials with high

normal state resistivity, such as NbTiN, where it was shown for the �rst time that

the kinetic inductance could provide su�cient reactive nonlinearity little nonlinear

dissipation.[56] Shock wave formation was suppressed, and phase matching was

promoted, through the use of periodic loading of the transmission line. This thesis

presents the subsequent development of these traveling wave parametric ampli-

�ers along with other devices based on the nonlinear kinetic inductance of similar

transmission lines.

Improvements in fabrication techniques ultimately allowed for the construction of

Josephson-base devices with hundreds or more Josephson junctions in series, en-

abling the production of broadband traveling wave Josephson parametric ampli�ers

in 2015.[57] These devices have already demonstrated near quantum-limited sensi-

tivity and are seeing use as readout ampli�ers for superconducting qubits, but they

appear to be limited in both dynamic range and operating frequency relative to the

kinetic inductance based devices discussed here.
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C h a p t e r 2

THEORY

2.1 Nonlinear Inductance

An electrical current passing through a cross-sectional area,� , is de�ned by the

number of charges passing through that cross-section per unit time. Expressed in

terms of the charge carrier density,=, and the average drift velocity,{3, the current

is given by [58]

� = =&�{ 3• (2.1)

Because the current is comprised of charge carriers with a mass and velocity, there

is a kinetic energy associated with their motion. We can use this kinetic energy to

de�ne an inductance per unit length,L :

=
�
1
2

<{ 2
3

�
� =

1
2

L : � 2• (2.2)

For resistive materials, this drift velocity will typically be relatively small as the

scattering interactions that result in resistance limit the time scale over which the

charge carriers might accelerate under the electric �eld driving the current. The

kinetic inductance in these materials can thus frequently be neglected, unless one

considers currents with frequencies comparable to the mean scattering frequency.

In superconductors, on the other hand, the drift velocity can be orders of magnitude

larger than resistive materials, meaning the kinetic inductance can be quite large.[59]

Alternatively, because the scattering frequency for Cooper pairs in a superconductor

is zero, the kinetic inductance is an important aspect of the electrodynamic response

of a superconductor at any nonzero frequency. This remains true up to the super-

conducting gap frequency2� • � , above which the superconductor behaves a normal

ohmic metal. Here,� is the superconducting gap parameter, which denotes the

energy per electron to break a Cooper pair.

Taking the appropriate mass (2< 4) and charge (24) for Cooper pairs, the kinetic

inductance per unit length in a superconductor is thus

L : =
< 4

2=B42 �
• (2.3)

The Cooper pair density, however, is not a constant, but rather a function of tem-

perature,=B¹) º, or superconducting coherence length,=B¹bº. Utilizing the complex
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conductivity from Mattis-Bardeen theory, one can calculate the kinetic inductance

per unit length of a thin superconducting wire as [60]

L : =
' B@�

2|c 2�
tanh� 1 �

2: � )
(2.4)

where' B@is the normal state sheet resistance,� is the superconducting gap, and|

is the width of the transmission line.

This kinetic inductance has a highly nontrivial relationship on the applied current,

as has been demonstrated with mathematical rigor by other sources.[61] For our

purposes, it su�ces to approximate this current dependence by the Taylor expansion

L¹ � º � L 0

 

1 ¸
�

�
� �

� 2

¸
�

�
� 0
�

� 4

¸ •••

!

(2.5)

where� � , � 0
� , and so on set the scale of the nonlinearity. Note that this series expan-

sion has excluded all odd terms as time reversal symmetry demands they be zero.

An alternate derivation using the microscopic theory of nonequilibrium supercon-

ductivity [62] shows a similar e�ect for oscillating radio-frequency currents.

2.2 Coupled Mode Equations

Consider the wave equation for the current in a transmission line with inductance

and capacitance per unit lengthL andC in one dimension:

m2�
mI2

�
m
mC

�
LC

m�
mC

�
= 0• (2.6)

If the inductance and capacitance are independent of the applied current, the solu-

tions to the di�erential equation will take the form of travelling waves with some

amplitude. The full expression for the current can be decomposed into a sum over

all frequencies of forward and backward propagating waves with various amplitudes

� =
1
2

 
Õ

=

�=¹I º48¹: =I � l =Cº ¸ � �
=¹I º4� 8¹: =I � l =Cº

!

• (2.7)

Under the above assumptions of constant inductance, the amplitudes�=¹I º will be

constant, and the oscillations at each frequency form a linearly independent basis

for the solutions. However, neither will be the case for a transmission line with a

nonlinear inductance per unit length of

L¹ � º = L 0

 

1 ¸
�

�
� �

� 2
!

(2.8)
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as described in the previous section. It is simple to see that the presence of the

� 2¹m�•mCº term will result in four-wave frequency mixing of the forml 0 = l 1 ¸

l 2 ¸ l 3 from its equality tom2� •mI2. Thus, the solutions of the wave equation

for the component of� ¹I º at any particular frequency,�=¹I º, will depend on the

amplitudes of the waves at all other frequencies.

In the following sections we will derive the coupled mode equations resulting from

the wave equation when the only non-zero terms in equation (2.7) are at the pump,

signal, idler, and DC frequencies:l ?– l B– l 8–and0. This approach closely follows

the method used by previous works on this topic [56, 63] but is reproduced here to

provide additional commentary on the derivation. We will then use this result to

justify why the contributions to the signal from other frequencies will be negligible.

Four-Wave-Mixing

Figure 2.1: The degenerate four-wave-mixing parametric ampli�cation process.

In this section, we are interested in four-wave-mixing processes where two pump

photons provide the energy for the stimulated emission of a signal and corresponding

idler tone. In particular, we will calculate the resulting gain for the degenerate case

where both pump photons share the same frequency,l ?, as depicted in Figure 2.1.

For conciseness in the following calculation, we de�ne the notation

` = 8¹: ` I � l ` Cº (2.9)

and denotel B, l 8, andl ? as the signal, idler, and pump wavelengths that obey the

energy-conservation relation

2l ? = l B¸ l 8• (2.10)



8

With these de�nitions, we can rewrite the expression in equation (2.7) as

� =
1
2

 
Õ

==?–B–8

�=4= ¸ � �
=4� =

!

=
1
2

�
� ?4? ¸ � �

?4� ? ¸ �B4B¸ � �
B4� B¸ �848¸ � �

84� 8
�

•

(2.11)

We are interested in �nding an expression for the change in the amplitudes of each

of these components with respect to their position along the transmission line,I .

This can be obtained by substituting the above expression into the wave equation

and solving
1

L 0C
m2�
mI2

=
m2�
mC2

¸
1

� 2
�

m
mC

�
� 2 m�

mC

�
• (2.12)

Consider the left-hand-side of the wave equation above:

m2�
mI2

=
1
2

m
mI

 
Õ

==?–B–8

8:=�=4= ¸
m�=
mI

4= � 8:=� �
=4� = ¸

m��=
mI

4� =

!

=
1
2

Õ

==?–B–8

�
� : 2

=�=4= ¸ 28:=
m�=
mI

4= ¸
m2�=

mI2
4=

�

¸
1
2

Õ

==?–B–8

�
� : 2

=� �
=4� = � 28:=

m��=
mI

4� = ¸
m2� �

=

mI2
4� =

�
•

(2.13)

In a parametric ampli�er, we can reasonably make the slow-varying-amplitude

approximation �
�
�
�
m2�=

mI2

�
�
�
� �

�
�
�
�: =

m�=
mI

�
�
�
� (2.14)

that the rate of change in the amplitude is nearly constant over the span of a single

wavelength. This leaves only

m2�
mI2

=
� : 2

=

2

Õ

==?–B–8

�
�=4= ¸ � �

=4� =�
¸ 8:=

Õ

==?–B–8

�
m�=
mI

4= �
m��=
mI

4� =
�

• (2.15)

We can then write an equation form�=•mI by setting it equal to all other terms

resulting from the wave equation that oscillate with the same frequency given by

4=. We can see one such term in the preceding sum, but let us now consider the

expression� 2¹m�•mCº.

Calculating
m�
mC

=
8
2

�
l ?� �

?4� ? ¸ l B� �
B4� B¸ l 8� �

84� 8

� l ?� ?4? � l B�B4B � l 8�848�
(2.16)
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and
m2�
mC2

= �
1
2

�
l 2

?� �
?4� ? ¸ l 2

B� �
B4� B¸ l 2

8� �
84� 8

¸ l 2
?� ?4? ¸ l 2

B�B4B¸ l 2
8�848

� (2.17)

and

� 2 =
1
4

�
� 2
?42? ¸ � � 2

? 4� 2? ¸ � 2
B42B¸ � � 2

B 4� 2B¸ � 2
8428¸ � � 2

8 4� 28•••

¸ 2j� ? j2 ¸ 2j�Bj2 ¸ 2j�8j2•••

¸ 2� ?�B4?¸ B¸ 2� ?� �
B4?� B¸ 2� ?�84?¸ 8¸ 2� ?� �

84?� 8•••

¸ 2� �
?�B4� ?¸ B¸ 2� �

?� �
B4� ?� B¸ 2� �

?�84� ?¸ 8¸ 2� �
?� �

84� ?� 8•••

¸ 2�B�84B̧ 8¸ 2�B� �
84B� 8¸ 2� �

B�84� B̧ 8¸ 2� �
B� �

84� B� 8�

(2.18)

shows that� 2¹m�•mCº will produce terms with a number of frequency components.

First, let us consider all the terms that are oscillating at the pump frequency (contain

only 4? as the exponent). Multiplying� 2 by ¹m�•mCº can only add or subtract one?,

B, or 9from each exponent, so we only care about terms in� 2 that are one such an

operation away from having an4? term. The only such terms in the above expression

for � 2 are

� 2 =
1
4

�
2�B�84B̧ 8¸ 2� �

?�84� ?¸ 8¸ 2� �
?�B4� ?¸ B

¸ � 2
?42? ¸ 2j� ? j2 ¸ 2j�Bj2 ¸ 2j�8j2

¸ 2� ?�B4?¸ B¸ 2� ?� �
B4?� B¸ 2� ?�84?¸ 8¸ 2� ?� �

84?� 8�
(2.19)

where the three non-trivial terms result from equation (2.10). Multiplying this by

¹m�•mCº and once again keeping only the relevant terms, we obtain

� 2 m�
mC

=
8
8

� �
l ? � l B � l 8

�
2� �

?�B�84B̧ 8� ?

¸ l ?

�
j� ? j2 ¸ 2j�Bj2 ¸ 2j�8j2

�
� ?4?

i (2.20)

and once again apply equation (2.10) to obtain

� 2 m�
mC

=
� 8l ?

8

h
2� �

?�B�84B̧ 8� ? ¸
�
j� ? j2 ¸ 2j�Bj2 ¸ 2j�8j2

�
� ?4?

i
(2.21)

and

m
mC

�
� 2 m�

mC

�
=

� l 2
?

8

h
2� �

?�B�84B̧ 8� ? ¸
�
j� ? j2 ¸ 2j�Bj2 ¸ 2j�8j2

�
� ?4?

i
• (2.22)
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Combining (2.22) with the4? terms of equations (2.15) and (2.17) into (2.12) gives

m�?
mI

=
8:?
8� 2

�

h
2� �

?�B�84B̧ 8� 2? ¸
�
j� ? j2 ¸ 2j�Bj2 ¸ 2j�8j2

�
� ?

i
(2.23)

using the standard relations

: ? =
l ?

{ph

{ph =
1

p
L 0C

•
(2.24)

Similarly, we can repeat the above procedure for terms with the same time depen-

dence as4Band48 to obtain

m�?
mI

=
8:?
8� 2

�

h
2� �

?�B�84B̧ 8� 2? ¸
�
j� ? j2 ¸ 2j�Bj2 ¸ 2j�8j2

�
� ?

i

m�B
mI

=
8:B
8� 2

�

h
� 2
?� �

842?� 8� B¸
�
j�Bj2 ¸ 2j� ? j2 ¸ 2j�8j2

�
�B

i

m�8
mI

=
8:8
8� 2

�

h
� 2
?� �

B42?� 8� B¸
�
j�8j2 ¸ 2j� ? j2 ¸ 2j�8j2

�
�8

i
•

(2.25)

The quantity4B̧ 8� 2? has no time dependence

4B̧ 8� 2? = 48¹: B̧ : 8� 2: ?ºI (2.26)

and sets the low-power propagation mismatch

� V = : B¸ : 8 � 2: ?• (2.27)

The coupled-mode equations above do not have an analytical solution, but they can

be solved numerically for co-propagating waves to model the performance of the

parametric ampli�er in simulations.

While this is the preferred method of calculation in practice, it is insightful to

calculate the gains

� B =
j�B¹! ºj2

j�B¹0ºj2
and � 8 =

j�8¹! ºj2

j�8¹0ºj2
(2.28)

under some reasonable assumptions. In the undepleted pump approximation where

the pump amplitude is taken to be constant (� ?¹I º = � ?¹0ºº, we are left with

m�?
mI

=
8:? j� ? j2

8� 2
�

�
� ?

�

m�B
mI

=
8:B
8� 2

�

h
� 2
?� �

84� 8� VI ¸
�
j�Bj2 ¸ 2j� ? j2 ¸ 2j�8j2

�
�B

i

m�8
mI

=
8:8
8� 2

�

h
� 2
?� �

B4� 8� VI ¸
�
j�8j2 ¸ 2j� ? j2 ¸ 2j�8j2

�
�8

i

(2.29)
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where the term

� q? =
: ? j� ? j2

8� 2
�

(2.30)

is the pump self-phase-modulation. Under the further assumptions that

ˆ we are operating near the center of the gain bandwidth wherel B � l 8 � l ?,

ˆ �B– �8are small (resulting in no self-phase-modulation),

ˆ the initial conditions of an arbitrary�B¹0º and�8¹0º = 0.

these equations have known solutions for the signal power gain,� B, and idler

conversion e�ciency,� 8, of

� B =
j�B¹! ºj2

j�B¹0ºj2
= 1 ¸

�
� q?

6
sinh6!

� 2

� 8 = � B � 1

(2.31)

where

6 =

r

¹� q?º2 �
� ^
2

� 2
(2.32)

^ = � V¸ 2� q? (2.33)

Because the equations (2.25) are symmetric for the signal and idler, the gain for a

signal at any frequency must be identical to the gain of a `signal' at the corresponding

idler frequency. The unity o�set between the signal power gain and idler conversion

e�ciency is simply a restatement of the de�nition of the four-wave-mixing process.

While both the signal and idler ampli�cation contributes to additional signal photons,

only the input signal photon (and not idler) contributes to the output power (as can

be seen clearly in Figure 2.1).

In the case of no dispersion,� V = 0 and6 = 0, the gain scales quadratically with

the length of the device and pump power,j� ? j2.

lim
6! 0

¹� Bº = 1 ¸

 
: ? j� ? j2!

8� 2
�

! 2

• (2.34)

To maximize the gain, we need to maximize the gain parameter,6, which occurs

when^ = 0 and results in exponential gain.

� B¹^ = 0º �
1
4

4� q? !

� B =
1
4

exp

 
: ? j� ? j2!

8� 2
�

!

•
(2.35)
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The condition for reaching the optimal exponential gain,

� V = : B¸ : 8 � 2: ? = � 2� q? = �
: ? j� ? j2

4� 2
�

(2.36)

occurs when the pump self-phase-modulation perfectly compensates for the disper-

sion mismatch between the signal, idler, and pump tones. This phase-matching

criterion will be investigated in greater detail in the subsequent section.

Three-Wave-Mixing

Another useful operating condition for a parametric ampli�er is the three-wave-

mixing ampli�cation process where one pump photon provides the energy for the

stimulated emission of a signal and idler photon with the energy, as seen in Figure 2.2.

The coupled-mode equations governing the gain of a parametric ampli�er operated

Figure 2.2: The three-wave-mixing parametric ampli�cation process.

in this mode can be derived in a nearly identical manner to the previous section

while instead using the energy-conservation equation

l ? = l B¸ l 8• (2.37)

Note, however, that the� 2¹m�•mCº term always results in the mixing of three inputs

to produce a fourth output tone, so it is impossible to satisfy the above relation

using only the signal, idler, and pump frequencies. Because the inductance is an

even function with respect to current, no type of second order nonlinear process

(such as second harmonic generation, sum/di�erence frequency generation, or para-

metric ampli�cation) can occur. This limitation is analogous to the second order

susceptibility being zero for centrosymmetric materials in nonlinear optics, where

the polarization will be an even function with respect to the applied electric �eld.
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We can easily break this symmetry in a transmission line by applying a DC current,

changing the expression for inductance to

L¹ � º � L 0

 

1 ¸
� 2 ¸ 2� �� � ¸ � 2

��

� 2
� ¸ � 2

��

!

(2.38)

where the2� �� � term now allows for the three-wave-mixing ampli�cation process.

It is convenient to de�ne

� 2
y = � 2

� ¸ � 2
�� (2.39)

and take the approximation¹� �� • �yº2 � 1 giving an inductance

L¹ � º � L 0

 

1 ¸
2� �� �

� 2
y

¸
� 2

� 2
y

!

• (2.40)

We now aim to solve the equation

1
L 0C

m2�
mI2

=
m2�
mC2

¸
1

� 2
y

m
mC

�
¹2� �� � ¸ � 2º

m�
mC

�
• (2.41)

Following a nearly identical procedure to the previous section, we arrive at

m�?
mI

=
8:?
8� 2

y

h
2� �� �B�84B̧ 8� ? ¸

�
j� ? j2 ¸ 2j�Bj2 ¸ 2j�8j2

�
� ?

i

m�B
mI

=
8:B
8� 2

y

h
2� �� � ?� �

84?� 8� B¸
�
j�Bj2 ¸ 2j� ? j2 ¸ 2j�8j2

�
�B

i

m�8
mI

=
8:8
8� 2

y

h
2� �� � ?� �

B4?� 8� B¸
�
j�8j2 ¸ 2j� ? j2 ¸ 2j�8j2

�
�8

i

(2.42)

which ultimately gives us the optimal gain of

� B =
1
4

42� q? !

� q? =
: ? j� ? j2

8� 2
y

(2.43)

when the the optimal phase matching criterion is met.[63]

� V = : B¸ : 8 � : ? = � � q? = �
: ? j� ? j2

8� 2
y

(2.44)

These are nearly identical in form to the four-wave-mixing results in equations (2.35)

and (2.36) up to a few constants.
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Other Nonlinear Processes

Throughout this chapter, we have derived coupled-mode-equations for both the

four-wave-mixing and three-wave-mixing parametric ampli�cation processes while

ignoring any other processes that might occur. Mathematically, this was accom-

plished by only summing over the subset of frequencies composing the RF current

� =
1
2

 
Õ

=

�=¹I º48¹: =I � l =Cº ¸ � �
=¹I º4� 8¹: =I � l =Cº

!

(2.45)

that conform to the energy conservation condition (2l ? = l B¸ l 8) or (l ? = l B¸ l 8)

for the particular process. Substituting this contracted sum into the wave equation

has resulted in three coupled-mode equations that can be solved for the change in

amplitudes of the various signals as they travel along the device.

For a more complete model of the parametric ampli�er, this sum should be performed

over every frequency that could be generated by an energetically allowed combina-

tion of signal, pump, and corresponding idler tones (2l B¸ l ?, 3l ?, l ? � l 8¸ l B,

etc.) and also for any frequencies that could be formed by iterating this process and

arbitrary number of times.

Plugging such a sum of� over# frequencies into the wave equation will result in#

coupled-mode equations of the form
m�=
mI

= 3WM processes + 4WM processes (2.46)

where [64]

3WM processes=
8:=�DC

4� 2
y

Õ

?–@2N0Í
9 ? 9̧

Í
9@9=2

48:=I

?1!•••?< !@1!•••@< !

� X

 
Õ

9

?9l 9 �
Õ

9

@9l 9 � l =

!

�
Ö

1� 9� #

�
� 94� 8:=I

� ?9 Ö

1� 9� #

�
� �

94
8:=I

� @9

(2.47)

4WM processes=
8:=
4� 2

y

Õ

?–@2N0Í
9 ? 9̧

Í
9@9=3

48:=I

?1!•••?< !@1!•••@< !

� X

 
Õ

9

?9l 9 �
Õ

9

@9l 9 � l =

!

�
Ö

1� 9� #

�
� 94� 8:=I

� ?9 Ö

1� 9� #

�
� �

94
8:=I

� @9
•

(2.48)



15

The variables?9 and@9 are natural numbers (including zero) counting the number

of photons absorbed or emitted at frequencyl 9 corresponding to the particular

process and the expression inside the Kronecker delta ensures energy conservation

for producing an output wave atl =. The amplitudes and phases of these waves are

multiplied by the two products, given the necessary counting coe�cient, and then

summed over all combinations of? and@with the proper number of photons for a

three or four-wave mixing process.

The set of equations one needs to solve to accurately model the device can be greatly

reduced in many applications. Using a parametric ampli�er as an example, the pump

must have su�cient power in order to provide the energy necessary to simultaneously

produce a large amount of gain for all input frequencies, meaningj� ? j � j �Bj. Since

the rate of change in the amplitude of any frequency,m�=•mIis proportional to the

amplitudes of the waves involved in that process, we can safely ignore any processes

that do not include at least one� ? as their e�ect will be relatively negligible. Other

approaches, for instance utilizing Floquet-Block equations,[65] can also be used to

perform similar calculations of parametric ampli�er performance.

Furthermore, the e�ciency of each process will be related to the corresponding

phase-matching criterion

� V =

 
Õ

9

?9: 9 �
Õ

9

@9: 9 � : =

!

= �

�
?? � @?

�
: ? j� ? jj?? � @? j

8� 2
y

(2.49)

in a similar manner to the previously approximated four-wave-mixing and three-

wave-mixing gains. Any process where this phase matching criterion is met will

result in exponential growth for the output power�=, and any process for which� V

is far from optimal will be equally ine�cient.

2.3 Phase Matching

In the previous section, we saw that the gain of a parametric ampli�er heavily

depends on the dispersion of the pump, signal, and idler tones. Optimal gain is

achieved when the dispersion criterion for the process is met, while decreasing to

negligible values for signal and idler frequencies with a signi�cant o�set from that

� V.

A quantitative calculation of this e�ect is shown in Figure 2.3 for an arbitrary

frequency with varying degrees of dispersion,� V. As we can see from the plot, the

ultimate bandwidth of our parametric ampli�er will be determined by the range of

frequencies over which the dispersion relation stays close to the optimal value.
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For an idealized transmission line with no dispersion,� V = 0, the parametric

ampli�er will see some amount of gain. The resulting gain curve for such a device

is shown in Figure 2.4 for an arbitrary pump frequencyl ?. Even with such a simple

model, we already see a bandwidth outside which the device sees a limited amount

of gain.

Unlike the result in Figure 2.3, the bandwidth in Figure 2.4 is determined by the

wavenumbers of the signal and idler,: Band: 8. In the coupled mode equations 2.25,

we see that the rate of change of the amplitude of these tones is linearly proportional

to this wavenumber, or inversely proportional to the wavelength. We can think of this

as setting the length scale for the corresponding signal/idler combinations, which

results in di�erent levels of gain when compared to the �xed physical dimension of

the device.

A real transmission line will have some degree of natural dispersion.� V is a linear

combination of the wavenumbers,: B, : 8, and: ?, which in turn are calculated from

the frequency and phase velocity

: ` =
l `

{ph
• (2.50)

The phase velocity, in turn, is a function of the inductance per unit length.

{ph =
1

p
LC

(2.51)

And, in the case of a superconductor, the surface inductance is a function of the

London penetration depth

L = ` 0_ coth
C
_

(2.52)

where_ is the penetration depth of the microstrip with thicknessC. This penetration

depth is given by [66]

_ =
1

p
` 0lf 2

(2.53)

wheref 2 is the imaginary part of the complex conductivityf = f 1 � 8f2 and can

be calculated from Mattis-Bardeen theory by solving

f 2

f #
=

1
\ l

¹ �

� � \ l

�
1 �

2
4¹� ¸ \ l º• :) ¸ 1

�
� 2 ¸ � 2 ¸ � \ l

p
� 2 � � 2

p
¹� ¸ \ l º2 � � 2

3� (2.54)

wheref # is the bulk normal state resistivity (the sheet resistance times thickness,

f # = ' BC).[67] Thus, because_ has a complicated relation on frequency, the
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Figure 2.3: A plot of the four-wave-mixing gain with respect to the parameter
^ = � V¸ 2� q? normalized by� q?.

Figure 2.4: Four-wave-mixing gain for an idealized parametric ampli�er with� V = 0
and an arbitrarily chosen pump frequency and power.
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Figure 2.5: The dispersion of a 250 nm by 35 nm NbTiN microstrip with a 400 nm
amorphous Silicon dielectric (nA = 11•5) with the linear component removed.

resulting dispersion curve for the device (and conversely� V) will likewise have a

non-trivial frequency dependence.

In Figure 2.5, we show the nonlinear1components of the dispersion curve for a 250

nm wide, 35 nm thick NbTiN microstrip based on the above calculations. We have

chosen to plot only the nonlinear component of the dispersion because the linear

component will perfectly cancel in the calculation of� Vdue to energy conservation

(see equation 2.10). The trend we see mirrors the typical dispersion curve we see in

optical materials near visible wavelengths.[68]

Instead of examining the dispersion directly, we could choose a pump frequency

and consider how the quantity� V will change across frequencies. Doing this for

the data in Figure 2.5 andl ? = 2c � 10GHz results in the phase matching condition

shown in Figure 2.6. The result shows that the phase matching condition due to the

inherent dispersion in a microstrip is not ideal for parametric ampli�cation as� V

ranges from 0 near the pump frequency to a positive value (while the condition for
1Note that �nonlinear� here refers to the deviation of: vs l from a straight line; not to be

confused with the previous usage of �nonlinear� with the kinetic inductance variation with applied
current.
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optimal gain is a negative value as given in equation 2.36).

Figure 2.6: The phase matching condition� V for a four-wave-mixing process in a
transmission line with dispersion as given in Figure 2.5.

We can compensate for these e�ects by introducing a band gap near the pump

frequency through periodically modulating the inductance or capacitance of the

transmission line.[69] In our parametric ampli�ers, this is done as a two-step process.

First, we introduce long capacitive `�ngers' periodically protruding from the trans-

mission line every� ! = 750nm. The primary purpose of these �ngers is to obtain

50
 impedance matching by greatly increasing the capacitance of the transmission

line while maintaining the large inductance (see section 3.1 for details). In addition,

the periodic modulation creates a photonic band gap at frequencyaebg [70]

apbg =
{ph

2� !
• (2.55)

This corresponds to a frequency of slightly above 1 THz in our devices, which is

far removed from the operating frequencies of a few GHz. However, each of these

capacitive �ngers will also act as a quarter-wave resonator, introducing a re�ective

electronic band gap at

aebg =
4{ph

! 5
(2.56)
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where! 5 is the �nger length. This parameter is tuned for optimal dispersion (see

section 3.2 for further details), but typically results in a band gap at frequencies of

a few 100 GHz. Because there are on the order of105 such quarter wave resonators

along the transmission line, this results in an enormous e�ect on the dispersion far

below these frequencies.

In Figure 2.7, we see the e�ect of the dispersion at low frequencies for two capacitive

�nger lengths corresponding to band gaps near 200 and 400 GHz compared to the

unloaded case. It is easy to see that the introduction of these structures introduces

a great amount of nonlinear dispersion to the ampli�er, the scale of which can be

easily controlled by modifying the length of the �ngers. For explicit details on this

calculation, see section 3.1.

Figure 2.7: The nonlinear components of the dispersion for a 250 nm by 35 nm
NbTiN transmission line that is periodically loaded with capacitive �ngers of the
same material and dimensions. The �ngers are spaced on both sides of the trans-
mission line every 750 nm apart, and have lengths of0` m (blue),7` m (red), and
14` m (yellow). The blue curve is the limit of no �ngers and is identical to that in
Figure 2.5.

We can further modify these dispersion curves by applying a second periodic mod-

ulation to the length of these capacitive �ngers, thereby changing the capacitance.

This process will introduce a second band gap according to equation 2.55 that we
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will tune to appear near the desired pump frequency. In Figure 2.8, we show the re-

sult of introducing such a band gap just above the intended four-wave-mixing pump

frequency of 10 GHz. The overall shape of the dispersion curve at frequencies far

from the band gap remains roughly unchanged (so: B and: 8 remain largely identi-

cal), while the dispersion near it allows us to choose a pump frequency to greatly

raise or lower: ? by placing it right beneath or above the band gap.

Figure 2.8: The nonlinear components of the dispersion of a superconducting
transmission line with (red) and without (blue) a secondary band gap. Both cases
correspond to a transmission line with an identical design to the yellow curve in
Figure 2.7, where the secondary band gap is produced by modulating the length of
the capacitive �ngers with a sine wave of0•45` m amplitude and97•5nm spatial
frequency.

The resulting dispersion criteria for the curve in Figure 2.8 and a 10 GHz pump

is shown in Figure 2.9. The introduction of the band gap allows for a range of

frequencies to approach the necessary dispersion relation for optimal gain, whereas

no frequencies with� V Ÿ0 existed prior.

The gain curve for these theoretical devices is then calculated by solving the coupled

mode equations for the four-wave mixing process derived in the previous section.

The results, plotted in Figure 2.10, show a signi�cant overall increase in the maxi-

mum gain and bandwidth. This increase comes at the cost of negligible transmission
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Figure 2.9: The dispersion criterion for a four-wave-mixing process with a 10
GHz pump for the design illustrated in Figure 2.8. The red and blue curves again
correspond to the transmission lines with and without the secondary band gap
produced by modulating the capacitive �ngers. The yellow curve corresponds to an
estimate of the optimal phase matching condition based on experimentally measured
devices with similar designs.

at the band gap frequency and subsequently minimal gain at the corresponding idler

tones due to the symmetries of equations 2.25.

2.4 Quantum Limit for Added Noise

In this section, we will re-derive the quantum mechanical limits on the noise perfor-

mance of a parametric ampli�er. The methodology used in this derivation roughly

follows the formalism and methodology used by Carlton Caves in his seminal paper

on the topic.[43] This result is crucial enough that we recreate it here with some

alterations, applying insights about the particular operation of parametric ampli�ers

speci�cally to modify and simplify the calculations. In doing so, we hope to provide

commentary that yields more physical insight into the source of the quantum limit

and situations where we might expect that limit to be exceeded.

Consider an arbitrary device that takes the bosonic modes of the input photon �eld,

I , and produces an output photon �eld,O, after some sort of interaction. Each mode
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Figure 2.10: The expected gain for the four-wave-mixing process with a 10 GHz
pump for the design illustrated in Figure 2.8. The dip in the gain curve just above
and below the pump frequency result from the band gap structure.

within this �elds has corresponding creation an annihilation operators of0y
U– 0U for

I and1y
U– 1U for O where the subscriptU is a label denoting the particular mode

with frequencyl U.

Parametric ampli�ers, when operated far below the saturation power, are linear am-

pli�ers in that their gain is independent on signal power. This statement is equivalent

to the condition that the operators for the output �eld are a linear combination of the

input �eld operators [43]

1U =
Õ

V

�
PUV0V ¸ CUV0

y
V

�
¸ F U (2.57)

whereP, C, andF are operators containing the internal workings of the ampli�er.

The operatorsFU determine the ampli�ers response independent of the input signal

and are thus generally associated with the added noise. The operatorsP and Q

contain all the information about the ampli�er's response to an input signal, and

encode information about the gain. Further assuming that the �uctuations in these

operators are minimal during optimal ampli�er performance (ie. the pump is in the

limit where it is behaving classically), we can rede�ne these operators in terms of
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their expectation values [43]

PUV � hP UVi

P �
UVPUV = 1

(2.58)

(and similarly for C). This additional assumption ensures that all the internal

operators commute with each other and0V and0y
V.

The commutation relation for the output �eld operators,
h
1U– 1yV

i
= XUV (2.59)

creates a corollary unitary condition for the ampli�er's internal operators
h
1U– 1yV

i
= 1U1y

V � 1y
V1U

XUV =

"
Õ

`

�
PU` 0` ¸ CU` 0y

`

�
¸ F U

# "
Õ

a

�
P �

Va0
y
a ¸ C �

Va0a

�
¸ F y

V

#

�

"
Õ

a

�
P �

Va0
y
a ¸ C �

Va0a

�
¸ F y

V

# "
Õ

`

�
PU` 0` ¸ CU` 0y

`

�
¸ F U

#
(2.60)

where we have chosen to preserve the numbering convention for the second two

sums without loss of generality. BecauseF commutes withP, C, and0, [43] we

can simplify the above expression to

XUV =

"
Õ

`

�
PU` 0` ¸ CU` 0y

`

�
# "

Õ

a

�
P �

Va0
y
a ¸ C �

Va0a

�
#

�

"
Õ

a

�
P �

Va0
y
a ¸ C �

Va0a

�
# "

Õ

`

�
PU` 0` ¸ CU` 0y

`

�
#

¸
h
FU–F y

V

i
•

(2.61)

Combining the rest of the sums, we are left with

XUV =
Õ

`–a

�
PU` P �

Va � C U` C�
Va

� �
0` – 0ya

�

¸
Õ

`–a

�
PU` C�

Va � P �
VaCU`

� �
0` – 0a

�
¸

h
FU–F y

V

i (2.62)

which, by the commutation relations
�
0` – 0a

�
= 0and

h
0` – 0ya

i
= X̀ a , leaves simply

XUV =
Õ

`

�
PU` P �

V` � C U` C�
V`

�
¸

h
FU–F y

V

i
• (2.63)

To proceed further, it is helpful to consider the physical meaning of the terms in the

above equations. The operators0U and1U correspond to some particular frequency
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mode (withl U or aU) of the input and output �eld. In the ideal case where the

only relevant frequency mixing process is the chosen three-wave-mixing or four-

wave-mixing gain, only the inputs at the signal (aB) and idler (a8) frequencies will

contribute to the ampli�er output signal. As a result, we can transform the sum over

` 2 I to simply ` = B– 8.

For a truly complete model of the ampli�er, one should also consider the input at the

pump tone (a?), in which case the operatorsP andC would encode the full range of

three-tone interactions one could derive from the wave-equation. In neglecting the

pump frequency as we sum over the ampli�er inputs, we have e�ectively de�ned an

operating state for the ampli�er where the input and output �elds ata? have some

constant value (� ?), and the operatorsP¹ � ?º andC¹� ?º now encode any two-tone

interactions for that particular choice of pump. The explicit dependence on� ? is

omitted in subsequent calculations, and it is implied that the particular values of

P and C will necessarily change for di�erent ampli�er operating conditions. In

preserving the linearity of the above relations by taking the input and output pump

�eld to be constant, this de�nition is corollary to operating the ampli�er in the no

pump depletion limit.

Considering only the relevant frequencies, the initial expression for the operator

corresponding to the output �eld at the signal frequency

1B =
Õ

V=B–8

�
PBV0V ¸ CBV0

y
V

�
¸ F B

1B = PBB0B¸ CBB0y
B ¸ P B808¸ CB80

y
8 ¸ F B

(2.64)

or the equivalent

1y
B = P �

BB0
y
B ¸ C �

BB0B¸ P �
B80

y
8 ¸ C �

B808¸ F y
B • (2.65)

This can be simpli�ed further by considering the ampli�er's e�ect on the phase of

the input and output signals. A parametric ampli�er is (usually) a phase-insensitive

ampli�er, meaning the ampli�er does not preferentially amplify an input signal

based on its phase.

Stated more explicitly, one can decompose the operators for the input and output

�elds into their real and imaginary parts

0B = �B¸ 8&B

08 = �8¸ 8&8

1B = �1 ¸ 8&1•

(2.66)
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Note that the transformation
~1 = 14� 8\ (2.67)

preserves all the commutation relations required in the derivation, so we may freely

choose coordinates for the output such thatP andC are both real without loss of

generality.[43] Doing so and solving for the operator1 in terms of the quadrature

inputs of0Band08yields

1B = PBB¹�B¸ 8&Bº ¸ CBB¹�B � 8&Bº ¸ P B8¹�8¸ 8&8º ¸ CB8¹�8 � 8&8º ¸ F B (2.68)

or, alternatively

�1 = ¹PBB̧ CBBº �B¸ ¹PB8̧ CB8º �8¸ Re»FB¼

& 1 = ¹PBB� C BBº & B¸ ¹PB8� C B8º &8¸ Im»FB¼•
(2.69)

The gain for each quadrature is equal to the square of the amplitude of each quadra-

ture, neglecting the zero-input o�setF . For an arbitrary input, we can see that the

ampli�er only equally ampli�es both quadratures if and only if both

¹PBB̧ CBBº2 = ¹PBB� C BBº2

¹PB8̧ CB8º2 = ¹PB8� C B8º2 •
(2.70)

These conditions can be satis�ed by either

¹PBB= 0º or ¹CBB= 0º

¹PB8= 0º or ¹CB8= 0º•
(2.71)

The �rst case, whenPUV = 0 corresponds to phase-preserving ampli�cation, where

a phase shift ofq in the input corresponds to a phase shift ofq in the output. The

second case, whenCUV = 0 corresponds to phase-conjugating ampli�cation, where

a phase shift ofq in the input corresponds to a phase shift of� q in the output.[43]

A parametric ampli�er simultaneously undergoes both modes of operation, depend-

ing on which frequencies are considered the input and output. When the �signal�

of the output is the same frequency as the signal of the input, it operates in the

phase-preserving mode. When the �signal� of the output is de�ned to be the idler

tone relative to the input (operating the ampli�er also as a frequency translator), the

phase relation between the input and output is that of a phase-conjugating ampli�er.

In other words, for a parametric ampli�er, we have

CBB= 0

PB8= 0
(2.72)
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meaning

1B = PBB0B¸ CB80
y
8 ¸ F B• (2.73)

Following this argument, the physical intuition of the operators in the above expres-

sion is much more apparent. At a chosen signal frequency and operating condition

for the pump,PBBencodes the ampli�er's response to inputs of the same frequency,

CB8encodes the ampli�er's response to inputs at the corresponding idler frequency,

andFBencodes all other processes that produce an excess output independent of the

ampli�er input (ex. thermal emission from loss and pump phase noise).

An ideal parametric ampli�er should not contribute excess noise on its own solely

from the operating condition, so in calculating the limits on output noise, we take

FB = 0. In these conditions the expectation value of the output �eld counting

operator,h1y
B1Bi , is thus

h1y
B1Bi = h

�
P �

BB0
y
B ¸ C �

B808

� �
PBB0B¸ CB80

y
8

�
i

h1y
B1Bi = h

�
jPBBj20y

B0B¸ jCB8j2080
y
8 ¸ P �

BBCB80y
B0y

8 ¸ P BBC�
B8080B

�
i •

(2.74)

Using the canonical relations for creation and annihilation operators,

h0y
U0Vi = 0 ¹V < Uº

h0y
U0y

Vi = 0
(2.75)

the expression forh1y
B1Bi readily simpli�es to

h1y
B1Bi = jPBBj2h0y

B0Bi ¸ jC B8j2h080
y
8i

h1y
B1Bi = jPBBj2h0y

B0Bi ¸ jC B8j2
�
h0y

808i ¸ 1
�

•
(2.76)

Recalling our original criterion for these quantities (2.63), and applying the simpli-

�cations derived above (2.72), we obtain the equation

XUV =
Õ

`

�
PU` P �

V` � C U` C�
V`

�
¸

h
FU–F y

V

i

1 = jPBBj2 � jC B8j2 ¸
�
FB–F y

B
�

(2.77)

Recognizing these parameters as the signal and idler gains in terms of quanta

� B � jP BBj2

� 8 � jC B8j2
(2.78)

yields the striking result

� B � � 8 = 1 ¸
�
F y

B –FB
�

• (2.79)
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Thus, if the di�erence between the signal and idler gains is exactly one, the assump-

tion above ofF = 0 is valid and the ampli�er can operate in the ideal limit. If it is

not unity, then there must be some excess noise injected beyond the quantum limit.

At the limit, we can de�ne

� 8 = � B � 1 (2.80)

for an expected output signal quanta of

h1y
B1Bi = � Bh0y

B0Bi ¸ ¹ � B � 1º
�
h0y

808i ¸ 1
�

=out¹aBº = � B=in¹aBº ¸ ¹ � B � 1º¹=in¹a8º ¸ 1º•
(2.81)

However, the output from the parametric ampli�er as measured by an E-�eld detector

will not measureh1y
B1Bi but rather the operator for the output electric �eld,¹1y

B ¸

1( º•
p

2. Thus, the output noise we measure will be given by the variance of

j� 1Bj2 �


¹1B � h 1Biº 2�

(2.82)

and the complex conjugate. Solving for this yields

j� 1Bj2 �
� �

PBB0B¸ CB80
y
8 � hP BB0B¸ CB80

y
8i

� 2
�

=
� �

PBB¹0B � h 0Biº ¸ C B8¹0
y
8 � h 0y

8iºi
� 2

�

=
� �

PBB� 0B¸ CB8� 0y
8

� 2
�

= P2
BBj� 0Bj2 ¸ C 2

B8j� 0y
8j2 ¸ P BBCB8h� 0B� 0y

8i

(2.83)

and a similar expression forj� 1y
Bj2. It is easy to show thath� 0B� 0y

8i = 0 by standard

commutation rules. Thus, the variance of the output E-�eld is

1
2

�
j� 1y

Bj2 ¸ j � 1Bj2
�

= jPBBj2
 
j� 0y

Bj2 ¸ j � 0Bj2

2

!

¸ jCB8j2
 
j� 0y

8j2 ¸ j � 08j2

2

!

•

(2.84)

The value of these individual variances is well known as the noise temperature

expressed in units of quanta,[71]

j� 0` j2 = j� 0y
` j2 =

1
2

coth
�

�a `

2:)

�
(2.85)

which obeys the expected relation

j� 0` j2 �
1
2

�
�h»0` – 0y` ¼i

�
�2 =

1
2

• (2.86)
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Their sums are thus simply the noise in units of quanta at the signal and idler

frequencies. Meaning, the output noise simpli�es to

# out¹Bº = � B# in¹Bº ¸ � 8# in¹8º• (2.87)

We can further separate the output noise into components stemming from the in-

put noise at the measurement frequency (# in¹Bº) and added noise referred to the

ampli�er input (� ):

# out¹Bº = � B¹# in¹Bº ¸ � º• (2.88)

Solving for this added noise, and once again using the expression� B = � 8 ¸ 1, we

obtain the �nal expression

� =
�
1 �

1
� B

�
# in¹8º

� �
1
2

�
1 �

1
� B

� (2.89)

in agreement with the well-known half-quantum limit given in�nite gain.[43] Note

that the physical source of this added noise stems directly from the ampli�er input

noise at the idler frequencies.[72] The half-quantum limit corresponds to the half-

quantum zero-point �uctuations of the input �eld, and any excess input idler noise

will linearly degrade the noise performance of the ampli�er.

Note that the total noise at the output in the high-gain limit in equation 2.88 is never

smaller than one quantum when referred to the input of the ampli�er, corresponding

to the statement in equation 2.81. One could argue that the half-quantum from the

vacuum is unavoidable (it is the zero-point �uctuation), and that it should not be

included in the discussion of the ampli�er noise. Yet, if one had an ideal photon

detector and did not use an ampli�er, so that� B = 1, equation 2.81 would have

=>DC= =8=, i.e., the �+1� from the second term would not enter. In other words, an

ideal photon detector is not limited by the zero-point �uctuations.
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C h a p t e r 3

DESIGN

Recall from the wave equation 2.6 and the calculation that followed that the nonlin-

earity in the inductance created the frequency-mixing terms necessary for parametric

ampli�cation. For an ampli�er with a given physical length, a larger inductance

results in a smaller phase velocity, thereby increasing the gain due to the longer

e�ective electrical length. Similarly, the scale of the nonlinearity in the inductance

set by the inverse of� 2
� directly correlates with the spatial derivative of the pump,

signal, and idler amplitudes. To maximize the gain of our devices, we must thus

naturally look for materials with a large inductance and strong nonlinearity.

In travelling-wave devices, the kinetic inductance of the transmission line is the

source of this nonlinearity, meaning the kinetic inductance fractionU (sometimes

referred to as the kinetic inductance ratio) should ideally be maximized.

U =
! :

! 6 ¸ ! :
(3.1)

This criterion leads naturally to the choice of a microstrip geometry, whereU

can regularly approach unity for materials with high normal-state resistance,d=,

compared with the typically lower values easily obtainable for coplanar waveguide

geometries.[29]

Figure 3.1: The sideways cross-section of our parametric ampli�er designs on top
of a Silicon substrate. We use an inverted microstrip geometry where the ground
plane and dielectric (amorphous Silicon � aSi) are above the central conductor.

The choice of a microstrip geometry is also partially motivated by fabrication and

yield considerations. A typical strategy for increasing the capacitance of a coplanar

waveguide is to extend interdigitated capacitor �ngers, which results in a signi�cantly

larger perimeter of the central transmission line near the ground layer. As a result, the
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iterations following our original coplanar waveguide design [56] frequently su�ered

from low yield (occasionally as low as a few percent) due to shorts to ground,

particularly for devices with physical lengths of several centimeters. After moving

to a microstrip geometry where the ground is separated both by a greater distance

and a dielectric, the yield increased substantially with extremely infrequent shorts

to ground.

This transition also comes with a cost. Because the ground plane and central

conductor are no longer coplanar, an additional layer is needed in the fabrication

process. Furthermore, the introduction of a dielectric creates a new avenue of loss

through the presence of two-level-system systems.[64] The term two-level systems

refers to defects in amorphous solids whose internal motions can lead to dissipation

(or loss). The presence of such defects was hypothesized in 1972 in order to explain

the low-temperature thermal properties of these materials,[73, 74] and then later

connected to a variety of other properties including dielectric loss.[75]

The dielectric loss caused by two-level systems in deposited amorphous thin �lms

used in superconducting circuits was described in 2005 [76] and later found to

be relevant even without amorphous �lms due to a two-level system layer at the

surface.[77] In order to minimize these e�ects,[78] we use an amorphous Silicon

dielectric, which introduces a loss tangent that is reliably on the order of10� 5.[79]

The fractional change in the kinetic inductance should be roughly given by the ratio

of the energy contained in the inductance

� ind =
1
2

! : � 2 (3.2)

to the pairing energy of the Cooper pairs

� ? = 2# 0� 2
0+ (3.3)

where# 0 is the density of states at the Fermi level, and� 0 is the zero-temperature

superconducting band gap.[56] The result

X! :

! :
=

� 2

� 2
�

= ^�
! : � 2

� ?
(3.4)

expressed in terms of fundamental material parameters for a thin �lm transmission

line with width, | , and thickness,C, is [64]

� � = |C �̂

s
# 0� 2

` 0_2
!

(3.5)
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where the scaling factor̂� = 1•37 from Usadel Theory.[80][81] It is apparent from

the scaling of the above equation that we are particularly interested in materials with

large band gaps or, equivalently, high) 2. NbTiN is an excellent choice for both of

these parameters, due to it's high normal state resistance and) 2 � 14•5K.

Figure 3.2: A top view of a short section of our microstrip transmission line.
Capacitive �ngers of average length; are sinusoidally modulated by a wave of
amplitude< •2 and spatial periodicity? to tune the dispersion.

In maximizing the inductance, it is also necessary to provide a signi�cant amount

of capacitance to obtain 50
 impedance matching (/ =
p

! • � ). The dielectric

thickness required to do so is too thin to reliably fabricate, so we accomplish

this by introducing extra capacitive �ngers similar to the interdigitated capacitive

�ngers of coplanar designs.[63] The length of these capacitive �ngers is then further

modulated to tune the dispersion of these device (see Figure 3.2). The calculations

for determining both of these criteria and calculating the expected gain are presented

in the subsequent sections.

Our main focus over the past few years has been towards the development of three-

wave-mixing devices, largely motivated by the physical readout systems necessary

for post-ampli�cation. The typical pump power we provide for our ampli�ers is

on the order of -30 dBm, which far exceeds the 1 dB saturation point of most

HEMT ampli�ers. This power can be removed in one of two methods: injecting

a cancellation tone prior to the HEMT that is tuned in amplitude and phase to

destructively interfere with the pump [56] or by separating the pump and signal

using a diplexer.

In our experience, using a cancellation tone adds signi�cant complications to para-

metric ampli�er operation as any adjustments to the pump amplitude or frequency
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(or simply drifts in the system) require sensitive re-tuning of the amplitude and phase

of the cancellation tone. Using a diplexer, on the other hand, introduces sizeable

re�ections through the parametric ampli�er at the cross-over frequency between

the high-pass and low-pass ports. These re�ections can signi�cantly degrade the

performance of the parametric ampli�er if they occur at frequencies where there is

gain, as discussed in more detail in section 4.2. A three-wave-mixing setup is ideal

for this as the pump frequency is higher than the entire gain band and is separated

by the band gap, creating a convenient location for the diplexer cross-over.

3.1 Impedance Matching

We begin by calculating the impedance of the microstrip line without any capacitive

�ngers, / , along with the e�ective dielectric constant,ne� . We can then calculate

the inductance and capacitance per unit length from these quantities via the phase

velocity

{ph =
2

p
ne�

(3.6)

and the standard relations

L =
/

{ph
C =

1
/{ ph

• (3.7)

To a �rst approximation, we calculate these quantities using the numerical method

outlined by Hammerstad and Jensen, whose relevant results are summarized be-

low.[82] Start with an initial estimate of the impedance

/ 01¹Dº =
=0

2c
ln ©

­
«

5¹Dº
D

¸

s

1 ¸
�
2
D

� 2
ª
®
¬

(3.8)

where=0 is the wave impedance of the medium,Dis the aspect ratio of the microstrip,

D= | • � (width normalized by the dielectric thickness), and

5¹Dº = 6 ¸ ¹ 2c � 6º exp

"

�
�
30•666

D

� 0•7528
#

• (3.9)

The �rst estimate of the e�ective dielectric constant is then

ne¹Dº =
nA ¸ 1

2
¸

nA � 1
2

�
1 ¸

10
D

� � 01

0 = 1 ¸
1
49

ln
�
D4 ¸ ¹ D•52º2

D4 ¸ 0•432

�
¸

1
18•7

ln
�
1 ¸

� D
18•1

� 3
�

1 = 0•564
�
nA � 0•9
nA ¸ 3

� 0•053

•

(3.10)
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For microstrips with non-zero thickness,C, it is useful to de�ne modi�ed e�ective

aspect ratios of

D1 =
|
�

¸
C

c�
ln

�
1 ¸

44�

Ccoth2
p

6•517D

�

DA =
|
�

¸
1
2

�
1 ¸

1

cosh
p

nA � 1

� � |
�

� D1

� (3.11)

which can then be used to modify the above expressions [82][83]

/ 0¹Dº =
/ 01¹DAº

ne
(3.12)

ne� = ne¹DAº
�
/ 01¹D1º
/ 01¹DAº

� 2

• (3.13)

Because the microstrip transmission is not limited to the purely TEM mode, the

e�ective dielectric constant and impedance will vary with frequency as [82][84]

ne� ¹ 5º = nA �
nA � ne� ¹0º

1 ¸ c
12

nA� 1
ne� ¹0º

q
2c/ 0

=0

52

52
2

(3.14)

/ ¹ 5º = / 0

s
ne� ¹0º
ne� ¹ 5º

�
ne� ¹ 5º � 1
ne� ¹0º � 1

�
(3.15)

where 52 is the �rst-order approximation of the microstrip cuto� frequency

52 =
/ 0

2` 0�
• (3.16)

Using the relations in (3.6) and (3.7), we then obtain the �rst estimate of the

inductance and capacitance per unit length,L 0 and C0. The inductance is then

adjusted by taking into account the surface inductance of the superconductor

L conductor= ` 0_ coth
C
_

(3.17)

with magnetic penetration depth_. Applying a DC current or pump will change this

inductance in accordance with equation 2.5. Thus, in order to improve impedance

matching during the operating condition, one should adjust this value of inductance

for the central conductor based on the expected bias and drive level.

The surface inductance of the ground plane is

L ground plane= ` 0_6 coth
C6
_6

(3.18)
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with thicknessC6 and magnetic penetration depth_6. These are then combined for

the �nal estimate of inductance

L = L 0 ¸
L conductor

|
¸

L ground plane

| e�
(3.19)

where| is the width of the microstrip, and| e� is an estimate of the with of the current

�ow in the ground plan, taken to be the maximum between| and the Pearl Length,

which sets the two-dimensional screening length corollary to the one-dimensional

London penetration depth.[85]

| e� = max

"

|–
_2

6

C6

#

• (3.20)

The magnetic penetration depth_ is calculated using [66]

_ =
1

p
` 0lf 2

(3.21)

wheref 2 is the imaginary part of the complex conductivityf = f 1 � 8f2 and can

be calculated from the Mattis-Bardeen theory [67] by evaluating

f 2

f #
=

1
\ l

¹ �

� � \ l

�
1 �

2
4¹� ¸ \ l º• :) ¸ 1

�
� 2 ¸ � 2 ¸ � \ l

p
� 2 � � 2

p
¹� ¸ \ l º2 � � 2

3� (3.22)

wheref # is the bulk normal state resistivity (the sheet resistance times thickness,

f # = ' BC).

With the inductance, capacitance, and phase velocity of the microstrip without

capacitive �ngers at hand, it is relatively straightforward to numerically simulate

the overall transmission of the device with capacitive �ngers included by using

the formalism of ABCD matrices. We start by considering a small section of

such a device as shown in Figure 3.3. In all of our designs, the width of the

capacitive �ngers is identical to that of the central microstrip as the two parameters of

length and spacing alone give su�cient degrees of freedom for impedance matching

and dispersion engineering. The simplest unit cell can be de�ned by the central

microstrip section with length� 5•2 leading to the center of each �nger, the �nger

itself, and the remaining� 5•2 of the central microstrip to the start of the subsequent

cell. De�ning

V =
2cl
{ph

– (3.23)

the ABCD matrix for the transmission of a signal for the central transmission line

(TRL) portion of the unit cell is [86]

^� TRL =

2
6
6
6
6
4

cos
�

XG� 5

2 V
�

8/ sin
�

XG� 5

2 V
�

8
/ sin

�
XG� 5

2 V
�

cos
�

XG� 5

2 V
�

3
7
7
7
7
5

• (3.24)
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Figure 3.3: Three unit cells of a parametric ampli�er with capacitive �ngers of
length! 5 periodically placed along the central microstrip� 5 distance apart.

Here,XGis an empirically derived fudge factor to compensate for the widening e�ect

of the capacitive �ngers on the inductance of the central microstip line calculated

above. If the �nger spacing is much larger than microstrip width,� 5 � | , then

XG � 1. For our typical designs, where� 5 = 3| , we �nd that XG= 0•8.

The ABCD matrix corresponding to the e�ect of the capacitive �ngers is [86]

^� FIN =

"
1 0

28
/ tan¹! 5Vº 1

#

(3.25)

where the factor of 2 results from having two capacitive �ngers. Finally, the

combined ABCD matrix for each cell is simply the cascade of these elements.

^� CELL = ^� TRL ^� FIN ^� TRL (3.26)

The ABCD matrix for the ampli�er as a whole is similarly the product of the ABCD

matrices of each of the N cells comprising the device

^� = ^� CELL¹1º ^� CELL¹2º•••^� CELL¹# � 1º ^� CELL¹# º (3.27)

where ^� CELL¹=º denotes the ABCD matrix corresponding to the=th unit cell in the

device. We can then calculate the propagation constant

W= cosh� 1
� ^� ¹1–1º ¸ ^� ¹2–2º

2

�
(3.28)
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which encodes the change in the complex amplitude of an incident signal at some

distance relative to the start of the device.

4� WG=
� ¹Gº
� ¹0º

• (3.29)

Note that because the inductance and capacitance per unit length has frequency

dependence, thê� matrices andWare also frequency-dependent. SeparatingW=

U¸ 8Vinto its real and imaginary components, we recognize them as the attenuation

and phase constants for a propagating wave. Since the inverse cosh function in the

complex plane will only return complex values from 0 toc in calculatingW, it is

necessary to unwrapVby performing a cumulative sum over successive frequencies

: = = : ¹a¹=ºº =
1

� 5

 

V¹a0º ¸
#Õ

==1

jV¹=Xaº � V¹¹= � 1ºXaºj

!

(3.30)

where the change inVis summed over successive frequency steps in the simulation.

We can then extract the resulting phase velocity for the whole transmission line by

{ph =
l
:

• (3.31)

The capacitance per unit length is well approximated by the sum of the contributions

from the areas spanned by the transmission line and the capacitive �ngers.

C = C0

�
2! 5 ¸ � 5

� 5

�
(3.32)

Note that the geometric e�ect of joining the capacitive �ngers to the main mi-

crostrip transmission line will modify the boundary conditions on the fringe �elds

and thereby nontrivially a�ect the capacitance. Thus, the above expression loses

accuracy when the length to width ratio of the capacitive �ngers is on the order of

unity.

The �nal impedance of the device is then simply

/ 5 =
1

{phC
• (3.33)

For a given microstrip material with magnetic penetration depth (_), width (| ), thick-

ness (C), and choice of dielectric (nA), we can numerically calculate the impedance/ 5

for capacitive �nger length (! 5), spacing (� 5), and dielectric thickness (� ). There

is a degeneracy in these results, resulting in in�nitely many possible combinations

of these parameters to obtain the desired 50
 impedance. Of these parameters,

the dielectric thickness has the least impact on the dispersion of the device, so it is

the parameter that is ultimately tuned for impedance matching (although fabrication

limitations may require a minimum! 5 for 50
 impedance to be attainable).
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3.2 Dispersion Engineering

This degeneracy of possible designs is somewhat lifted when considering the op-

timal dispersion. Early in the investigation of the possibility of travelling-wave

parametric ampli�ers, Landauer discovered that a dispersionless line will result in

the formation of shock fronts that would signi�cantly hamper any potential gain.[87]

A transmission line with a sinusoidally varying current distribution,� ¹I º, the non-

linearity of the kinetic inductance will create similar variations in the propagation

velocity{ph = 1•
p

!� . In essence, this e�ect causes the null at� ¹I º = 0 to propagate

faster than the peaks at� ¹I º = �max, resulting in the formation of a shock wave.

An alternative explanation relies on the formation of the third harmonic, with the

�fth, seventh, and subsequent harmonics to follow thereafter. The amplitude of these

harmonics grows with propagation distance and their coherent combination forms a

shock wave that eventually breaks down the superconducting state. One of the key

insights that allowed for the creation of the original travelling wave parametric ampli-

�ers was introducing a band gap at the third harmonic frequency, thereby preventing

the formation of shock waves and allowing for parametric ampli�cation.[56]

Alternatively, it is possible to accomplish the same e�ect by introducing signi�cant

dispersion to the line to minimize the formation of these harmonics. As shown

in section 2.3, the length of the capacitive �ngers greatly determines the natural

dispersion curve of the device with shorter �ngers resulting in a stronger deviation

from linear dispersion. Su�ciently short capacitive �ngers could move the phase-

matching criterion for the particular processes far from the optimum, reducing

the e�ciently of the process signi�cantly below the dispersionless case studied by

Landauer.[87] Unlike the method of using a band gap speci�cally placed at the

desired harmonic,[88] modifying the device dispersion in this way has a greater

e�ect on other parametric processes.

Introducing a strong natural dispersion to the line has the added bene�t of suppress-

ing other nonlinear processes occurring at higher frequencies. Any such processes

will draw power from the pump and result in some degree of pump depletion if

the phase matching condition means they occur with high e�ciency.[89] For a

three-wave-mixing ampli�er, sum frequency generation and four-wave-mixing gain

are particularly detrimental to the device performance. Four-wave-mixing gain

introduces additional conversion mechanisms to the signal frequency, thereby intro-

ducing additional sources of added noise.[63] As shown in section 2.4, the physical

source of the added noise in the parametric ampli�er is input noise at the idler
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frequency. The presence of the four-wave-mixing process couples the signal noise

to an a second idler frequency, potentially degrading the device noise performance.

Sum frequency generation, on the other hand, upconverts signal photons tol ? ¸ l B

or 2l ? ¸ l B (through the three-wave-mixing and four-wave-mixing processes), ef-

fectively reducing ampli�er gain.

This method of suppressing harmonics comes with a cost. As shown in the previous

chapter, exponential gain only occurs when the optimal phase matching criterion

� V = : B¸ : 8 � : ? = �
: ? j� ? j2

8� 2
y

(3.34)

is met for three-wave-mixing ampli�cation process. We have previously shown that

the introduction of a band gap nearl ? can be used to freely modify: ? while only

producing a minimal e�ect on: Band: 8. If � Vis tuned to an optimal value for some

frequency, it will remain near that value only for frequencies with similar: B ¸ : 8.

The trivial way to accomplish this is to minimize dispersion as any nonlinearity will

cause this sum to increase relative to the value atl ?. For � V to stay at or near

this optimal value across the largest possible bandwidth,: B¸ : 8 should be close to

constant in frequency, implying linear dispersion.

We thus simultaneously want a near dispersionless microstrip below the pump

frequency for broadband parametric ampli�cation, strong dispersion above it to

suppress other parametric processes, and a tunable dispersion at the pump frequency

for optimal phase matching. The methodology for accomplishing this was discussed

in detail in section 2.3, while the numerical method for the calculations was laid out

in section 3.1.

For devices operating at higher frequencies, it is also possible to introduce multiple

band gaps. It is possible to do this by simply modulating the length of the capacitive

�ngers by the linear combination of two sinusoidal functions with di�erent spatial

frequencies, but the e�ect also naturally occurs in our method, even with a single

intended band gap. Although the modulation in the capacitive �nger length is

sinusoidal, the sinusoid is only spatially sampled at the positions of the �ngers,

resulting in harmonics. In Figure 3.4, we can see the decaying amplitude of the

second, third, and fourth harmonics from the large band gap placed below 50 GHz.

One could in principle use the harmonic of the band gap to tune the dispersion near

the pump frequency, corresponding to placing the pump near 95 GHz in Figure 3.4

for four-wave-mixing gain. In this con�guration, the large negative curvature from
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