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ABSTRACT

We address three different problems in analytic number theory.

In the first part, we show that the completed L-function of a modular form
has Ω(T δ) simple zeros with imaginary part in [−T, T ], for any δ < 2

27
. This is

the first power bound for forms with non-trivial level in this problem, where
previously the best result was Ω(log log log T ). Along the way, we also improve
the corresponding bound in the case of trivial level, and sharpen a certain zero-
density result.

In the second part, we study the variance for the distribution of closed geodesics
in random balls on the modular surface. A probabilistic model in which closed
geodesics are modeled using random geodesic segments is proposed, and we
rigorously analyze this model using mixing of the geodesic flow. This leads to
a conjecture for the asymptotic behavior of the variance, and we prove this
conjecture for sufficiently small balls.

In the third part, we prove Sarnak’s Möbius disjointness conjecture for C1+ε

skew products on the 2-torus over a rotation of the circle.
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C h a p t e r 1

INTRODUCTION

1.1 General remarks
This thesis addresses three different problems in the intersection of analytic
number theory with adjacent areas, including harmonic analysis, automorphic
forms, spectral theory, and dynamical systems.

The first two chapters are focused on the study of automorphic L-functions
through analytic methods, and on subsequent applications. This includes un-
derstanding properties of their zeros in Chapter 2 and Appendix A, as well as
examining their large values through moments and subconvexity and applying
such results to arithmetic questions in Chapter 3.

Results along these lines are arguably interesting for their own sake, due to
their close connection to central open problems in analytic number theory such
as the Riemann Hypothesis. Furthermore, they also often have important ap-
plications in a wide array of topics, ranging from fine questions about the
distribution of prime numbers to problems in the interface of number theory
with geometry and spectral theory (e.g. equidistribution of geometric invari-
ants, quantum unique ergodicity, etc).

Chapter 4 investigates an instance of the Möbius disjointness conjecture of
Sarnak. This conjecture, which combines multiplicative number theory and
dynamical systems, has seen spectacular progress in recent years. Major results
include the Matomäki-Radziwiłł theorem on multiplicative functions in short
intervals [82], Tao’s subsequent resolution of the two-point logarithmic Chowla
conjecture [103] and of the Erdös discrepancy problem [102], and the work of
Frantzikinakis and Host establishing the logarithmic Sarnak conjecture for
uniquely ergodic systems [37].

We now describe the results of each chapter in more detail and provide some
background on each of the questions investigated, referring to the introduction
of the corresponding chapters for precise statements.
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1.2 Context and description of results
Chapter 2: Simple zeros
The study of zeros of automorphic L-functions is one of the central areas of
analytic number theory. While the horizontal distribution of such zeros is
(conjecturally) given by the Grand Riemann Hypothesis (GRH), the vertical
distribution of zeros was only more recently understood, and has been a topic
of intense research in the last 30 years. Inspired by the Pair Correlation
Conjecture of Montgomery [88], a rich correspondence with random matrix
theory has been developed by many authors [67, 66, 94]. This has led to very
precise conjectures for the distribution of zeros (and also for moments [20]) of
L-functions, which are supported by both theoretical [95] and computational
[90] evidence.

In a landmark result, Selberg [99] pioneered the use of mollifiers to show that
a (small) positive proportion of the zeros of ζ have real part 1

2
. When it comes

to the vertical distribution of zeros, one of the simplest observations one may
hope to prove is the Grand Simplicity Hypothesis (GSH), which says that all
the zeros should be simple, apart from at most one exception (connected to
the BSD conjecture). The first unconditional result in that direction is due
to Levinson [76] (combined with observations of Selberg and Heath-Brown
[49]), who showed that at least one third of the zeros of ζ are both simple and
on the central line. There have been many improvements on the proportion
obtained through Levinson’s method, using tools from harmonic analysis and
spectral theory [92, 35, 19, 18]. The result can also be generalized to Dirichlet
L-functions [4].

The situation is different already for degree 2 automorphic L-functions. While
both the methods of Selberg [45, 46, 47] and of Levinson [2] generalize to show
that a positive proportion of the zeros satisfy GRH, they are not able to deal
with simple zeros. It is only known that a positive proportion of the zeros have
order at most 3 [34], and even under GRH it is an open problem to obtain a
positive proportion of simple zeros [84].

Let f ∈ Sk(Γ1(N)) be a primitive holomorphic form, and let N s
f (T ) denote

the number of simple zeros of the completed L-function of f with imaginary
part in [−T, T ]. In 1988, Conrey and Ghosh [21] developed a new method for
detecting simple zeros, and were able to show that if f = ∆ is the Ramanujan
function, then N s

f (T ) = Ω(T
1
6
−ε) for any ε > 0. Their method applies to any
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f of level N = 1, as long as one assumes the existence of at least one simple
zero (which they verified for f = ∆).

It was only after a breakthrough of Booker [7] in 2012 that the existence of
a simple zero for arbitrary f ∈ Sk(Γ1(N)) was established (in fact he obtains
N s
f (T )→∞ as T →∞). We remark that Booker’s method has applications to

other important problems. For instance, related ideas were used to show that
the Artin conjecture for a given 2-dimensional Galois representation over Q
implies the Langlands modularity conjecture for the corresponding L-function
[6], and also to strengthen the converse theorem [9, 11, 10].

While Booker’s result combined with the work of Conrey and Ghosh gives
N s
f (T ) = Ω(T

1
6
−ε) for f of level N = 1, in general one runs into issues related

to the level N that are reminiscent of the difficulties in extending the Hecke
converse theorem to non-trivial level. Booker, Milinovich, and Ng [12] made
Booker’s result quantitative for N odd, obtaining N s

f (T ) = Ω(log log log T ).

In Chapter 2 we remove the parity restriction on N , and overcome the limi-
tations coming from the level, leading to the first power bound for the num-
ber of simple zeros when f has non-trivial level. More precisely, we show
that if f ∈ Sk(Γ1(N)) is primitive of arbitrary weight k and level N , then
N s
f (T ) = Ω

(
T δ
)

for any δ < 2
27

.

The main novel ingredient is the use of zero-density estimates for the family of
character twists of f , in order to control certain pole cancellations. Philosoph-
ically, one may interpret this extra control over twists as precisely the kind of
ingredient that allows Weil to generalize the converse theorem to general level,
and something analogous is true for simple zeros (though the mechanisms are
somewhat different). Finally, we also improve the exponent in the result of
Conrey and Ghosh from 1

6
to 1

5
for f ∈ Sk(Γ1(1)).

The proofs of the two results described above lead to new applications for
some open problems that may be in reach of current techniques, including a
certain non-vanishing problem for twists of a fixed form, and a generalization
of the sixth moment bound of Jutila [63] for general level (the corresponding
subconvex bound has been obtained recently [13], but the moment bound
remains open). It should also be possible to extend the results to the case of
Maass forms, along the lines of work of Booker, Cho, and Kim [8], since the
proofs do not rely on the Ramanujan conjecture.
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Chapter 3: Closed geodesics
The study of statistical properties of closed geodesics in negatively curved
surfaces lies at the intersection of geometry, ergodic theory, and spectral the-
ory. Striking results have been obtained in the last two decades (for instance
through work of Mirzakhani [85, 86]), and the field continues to be an active
area of research [72, 33, 62]. The modern theory of automorphic L-functions is
– somewhat surprisingly – a powerful tool in that direction, and has important
consequences for the topic in the case of arithmetic manifolds, where one can
prove very precise results.

There is a vast literature in analytic number theory connecting subconvex
bounds for L-functions to equidistribution of various geometric invariants [29,
30, 48, 53, 65]. The prototypical example concerns the equidistribution of the
integral solutions to a2 + b2 + c2 = D on the surface of the unit sphere (after
projection), for large fundamental D. This was established independently by
Duke [28] and Golubeva-Fomenko [41], after a breakthrough of Iwaniec [57]
which can be interpreted as a subconvex bound for quadratic twists of a fixed
half-integral weight form. This kind of equidistribution theorem has also been
obtained for many other geometric invariants, such as those associated to the
quadratic form b2 − 4ac = D (namely Heegner points and closed geodesics on
the modular surface Γ\H, depending on the sign of D).

Let ΛD denote the set of closed geodesics of discriminant D > 0 (which we
assume to be squarefree and fundamental from now on). Equidistribution in
balls BR means in this case that for any fixed w ∈ Γ\H, we have∑

C∈ΛD

`(C ∩BR(w)) ∼
µ(BR)

µ(Γ\H)

∑
C∈ΛD

`(C) (1.1)

as D → ∞, where µ is the hyperbolic measure and ` denotes the hyperbolic
length. Such a result holds if D− 1

18
+ε � R � 1 by work of Humphries [53]

and Young [106], and it is conjectured that 1
18

can be replaced with 1
2
.

If one is interested on a result for almost every ball, it is natural to vary
w ∈ Γ\H randomly according to µ, and consider the random variable given
by the LHS of (1.1). It is tautological that the expected value is equal to the
RHS of the same equation. One is then led to consider the variance

Var(R; ΛD) :=
1

µ(Γ\H)

∫
Γ\H

(∑
C∈ΛD

`(C ∩BR(w))−
µ(BR)

µ(Γ\H)

∑
C∈ΛD

`(C)

)2

dµ(w).
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Such an expression was first studied by Bourgain, Rudnick, and Sarnak [16] in
the context of lattice points in spheres. Based on probabilistic considerations,
they conjectured that if the radii satisfy certain mild conditions, then the
variance should be asymptotically equal to the corresponding expected value
of the underlying random variable.

Humphries and Radziwiłł [54] were able to unconditionally prove this conjec-
ture when one replaces the balls BR by very thin annuli, both in the case of
lattice points in spheres and of Heegner points in H. In the case of closed
geodesics, they obtained equidistribution for almost all balls in the full range
D− 1

2
+ε � R� 1, but did not compute the variance.

While for Heegner points and lattice points on spheres there is a very simple
probabilistic model which allows one to easily conjecture the correct asymp-
totics for the variance, this is not the case for closed geodesics, and a priori it
is not clear what one should expect. In Chapter 3 we propose a probabilistic
model based on geodesic segments of the appropriate length taken at random
according to the Liouville measure in the unit tangent bundle of Γ\H. Using
a quantitative version [81] of Ratner’s theorem on exponential mixing of the
geodesic flow for the modular surface [93], we rigorously analyze this random
model.

This leads to a conjecture for the asymptotics of Var(R; ΛD), which is no longer
equal to the expected value. Finally, the main result of Chapter 3 is a proof
of this conjecture for sufficiently small balls, using the methods of Humphries
and Radziwiłł. Namely, we show that if 0 < R ≤ D− 5

12
−ε, then

Var(R; ΛD) ∼
64
√
DL(1, χD)R

3

π

as D →∞ through squarefree fundamental discriminants.

We also obtain the asymptotics for a wide class of annuli in place of the balls
BR, and interestingly the variance depends on the shape of the annulus, and
not only on its area (since a certain special function appears in the asymptotics,
exactly matching the value predicted by the random model).

The exponent 5
12

in the range for the variance asymptotics is limited by the
best bound available for a certain first moment of twisted GL(2) L-functions,
ultimately coming from the work of Young [106], based on a landmark result
of Conrey and Iwaniec [22].
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Chapter 4: Möbius disjointness
The Möbius disjointness conjecture of Sarnak [96, 97] roughly predicts that if
f : N→ C is a function of “low complexity”, then it should not correlate with
the Möbius function, in the sense that

N∑
n=1

f(n)µ(n) = o(N).

Here the appropriate meaning of “low complexity” turns out to be dynamical.
Namely, it is that there is a topological dynamical system (X,T ) of entropy
zero, a point x ∈ X, and a continuous function g : X → C such that f(n) =
g(T nx).

The Sarnak conjecture follows from the Chowla conjecture, and its importance
stems from the fact that while it seems hard to make progress on the latter,
one may use various tools (including measure classification, exponential sums,
combinatorial methods, etc) to deal with specific classes of systems and make
progress on the former. We also point out that establishing the conjecture in
specific cases often leads to applications, such as in the work of Green and Tao
[44].

Sarnak’s conjecture has been proved for many dynamical systems, and a com-
mon feature of many such results is that the underlying system is regular.
The first class of systems with irregular dynamics [38] for which Möbius dis-
jointness was established were the skew products (T2, Tα,φ), where T := R/Z,
α ∈ R, φ : T→ T is a continuous map, and the transformation is given by

Tα,φ(x, y) := (x+ α, y + φ(x))

for all (x, y) ∈ T2. These are the building blocks of the important class of
distal flows [39], and Möbius disjointness was obtained, assuming φ is analytic
and satisfies a certain mild property, by Liu and Sarnak [78] (see also the
work of Kułaga-Przymus and Lemańczyk [71]). The restrictions on φ were
relaxed, to analytic by Wang [104], to C∞ by Huang, Wang, and Ye [52], and
finally to C2+ε (with a small extra condition) by Kanigowski, Lemańczyk, and
Radziwiłł [64]. In Chapter 4, we use a more refined analysis of the diophantine
properties of α to further lower the smoothness condition to C1+ε, providing
the best disjointness result to date for this class of dynamical systems.

The basic method to obtain such a result is the same as that of Kanigowski,
Lemańczyk, and Radziwiłł [64], which is heavily based on the breakthrough
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of Matomäki and Radziwiłł [82] on multiplicative functions in short intervals.
We also show that the exponent 1+ε is the limit of such an argument, which is
puzzling since disjointness should hold just with the assumption of continuity
for φ. The bottleneck here is a generalization of the Matomäki-Radziwiłł
theorem to short arithmetic progressions, where an issue arises if for instance
the modulus is a primorial (the same kind of limitation also appears in the
work of Klurman, Mangerel, and Teräväinen [68]).



8

C h a p t e r 2

SIMPLE ZEROS OF GL(2) L-FUNCTIONS

2.1 Introduction
Discussion
Let π be a cuspidal automorphic representation of GL(n,AQ) with completed
L-function Λπ. It is conjectured that all the zeros of Λπ(s) are on the critical
line <(s) = 1

2
and, apart from at most one multiple zero of algebraic origin, are

all simple. For degree n = 1 (Dirichlet L-functions), Levinson’s method [76,
49, 4, 105] shows that a positive proportion of the zeros are simultaneously
simple and on the critical line. An adaptation of that method for degree
n = 2 also implies that a positive proportion of the zeros are on the critical
line [2], but already cannot tackle simple zeros and only shows that a positive
proportion of the zeros are of order at most three [34].

In this chapter we consider the problem of obtaining lower bounds for the
number of simple zeros in the case of degree n = 2. Let f ∈ Sk(Γ1(N)) be
a primitive form (i.e. a normalized Hecke newform) of arbitrary weight k and
level N . The first challenge is to show that Λf has any simple zeros at all.
While for a given f this can be checked computationally, the problem was
only completely solved in 2012, after a breakthrough of Booker [7], who in
fact showed that Λf has infinitely many simple zeros. The argument relies on
simple zeros of local factors of Λf , thus differentiating it from counterexam-
ples such as the square of a degree one L-function. Another key ingredient
in Booker’s method is non-vanishing of automorphic L-functions on the line
<(s) = 1, more specifically applied to multiplicative twists of f , foreshadowing
an important obstruction in the method.

With Booker’s result in hand, the next challenge is to obtain quantitative
bounds on the number of simple zeros of Λf . Here one runs into issues related
to the level N that are somewhat reminiscent of the difficulties in extending
the Hecke converse theorem to general level. As in Weil’s generalization of
the converse theorem, an important tool are the twists of f by multiplicative
characters. However, in our case an obstruction remains. It roughly consists of
the possibility that Λf (s) has simple zeros arbitrarily close to the line <(s) = 1,
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and in addition that a certain conspiracy between additive twists of f happens
at those simple zeros — namely that (2.4) below doesn’t have a pole at any
of those simple zeros, for any choice of α ∈ Q×.

Let
N s
f (T ) := |{ρ ∈ C : |=(ρ)| ≤ T and ρ is a simple zero of Λf}|

denote the number of simple zeros of Λf with imaginary part in [−T, T ]. For
the case of full level (N = 1), it is easy to directly check that no widespread
pole cancellation in (2.4) can happen. In a paper from 1988 which introduced
ideas used in most subsequent works on this topic, Conrey and Ghosh [21]
showed that if f = ∆ is the Ramanujan function, then N s

f (T ) = Ω(T
1
6
−ε) for

any ε > 0. Their method applies to any f of level N = 1, as long as one
assumes the existence of at least one simple zero for Λf (which they verified
for f = ∆, and is now known to hold in general due to Booker’s work).

For general level N , Booker, Milinovich, and Ng [12] recently showed that
there exists an unspecified Dirichlet character χ, possibly depending on f ,
such that N s

f⊗χ(T ) = Ω(T
1
6
−ε) for any ε > 0 (see also [23] for a strong result

on simple zeros of twists of f). In the same paper, the authors also used the
zero-free region of Λf to slightly limit where pole cancellations in (2.4) can
happen. As a result, they made Booker’s result quantitative for f of odd level,
showing that N s

f (T ) = Ω(log log log T ). The restriction 2 - N comes from the
prominent role played by certain additive twists by 1/2 in their argument (the
use of such twists dates back to the work of Conrey and Ghosh), relying on
the fact that there are no non-trivial Dirichlet characters modulo 2.

Results
Our main result removes the parity restriction on the level, and rules out
complete pole cancellation in (2.4) on a wide strip, leading to the first power
bound for the number of simple zeros of Λf when f has non-trivial level.

Theorem 1 (Power bound for arbitrary level). Let f ∈ Sk(Γ0(N), ξ) be a
primitive holomorphic modular form of arbitrary weight k, level N , and neben-
typus ξ. Then

N s
f (T ) = Ω

(
T δ
)

for any δ < 2
27

.
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We obtain a power bound by showing that the aforementioned complete pole
cancellation in (2.4) at a simple zero ρ of Λf would imply that Λf⊗χ(ρ) = 0 for
a large number of characters χ. Such an amount of vanishing can then be ruled
out at points ρ close to the line <(s) = 1, using zero-density results. In order
to remove the parity restriction on the level, we get the method started by
producing a pole for a certain Dirichlet series via ideas of Booker [7], instead
of relying on the special nature of twists by 1/2 to do so. See Section 2.1 for
a sketch of both arguments.

In Appendix A, we use standard Dirichlet polynomial methods [87, 89, 55]
to obtain a zero-density bound in degree two which is better in the twist
aspect (hence for the application at hand) than other general results from the
literature [69, 75]. It is likely that the exponent in Theorem 1 can be improved
by refining this zero-density result, or better yet by dealing directly with non-
vanishing at an arbitrary (but fixed) point ρ. To be more precise, the problem
is to show that the number of primitive characters χ (mod q) with q ≤ Q

such that Λf⊗χ(ρ) = 0 is o (Q/ logQ). Using Proposition 11 we obtain this
result as long as <(ρ) > 7

9
, and the challenge is to enlarge such a half-plane

(for instance, the density hypothesis for the family of twists of f would allow
one to replace 7

9
with 3

4
). This type of non-vanishing problem for families has

received considerable attention at the central point [101, 70, 60], but much
less seems to be known in general, and we hope that providing an application
will lead to further study. An important feature is that we require more than
a 100% rate of non-vanishing, and in fact wish to rule out a thin set of zeros,
of size less than the square-root of the size of the family.

Finally, we also improve the exponent in the result of Conrey and Ghosh [21]
from 1/6 to 1/5.

Theorem 2 (Improved exponent for full level). Let f ∈ Sk(Γ0(1)) be a primi-
tive holomorphic modular form of arbitrary weight k for the full modular group.
Then

N s
f (T ) = Ω (T ν)

for any ν < 1
5
.

Theorem 2 comes from a simple modification of the last step of their original
argument (or its reformulated version in the language of this chapter, as pre-
sented in Section 2.5). Instead of using Weyl subconvexity for Λf , we input
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Jutila’s sixth moment bound [63]. Analogous improvements in the exponent
of Theorem 1 would also follow if one had a similar moment bound for f of
general level, which may be accessible with current tools but we do not pursue
here.

It seems likely that the methods of this chapter would apply to Maass forms
as well, along the lines of work of Booker, Cho, and Kim [8]. Indeed, while we
do use the Ramanujan conjecture for convenience, the argument only really
requires information which is already provided by Rankin-Selberg. We restrict
ourselves to holomorphic forms for simplicity.

Sketch of the argument
Let us describe the obstructions that arise when the level is non-trivial. First
we must give an overview of the general method, but we shall be somewhat
imprecise and use standard notations that will be familiar to the experts with-
out further explanation, postponing the definitions until Section 2.2. The
fundamental object is the Dirichlet series

Df (s) := Lf (s)

(
L′
f

Lf

)′

(s) =
∞∑
n=1

cf (n)n
−s for <(s) > 1, (2.1)

which has meromorphic continuation to C with poles exactly at the simple
zeros of Lf (s) (the incomplete L-function of f), including the trivial ones at
s = 1−k

2
− n, for n ∈ Z≥0. It is convenient to work with the completed ver-

sion ∆f (s) := ΓC
(
s+ k−1

2

)
Df (s), which satisfies a certain functional equation

coming from that of Λf .

The way we obtain information about simple zeros is using the inverse Mellin
transform

Ff (z) := 2
∞∑
n=1

cf (n)n
k−1
2 e(nz) =

1

2πi

∫
<(s)=2

∆f (s)(−iz)−s−
k−1
2 ds,

for z ∈ H. Indeed, shifting the line of integration to the left of the critical
strip and returning to the right via the functional equation of ∆f , we pick up
poles of ∆f and obtain a relation of the form

Ff (z) = (∗) · Ff
(
− 1

Nz

)
+ Sf (z) + (∗∗) (2.2)
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for certain factors (∗) and (∗∗) that we brush aside for now. Here the poles
contribute

Sf (z) := −
∑
ρ

Λ′
f (ρ)(−iz)−ρ−

k−1
2 , (2.3)

where ρ runs over the simple zeros of Λf .

Understanding the size of Sf gives information about the simple zeros of Λf . To
do so we apply a Mellin transform to (2.2) along the half-line <(z) = α ∈ Q×.
This gives rise to additive twists of ∆f , and in the end one obtains a relation
between the Mellin transform of Sf and an expression of the form

∆f (s, α)− (∗ ∗ ∗) ·∆f

(
s,− 1

Nα

)
(2.4)

for some non-vanishing factor (∗ ∗ ∗) which we ignore in this sketch.

The goal now becomes to show that (2.4) has a pole with large real part (i.e.
at least 1/2) for some α ∈ Q×, since then this pole gets transferred to the
Mellin transform of Sf and we get a lower bound for simple zeros. As an
aside, the reason why the method produces omega results is that we obtain
only minimal information about the pole structure of the Mellin transform of
Sf (which makes the application of Tauberian theorems difficult), as opposed
to bounds for Sf itself.

Since additive twists of ∆f are not so well-behaved, we expand them into
multiplicative twists instead to understand their poles. At least for α = a

q
,

with q - N a prime, we obtain

∆f

(
s,
a

q

)
= ∆f (s) + bχ0,a ·∆f (s, χ0) +

∑
χ (mod q)
χ 6=χ0

bχ,a ·∆f⊗χ(s) (2.5)

for certain coefficients bχ,a, where χ0 (mod q) denotes the trivial character. A
key point is that the term ∆f (s)+ bχ0,a ·∆f (s, χ0) has the same poles as ∆f (s)

in the interior of the critical strip.

Here it becomes clear why the case N = 1 is special: one may simply plug
α = 1

2
into (2.4). Applying (2.5) and using the fact that there are no non-

trivial characters modulo 2, one checks that (2.4) has the same poles as ∆f (s)

inside the critical strip (hence by the aforementioned result of Booker [7] it
has at least one pole with real part greater or equal to 1/2, and one recovers
the bound of Conrey and Ghosh).
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For non-trivial level, as was pointed out in [12], one encounters obstacles that
are reminiscent of the difficulties in extending Hecke’s converse theorem to
arbitrary level. However, Booker, Milinovich, and Ng are still able to obtain
a result for N odd, using not only the special nature of the choice α = 1

2
, but

also adding an extra additive twist in the outset of the problem and leveraging
various choices of α against each other.

The improvements of the present chapter are twofold, and in essentially disjoint
parts of the argument sketched above. To obtain a result for f of any level
(without parity restrictions), instead of using twists by 1/2 we provide in
Section 2.3 a new unified way of verifying that (2.4) has poles with real part
greater or equal to 1/2 for some choice of α ∈ Q×. The idea is that it is
possible to construct a linear combination of certain terms of the form (2.4)
that equals

∆f

(
s,

1

p

)
−∆f

(
s,−N

p

)
(2.6)

for a certain prime p. Then one may use techniques of Booker [7] to show that
(2.6) has a pole inside the critical strip, ultimately coming from the simple
zeros of local factors of Λf .

To upgrade such a pole inside the critical strip to one with real part greater or
equal to 1/2, we use the important feature that (2.6) was constructed specif-
ically to satisfy a certain functional equation relating s to 1 − s (reminiscent
of Voronoi summation). Thus the poles of (2.6) inside the critical strip are
invariant under reflection through the central point, which gives the desired
pole with real part at least 1/2 and makes the method applicable to all N .

We now turn to the second improvement, which is what allows us to obtain a
power bound. Observe from (2.3) that the contribution to Sf of each simple
zero ρ is weighted by a factor that becomes larger with <(ρ), so in its current
form the result is poorer if Λf (s) has simple zeros close to <(s) = 1. If all the
simple zeros ρ satisfy <(ρ) ≤ 7

9
, then we simply use the argument above and

obtain a power bound for the number of simple zeros of Λf . Otherwise, if ρ
is a simple zero with <(ρ) > 7

9
, we will show that there exists α ∈ Q× such

that (2.4) also has a pole at ρ (in [12] the key to control this scenario is using
the zero-free region of Λf to limit <(ρ), which is why the resulting bound is
of logarithmic quality). The pole of (2.4) at ρ ultimately also gives a (rather
good) power bound, so either way we obtain the desired result.
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Let ρ be a simple zero of Λf (therefore a pole of ∆f ) with <(ρ) > 7
9
. To rule

out pole cancellations in (2.4) for every α ∈ Q×, we introduce a new number-
theoretic input into the argument, namely a zero-density estimate for twists
of f . This is done by observing that for any prime p ≡ 1 (mod N) there is a
linear combination of terms of the form (2.4) that gives

p1−2s∆f (s)−∆f

(
s,

1

p

)
. (2.7)

One can use (2.5) to understand (2.7), concluding that it is equal (modulo a
term that is holomorphic at s = ρ) to

bf,χ0(s) ·∆f (s) +
∑

χ (mod p)
χ 6=χ0

bχ ·∆f⊗χ(s) (2.8)

for some factor bf,χ0(s) which is non-vanishing inside the critical strip (hence
at s = ρ).

If (2.7) does not have a pole at s = ρ, then the pole of ∆f (s) there must
be cancelled in (2.8), so ∆f⊗χ(s) must have a pole at s = ρ for at least one
non-trivial character χ (mod p). This implies that Λf⊗χ(ρ) = 0 for at least
one non-trivial character χ modulo every prime p ≡ 1 (mod N). However,
since <(ρ) > 7

9
, we can rule this out via zero-density estimates for twists of

f . Therefore we show that (2.4) has a pole at s = ρ for some α ∈ Q×, which
implies a power bound for the number of simple zeros of Λf .

Acknowledgments
Thanks to Andrew Booker for his helpful comments and correspondence.

2.2 The setup
Definitions and background
Let f ∈ Sk(Γ0(N), ξ) be a primitive form (i.e. a normalized holomorphic Hecke
cusp newform) of arbitrary weight k, level N , and nebentypus character ξ
(mod N). Writing the Fourier expansion

f(z) =
∞∑
n=1

λf (n)n
k−1
2 e(nz)

for z ∈ H, where λf (1) = 1, we have Deligne’s bound |λf (n)| ≤ d(n). Associate
to f the usual completed L-function Λf (s) := ΓC

(
s+ k−1

2

)
Lf (s), which is
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entire, where ΓC (s) := 2(2π)−sΓ(s) and

Lf (s) :=
∞∑
n=1

λf (n)n
−s =

∏
p prime

(
1− λf (p)p−s + ξ(p)p−2s

)−1 for <(s) > 1.

Then we have the functional equation Λf (s) = εfN
1
2
−sΛf (1 − s), where f ∈

Sk(Γ0(N), ξ) is the dual of f , with Fourier coefficients λf (n) = λf (n), and
εf ∈ C is the root number of f , with |εf | = 1.

Let Df be as in (2.1). For α ∈ Q×, χ a Dirichlet character, and <(s) > 1, we
define the additive twists

Lf (s, α) :=
∞∑
n=1

λf (n)e(nα)n
−s and Df (s, α) :=

∞∑
n=1

cf (n)e(nα)n
−s,

and the multiplicative twists

Lf (s, χ) :=
∞∑
n=1

λf (n)χ(n)n
−s and Df (s, χ) :=

∞∑
n=1

cf (n)χ(n)n
−s.

Denote
Q(N) := {1} ∪ {p prime : p - N}.

For each Dirichlet character χ (mod q), there is a unique primitive form f ⊗χ
such that λf⊗χ(n) = λf (n)χ(n) for every n with (n, q) = 1, by [3, Theorem
3.2]. If q ∈ Q(N) and χ is non-trivial, then in fact Lf (s, χ) = Lf⊗χ(s) and
therefore this multiplicative twist has analytic continuation to C. This shows
that Df (s, χ) = Lf (s, χ)

(
L′
f (s,χ)

Lf (s,χ)

)′
= Df⊗χ(s) has meromorphic continuation

to C.

Similar results hold for the additive twists as well. Indeed, if q ∈ Q(N), then
we can expand our additive characters with multiplicative ones using

e

(
n

q

)
=
q − 1

φ(q)
+

q

φ(q)
τ(χ0)χ0(n) +

1

φ(q)

∑
χ (mod q)
χ 6=χ0

τ(χ)χ(n), (2.9)

where χ0 (mod q) is the trivial character, the sum ranges over every non-trivial
χ (mod q), and τ denotes the Gauss sum (observe that τ(χ0) = 1 if q = 1 and
τ(χ0) = −1 otherwise). For any a ∈ Z, this implies that Lf

(
s, a

q

)
is entire,

and Df

(
s, a

q

)
extends meromorphically to C.
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To be more precise, for q ∈ Q(N), consider the rational functions

Pf,q(x) :=

1 if q = 1,

1− λf (q)x+ ξ(q)x2 otherwise,

and

Rf,q(x) :=

0 if q = 1,

q log2 q
φ(q)

x(λf (q)−4ξ(q)x+λf (q)ξ(q)x
2)

Pf,q(x)
otherwise.

Then (2.9) gives

Df

(
s,
a

q

)
=
q − 1

φ(q)
Df (s) +

q

φ(q)
τ(χ0)χ0(a)Df (s, χ0)

+
1

φ(q)

∑
χ (mod q)
χ 6=χ0

τ(χ)χ(a)Df (s, χ).
(2.10)

We have seen before that if χ (mod q) is non-trivial then Df (s, χ) = Df⊗χ(s)

extends meromorphically to C, but also from Df (s, χ0) = Lf (s, χ0)
(
L′
f (s,χ0)

Lf (s,χ0)

)′
and Lf (s, χ0) = Pf,q(q

−s)Lf (s) (coming from the Euler product of Lf ) we get

Df (s, χ0) = Pf,q(q
−s)Df (s)−

φ(q)

q
Rf,q(q

−s)Lf (s), (2.11)

and this provides the meromorphic continuation of Df

(
s, a

q

)
to C. The ana-

lytic continuation of Lf
(
s, a

q

)
to C follows in the same way.

For (a, q) = 1, it will be convenient to work with

Df,a,q(s) := Df

(
s,
a

q

)
−Rf,q(q

−s)Lf (s) =
∞∑
n=1

cf,a,q(n)n
−s for <(s) > 1,

where the Dirichlet series expansion follows from (2.10), (2.11), and (2.1).
Clearly Df,a,q(s) extends meromorphically to C. We then define additive and
multiplicative twists of Df,a,q(s). Namely, if χ is a Dirichlet character and
α ∈ Q×, then for <(s) > 1 we let

Df,a,q(s, χ) :=
∞∑
n=1

cf,a,q(n)χ(n)n
−s and Df,a,q(s, α) :=

∞∑
n=1

cf,a,q(n)e(nα)n
−s.

Finally, associate to each of Lf , Df , Df,a,q and their (additive or multiplica-
tive) twists the completed versions Λf ,∆f ,∆f,a,q, respectively, obtained by
multiplying by ΓC

(
s+ k−1

2

)
.
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Functional equations
If q ∈ Q(N) and χ (mod q) is non-trivial, the functional equation for f ⊗ χ
gives

Λf (s, χ) = εfξ(q)χ(N)
τ(χ)2

q
(Nq2)

1
2
−sΛf (1− s, χ),

and as a consequence we obtain the corresponding functional equation for
∆f (s, χ) = ∆f⊗χ(s), given by

∆f (s, χ)− εfξ(q)χ(N)
τ(χ)2

q
(Nq2)

1
2
−s∆f (1− s, χ)

= Λf (s, χ)

(
ψ′
(
k + 1

2
− s
)
− ψ′

(
s+

k − 1

2

))
,

where ψ(s) := Γ′

Γ
(s). Combining that with the relation

∆f,a,q(s) =

(
q − 1

φ(q)
+

q

φ(q)
τ(χ0)Pf,q(q

−s)

)
∆f (s)

+
1

φ(q)

∑
χ (mod q)
χ 6=χ0

τ(χ)χ(a)∆f (s, χ)
(2.12)

for q ∈ Q(N) and (a, q) = 1, which follows from (2.10) and (2.11), we obtain
a functional equation for additive twists of ∆f .

Proposition 1 (Functional equation for ∆f,a,q [12, Proposition 2.1]). Let f ∈
Sk(Γ0(N), ξ) be a primitive form, q ∈ Q(N), and a ∈ Z coprime to q. Then

∆f,a,q(s)− εfξ(q)(Nq2)
1
2
−s∆f,−Na,q(1− s)

= Λf

(
s,
a

q

)(
ψ′
(
k + 1

2
− s
)
− ψ′

(
s+

k − 1

2

))
.

The detection mechanism for simple zeros
We give a brief account of the techniques of [12], since they will be relevant
in what follows, but refer to that paper for details. The main idea originates
in [21], and is developed in greater generality in [7]. The starting point is to
study the poles of ∆f by relating them to the inverse Mellin transform of ∆f ,
via a contour integral. We develop the notation in the more general case of
∆f,a,q for future reference. For z ∈ H, let

Ff,a,q(z) := 2
∞∑
n=1

cf,a,q(n)n
k−1
2 e(nz),
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Sf,a,q(z) :=
∑

<(ρ)∈(0,1)

Res
s=ρ

∆f,a,q(s)(−iz)−s−
k−1
2 ,

Af,a,q(z) :=
1

2πi

∫
<(s)= k

2

Λf

(
s,
a

q

)

×
(
ψ′
(
s+

k − 1

2

)
+ ψ′

(
s− k − 1

2

))
(−iz)−s−

k−1
2 ds,

and

Bf,a,q(z) :=
1

2πi

∫
<(s)= k

2

Λf

(
s,
a

q

)
π2

sin2
(
π
(
s+ k−1

2

))(−iz)−s− k−1
2 ds,

where (−iz)−s− k−1
2 is defined in terms of the principal branch of log(−iz).

Taking the inverse Mellin transform of ∆f,a,q (evaluated at −iz), shifting the
line of integration to the left of the critical strip — where we pick up the
factor Sf,a,q corresponding to the poles — and using the functional equation
(Proposition 1) to return to the right of the critical strip, we obtain (see [12,
Lemma 2.3] for details) the relation

Sf,a,q(z) = Ff,a,q(z)−
εfξ(q)

(−i
√
Nqz)k

Ff,−Na,q

(
− 1

Nq2z

)
+ Af,a,q(z)−Bf,a,q(z).

The next step is to take the Mellin transform for z ∈ H along a vertical line in
the relation above. Such a procedure along the line <(z) = 0 would essentially
bring us back to the previous step, but we instead integrate along <(z) = α

for some α ∈ Q× and obtain additive twists. The final result is the following.

Proposition 2 (Detecting poles of ∆f,a,q via further additive twists [12,
Proposition 2.2]). Define

Hf,a,q,α(s) := ∆f,a,q(s, α)− εfξ(q)(i sgn(α))k(Nq2α2)s−
1
2∆f,−Na,q

(
s,− 1

Nq2α

)
and

If,a,q,α(s) :=

∫ |α|
4

0

Sf,a,q(α + iy)ys+
k−1
2
dy

y
.

Then If,a,q,α(s)−Hf,a,q,α(s) has analytic continuation to <(s) > 0. Therefore,
if ∫ |α|

4

0

|Sf,a,q(α + iy)|yσ+
k−1
2
dy

y
<∞ (2.13)

for some σ ≥ 0, then Hf,a,q,α(s) is holomorphic for <(s) > σ.
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We will use only the special case a = q = 1 (i.e. detecting poles of ∆f , or
equivalently simple zeros of Lf ) of Proposition 2, but the method of proof
used for the general case ∆f,a,q will be the key for showing that Hf,1,1,α has a
pole in the critical strip, for some α ∈ Q×. For convenience, from now on we
denote Hf,α := Hf,1,1,α.

2.3 Existence of poles of Hf,α

Outline of the method
To establish an abundance of simple zeros of Lf (i.e. poles of ∆f ), we will
use the poles of Hf,α in the critical strip, since through (2.13) their existence
would imply that Sf,1,1 cannot be always small. However, showing that even
a single such pole of Hf,α exists turns out to be difficult, since one needs to
rule out a cancellation of poles between the two terms of Hf,α. The purpose
of this section is to establish such a result.

In [12] the authors circumvent this issue in the case 2 - N by exploring the
relations between the Hf,a,q,α for various choices of parameters (a, q, α). The
limitation on the level N comes from the key role played by twists by 1/2

(which also play an important role in [21]), since the poles of ∆f,1,2 are easily
understood in terms of those of ∆f , due to (2.12) and the fact that there are
no non-trivial characters modulo 2. The issue is that this line of argument
requires the case q = 2 of Proposition 2, which is not available if 2 | N since
the functional equation in Proposition 1 no longer holds, as the local factor
for a prime dividing the level has different, more problematic properties.

We will follow a different approach based on the methods of [7], where a
significant difficulty is showing that ∆f has even a single pole in the critical
strip, and this is reminiscent of our situation for Hf,α. The argument in the
reference proceeds by contradiction, and the critical input is that ∆f (s, α) has
poles in the line <(s) = 0 coming from simple zeros of local factors of Lf .
We apply this argument for a certain difference of L-functions related to Hf,α,
instead of for ∆f , and our issue of ruling out cancellations of poles in Hf,α at
unknown locations inside the critical strip reduces to the simpler task of ruling
out such cancellations at the simple zeros of certain local factors, where this
can be explicitly done.
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Implementation
Observe that

Hf,1(s) = ∆f (s)− εf ikN s− 1
2∆f

(
s,− 1

N

)
,

and if p is a prime satisfying p ≡ 1 (mod N) then ∆f

(
s,− p

N

)
= ∆f

(
s,− 1

N

)
,

so

Hf, 1
p
(s) = ∆f

(
s,

1

p

)
− εf ik

(
N

p2

)s− 1
2

∆f

(
s,− 1

N

)
.

Therefore,

p1−2sHf,1(s)−Hf, 1
p
(s) = p1−2s∆f (s)−∆f

(
s,

1

p

)
= p1−2s∆f (s)−∆f,1,p(s) +Rf,p(p

−s)Λf (s).

(2.14)

Similarly, if we let d := p−1
N
∈ Z>0 then

Hf,d(s) = ∆f (s)− εf ik(Nd2)s−
1
2∆f

(
s,− 1

Nd

)
,

and ∆f

(
s,− p

Nd

)
= ∆f

(
s,− 1

Nd

)
, so

Hf, d
p
(s) = ∆f

(
s,
d

p

)
− εf ik

(
Nd2

p2

)s− 1
2

∆f

(
s,− 1

Nd

)
.

Therefore, since d ≡ −N (mod p),

p1−2sHf,d(s)−Hf, d
p
(s) = p1−2s∆f (s)−∆f

(
s,
d

p

)
= p1−2s∆f (s)−∆f,−N,p(s) +Rf,p(p

−s)Λf (s).

(2.15)

Subtracting (2.14) from (2.15), we conclude that

p1−2sHf,d(s)−Hf, d
p
(s)−p1−2sHf,1(s)+Hf, 1

p
(s) = ∆f,1,p(s)−∆f,−N,p(s). (2.16)

We will be able to show the existence of useful poles for at least one of Hf,1(s),
Hf, 1

p
(s), Hf,d(s), or Hf, d

p
(s) using the key proposition below.

Proposition 3 (Ruling out complete cancellation of poles). For any prime
p 6= N + 1 such that p ≡ 1 (mod N), the meromorphic function

Gf,p(s) := ∆f,1,p(s)−∆f,−N,p(s)

has at least one pole in <(s) ∈ (0, 1).
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Remark 1. Our proof of Proposition 3 can easily be adapted to obtain infinitely
many poles of Gf,p(s) in <(s) ∈ (0, 1). Such a result has the same strength for
our application as the existence of a single pole, so for simplicity we stick with
the current statement.

Assuming Proposition 3, we have the following consequence which will be the
starting point in the course of our subsequent analysis.

Proposition 4 (Existence of poles with large real part). There exists αf ∈ Q×

such that at least one of Hf,αf
(s) or Hf,αf

(s) has a pole in <(s) ∈
[
1
2
, 1
)
.

Proof. For any prime p 6= N+1 such that p ≡ 1 (mod N), from the functional
equation in Proposition 1 we have that

Gf,p(s) + εf (Np
2)

1
2
−sGf,p(1− s)

=

(
Λf

(
s,

1

p

)
− Λf

(
s,−N

p

))(
ψ′
(
k + 1

2
− s
)
− ψ′

(
s+

k − 1

2

))
,

as ξ(p) = 1. Since Λf

(
s, 1

p

)
and Λf

(
s,−N

p

)
are both entire, as easily follows

from expanding into characters (see (2.17) below for details), and the poles of
ψ′(s) coincide with the poles of Γ(s), we conclude that Gf,p(s) and Gf,p(1− s)
have the same poles in <(s) ∈ (0, 1), as the RHS of the equation above is
holomorphic in that region.

Combining this with Proposition 3, we get that at least one of Gf,p(s) or
Gf,p(s) has a pole in <(s) ∈

[
1
2
, 1
)
, so (2.16) shows that the desired result

holds for some αf ∈
{
d, d

p
, 1, 1

p

}
, where d = p−1

N
as before.

Preliminary results
Before proceeding to the proof of Proposition 3, we take note of certain com-
putations essentially contained in [12] that will be relevant for our argument.
Those are reproduced in the auxiliary results below for ease of reference.

Lemma 1 (Inverse Mellin transform computations). Let 0 < η < 1/2. Then
for z ∈ H we have

IRf,a,q(z) :=
1

2πi

∫
<(s)=1+η

∆f,a,q(s)(−iz)−s−
k−1
2 ds = Ff,a,q(z)
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and

ILf,a,q(z) :=
1

2πi

∫
<(s)=−η

∆f,a,q(s)(−iz)−s−
k−1
2 ds

=
εfξ(q)

(−i
√
Nqz)k

Ff,−Na,q

(
− 1

Nq2z

)
− Af,a,q(z) +Bf,a,q(z)− Res

s=0
∆f,a,q(s).

Proof. This follows from the functional equation in Proposition 1 (for the case
of ILf,a,q(z)) and a computation of inverse Mellin transforms. The details are
contained in the proof of [12, Lemma 2.3] — see in particular equations (2.9)

and (2.12) there, and keep in mind that the residue at s = 0 only contributes
if k = 1. Our statement above corrects a small typo in the computation
of this residue at the last display of page 382 of the reference, where the
term ∆f,a,q

(
s, a

q

)
should be replaced by ∆f,a,q(s), according to the functional

equation.

Lemma 2 (Auxiliary analytic continuations). Let α ∈ Q×. Then for any
M ∈ Z≥0,∫ |α|

4

0

(−i
√
Nq(α + iy))−kFf,−Na,q

(
− 1

Nq2(α + iy)

)
ys+

k−1
2
dy

y
− (i sgn(α))k

×
M−1∑
m=0

(−iα)−m
(
s+m− k+1

2

m

)
(Nq2α2)s−

1
2
+m∆f,−Na,q

(
s+m,− 1

Nq2α

)
continues to a holomorphic function in {s ∈ C : <(s) > 1−M}. Furthermore,
each of ∫ |α|

4

0

Ff,a,q(α + iy)ys+
k−1
2
dy

y
−∆f,a,q(s, α),

ΓC(s)
−1

∫ |α|
4

0

Af,a,q(α + iy)ys
dy

y
,

and

ΓC(s)
−1

∫ |α|
4

0

Bf,a,q(α + iy)ys
dy

y

continues to an entire function of s.

Proof. Those are precisely [12, Lemmas 2.4, 2.5, 2.6, and 2.7] in our nota-
tion. The first result is the hardest to establish, and it follows from Taylor
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expanding the phases in Ff,−Na,q and carefully analyzing the ensuing Mellin
transforms. The idea is that as z := α + iy ∈ H ranges over the vertical
half-line <(z) = α, w := − 1

Nq2z
∈ H ranges over a semicircle centered in the

x-axis with an endpoint at − 1
Nq2α

, so to a first approximation the input w
of Ff,−Na,q in the first integral can be considered to range over the vertical
half-line <(w) = − 1

Nq2α
, which by Mellin inversion gives rise to a term of the

form ∆f,−Na,q

(
s,− 1

Nq2α

)
. The other terms arise from lower order components

of the aforementioned Taylor expansion.

Lemma 3 (Analytic continuation of Mellin transforms). Let α ∈ Q× and
M ∈ Z≥0. Then ∫ |α|

4

0

IRf,a,q(α + iy)ys+
k−1
2
dy

y
−∆f,a,q(s, α)

continues to an entire function of s, and∫ |α|
4

0

(
ILf,a,q(α + iy) + Res

s=0
∆f,a,q(s)

)
ys+

k−1
2
dy

y
− εfξ(q)(i sgn(α))k

×
M−1∑
m=0

(−iα)−m
(
s+m− k+1

2

m

)
(Nq2α2)s−

1
2
+m∆f,−Na,q

(
s+m,− 1

Nq2α

)
continues to a meromorphic function in {s ∈ C : <(s) > 1 −M} whose only
possible poles in that region must be at s = 1−k

2
− n, for n ∈ Z≥0.

Proof. Follows directly from plugging the equations in Lemma 1 into the in-
tegrals above and using Lemma 2 for each term that arises. The only possible
poles come from the integral terms corresponding to Af,a,q and Bf,a,q, whose
poles must be poles of ΓC

(
s+ k−1

2

)
.

The next two results determine the locations of the poles of ∆f,a,q(s) and some
of its additive twists. Lemma 4 is essentially contained in [12, Proposition 2.2],
while Lemma 5 requires a more careful analysis.

Lemma 4 (No exotic poles for ∆f,a,q). The poles of ∆f,a,q(s) satisfy <(s) ∈
(0, 1) or s = 1−k

2
− n for some n ∈ Z≥0.
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Proof. First observe that ∆f,a,q(s) has no poles with <(s) ≥ 1. Indeed, this
follows from (2.12) and the fact that for non-trivial χ (mod q) the poles of
∆f (s) and ∆f (s, χ) = ∆f⊗χ(s) are at simple zeros of Lf (s) and Lf⊗χ(s),
respectively, but there are no such zeros with <(s) ≥ 1 by non-vanishing for
automorphic L-functions [61]. As a consequence, we can also understand the
poles of ∆f,a,q(s) with <(s) ≤ 0, through the functional equation. Using (2.9)
and Λf (s, χ0) = Pf,q(q

−s)Λf (s), since (a, q) = 1 we get

Λf

(
s,
a

q

)
=

(
q − 1

φ(q)
+

q

φ(q)
τ(χ0)Pf,q(q

−s)

)
Λf (s)

+
1

φ(q)

∑
χ (mod q)
χ 6=χ0

τ(χ)χ(a)Λf⊗χ(s),
(2.17)

so Λf

(
s, a

q

)
is entire. The poles of ψ′(s) coincide with the poles of Γ(s), so

Proposition 1 shows that ∆f,a,q(s) has no poles with <(s) ≤ 0, except possibly
for s = 1−k

2
− n, for some n ∈ Z≥0.

Lemma 5 (Location of exotic poles for additive twists of ∆f,a,p). Let p, q ∈
Q(N) with p 6= q, and let a, b ∈ Z with (a, p) = (b, q) = 1. If we let χ0 (mod q)

and ψ0 (mod p) denote the trivial characters, then

∆f,a,p

(
s,
b

q

)
+ τ(χ0)

(
p− 1

φ(p)
+

p

φ(p)
τ(ψ0)Pf,p(p

−s)

)
Rf,q(q

−s)Λf (s)

+
τ(χ0)

φ(p)

∑
ψ (mod p)
ψ 6=ψ0

τ
(
ψ
)
ψ(a)Rf⊗ψ,q(q

−s)Λf⊗ψ(s)

continues to a holomorphic function in {s ∈ C : <(s) ≤ 0} \ 1
2
Z.

Proof. By (2.9) we have

∆f,a,p

(
s,
b

q

)
=
q − 1

φ(q)
∆f,a,p(s) +

q

φ(q)
τ(χ0)∆f,a,p(s, χ0)

+
1

φ(q)

∑
χ (mod q)
χ 6=χ0

τ (χ)χ(b)∆f,a,p(s, χ).
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For non-trivial χ (mod q), we can twist (2.12) by χ to get

∆f,a,p(s, χ) =

(
p− 1

φ(p)
+

p

φ(p)
τ(ψ0)Pf,p(p

−sχ(p))

)
∆f (s, χ)

+
1

φ(p)

∑
ψ (mod p)
ψ 6=ψ0

τ
(
ψ
)
ψ(a)∆f (s, ψχ)

=

(
p− 1

φ(p)
+

p

φ(p)
τ(ψ0)Pf⊗χ,p(p

−s)

)
∆f⊗χ(s)

+
1

φ(p)

∑
ψ (mod p)
ψ 6=ψ0

τ
(
ψ
)
ψ(a)∆f⊗ψχ(s),

as χ (mod q) and ψχ (mod pq) are primitive characters. This shows that
∆f,a,p(s, χ) is holomorphic in {s ∈ C : <(s) ≤ 0}\ 1

2
Z, since this is the case for

each of ∆f⊗χ(s) and ∆f⊗ψχ(s) due to Lemma 4. The same property also holds
for ∆f,a,p(s) by the same lemma, so we are left with analyzing ∆f,a,p(s, χ0).
Since χ0(p) = 1, once again by (2.12) we have

∆f,a,p(s, χ0) =

(
p− 1

φ(p)
+

p

φ(p)
τ(ψ0)Pf,p(p

−s)

)
∆f (s, χ0)

+
1

φ(p)

∑
ψ (mod p)
ψ 6=ψ0

τ
(
ψ
)
ψ(a)∆f⊗ψ(s, χ0).

Now, (2.11) gives

∆f (s, χ0) = Pf,q(q
−s)∆f (s)−

φ(q)

q
Rf,q(q

−s)Λf (s),

and analogously, since for non-trivial ψ (mod p) the primitive form f ⊗ψ has
level Np2 and q ∈ Q(Np2),

∆f⊗ψ(s, χ0) = Pf⊗ψ,q(q
−s)∆f⊗ψ(s)−

φ(q)

q
Rf⊗ψ,q(q

−s)Λf⊗ψ(s).

However, ∆f (s) and ∆f⊗ψ(s) are both holomorphic in {s ∈ C : <(s) ≤ 0} \
1
2
Z, so the only remaining terms are the ones with the factors Rf,q(q

−s) and
Rf⊗ψ,q(q

−s). Plugging those back along our sequence of equations, we obtain
the desired result.
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Producing poles
We are now ready for the proof of the main result in this section.

Proof of Proposition 3. Assume by contradiction that Gf,p(s) has no poles in
<(s) ∈ (0, 1). Then by Lemma 4 the only possible pole of Gf,p(s) with <(s) >
−1/2 is s = 0, which can only occur if k = 1.

Let 0 < η < 1/2. For z ∈ H, define

IR(z) := 1

2πi

∫
<(s)=1+η

Gf,p(s)(−iz)−s−
k−1
2 ds

and
IL(z) := 1

2πi

∫
<(s)=−η

Gf,p(s)(−iz)−s−
k−1
2 ds.

By Stirling’s formula, the decomposition (2.12), and the PhragménLindelöf
principle, we see that Gf,p(s) is rapidly decaying in vertical strips, so we can
shift contours. Since we are assuming that Gf,p(s) has no poles in <(s) ∈ (0, 1),
and it has a pole at s = 0 only if k = 1, we get

IL(z) + Res
s=0

Gf,p(s) = IR(z). (2.18)

Observe that

IR(z) = 1

2πi

∫
<(s)=1+η

(
∆f,1,p(s)−∆f,−N,p(s)

)
(−iz)−s−

k−1
2 ds

= IRf,1,p(z)− IRf,−N,p(z)

in the notation of Lemma 1. Similarly, we have

IL(z) + Res
s=0

Gf,p(s)

=
1

2πi

∫
<(s)=−η

(
∆f,1,p(s)−∆f,−N,p(s)

)
(−iz)−s−

k−1
2 ds+Res

s=0
Gf,p(s)

=
(
ILf,1,p(z) + Res

s=0
∆f,1,p(s)

)
−
(
IL
f,−N,p(z) + Res

s=0
∆f,−N,p(s)

)
.

Therefore, (2.18) becomes(
ILf,1,p(z) + Res

s=0
∆f,1,p(s)

)
−
(
IL
f,−N,p(z) + Res

s=0
∆f,−N,p(s)

)
= IRf,1,p(z)− IRf,−N,p(z).

(2.19)
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We now set z = α + iy, with α ∈ Q× and y > 0, and perform a truncated
Mellin transform along y. More precisely, consider

R(s) :=
∫ |α|

4

0

(
IRf,1,p(α + iy)− IR

f,−N,p(α + iy)
)
ys+

k−1
2
dy

y
.

Applying Lemma 3 we conclude that

R(s)−
(
∆f,1,p(s, α)−∆f,−N,p (s, α)

)
(2.20)

continues to an entire function of s. Similarly, let

L(s) :=
∫ |α|

4

0

((
ILf,1,p(α + iy) + Res

s=0
∆f,1,p(s)

)
−
(
IL
f,−N,p(α + iy) + Res

s=0
∆f,−N,p(s)

))
ys+

k−1
2
dy

y
.

By Lemma 3 we conclude that, for any M ∈ Z≥0,

L(s)− εf (i sgn(α))k(Np2α2)s−
1
2

M−1∑
m=0

(iNp2α)m
(
s+m− k+1

2

m

)
×
(
∆f,−N,p

(
s+m,− 1

Np2α

)
−∆f,1,p

(
s+m,− 1

Np2α

)) (2.21)

continues to a meromorphic function in {s ∈ C : <(s) > 1 −M} whose only
possible poles in that region must be at s = 1−k

2
− n, for n ∈ Z≥0. Here we

used the fact that ξ(p) = 1, as p ≡ 1 (mod N).

Since L(s) = R(s) due to (2.19), we conclude from (2.20) and (2.21) that

∆f,1,p(s, α)−∆f,−N,p(s, α)− εf (i sgn(α))k(Np2α2)s−
1
2

M−1∑
m=0

(iNp2α)m

×
(
s+m− k+1

2

m

)(
∆f,−N,p

(
s+m,− 1

Np2α

)
−∆f,1,p

(
s+m,− 1

Np2α

))
(2.22)

continues to a holomorphic function in {s ∈ C : <(s) > 1−M} \ 1
2
Z.

Fix b ∈ (Z/Np2Z)×. Let q1, q2, . . . , qM be distinct primes satisfying qj ≡ b

(mod Np2) for all 1 ≤ j ≤ M , and let m0 be an integer satisfying 0 ≤ m0 ≤
M − 1. Setting α = 1

qj
, (2.22) shows that(

Np2

q2j

) 1
2
−s(

∆f,1,p

(
s,

1

qj

)
−∆f,−N,p

(
s,

1

qj

))
− εf ik

M−1∑
m=0

(
iNp2

qj

)m
×
(
s+m− k+1

2

m

)(
∆f,−N,p

(
s+m,− b

Np2

)
−∆f,1,p

(
s+m,− b

Np2

))
(2.23)



28

continues to a holomorphic function in {s ∈ C : <(s) > 1−M} \ 1
2
Z. By the

Vandermonde determinant, we can find c1, c2, . . . , cM ∈ Q such that for every
m ∈ Z with 0 ≤ m ≤M − 1,

M∑
j=1

cjq
−m
j =

1 if m = m0,

0 if m 6= m0.

Summing (2.23) for each qj with weight cj, for 1 ≤ j ≤M , it follows that

εf i
k(iNp2)m0

(
s+m0 − k+1

2

m0

)
×
(
∆f,−N,p

(
s+m0,−

b

Np2

)
−∆f,1,p

(
s+m0,−

b

Np2

))
−

M∑
j=1

cj

(
Np2

q2j

) 1
2
−s(

∆f,1,p

(
s,

1

qj

)
−∆f,−N,p

(
s,

1

qj

)) (2.24)

continues to a holomorphic function in {s ∈ C : <(s) > 1−M} \ 1
2
Z.

Now, observe that both ∆f,1,p

(
s, 1

qj

)
and ∆f,−N,p

(
s, 1

qj

)
are holomorphic in

{s ∈ C : <(s) < 0} \ 1
2
Z. Indeed, this follows from Lemma 5 and the fact that

for a non-trivial character ψ (mod p), the poles of Rf,qj(q
−s
j ) and Rf⊗ψ,qj(q

−s
j )

satisfy <(s) = 0, since λf⊗ψ(qj) = λf (qj)ψ(qj) and |λf (qj)| ≤ 2 by Deligne’s
bound. Therefore, (2.24) implies that

∆f,−N,p

(
s,− b

Np2

)
−∆f,1,p

(
s,− b

Np2

)
continues to a holomorphic function in {s ∈ C : 1−M+m0 < <(s) < m0}\ 12Z.
Since M ∈ Z≥0 and 0 ≤ m0 ≤M − 1 are arbitrary, we conclude that it indeed
continues to a holomorphic function in C \ 1

2
Z. Finally, this in conjunction

with (2.23) shows that

∆f,1,p

(
s,
1

q

)
−∆f,−N,p

(
s,
1

q

)
(2.25)

continues to a holomorphic function in C\ 1
2
Z, for any prime q ≡ b (mod Np2).

Since we can choose the congruence class b ∈ (Z/Np2Z)× arbitrarily, the result
holds for any prime q - Np.

Let χ0 (mod q) and ψ0 (mod p) denote the trivial characters, and observe
that τ(χ0) = τ(ψ0) = −1. Applying Lemma 5 to each term of (2.25) we verify
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that

1

p− 1

∑
ψ (mod p)
ψ 6=ψ0

τ
(
ψ
) (
ψ(1)− ψ

(
−N

))
Rf⊗ψ,q(q

−s)Λf⊗ψ(s) (2.26)

continues to a holomorphic function in {s ∈ C : <(s) ≤ 0}\ 1
2
Z, so in particular

it has no poles s 6= 0 with <(s) = 0.

Observe that for any c ∈ (Z/pZ)× we have∑
r≤x prime
r≡c (mod p)

|λf (r)|2 ∼
1

φ(p)

x

log x
as x→∞ (2.27)

by Rankin-Selberg (see for instance [73, Lemma 1] for details when f has
trivial nebentypus), as f⊗ψ is orthogonal to f for each non-trivial ψ (mod p),
since it is a primitive form of level Np2. From now on we assume that q ∈
Qf,p := {r prime : r ≡ 1 (mod p), r - N, and |λf (r)| < 2}. Observe that Qf,p
is an infinite set, by (2.27).

Since q ≡ 1 (mod p), for any non-trivial ψ (mod p) we have Rf⊗ψ,q(q
−s) =

Rf,q(q
−sψ(q)) = Rf,q(q

−s). But

Rf,q(q
−s) = − q

φ(q)
Pf,q(q

−s)

(
(Pf,q(q

−s))
′

Pf,q(q−s)

)′

, (2.28)

where the derivatives are with respect to s, so the poles of Rf,q(q
−s) are pre-

cisely at the simple zeros of Pf,q(q−s) = 1 − λf (q)q
−s + ξ(q)q−2s =: (1 −

αf (q)q
−s)(1− βf (q)q−s). We chose q with |λf (q)| < 2, so |αf (q)| = |βf (q)| = 1

and αf (q) 6= βf (q). Therefore, all the zeros of Pf,q(q−s) are simple and satisfy
<(s) = 0.

Choose t ∈ R× such that qit = αf (q), so Pf,q(q−it) = 0 and (2.28) gives

Res
s=it

Rf,q(q
−s) =

q

φ(q)
(Pf,q(q

−s))′
∣∣∣∣
s=it

=
q1−it log q

q − 1

(
λf (q)− 2ξ(q)q−it

)
=
q log q

q − 1
αf (q) (αf (q)− βf (q)) 6= 0,

as αf (q)βf (q) = ξ(q). We now take residues of (2.26) at s = it 6= 0 to obtain

1

p− 1

∑
ψ (mod p)
ψ 6=ψ0

τ
(
ψ
) (
ψ(1)− ψ

(
−N

))
Λf⊗ψ(it) · Res

s=it
Rf,q(q

−s) = 0.
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But Ress=itRf,q(q
−s) 6= 0 as we saw above, so in fact using (2.17) we get

0 =
1

p− 1

∑
ψ (mod p)
ψ 6=ψ0

τ
(
ψ
) (
ψ(1)− ψ

(
−N

))
Λf⊗ψ(it)

= Λf

(
it,

1

p

)
− Λf

(
it,−N

p

) (2.29)

for any t ∈ Tf,q :=
{
θf (q)+2πn

log q
: n ∈ Z

}
\ {0}, where θf (q) ∈ [0, 2π) is defined

by αf (q) = eiθf (q). Since this holds for any q ∈ Qf,p and
⋃
q∈Qf,p

Tf,q is dense
in R (as Qf,p is infinite), we conclude by analytic continuation that

Λf

(
s,

1

p

)
= Λf

(
s,−N

p

)
for every s ∈ C. This is a contradiction, as we can compare the coefficients
of the respective Dirichlet series expansions in <(s) > 1 and they do not
match. For instance, (2.27) shows that there is a prime r ≡ 1 (mod p) such
that λf (r) 6= 0, hence the r-th coefficients in the corresponding Dirichlet series
expansions are λf (r)e (1/p) and λf (r)e

(
−N/p

)
, which are distinct since−N 6≡

1 (mod p), as p > N + 1 by hypothesis. A standard argument using Perron’s
formula then gives the desired contradiction, so we conclude that Gf,p(s) has
at least one pole in <(s) ∈ (0, 1), as desired.

2.4 Location of poles of Hf,α

In this section we will show that if Hf,α(s) has a pole in <(s) ∈
[
1
2
, 1
)

for some
α ∈ Q×, then Λf must have many simple zeros. This will be enough to prove
our main results, since Proposition 4 guarantees the existence of such a pole
for some α in the case of either f or f , but Λf and Λf have the same number
of simple zeros, by the functional equation.

From poles of Hf,α to simple zeros of Λf

Denote Sf (z) := Sf,1,1(z) for z ∈ H, as in the introduction. As we have
described before, the basic mechanism uses (2.13) to show that Sf cannot be
always small if Hf,α has a pole of large real part. The next lemma provides
a more direct link between the quantity in (2.13) and simple zeros of Λf (i.e.
poles of ∆f in the critical strip). It is essentially contained in [12, Lemma 3.2],
but we provide a proof for completeness.
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Lemma 6 (Bounding the truncated Mellin transform of Sf ). Let η > 0 be
fixed. For any σ ∈ [η, 2] and α ∈ Q×,∫ |α|

4

0

|Sf (α + iy)|yσ+
k−1
2
dy

y
�f,α,η

∑
ρ=β+iγ

a pole of ∆f

with β>0

∣∣Λ′
f (ρ)

∣∣ eπ|γ|
2 (1 + |γ|)−σ−

k−1
2 .

Proof. We have∫ |α|
4

0

|Sf (α + iy)|yσ+
k−1
2
dy

y

≤
∑

<(ρ)∈(0,1)

∫ |α|
4

0

∣∣∣∣Ress=ρ
∆f (s)

∣∣∣∣ · ∣∣∣(y − iα)−ρ− k−1
2

∣∣∣ yσ+ k−1
2
dy

y
,

(2.30)

where we can exchange the order of summation and integration by Tonelli’s
theorem. Let ρ = β+iγ be a pole of ∆f with β ∈ (0, 1), and denote τ := 1+|γ|.
Then since Λf (ρ) = 0, observe that

Res
s=ρ

∆f (s) = −ΓC

(
ρ+

k − 1

2

)
L′
f (ρ) = −Λ′

f (ρ),

and for 0 ≤ y ≤ |α|
4

,∣∣∣(y − iα)−ρ− k−1
2

∣∣∣ = |y − iα|−β− k−1
2 e

γ arctan
(
−α

y

)

�f,α e
−γ arctan

(
α
y

)
= e

γ sgn(α)
(
arctan

(
y
|α|

)
−π

2

)
.

Therefore, we conclude that the RHS of (2.30) is

�f,α

∑
ρ=β+iγ

a pole of ∆f

with β∈(0,1)

∣∣Λ′
f (ρ)

∣∣ · ∫ |α|
4

0

e
γ sgn(α)

(
arctan

(
y
|α|

)
−π

2

)
yσ+

k−1
2
dy

y
.

Using γ sgn(α)
(
arctan

(
y
|α|

)
− π

2

)
≤ −|γ|

(
arctan

(
y
|α|

)
− π

2

)
≤ − |γ|y

2|α| +
π|γ|
2

,
since arctan(x) ≥ x

2
for 0 ≤ x ≤ 1

4
, we have∫ |α|

4

0

e
γ sgn(α)

(
arctan

(
y
|α|

)
−π

2

)
yσ+

k−1
2
dy

y
≤ e

π|γ|
2

∫ |α|
4

0

e−
|γ|y
2|α|yσ+

k−1
2
dy

y

� e
π|γ|
2

∫ |α|
4

0

e−
τy
2|α|yσ+

k−1
2
dy

y
≤ e

π|γ|
2

∫ ∞

0

e−
τy
2|α|yσ+

k−1
2
dy

y

= e
π|γ|
2

(
2|α|
τ

)σ+ k−1
2

Γ

(
σ +

k − 1

2

)
�f,α,η e

π|γ|
2 τ−σ−

k−1
2 ,
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so the desired result follows.

For the case of general level, we will apply Lemma 6 in conjunction with a
pointwise bound coming from subconvexity (we will see how to improve this
for N = 1 in the next section).

Lemma 7 (Weyl subconvexity for L′
f [12, Lemma 3.1]). If ρ = β + iγ is a

zero of Λf , then

Λ′
f (ρ)�f,ε (1 + |γ|)

k
2
+ 1

3

∣∣β− 1
2

∣∣− 1
6
+εe−

π|γ|
2

for any ε > 0.

Proof (sketch). Follows from the Weyl subconvex bound Lf
(
1
2
+ it

)
�f,ε (1+

|t|) 1
3
+ε of [13], and a standard argument using Cauchy’s formula combined

with the PhragménLindelöf principle, the functional equation, and Stirling’s
formula. See the reference for details.

Remark 2. If µ ∈
[
0, 1

2

]
and we had a subconvexity bound of the form

Lf
(
1
2
+ it

)
�f,ε (1 + |t|)µ+ε for all ε > 0, then Lemma 7 would become

Λ′
f (ρ) �f,ε (1 + |γ|) k

2
+(1−2µ)

(∣∣β− 1
2

∣∣− 1
2

)
+εe−

π|γ|
2 for any ε > 0. The given re-

sult corresponds to µ = 1
3
.

For a meromorphic function h on {s ∈ C : <(s) > 1}, let

Θ(h) := inf {θ ≥ 0 : h continues analytically to {s ∈ C : <(s) > θ}} .

Furthermore, let

θf := sup ({0} ∪ {<(ρ), 1−<(ρ) : ρ is a pole of ∆f})

= sup
(
{0} ∪

{
<(ρ) : ρ is a simple zero of Λf or Λf

})
.

Then Lemma 6 and Lemma 7 can be combined into the following result, which
is a particular case of [12, Proposition 3.3]. We again provide the proof for
completeness.
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Proposition 5 (General bound for N s
f ). Let α ∈ Q×. If Θ(Hf,α) > 0, then

θf ≥ 1
2

and
N s
f (T ) = Ω

(
T

1
3
(1−θf )+Θ(Hf,α)− 1

2
−ε
)

for any ε > 0.

Proof. Let βn + iγn run through the poles of ∆f with βn > 0, in increasing
order of |γn|. For σ ∈ (0, 1], Lemma 6 and Lemma 7 give∫ |α|

4

0

|Sf (α + iy)|yσ+
k−1
2
dy

y
�f,α,σ,ε

∞∑
n=1

(1 + |γn|)
1
3

∣∣βn− 1
2

∣∣+ 1
3
−σ+ε (2.31)

for any ε > 0. If Θ(Hf,α) > 0, set σ = Θ(Hf,α) − ε, where 0 < ε < Θ(Hf,α)

is arbitrary. Then Proposition 2 implies that (2.31) diverges, so in particular
∆f has infinitely many poles βn + iγn with βn > 0, and therefore θf ≥ 1

2
.

Now assume by contradiction that N s
f (T ) = o

(
T

1
3
(1−θf )+Θ(Hf,α)− 1

2
−3ε
)

for some
0 < ε < Θ(Hf,α). Then by (2.31), since

∣∣βn − 1
2

∣∣ ≤ θf − 1
2
, we get

∞ =

∫ |α|
4

0

|Sf (α + iy)|yσ+
k−1
2
dy

y
�f,α,ε

∞∑
n=1

(1 + |γn|)
1
3
θf+

1
6
−Θ(Hf,α)+2ε

�f 1 +

∫ ∞

1

t
1
3
θf+

1
6
−Θ(Hf,α)+2ε dN s

f (t)

�f 1 +

∫ ∞

1

t
1
3
θf+

1
6
−Θ(Hf,α)+2ε−1N s

f (t) dt

= 1 +

∫ ∞

1

o
(
t−1−ε) dt <∞,

which is a contradiction.

Remark 3. Assuming a subconvexity exponent µ ∈
[
0, 1

2

]
as in Remark 2, the

result of Proposition 5 becomes N s
f (T ) = Ω

(
T (1−2µ)(1−θf )+Θ(Hf,α)− 1

2
−ε
)

for any
ε > 0.

Observe that Proposition 5 fails to give a power of T (even if the subconvexity
exponent were to be improved) if θf = 1 and Θ(Hf,α) =

1
2
, which cannot be

ruled out with what we have done so far. However, we will use this proposition
for the case of θf sufficiently far from 1, where it gives a good bound.
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Corollary 1 (Main result for θf away from 1). We have θf ≥ 1
2

and

N s
f (T ) = Ω

(
T

1
3
(1−θf )−ε

)
for any ε > 0.

Proof. By the functional equation Λf (s) = εfN
1
2
−sΛf (1−s), we have N s

f (T ) =

N s
f
(T ) and θf = θf . By Proposition 4, there is αf ∈ Q× such that

max
{
Θ(Hf,αf

),Θ(Hf,αf
)
}
≥ 1

2
.

Then applying Proposition 5 to either f or f gives the desired result.

Improvements for θf close to 1

If θf is close to 1, then either ∆f or ∆f must have a pole ρ with real part
close to 1. We will show that if for instance that is the case for ∆f , then
there exists α ∈ Q× such that Hf,α also has a pole at ρ, so Proposition 5 gives
a much stronger result than before. The main tool for showing such a pole
transference will be a certain zero density estimate, which we introduce now.

For a primitive form g ∈ Sk(Γ1(M)), β ∈ R, and T ≥ 0, let

Ng(β, T ) := |{s ∈ C : <(s) ≥ β, |=(s)| ≤ T, and Lg(s) = 0}| , (2.32)

where the zeros are counted with multiplicity.

Lemma 8 (Zero density for twists close to the line 1). Let f ∈ Sk(Γ1(N))

be a primitive form. For each prime p ≡ 1 (mod N), let ψp (mod p) be an
arbitrary non-trivial character modulo p. Then for any T ≥ 2, X ≥ 2, ε > 0,
and 3

4
≤ β ≤ 1, we have∑

p≤X prime
p≡1 (mod N)

Nf⊗ψp(β, T )�f,ε,T X
4(1−β)+ε +X

6(1−β)
3β−1

+ε.

Proof. This follows directly from the more general result of Proposition 11 in
Appendix A.
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Now, let κ be such that 6(1−κ)
3κ−1

= 1, i.e. κ = 7
9
. The important point is that

κ < 1.

Proposition 6 (Ruling out pole cancellation in Hf,α via zero density). If ∆f

has a pole ρ = β + iγ with β > κ, then there exists some α ∈ Q× (depending
on f and ρ) such that ρ is also a pole of Hf,α.

Proof. We will show that there exists a prime p satisfying p ≡ 1 (mod N)

such that ρ is a pole of either Hf,1 or Hf, 1
p
, so we will be able to pick α = 1 or

α = 1
p
.

Suppose by contradiction that ρ is not a pole of either Hf,1 or Hf, 1
p

for any
prime p ≡ 1 (mod N). By (2.14) we have

p1−2sHf,1(s)−Hf, 1
p
(s) = p1−2s∆f (s)−∆f,1,p(s) +Rf,p(p

−s)Λf (s),

and by assumption this meromorphic function does not have a pole at s = ρ.
Observe that since |λf (p)| ≤ 2 by Deligne’s bound, the poles of Rf,p(p

−s)Λf (s)

all satisfy <(s) = 0, so ρ is not a pole of Rf,p(p
−s)Λf (s) (as κ > 0). Hence it

also cannot be a pole of

p1−2s∆f (s)−∆f,1,p(s) =

(
p1−2s − 1 +

p

p− 1
Pf,p(p

−s)

)
∆f (s)

− 1

p− 1

∑
ψ (mod p)
ψ 6=ψ0

τ
(
ψ
)
∆f⊗ψ(s),

where ψ0 (mod p) denotes the trivial character, and we have used (2.12).

Since ξ(p) = 1, a direct computation gives

p1−2s − 1 +
p

p− 1
Pf,p(p

−s) =
p2−2s − λf (p)p1−s + 1

p− 1
=

1

p− 1
Pf,p(p

1−s).

Observe that Pf,p(p1−ρ) 6= 0, as <(1 − ρ) = 1 − β 6= 0, since β < 1 by [61].
Furthermore,

Res
s=ρ

∆f (s) = −ΓC

(
ρ+

k − 1

2

)
L′
f (ρ) = −Λ′

f (ρ) 6= 0,

as ρ is a simple zero of Λf . We conclude that∑
ψ (mod p)
ψ 6=ψ0

τ
(
ψ
)
· Res
s=ρ

∆f⊗ψ(s) = Res
s=ρ

Pf,p(p
1−s)∆f (s) = −Pf,p(p1−ρ)Λ′

f (ρ) 6= 0,
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so there is at least one non-trivial character ψp (mod p) such that ∆f⊗ψp has
a pole at ρ, or in other words Λf⊗ψp has a simple zero at ρ = β + iγ. This
holds for every prime p ≡ 1 (mod N), so it follows that∑

p≤X prime
p≡1 (mod N)

Nf⊗ψp(β, 2 + |γ|) ≥ π(X;N, 1)�f
X

logX
(2.33)

for every X sufficiently large (in terms of N). However, applying Lemma 8 we
conclude that∑

p≤X prime
p≡1 (mod N)

Nf⊗ψp(β, 2 + |γ|)�f,ε,ρ X
4(1−β)+ε +X

6(1−β)
3β−1

+ε (2.34)

for every X ≥ 2 and ε > 0. Observe that both 6(1−x)
3x−1

and 4(1− x) are strictly
decreasing for 3

4
≤ x ≤ 1, so since β > κ, 6(1−κ)

3κ−1
= 1, and 4(1− κ) = 8

9
< 1, we

conclude that 4(1− β) + ε < 1 and 6(1−β)
3β−1

+ ε < 1 for ε > 0 sufficiently small.
But this is a contradiction, as (2.33) and (2.34) imply

X4(1−β)+ε +X
6(1−β)
3β−1

+ε �f,ε,ρ
X

logX

for every ε > 0 and X sufficiently large, which cannot hold for small ε > 0

when X →∞. Therefore, the desired result follows by contradiction.

Corollary 2 (Main result for θf close to 1). If θf > κ, then

N s
f (T ) = Ω

(
T

2
3
θf− 1

6
−ε
)

for any ε > 0.

Proof. If θf > κ, then for any given 0 < ε < θf − κ, either ∆f or ∆f must
have a pole ρ = β + iγ with β > θf − ε. Since θf − ε > κ, by Proposition 6
there exists some α ∈ Q× (depending on f and ρ) such that ρ is also a pole of
either Hf,α or Hf,α. Therefore,

max
{
Θ(Hf,α),Θ(Hf,α)

}
≥ β > θf − ε.

Then we can use the relations N s
f (T ) = N s

f
(T ) and θf = θf to get the desired

result after applying Proposition 5 to either f or f , since ε > 0 can be chosen
arbitrarily small.
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Obtaining a power bound
The proof of our main theorem easily follows from what we have done so far.

Proof of Theorem 1. If θf > κ, we apply Corollary 2 and observe that 2
3
θf −

1
6
> 2

3
κ− 1

6
= 19

54
to get

N s
f (T ) = Ω

(
T

2
3
θf− 1

6
−ε
)
= Ω

(
T

19
54

−ε
)

for any ε > 0, so in this case we have a rather strong bound.

Otherwise, if θf ≤ κ, we apply Corollary 1 and observe that 1
3
(1 − θf ) ≥

1
3
(1− κ) = 2

27
to get

N s
f (T ) = Ω

(
T

1
3
(1−θf )−ε

)
= Ω

(
T

2
27

−ε
)

for any ε > 0. In either case, we obtain the desired result.

2.5 An improved estimate for f of level 1
If f has level N = 1, then we will easily see that there is α ∈ Q× with
Θ(Hf,α) ≥ θf , so Proposition 5 gives N s

f (T ) = Ω
(
T

2
3
θf− 1

6
−ε
)

= Ω
(
T

1
6
−ε
)

for any ε > 0, as was proved in [21]. We improve this result by using the
sixth moment bound of Jutila [63] instead of subconvexity in the last step of
the argument. An improvement in the exponent for the case of general level
N would also follow by the same reasoning, except that at present a sixth
moment bound does not seem to be in the literature in such generality.

To begin, we convert pointwise values of our L-function into moments via the
following standard lemma.

Lemma 9 (Pointwise values to short moments). Let f ∈ Sk(Γ1(N)) be a
primitive form and T ≥ 2. For ρ = β + iγ with β ≥ 1

2
and |γ| ≤ T , we have

L′
f (ρ)�f log

4 T + log5 T ·
∫ log2 T

− log2 T

∣∣∣∣Lf (1

2
− i(γ + x)

)∣∣∣∣ dx.
Proof. Let c = 1

100 log T
. Observe that

1

2πi

∫ 1+i∞

1−i∞
Lf (ρ+ w)Γ(w)2 dw � 1,
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as <(ρ + w) ≥ 3
2
. Shifting the line of integration to <(w) = 1

2
− β − c, we

pick up a pole at w = 0 with residue L′
f (ρ). By Stirling’s formula we have the

rough bound

Γ

(
1

2
− β − c+ it

)
� e−|t|

(∣∣∣∣12 − β − c
∣∣∣∣+ |t|)−1

� e−|t| (c+ |t|)−1 ,

so we get

L′
f (ρ)� 1 +

∫ ∞

−∞

∣∣∣∣Lf (1

2
− c+ i(γ + t)

)∣∣∣∣ e−2|t|(c+ |t|)−2 dt.

By convexity,∫ ±∞

± 1
2
log2 T

∣∣∣∣Lf (1

2
− c+ i(γ + t)

)∣∣∣∣ e−2|t|(c+ |t|)−2 dt�f

∫ ∞

1
2
log2 T

e−t dt� 1,

therefore

L′
f (ρ)�f 1 + log2 T ·

∫ 1
2
log2 T

− 1
2
log2 T

∣∣∣∣Lf (1

2
− c+ i(γ + t)

)∣∣∣∣ dt. (2.35)

The functional equation combined with Stirling’s formula gives

Lf

(
1

2
− c+ i(γ + t)

)
�f

ΓC
(
k
2
+ c− i(γ + t)

)
ΓC
(
k
2
− c+ i(γ + t)

)Lf (1

2
+ c− i(γ + t)

)
� Lf

(
1

2
+ c− i(γ + t)

)
.

Now we use an argument similar to the one above. For ϑ = 1
2
+ c − i(γ + t)

we have
1

2πi

∫ 1+i∞

1−i∞
Lf (ϑ+ w)Γ(w) dw � 1,

and shifting the line of integration to <(w) = −c, picking up a pole at w = 0

with residue Lf (ϑ), and using Γ(−c+ iv)� e−|v|(c+ |v|)−1, we argue as before
to get

Lf (ϑ)�f 1 + log T ·
∫ 1

2
log2 T

− 1
2
log2 T

∣∣∣∣Lf (1

2
− i(γ + t− v)

)∣∣∣∣ dv. (2.36)

Inserting (2.36) into (2.35) then gives the desired result.

The key new input is the lemma below.
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Lemma 10 (Hölder against sixth moment). Let f ∈ Sk(Γ0(1)) be a primitive
form and T ≥ 2. If ρn = βn + iγn runs through the simple zeros of Λf in
increasing order of |γn|, then∑

βn≥ 1
2

|γn|≤T

|L′
f (ρn)| �f,ε N

s
f (T )

5
6T

1
3
+ε

for any ε > 0.

Proof. Denote K = T + log2 T . By Lemma 9,∑
βn≥ 1

2
|γn|≤T

|L′
f (ρn)| �f N

s
f (T ) log

4 T

+ log5 T ·
∫ K

−K

∣∣∣∣Lf (1

2
− it

)∣∣∣∣ · ∑
βn≥ 1

2
|γn|≤T

1|t−γn|≤log2 T dt.

Observe that N s
f (x + 1) − N s

f (x) �f log(2 + |x|) by standard zero-density
results, so we have the bounds N s

f (T ) log
4 T �f N

s
f (T )

5
6T

1
3 and∑

|γn|≤T

1|t−γn|≤log2 T �f log
3 T

for any t ∈ R. Therefore, using Hölder’s inequality twice we get∫ K

−K

∣∣∣∣Lf (1

2
− it

)∣∣∣∣ · ∑
βn≥ 1

2
|γn|≤T

1|t−γn|≤log2 T dt

≤

(∫ K

−K

∣∣∣∣Lf (1

2
− it

)∣∣∣∣6 dt
) 1

6

∫ K

−K

 ∑
|γn|≤T

1|t−γn|≤log2 T

 6
5

dt


5
6

�f

(∫ K

−K

∣∣∣∣Lf (1

2
− it

)∣∣∣∣6 dt
) 1

6 (
(log3 T )

1
5N s

f (T ) log
2 T
) 5

6
.

Then Jutila’s sixth moment bound [63, Theorem 4.7] gives∫ K

−K

∣∣∣∣Lf (1

2
− it

)∣∣∣∣6 dt�f,ε K
2+ε �ε T

2+ε

for any ε > 0, and the lemma follows.
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We are now ready to obtain the desired bound for N s
f (T ).

Proof of Theorem 2. For f ∈ Sk(Γ0(1)) a primitive form, we can apply (2.14)
with p = 2 to get

21−2sHf,1(s)−Hf, 1
2
(s) = 21−2s∆f (s)−∆f,1,2(s) +Rf,2(2

−s)Λf (s)

=
(
21−2s − 1 + 2Pf,2(2

−s)
)
∆f (s) +Rf,2(2

−s)Λf (s)

= Pf,2(2
1−s)∆f (s) +Rf,2(2

−s)Λf (s),

where we have used (2.12). Observe that Pf,2(21−s) 6= 0 and Rf,2(2
−s) is

holomorphic for 0 < <(s) < 1, so the function above has the same poles as ∆f

in this region. We conclude that

max
{
Θ(Hf,1),Θ(Hf, 1

2
)
}
≥ θf .

Let α = 1 or 1
2

be such that Θ(Hf,α) ≥ θf . Also let 0 < ε < θf (recall that
θf ≥ 1

2
by Corollary 1) and σ = θf −ε. Then since 0 < σ < Θ(Hf,α), Lemma 6

and Proposition 2 give∑
ρ=β+iγ

a pole of ∆f

with β>0

∣∣Λ′
f (ρ)

∣∣ eπ|γ|
2 (1 + |γ|)−σ−

k−1
2 =∞. (2.37)

By the functional equation, Λ′
f (ρ) = −εfN

1
2
−ρΛ′

f
(1− ρ)�f Λ

′
f
(1− ρ), so the

LHS of (2.37) is

�f

∑
ρ=β+iγ

a pole of ∆f

with β≥ 1
2

∣∣Λ′
f (ρ)

∣∣ eπ|γ|
2 (1+|γ|)−σ−

k−1
2 +

∑
ρ=β+iγ

a pole of ∆f

with β≥ 1
2

∣∣∣Λ′
f
(ρ)
∣∣∣ eπ|γ|

2 (1+|γ|)−σ−
k−1
2 .

(2.38)
Applying Stirling’s bound Γ

(
ρ+ k−1

2

)
� (1+ |γ|)β+ k

2
−1e−

π|γ|
2 , valid for β ≥ 1

2
,

we have∑
ρ=β+iγ

a pole of ∆f

with β≥ 1
2

∣∣Λ′
f (ρ)

∣∣ eπ|γ|
2 (1 + |γ|)−σ−

k−1
2 �

∑
βn≥ 1

2

∣∣L′
f (ρn)

∣∣ (1 + |γn|)βn−σ− 1
2 ,
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where we use the notation of Lemma 10. Observing that βn ≤ θf and applying
Lemma 10, we obtain

∑
βn≥ 1

2

∣∣L′
f (ρn)

∣∣ (1 + |γn|)βn−σ− 1
2 �f 1 +

∞∑
k=1

∑
T=2k

T− 1
2
+ε

∑
βn≥ 1

2
T
2
<|γn|≤T

|L′
f (ρn)|

�f,ε 1 +
∞∑
k=1

∑
T=2k

N s
f (T )

5
6T− 1

6
+2ε

for any sufficiently small ε > 0.

Now suppose by contradiction that N s
f (T ) = o

(
T

1
5
−6ε
)

. Then

∑
βn≥ 1

2

∣∣L′
f (ρn)

∣∣ (1 + |γn|)βn−σ− 1
2 �f,ε 1 +

∞∑
k=1

∑
T=2k

o
(
T−3ε

)
<∞.

The same argument, exchanging f with f (and observing that θf = θf ), shows
that the second term of (2.38) is also finite. This contradicts (2.37), so we
conclude that

N s
f (T ) = Ω

(
T

1
5
−ε
)

for any ε > 0, as desired.
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C h a p t e r 3

THE VARIANCE OF CLOSED GEODESICS IN BALLS AND
ANNULI ON THE MODULAR SURFACE

3.1 Introduction
Let Γ := PSL2(Z) denote the modular group and let D > 0 be a fundamental
discriminant, meaning that D is the discriminant of the real quadratic field
Q(
√
D). There is a well-known correspondence between narrow ideal classes

in the narrow class group Cl+D of Q(
√
D) and Γ-orbits of primitive irreducible

integral binary quadratic forms ax2 + bxy + cy2 of discriminant b2 − 4ac = D.
Those, in turn, can also be associated to Γ-orbits of geodesics on the upper
half-plane H with endpoints −b±

√
D

2a
, or equivalently to the corresponding closed

geodesics on the modular surface Γ\H.

Denote the set of such closed geodesics of discriminant D by ΛD. Then |ΛD| =
|Cl+D | =: h+D, and each closed geodesic in ΛD has length 2 log ε+D, where ε+D > 1

is the smallest unit of positive norm in Q(
√
D). The class number formula

then gives ∑
C∈ΛD

`(C) = h+D · 2 log ε
+
D = 2

√
DL(1, χD),

where χD is the primitive quadratic character modulo D and `(C) :=
∫
C ds

denotes the length in H, which is equipped with the hyperbolic metric and
corresponding hyperbolic measure given respectively by

ds2 :=
dx2 + dy2

y2
and dµ(z) :=

dx dy

y2

for z = x+ iy. The bounds D−ε �ε L(1, χD)� logD allow us to understand
the total length quite well.

The elements of ΛD are expected to behave “randomly” in various senses (we
will make this more precise below). In that direction, it is known that they
become equidistributed in shrinking balls BR: if we fix δ > 0 and w ∈ Γ\H,
then for D− 1

18
+δ � R� 1 we have∑

C∈ΛD

`(C ∩BR(w)) ∼
µ(BR)

µ(Γ\H)

∑
C∈ΛD

`(C) (3.1)

as D →∞ through squarefree fundamental discriminants.
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(d) D = 1032257, h+D = 80

Figure 3.1: Closed geodesics in ΛD
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Under the generalized Lindelöf hypothesis we may replace the exponent 1/18

by 1/6, and equidistribution is expected to hold for exponents up to 1/2.
Such a result was first proved for fixed R and with a congruence condition
on D by Skubenko [100], using Linnik’s ergodic method [77, Chapter VI].
The congruence condition was only removed almost 30 years later by Duke
[28], following a breakthrough of Iwaniec [57] (see [31] for a history of the
problem). The result for shrinking R mentioned above is given by Humphries
[53, Theorem 1.24], based on work of Young [106]. Analogous results are also
available for geometric invariants in other contexts, such as Heegner points in
H (corresponding to D < 0) and lattice points in spheres [41, 30], but we will
restrict our attention to closed geodesics.

If one does not require equidistribution for every ball but instead is satisfied
with a result covering almost all balls, then it is possible to go further. Con-
sidering a random variable given by the LHS of (3.1), where w is distributed
according to (a normalized version of) the measure µ, it is tautological that
the expected value is equal to the RHS of the same equation. One is then
naturally led to consider the variance, which in the more general context of
annuli Ar,R(w) centered at w ∈ Γ\H, with inner radius r and outer radius R,
is given by

Var(r, R; ΛD) :=

1

µ(Γ\H)

∫
Γ\H

(∑
C∈ΛD

`(C ∩ Ar,R(w))−
µ(Ar,R)

µ(Γ\H)

∑
C∈ΛD

`(C)

)2

dµ(w).
(3.2)

Such an expression was first studied by Bourgain, Rudnick, and Sarnak [16] in
the context of lattice points in spheres. Based on probabilistic considerations,
they conjectured that if the radii satisfy certain mild conditions, then the
variance should be asymptotically equal to the corresponding expected value of
the underlying random variable. An upper bound was then obtained assuming
the generalized Lindelöf hypothesis.

Humphries and Radziwiłł [54] were able to unconditionally prove the conjec-
ture for certain very thin annuli, both in the case of lattice points in spheres and
of Heegner points in H. Furthermore, in the case of closed geodesics they ob-
tained equidistribution for almost all annuli by showing that if 0 ≤ r < R� 1
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and D−1+δ � µ(Ar,R)� 1 for some fixed δ > 0, then for any fixed c > 0,

µ

({
w ∈ Γ\H :

∣∣∣∣∣µ(Γ\H)

µ(Ar,R)

∑
C∈ΛD

`(C ∩ Ar,R(w))∑
C∈ΛD

`(C)
− 1

∣∣∣∣∣ > c

})
= o(1)

as D → ∞ through squarefree fundamental discriminants. They did so by
obtaining the bound Var(r, R; ΛD) = o((µ(Ar,R)

√
DL(1, χD))

2) in this range,
and indeed a careful examination of their method gives in particular

Var(0, R; ΛD)�ε D
1
2R3−ε

for R � D− 5
12 . This shows that the variance is not asymptotically equal

to the expected value (which for balls is D 1
2
+o(1)R2, since µ(BR) � R2 for

R� 1), as was the case for Heegner points in H and lattice points in spheres.
A deviation of this kind is somewhat unexpected, since it implies better than
“square-root cancellation” in (3.2). However, in retrospect such a result is
quite reasonable, since the geometric invariants have codimension 1 in the
case of closed geodesics, but 2 in the other cases mentioned.

Given the discussion above, it is not completely clear what one should expect
for the behavior of Var(r, R; ΛD), and the purpose of this chapter is to tackle
this question. We start by proposing a probabilistic model, using geodesic
segments of the appropriate length 2 log ε+D taken at random according to the
Liouville measure in the unit tangent bundle of Γ\H, to model the elements
of ΛD (see Section 3.4 for details). A rigorous analysis of this model turns out
to be considerably more complicated than that for the geometric invariants
of codimension 2. We make critical use of a quantitative bound on the rate
of mixing for the geodesic flow on the modular surface, combined with basic
hyperbolic lattice point counting and some elementary hyperbolic geometry,
to arrive at an asymptotic formula for the variance in the context of our
probabilistic model.

The main result in that direction is Theorem 3, where we show — in the case
of balls — that for a single random geodesic segment of length L in Γ\H, under
mild conditions, the corresponding expression for the variance is ∼ 16LR3

π
. For

annuli, a certain special function G appears in the asymptotics (see Lemma 13
for its definition and key properties). We also refer to Section 3.4 for a heuristic
explanation of why the factor R3 (instead of R2) and the constant 16

π
emerge

in the asymptotics for this problem. Finally, it is worth pointing out that Luo
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and Sarnak [79] have computed the quantum variance for the geodesic flow. In
its classical incarnation, this variance is related to the spectral decomposition
of our random model.

Using the analysis of the probabilistic model above, we are able to predict the
asymptotic behavior of the variance for closed geodesics. In particular, in the
case of balls we conjecture that if 0 < R ≤ D−δ for some fixed δ > 0, then

Var(0, R; ΛD) ∼
64
√
DL(1, χD)R

3

π

as D →∞ through squarefree fundamental discriminants (see Conjecture 1 for
the general case of annuli). Finally, our main result shows that the conjecture
is true for balls of small radius.

Corollary 3. Let δ > 0 be given. If 0 < R ≤ D− 5
12

−δ, then as D →∞ through
squarefree fundamental discriminants,

Var(0, R; ΛD) ∼
64
√
DL(1, χD)R

3

π
.

Indeed, Corollary 3 is a particular case of Theorem 4, where we treat a wide
class of annuli and the special function G appears, as expected. An interesting
feature of the result is that the variance depends on the shape of the annulus,
and not only on its area. The significance of the exponent 5/12 and the
obstacles towards extending the range of R for which Corollary 3 holds are
discussed in Section 3.6.

The proof of Theorem 4 follows a completely different path than that of Theo-
rem 3, and we instead apply the methods of [54] to the case of closed geodesics.
What allows us to prove a result for balls in this case is the presence of a dif-
ferent weight function than the one for Heegner points, due to the fact that
the Gamma factors that arise when one expresses the relevant Weyl sums in
terms of L-functions depend on the sign of D. The fact that the weight func-
tion decays faster is also a source of complications, since in our case the main
contribution to the variance comes from forms with spectral parameter of size
roughly between 1/R and 1/(R − r), as opposed to just around 1/(R − r)

for Heegner points. This forces us to deal with the transition range |x| � 1

for the Bessel function J0(x), where clear asymptotics are not available (see
Remark 4). Thus instead of approximating with trigonometric functions, we
carry the Bessel factors throughout the argument, and after certain integral
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transforms they are ultimately what gives rise to the special function G men-
tioned before in the asymptotics for the variance.

Acknowledgments
Thanks to Valentin Blomer, Peter Humphries, Steve Lester, Carlos Matheus,
and Zeév Rudnick for helpful comments and suggestions.

3.2 Background and notation
Geometry of the upper half-plane
The distance function ρ : H × H → R≥0 and its more convenient proxy u :

H×H→ R≥0 are given by

ρ(z, w) := log

(
|z − w|+ |z − w|
|z − w| − |z − w|

)
and

u(z, w) :=
|z − w|2

4=(z)=(w)
= sinh2

(
ρ(z, w)

2

)
.

The group of isometries is G := PSL2(R), which acts transitively through
fractional linear transformations. The stabilizer of i is K := PSO2(R), so
gK 7→ gi gives an identification G/K ' H.

Moreover, the corresponding action of G on the unit tangent bundle T 1(H)

(through the derivative map) is simply transitive, so if v ∈ T 1(H) denotes the
unit tangent vector pointing up at i then g 7→ gv gives an identification G '
T 1(H). More concretely, we can use the Iwasawa decomposition G = NAK,
where

N :=

{(
1 t

0 1

)
: t ∈ R

}
and A :=

{(
a 0

0 a−1

)
: a ∈ R>0

}
,

to describe this identification as(
1 x

0 1

)(
y1/2 0

0 y−1/2

)(
cos( θ

2
) sin( θ

2
)

− sin( θ
2
) cos( θ

2
)

)
←→ (z, θ),

where θ is the angle with the unit tangent vector pointing up at z = x + iy.
The derivative action of G on T 1(H) becomes left multiplication in G under
the map described above, and the Liouville measure

dν(z, θ) :=
dx dy

y2
dθ

2π

on T 1(H) is invariant under this action of G, i.e. corresponds (up to a constant
multiple) to the left-invariant Haar measure in G under our identification.
Furthermore since the group G is unimodular, ν is also right-invariant.
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Geometry of the modular surface
Let X := Γ\H denote the modular surface, so that our previous identification
quotients out to X ' Γ\G/K, and similarly for the unit tangent bundle1

identification T 1(X) ' Γ\G. The metric space structure of X is obtained
from the distance function

ρ̃(Γz,Γw) := min
γ∈Γ

ρ(z, γw).

Considering the usual (closure of a) fundamental domain

F :=

{
z ∈ H : |<(z)| ≤ 1

2
and |z| ≥ 1

}
,

we can define measures µ̃ and ν̃ in X and T 1(X), respectively, by

µ̃(ΓA) := µ

(⋃
γ∈Γ

γA ∩ F

)
and ν̃(ΓB) := ν

(⋃
γ∈Γ

γB ∩ π−1(F)

)

for measurable A ⊂ H and B ⊂ T 1(H), where π : T 1(H)→ H is the projection
map. In particular, ν̃(T 1(X)) = ν(π−1(F)) = π/3 = µ(F) = µ̃(X). Both
measures are G-invariant under multiplication on the right, since the particular
choice of fundamental domain turns out to be immaterial.

Geodesic flow
Given t ∈ R, the geodesic flow Gt : T 1(H)→ T 1(H) is

Gt(g) := g

(
et/2 0

0 e−t/2

)
for g ∈ G ' T 1(H), and in geometric terms it amounts to parallel transport
along the geodesic with starting point and direction given by the element
of T 1(H) corresponding to g, for (hyperbolic) signed length t. The right-
invariance of the Liouville measure ν implies that it is preserved by Gt.

The geodesic flow clearly commutes with left multiplication by G (and in
particular by Γ), so it descends to a well-defined map G̃t : T 1(X) → T 1(X)

given by

G̃t(Γg) := Γg

(
et/2 0

0 e−t/2

)
1Technically the modular surface has singularities at i and 1+i

√
3

2 , since these points
have nontrivial stabilizer in Γ. To correctly interpret the unit tangent bundle T 1(X) we
need to consider the orbifold structure of X, but this minor issue can be safely ignored for
our purposes.
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for Γg ∈ T 1(X) ' Γ\G. Once again, G̃t preserves ν̃ and amounts to parallel
transport by (hyperbolic) signed length t along the corresponding geodesic in
X.

3.3 Estimates for the Selberg–Harish-Chandra transform
Definitions
We follow [54] with some minor modifications.

Let kr,R(u(z, w)) be the identity function of the annulus

Ar,R(w) := {z ∈ H : r ≤ ρ(z, w) ≤ R}

=

{
z ∈ H : sinh2

(r
2

)
≤ u(z, w) ≤ sinh2

(
R

2

)}
of hyperbolic volume

µ(Ar,R) := µ(Ar,R(w)) = 4π

(
sinh2

(
R

2

)
− sinh2

(r
2

))
,

that is,

kr,R(t) :=

1 if sinh2
(
r
2

)
≤ t ≤ sinh2

(
R
2

)
,

0 otherwise.

Observe that we use a different normalization from [54] both here and in what
follows below. Since kr,R(u(z, w)) is a point-pair invariant, we can define the
automorphic kernel Kr,R : X ×X → R≥0 given by

Kr,R(z, w) :=
∑
γ∈Γ

kr,R(u(z, γw)).

The spectral expansion of this kernel involves the Selberg–Harish-Chandra
transform hr,R of kr,R, which is given by

hr,R(t) := 2π

∫ ∞

0

P− 1
2
+it(cosh ρ)kr,R

(
sinh2

(ρ
2

))
sinh ρ dρ

= 2π

∫ R

r

P− 1
2
+it(cosh ρ) sinh ρ dρ,

(3.3)

where Pλ is the Legendre function of the first kind.

Bounds and asymptotics for hr,R
To understand the behavior of hr,R we express P− 1

2
+it in terms of Bessel func-

tions, which will be more convenient to evaluate under the various integral
transforms that will arise later.
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Lemma 11 (Hilb’s formula [54, Lemma 2.24]). Fix ε > 0. For t ∈ R and
0 < ρ < 1/ε,

P− 1
2
+it(cosh ρ) =

√
ρ

sinh ρ
J0(ρt) +

O(ρ2) for |t| ≤ 1
ρ
,

Oε

( √
ρ

|t|3/2

)
for |t| ≥ 1

ρ
≥ ε.

With this in mind, an asymptotic formula for hr,R easily follows. We restrict
our attention to the case R−r � R, which will be relevant to us, but a similar
statement also holds in the complementary case.

Lemma 12. Suppose that 0 ≤ r < R � 1 satisfy R − r � R, and t ∈ R.
Then

hr,R(t) = 2π
R · J1(Rt)− r · J1(rt)

t
+

O(R4) for |t| ≤ 1
R
,

O
(
R7/2√

|t|

)
for |t| ≥ 1

R
.

Furthermore,

hr,R(t)�

R2 for |t| ≤ 1
R
,

√
R

|t|3/2 for |t| ≥ 1
R
.

Proof. Plugging Lemma 11 into (3.3) gives

hr,R(t) = 2π

∫ R

r

√
ρ sinh ρ · J0(ρt) dρ+

O (R4) for |t| ≤ 1
R
,

O
(
R5/2

|t|3/2

)
for |t| ≥ 1

R
.

Using sinh ρ� ρ, the bounds

J0(x) =

1 +O(x2) for |x| ≤ 1,√
2
π|x| cos

(
|x| − π

4

)
+O

(
1

|x|3/2

)
for |x| ≥ 1

(3.4)

for x ∈ R [42, 8.411.1 and 8.451.1], and integrating by parts in the case
|t| ≥ 1/R (antidiferentiating the cosine term) gives the desired upper bound
for hr,R, as in [54, Lemma 2.33]. For the first asymptotic statement we use
instead sinh ρ = ρ+O(ρ3) combined with (3.4) to get

hr,R(t) = 2π

∫ R

r

ρ · J0(ρt) dρ+

O (R4) for |t| ≤ 1
R
,

O
(
R7/2√

|t|

)
for |t| ≥ 1

R
.

We can directly evaluate the remaining integral, since [42, page 8.472.1] yields
(xJ1(x))

′ = xJ0(x), and the result follows.
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Remark 4. The reason we keep an expression with Bessel functions in the
result above, instead of using (3.4) as in [54, Lemma 2.27] to write it in terms
of simpler trigonometric functions, is that the main term in our variance com-
putation will come roughly from |t| � 1/R. This can be seen from the ranges
of integration for the main term in (3.39), as defined in (3.35). In the case
R− r � R that range would be roughly 1/R� |t| � 1/(R− r), so either way
we must deal with the transition range |x| � 1 for J0(x), and (3.4) is not good
enough to obtain asymptotics there.

In contrast, the main term in [54, (7.18)] — with relevant ranges defined in
[54, (7.11)] — turns out to come roughly from |t| � 1/(R− r), which is much
larger than 1/R (with the assumptions present there), so one still obtains an
asymptotic for the Bessel function in the most important range. The main
difference between the two cases is the presence of the extra weight H(t) given
by (3.22) in the spectral expansion of the variance for closed geodesics, which
is not present in the case of Heegner points considered by Humphries and
Radziwiłł (see [54, Lemma 2.13] for a comparison of the two weight functions).

3.4 Variance for random geodesic segments
Since the closed geodesics in ΛD are expected to behave in many aspects like
“random geodesics”, we will model them using uniformly distributed geodesic
segments in X, so first we must understand the variance in that case.

By a geodesic segment of length L in X, we mean a curve in X of the form
π̃ ◦ G̃t(g) for 0 ≤ t ≤ L (observe that it is parametrized by hyperbolic arc
length), where g ∈ T 1(X) and π̃ : T 1(X) → X denotes the projection map.
Uniform distribution means that the initial condition g ∈ T 1(X) is distributed
(up to normalization) according to the Liouville measure ν̃.

Given the discussion above, the random variable given by the length of the
intersection between a random geodesic segment of length L in X with a ran-
dom annulus Ar,R in X (with center distributed independently of the geodesic
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segment and according to the normalized measure in X) has variance

Var(r, R;L) :=∫
T 1(X)

∫
X

(∫ L

0

Kr,R(π̃ ◦ G̃t(g), w) dt− L
µ(Ar,R)

µ̃(X)

)2
dµ̃(w)

µ̃(X)

dν̃(g)

ν̃(T 1(X))
=

∫
π−1(F)

∫
F

(∫ L

0

∑
γ∈Γ

kr,R(u(π ◦ Gt(g), γw)) dt− L
µ(Ar,R)

µ(F)

)2
dµ(w)

µ(F)
dν(g)

µ(F)
.

(3.5)

Heuristics
This discussion is partially inspired by the heuristics in [72].

For simplicity, we consider only the case of balls BR and assume R = o(1).
Let S be a random geodesic segment of length L� 1 on the modular surface
X, and let Y = Y (w) := `(S ∩ BR(w)), where w is uniformly distributed in
X. Also denote by SR the “tube” of radius R around S. We wish to compute
Var(Y ), and will think of S as fixed but “generic”.

First suppose that LR = o(1). Observe that Y (w) = 0 precisely for w 6∈ SR,
while Y (w) � R for most w ∈ SR — certainly for a typical w ∈ S R

2 , since we
expect this tube to have few self-intersections, as it has area � LR = o(1).
Therefore, E(Y 2) � LR3 and E(Y )2 � L2R4 = o(LR3), so Var(Y ) � LR3.
Furthermore, if for instance SR has no self-intersections, then we can unfold
it to H and obtain asymptotics for the variance using elementary hyperbolic
geometry.

For the complementary case, suppose (say) that LR � R
1
10 . We let T �

R− 9
10 and split S into L

T
� 1 pieces S1,S2, . . . ,SL

T
of length T . Since the

geodesic flow is mixing (of all orders) and T →∞, we expect these segments
to essentially behave independently. Let Yi = Yi(w) := `(Si∩BR(w)). Observe
that TR = o(1), so by the previous case we should have Var(Yi) � TR3. Then
independence gives Var(Y ) = Var

(∑L
T
i=1 Yi

)
≈
∑L

T
i=1Var(Yi) � LR3, and it is

reasonable to expect asymptotics for Var(Y ) if we could obtain those for each
Var(Yi).

In fact, one may heuristically determine the constant in Var(Y ) ∼ 16LR3

π
as

follows. It suffices to consider the case LR = o(1), by the argument using inde-
pendence from the previous paragraph. The tube SR has few self-intersections
in that case, and the geometry of the problem is essentially Euclidean (as we
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work at the scale R = o(1)). Therefore, our situation can be modeled by the
toy problem where the geodesic segment S is replaced by a straight line seg-
ment of length L in R2, and the the point w is randomized over some region
of the appropriate area µ(X) = π

3
that contains the (now Euclidean) tube SR.

Since E(Y 2 | w 6∈ SR) = 0, we get E(Y 2) = E(Y 2 | w ∈ SR) · P(w ∈ SR).
Away from the endpoints of S, Y = 2

√
R2 − x2 depends only on the (signed)

distance x = x(w) from w to the line that contains the segment S, so we
obtain

E(Y 2 | w ∈ SR) · P(w ∈ SR) ≈ 1

2R

∫ R

−R

(
2
√
R2 − x2

)2
dx · 2RL

µ(X)

=
8R2

3
· 6RL
π

=
16LR3

π
.

These heuristics provide a good intuition for the upcoming arguments in this
section, but we will have to do something more complicated to effectively deal
with self-intersections of SR.

The cuspidal contribution
Before delving into the variance computation, we need to make a small tech-
nical modification to (3.5), since with the current definition it turns out that
Var(r, R;L) =∞ for L� 1. This is essentially due to the fact that the auto-
morphic kernel Kr,R(z, w) becomes quite large as z and w go towards the cusp
together, so it is in particular not in L2(F × F). This is the same issue that
gives rise to continuous spectrum in the spectral resolution of the Laplacian
in X.

For simplicity, consider the case of balls BR, so r = 0. For k ∈ Z we have
ρ(w,w + k)� sinh

(
ρ(w,w+k)

2

)
=
√
u(w,w + k) = |k|

2=(w)
, so for � R=(w) val-

ues of k ∈ Z we have ρ(w,w + k) ≤ R
4
. Therefore, for all g with π(g) ∈

BR
4
(w) there are � R=(w) values of k ∈ Z such that ρ(π(g), w + k) ≤

ρ(π(g), w) + ρ(w,w + k) ≤ R
2
. Also observe that if ρ(π(g), w + k) ≤ R

2
then

π(Gt(g)) ∈ BR(w + k) for all 0 ≤ t ≤ R
2
.

We conclude that if L� 1� R then∫
π−1(F)

∫
F

(∫ L

0

∑
γ∈Γ

k0,R(u(π ◦ Gt(g), γw)) dt

)2

dµ(w) dν(g)�

∫
F

∫
F∩BR

4
(w)

(
R

2
R=(w)

)2

dµ(z) dµ(w)�
∫ ∞

1
R

R

y
(R2y)2

dy

y2
= ∞
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and this gives Var(0, R;T ) =∞.

The truncated variance
In view of the necessity to exclude the contribution from the cusp, we let

FA := {z ∈ F : =(z) ≤ A}

and consider averaging over annuli Ar,R(w) only for w ∈ FA instead of w ∈ F ,
so that the relevant expression for the variance is

VarA(r, R;L) :=∫
π−1(F)

∫
FA

(∫ L

0

∑
γ∈Γ

kr,R(u(π ◦ Gt(g), γw)) dt− L
µ(Ar,R)

µ(F)

)2
dµ(w)

µ(FA)
dν(g)

µ(F)
.

The asymptotic behavior of the expression above will involve a special function,
so now we define it and express its key properties.

Lemma 13 (Basic asymptotic properties of G). For 0 ≤ w < 1, let

G(w) := 1 + w3 + (1− w2)K(w)− (1 + w2)E(w),

where K and E are the complete elliptic integrals of the first and second kinds,
respectively. Then

G(0) = 1, (3.6)

G(w) =
3

4
(1− w)2 log

(
2

1− w

)
+O

(
(1− w)2

)
, (3.7)

G(w)� (1− w)2 log
(

2

1− w

)
, (3.8)

and
G′(w)� (1− w) log

(
2

1− w

)
. (3.9)

Proof. The definitions of K and E [42, page 8.112] give (3.6), while (3.7) and
(3.9) follow from [42, 8.113.3 and 8.114.3]. Indeed, for u :=

√
1− w2, those

give
K(w) = log

(
4

u

)
+
u2

4
log

(
4

u

)
+O(u2)

and
E(w) = 1 +

u2

2
log

(
4

u

)
− u2

4
+

3u4

16
log

(
4

u

)
+O(u4),



55

0.0 0.2 0.4 0.6 0.8 1.0
w

0.0

0.2

0.4

0.6

0.8

1.0

1.2

G
(w

)

Figure 3.2: Graph of G(w)

so

G(w) = 1 + w3 + u2K(w)− (2− u2)E(w)

= −1 + w3 +
3u2

2
+

3u4

8
log

(
4

u

)
+O(u4).

Changing variables to v := 1−w, so −1+w3 = v3+3v2−3v and u2 = −v2+2v,
we get

G(w) = v3 +
3

2
v2 +

3

8

(
−v2 + 2v

)2
log

(
4√

v(1 + w)

)
+O(v2)

=
3

4
v2 log

(
1

v

)
+O(v2),

which gives (3.7). Similarly, the identity G′(w) = 3w(w−E(w)), which follows
from [42, page 8.123], gives

G′(w)� w − E(w)� v log

(
1

v

)
+O(v)

and we obtain (3.9). This identity also shows that G′(w) ≤ 0, since E(w) ≥
1 > w, so (3.8) follows from (3.7) after choosing an appropriate cutoff.
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Remark 5. Perhaps the simplest way to understand the function G(w) geo-
metrically is to describe it as follows: let t ∈ [−1, 1] be uniformly distributed,
and consider the (Euclidean) annulus A′

w,1(it) := {z ∈ C : w ≤ |z − it| ≤ 1},
for w ∈ [0, 1]. Let Yw be the (Euclidean) length of the intersection of A′

w,1(it)

with the real axis. Then an explicit computation shows that

G(w) =
E(Y 2

w)

E(Y 2
0 )

=
3

8
E(Y 2

w) =
3

8
· 1
2

∫ 1

−1

(
2
√
1− t2 − 1|t|≤w · 2

√
w2 − t2

)2
dt.

We are ready to state the main result of this section, omitting the dependence
on a parameter t that governs all the asymptotic statements below (meaning
that the quantities L, r,R,A are all functions of t, and asymptotic notations
such as o(. . . ) or ∼ should be interpreted in the limit as t→∞).

Theorem 3. Suppose that L � 1, 0 ≤ r < R = o(1), and 1 � logA =

o
(
R−1 log−1

(
1

R−r

))
, so in particular we require log

(
1

R−r

)
= o

(
1
R

)
. Then

VarA(r, R;L) ∼
16LR3

π
G
( r
R

)
.

In particular, for balls we get

VarA(0, R;L) ∼
16LR3

π
,

and for thin annuli (i.e. such that R − r = o(R)) satisfying the restrictions
above we get

VarA(r, R;L) ∼
12LR(R− r)2

π
log

(
R

R− r

)
.

Auxiliary results
An important ingredient for Theorem 3 will be the fact that the geodesic flow
is mixing, and in fact it is so with an exponential rate, due to a theorem of M.
Ratner [93]. We will use the following effective version of Ratner’s result, due
to C. Matheus and adapted here to the modular group Γ.

Lemma 14 (Exponential mixing for the geodesic flow [81, Corollary 2.1]). Let
φ, ψ ∈ L2(X) be such that

∫
X
φ dµ =

∫
X
ψ dµ = 0. Then∫

T 1(X)

φ(π̃(g)) · ψ(π̃ ◦ G̃t(g)) dν̃(g)� ‖φ‖L2(X) · ‖ψ‖L2(X) · (|t|+ 1)e−
|t|
2 .
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In order to deal with the problem of self-intersections alluded to in our heuris-
tic discussion, we will need two basic observations regarding the distribution
of orbits of Γ acting on H. The first one is the following standard density
estimate.

Lemma 15 (Density of hyperbolic lattice points [58, Lemma 2.11]). If z ∈ H,
w ∈ F , and δ > 0 then

|{γ ∈ Γ : u(z, γw) ≤ δ}| �
√
δ(δ + 1)=(w) + 1.

The second observation about the orbits of Γ in H deals with the minimum
spacing between distinct points in such an orbit. It formalizes the idea that
the spacing can only be small if either the orbit comes close to a point of H
with nontrivial stabilizer in Γ, or if it has a point very high up towards the
cusp.

Lemma 16 (Minimum spacing of hyperbolic lattice points). If w ∈ F then

min
1 6=γ∈Γ

ρ(w, γw)� min

{
ρ(w, i), ρ(w, j), ρ(w, j′),

1

=(w)

}
where j := 1+i

√
3

2
and j′ := −1+i

√
3

2
.

Proof. Since the minimum is ≤ ρ(w,w + 1)� 1, it suffices to show that

min
16=γ∈Γ

u(w, γw)� min

{
u(w, i), u(w, j), u(w, j′),

1

=(w)2

}
.

Write w = x + iy, 1 6= γ =

(
a b

c d

)
∈ Γ for an element that attains the

minimum, and U2 := u(w, γw) with 1� U > 0.

Case 1: y ≥ 2.

If c 6= 0 we have =(γw) = y
|cw+d|2 ≤

y
(cy)2
≤ 1

2
, which gives U � 1. If c = 0

we have γw = w ± b and b 6= 0, which gives U � 1
=(w)

. In any case, the
result holds for y ≥ 2.

Case 2: y < 2.

Observe that since w ∈ F we have y ≥
√
3
2

. If |c| ≥ 2 then as before
=(γw) = y

|cw+d|2 ≤
1
c2y
≤ 1

2
√
3
, so U � 1. If c = 0 we also get U � 1 as
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before, so |c| = 1 and we can assume that c = 1 since the entries of γ are
only determined up to flipping all the signs.

Now, γ =

(
a ad− 1

1 d

)
and

U2 =
|w − γw|2

4y=(γw)
=
|w − γw|2|w + d|2

4y2

=
|w(w + d)− (aw + ad− 1)|2

4y2
� |z|2

for z := w(w + d)− (aw + ad− 1), so that

<(z) = x2 − y2 + (d− a)x− ad+ 1 and =(z) = 2xy + (d− a)y.

If |d − a| ≥ 2 then since |x| ≤ 1
2
, as w ∈ F , we get |=(z)| ≥ y � 1 and

therefore U � 1.

If d = a 6= 0 then we have <(z) = x2−y2−a2+1 ≤ 1
4
− 3

4
= −1

2
, so U � 1.

If d = a = 0 then U2 � =(z)2 � x2 and U2 � <(z)2 = (x2 − y2 + 1)2,
which gives |x| � U and y2 = 1 + x2 + O(U) = 1 + O(U) since U � 1,
so that |y − 1| � U . We conclude that u(w, i) � x2 + (y − 1)2 � U2, as
desired.

If d − a = 1 then we can assume that d = 0 or 1, otherwise ad ≥ 2 and
<(z) = x2−y2+x−ad+1 ≤ 1

4
− 3

4
+ 1

2
−2+1 = −1, so U � 1. For d = 0 we

get U � |=(z)| �
∣∣x+ 1

2

∣∣, so x = −1
2
+O(U) and then looking at the real

part we get y2 = 1+x+x2+O(U) = 3
4
+O(U), once again since U � 1. This

gives y =
√
3
2
+ O(U) and therefore u(w, j) �

(
x+ 1

2

)2
+
(
y −

√
3
2

)2
� U2,

as desired. For d = 1 the exact same reasoning shows that u(w, j)� U2.

Finally, if d − a = −1 then an argument analogous to the previous para-
graph, but exchanging x with −x, gives u(w, j′)� U2, so we have covered
all possibilities and the result follows.

The last ingredients necessary to prove Theorem 3 are bounds and asymp-
totics for integral expressions that measure the lengths of intersections between
geodesics and annuli in H, averaged over various parameters. We deal with
those geometric quantities in the next two lemmas, and emphasize that the
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results are analogous (except for large distances) to those for the Euclidean
version of the problem, in which straight lines intersect Euclidean annuli.

Lemma 17 (Average intersection of geodesics through z with Ar,R(w)). For
any z, w ∈ H, and 0 ≤ r < R� 1, if we denote D := ρ(z, w) then

Θr,R(z, w) :=

∫ 2π

0

∫ ∞

0

kr,R(u(π ◦ Gt(z, θ), w)) dt dθ

�


(R− r) log

(
2R
R−r

)
if D < 2R,

R(R−r)
D

if 2R ≤ D < 1,

R(R−r)
eD

if 1 ≤ D.

Proof. Since the geodesic flow is parametrized by arc length, the system of co-
ordinates (t, θ) corresponds to geodesic polar coordinates centered at z, there-
fore the hyperbolic measure becomes dµ = 2 sinh t dt dθ.

If D ≥ 2R, then observing that the integrand is simply the indicator function
of the annulus Ar,R(w) and that sinh t ≥ sinh(D −R)� sinhD for all points
(t, θ) inside it (since by the triangle inequality t = ρ(z, (t, θ)) ≥ ρ(z, w) −
ρ((t, θ), w) ≥ D −R), we get

Θr,R(z, w)�
∫ 2π

0

∫ ∞

0

kr,R(u(π ◦ Gt(z, θ), w))
sinh t

sinhD
dt dθ � µ(Ar,R)

sinhD

and the result follows. If R− r � R then the result for D < 2R is trivial since
the integral over t is always ≤ 2R by the triangle inequality. Therefore we can
assume that r ≥ R

2
, and then a slight modification of the argument above also

takes care of D ≤ R
4
, since sinh t� sinhR in that case.

We are left with the trickiest case r ≥ R
2

and R
4
≤ D ≤ 2R. The issue here

is that the intersection of each geodesic with the annulus Ar,R(w) no longer
has length � R − r when the latter is thin — in fact the length can be
�
√
R(R− r). In what follows it is worth keeping in mind that since R� 1

the geometry is roughly Euclidean.

First let us change variables, shifting θ so that it corresponds to the angle with
the geodesic from z to w (instead of with the vertical line). Since D � R,
we can choose a sufficiently small (absolute) ε > 0 such that if | sin θ| < ε

then each θ contributes � R− r. Indeed, the integrand for each θ is now the
length of the intersection of the one-sided geodesic determined by (z, θ) with
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the annulus Ar,R(w). If d is the (orthogonal) distance between that geodesic
and w, then the hyperbolic law of sines gives sinh d = sinhD sin θ, which
implies d � R sin θ. The length of the intersection of the corresponding two-
sided geodesic with Ar,R(w) is 2(`R − `r), where we define 2`R as the length
of the intersection of that two-sided geodesic with BR(w), and similarly for
2`r (both intersections will be non-empty for sufficiently small ε > 0, as we
assume D � R � r). By the hyperbolic law of cosines we have (see Figure 3.3)

cosh `R =
coshR

cosh d
and cosh `r =

cosh r

cosh d
.

y = 0

Ar,R(w)

z

w

D

R

Rr

r

`r

`r

d

`R − `r

`R − `r

Gt(z, θ)

θθ

Figure 3.3: Lengths in intersection of Gt(z, θ) with Ar,R(w)

Choosing ε > 0 sufficiently small so that d ≤ R
4
≤ r

2
we get `r � R and

therefore by the MVT

`R − `r �
cosh `R − cosh `r

sinh `r
� coshR− cosh r

R cosh d
� R− r.

Now, for the remaining angles θ satisfying | sin θ| ≥ ε we will fix the radius
t and evaluate the angular contribution. The values of t for which ∂Bt(z)

intersects only one of ∂BR(w) or ∂Br(w) contribute � R − r (bounding the
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integral over θ trivially), so they may be excluded and we can assume that
both circles are intersected. Let 0 ≤ θr < θR ≤ π be the angles corresponding
to the intersection points in the upper half, so the integral over θ with no
restrictions contributes 2(θR − θr) and by the hyperbolic law of cosines we
have (see Figure 3.4)

cos θR =
cosh t coshD − coshR

sinh t sinhD
and cos θr =

cosh t coshD − cosh r

sinh t sinhD
.

y = 0

Ar,R(w)

z

w

∂Bt(z) D

R

R

r

r

Gt(z, θR)

Gt(z, θr)

Gt(z,−θr)

Gt(z,−θR)

θr
θr

θR − θr

θR − θr

Figure 3.4: Angles in intersection of ∂Bt(z) with Ar,R(w)

If [θ′r, θ
′
R] := [θr, θR] ∩ [arcsin ε, π − arcsin ε], then since we have already ex-

cluded angles θ with | sin θ| < ε by bounding the corresponding terms as in
the previous part of the argument, the contribution of the remaining terms
corresponding to t is actually just 2(θ′R−θ′r). But since the sine of both angles
is bounded away from zero we can use the MVT to get

θ′R − θ′r �
cos θ′r − cos θ′R

sin ε
� cos θr − cos θR =

coshR− cosh r

sinh t sinhD
� R− r

t
,

as D � R.



62

Finally, we integrate over t ≤ D+R� R, where we can assume that t ≥ R−r
since those radii trivially contribute � R− r. In conclusion,

Θr,R(z, w)� R− r +
∫ D+R

R−r

R− r
t

dt� (R− r) log
(

2R

R− r

)
,

as desired.

Lemma 18 (Main term computation). For any g ∈ T 1(H) and 0 ≤ r < R =

o(1),∫
H
kr,R(u(π(g), w))

(∫ ∞

−∞
kr,R(u(π ◦ Gt(g), w)) dt

)
dµ(w) ∼ 16R3

3
G
( r
R

)
.

Proof. Observe that the LHS is independent of g, since the integral over w is
invariant under isometries, so denoting the whole expression by Ir,R we can
average over the geodesic segment of length S > 0 (which we will choose to be
sufficiently large later) starting at (i, 0) ∈ T 1(H) to get

Ir,R =
1

S

∫
H

(∫ S

0

kr,R(u(ie
s, w)) ds

)(∫ ∞

−∞
kr,R(u(ie

t, w)) dt

)
dµ(w).

Given D > 0, let

A(D,S) :=
{
reiδ ∈ H : 1 ≤ r ≤ eS and π

2
− θD ≤ δ ≤ π

2
+ θD

}
,

for 0 ≤ θD ≤ π
2

defined by sin θD = tanhD (see Figure 3.5). It will be
important to compute µ(A(D,S)) for the computation of Ir,R that follows
below, so we do that now and come back to the integral afterwards.

The locus of points z ∈ H with (orthogonal) distance to the line y = 0 equal to
D is the pair of straight half-lines through the origin with angles θD and −θD
with the vertical. The (hyperbolic) arc length parametrization of the half-line
corresponding to θD is z(s) = es cos θDei

(
π
2
−θD

)
. A computation shows that its

geodesic curvature is constant equal to sin θD = tanhD (see for instance the
discussion after [26, Corollary 4], where our situation corresponds to a = 1 and
α = π

2
− θD). The region A(D,S) has as boundaries two geodesics (Euclidean

circles with center at the origin) and the two straight lines through the origin
with angles θD and −θD with the vertical line y = 0. Examining the arc
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x = 0
y = 0

i

ieS

ieS−iθDieS+iθD

ie−iθDieiθD

θDθD

A(D,S)

Figure 3.5: The region A(D,S)

length parametrization we see that each of those has length S
cos θD

, so the total
geodesic curvature along the boundary of A(D,S) in the positive direction is

2S tan θD = 2S
tanhD√

1− tanh2D
= 2S sinhD.

Since the four external angles of A(D,S) are equal to π
2
, denoting by K =

−1 the Gaussian curvature of A(D,S) and by kg the geodesic curvature of
∂A(D,S), the Gauss-Bonnet theorem gives

µ(A(D,S)) = −
∫
A(D,S)

K dµ = −2π + 4
π

2
+

∫
∂A(D,S)

kg ds = 2S sinhD.

Observe that
∫ S
0
kr,R(u(ie

s, w)) ds is nonzero only for w ∈ A(R,S) ∪ BR(i) ∪
BR(ie

S), since this is the locus of points within distance ≤ R from the geodesic
segment between the points i and ieS. Furthermore, if w 6∈ BR(i) ∪ BR(ie

S)

then
∫ S
0
kr,R(u(ie

s, w)) ds is equal to
∫∞
−∞ kr,R(u(ie

s, w)) ds, which is the length
of the intersection of the vertical line y = 0 with the annulus Ar,R(w) (and
therefore trivially � R). As discussed in the proof of Lemma 17, the hyper-
bolic law of cosines shows that for points at distance D from the vertical this
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length is 2(`R − `r) if 0 ≤ D ≤ r and 2`R for r ≤ D ≤ R, where

cosh `R =
coshR

coshD
and cosh `r =

cosh r

coshD
.

We conclude that

Ir,R =
1

S

∫
A(R,S)

(∫ ∞

−∞
kr,R(u(ie

t, w)) dt

)2

dµ(w) +O

(
R4

S

)
.

Choosing say S � (R − r)−2 we see that the error term is o(R(R − r)2) and
will be negligible. The remaining term can be written as

4

S

∫ R

0

(
arccosh

(
coshR

coshD

)
− 1D≤r · arccosh

(
cosh r

coshD

))2

d (µ(A(D,S)))

= 8

∫ R

0

(
arccosh

(
coshR

coshD

)
− 1D≤r · arccosh

(
cosh r

coshD

))2

coshDdD

∼ 8

∫ r

0

log2

(
coshR +

√
cosh2R− cosh2D

cosh r +
√

cosh2 r − cosh2D

)
dD

+ 8

∫ R

r

log2

(
coshR +

√
cosh2R− cosh2D

coshD

)
dD

(3.10)

using arccoshx = log
(
x+
√
x2 − 1

)
and coshD = 1 +O(R2).

Denoting

fr,R(D) :=
√

cosh2R− cosh2D −
√
cosh2 r − cosh2D

=
√

sinh2R− sinh2D −
√

sinh2 r − sinh2D

for 0 ≤ D ≤ r, we see that it is increasing and therefore the MVT gives

R− r � fr,R(D)�
√
R(R− r). (3.11)

Similarly, cosh r +
√

cosh2 r − cosh2D = 1 + O(R) and coshR − cosh r =

O(R(R− r)), so

coshR +
√

cosh2R− cosh2D

cosh r +
√

cosh2 r − cosh2D
= 1 + fr,R(D)(1 +O(R)) +O(R(R− r))

and therefore with the aid of (3.11) we obtain

log2

(
coshR +

√
cosh2R− cosh2D

cosh r +
√

cosh2 r − cosh2D

)
= fr,R(D)2(1+O(R))+O(R2(R− r)2).
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The same sort of analysis for gR(D) :=
√

cosh2R− cosh2D �
√
R(R− r)

when r ≤ D ≤ R, separating into cases depending on whether gR(D) is larger
than R− r or not, gives

log2

(
coshR +

√
cosh2R− cosh2D

coshD

)
= gR(D)2(1 +O(R)) +O(R(R− r)2).

Plugging those into (3.10) we get an error term � R2(R− r)2 = o(R(R− r)2)
and an integral term

∼ 8

∫ r

0

fr,R(D)2 dD + 8

∫ R

r

gR(D)2 dD

∼ 8

∫ sinh r

0

fr,R(arcsinhx)
2 dx+ 8

∫ sinhR

sinh r

gR(arcsinhx)
2 dx,

changing variables to x = sinhD and observing that coshD = 1+O(R2). The
result can be written, by [42, page 3.155.8], as

16

3

(
sinh3R + sinh3 r

)
− 16

∫ sinh r

0

√
(sinh2R− x2)(sinh2 r − x2) dx

=
16

3

(
sinh3R + sinh3 r

)
− 16

3
sinhR

((
sinh2R + sinh2 r

)
E

(
sinh r

sinhR

)
−
(
sinh2R− sinh2 r

)
K

(
sinh r

sinhR

))
=

16 sinh3R

3
G

(
sinh r

sinhR

)
∼ 16R3

3
G

(
sinh r

sinhR

)
,

where we use the notation of Lemma 13. A computation with Taylor series
gives

sinh r

sinhR
=

r

R
+O (R(R− r)) ,

so (3.9) and the MVT give

G

(
sinh r

sinhR

)
= G

( r
R

)
+O

(
(R− r)2 log

(
2R

R− r

))
.

We conclude that

Ir,R ∼
16R3

3
G
( r
R

)
+ o(R(R− r)2) ∼ 16R3

3
G
( r
R

)
by (3.8), as desired.
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Putting it all together: the proof of Theorem 3

Proof of Theorem 3. By absolute convergence, we can freely exchange the or-
der of integration and write

VarA(r, R;L) =∫
FA

∫
T 1(X)

(∫ L

0

Kr,R(π̃ ◦ G̃t(g), w) dt− L
µ(Ar,R)

µ(F)

)2
dν̃(g)

µ(F)
dµ(w)

µ(FA)
.

The inner integral over g ∈ T 1(X) is, after changing variables, equal to∫ L

0

∫ L

0

∫
T 1(X)

φ(π̃(g)) · φ(π̃ ◦ G̃t−t′(g))
dν̃(g)

µ(F)
dt′ dt (3.12)

for φ ∈ L2(X) given by φ(z) := Kr,R(z, w)− µ(Ar,R)

µ(F)
, so that

∫
X
φ dµ = 0 and

‖φ‖2L2(X) =

∫
F
K2
r,R(z, w) dµ(z)−

(
µ(Ar,R)

µ(F)

)2

<

∫
F
K2
r,R(z, w) dµ(z)

≤ max
ξ∈F

∣∣∣∣{γ ∈ Γ : u(ξ, γw) ≤ sinh2

(
R

2

)}∣∣∣∣ · ∫
F
Kr,R(z, w) dµ(z)

� (R=(w) + 1)
µ(Ar,R)

µ(F)
� (R=(w) + 1)R(R− r)

(3.13)

by Lemma 15. Let L ≥ T � 1. If |t − t′| > T we can use Lemma 14 in
the inner integral of (3.12), inputting the bound (3.13), to conclude that the
contribution of all such terms to VarA(r, R;L) is

� LR(R− r)
∫
FA

(R=(w) + 1) dµ(w)

∫ ∞

T

(x+ 1)e−
x
2 dx

� LR(R− r)Te−
T
2 (R logA+ 1)� LR(R− r)e−

T
4

(3.14)

if T < L, and it is = 0 if we choose T = L (since no such terms exist in that
case).

The remaining set of |t − t′| ≤ T has measure � LT , so replacing φ(z) with
Kr,R(z, w) in (3.12) we pick up an error term

� LTR2(R− r)2, (3.15)

and what remains is∫ L

0

∫ min{t′+T,L}

max{t′−T,0}

∫
T 1(X)

Kr,R(π̃(g), w) ·Kr,R(π̃ ◦ G̃t−t′(g), w)
dν̃(g)

µ(F)
dt dt′

=

∫
T 1(X)

Kr,R(π̃(g), w)

(∫ T

−T
(L− |t|) ·Kr,R(π̃ ◦ G̃t(g), w) dt

)
dν̃(g)

µ(F)
.
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Inserting the integral above into the expression for the variance and expanding
the automorphic kernel, we are left with∫

FA

∫
π−1(F)

∑
γ′∈Γ

kr,R(u(π(g), γ
′w))

×

(∫ T

−T
(L− |t|)

∑
γ∈Γ

kr,R(u(π ◦ Gt(g), γw)) dt

)
dν(g)

µ(F)
dµ(w)

µ(FA)
=

∫
FA

∑
γ′∈Γ

∫
π−1(F∩Ar,R(γ′w))

∑
γ∈Γ

∫ T

−T
(L− |t|) · kr,R(u(π ◦ Gt(g), γw)) dt

dν(g)

µ(F)
dµ(w)

µ(FA)
.

(3.16)

Now, let M denote the terms corresponding to γ = γ′, which is where the
main contribution will come from, and let E denote all other terms.

Decomposing g = (z, θ) for z ∈ F ∩ Ar,R(γ′w) and 0 ≤ θ < 2π, what is left in
(3.16) corresponding to the terms in E is

� L

∫
FA

∑
γ′∈Γ

∫
F∩Ar,R(γ′w)

∫ 2π

0

∑
γ′ 6=γ∈Γ

∫ T

−T
kr,R(u(π◦Gt(z, θ), γw)) dt dθ dµ(z) dµ(w).

(3.17)
For given w ∈ FA, γ′ ∈ Γ, and z ∈ F ∩ Ar,R(γ′w), we can use the notation of
Lemma 17 to bound∫ 2π

0

∑
γ′ 6=γ∈Γ

∫ T

−T
kr,R(u(π◦Gt(z, θ), γw)) dt dθ �

∑
γ′ 6=γ∈Γ

1ρ(z,γw)<T+R·Θr,R(z, γw).

(3.18)
Denote

h(γ′, w, z;D) := |{γ′ 6= γ ∈ Γ : ρ(z, γw) ≤ D}|

and
f(w;D) := |{1 6= γ ∈ Γ : ρ(w, γw) ≤ D}| .

The fact that z ∈ Ar,R(γ′w) implies h(γ′, w, z;D) ≤ f(w;D + R). The next
step is to apply Lemma 17 in the equation below, where in order to simplify
the notation we keep a term (R − r)−1 log−1

(
2R
R−r

)
in the left and adjust the

bounds in each range so that the boundary terms cancel out after integration



68

by parts. This gives

(R− r)−1 log−1

(
2R

R− r

) ∑
γ′ 6=γ∈Γ

1ρ(z,γw)<T+R ·Θr,R(z, γw)

�
∫ R

0−
dh(γ′, w, z;D) +

∫ 1

R

R

D
dh(γ′, w, z;D) +

∫ T+R

1

R

eD−1
dh(γ′, w, z;D)

=

∫ 1

R

R

D2
h(γ′, w, z;D) dD +

∫ T+R

1

R

eD−1
h(γ′, w, z;D) dD

+
R

eT+R−1
h(γ′, w, z;T +R)

�
∫ 1

R

R

D2
f(w;D +R) dD +

∫ T+R

1

R

eD
f(w;D +R) dD +

R

eT
f(w;T + 2R).

(3.19)

We now denote

m(w) := min
16=γ∈Γ

ρ(w, γw) = min{D ∈ R : f(w;D) > 0}

and consider two different cases for w ∈ FA:

Case 1: w ∈ FA ∩B1/100(q) for some q ∈ {i, j, j′}.

In this case Lemma 15 and Lemma 16 give respectively

f(w;D)�

1 for D ≤ 1,

eD for D > 1,
and m(w)� ρ(w, q),

so that (3.19) is

�
∫ 1

max{m(w),R}

R

D2
dD +

∫ T+R

1

RdD +R� R

max{ρ(w, q), R}
+ TR.

Plugging this into (3.18) and then (3.17), we see that the total contribution
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to E in this case is

� L(R− r) log
(

2R

R− r

)∫
FA∩B1/100(q)

∑
γ′∈Γ

×
∫
F∩Ar,R(γ′w)

(
R

max{ρ(w, q), R}
+ TR

)
dµ(z) dµ(w)

� L(R− r) log
(

2R

R− r

) ∫
B1/100(q)

(
R

max{ρ(w, q), R}
+ TR

)

×
∫
F
Kr,R(z, w) dµ(z) dµ(w)

� LR(R− r)2 log
(

2R

R− r

)
(R2 +R + TR)

� LTR2(R− r)2 log
(

2R

R− r

)
.

(3.20)

Case 2: w ∈ FA but w 6∈ B1/100(q) for any q ∈ {i, j, j′}.

In this case Lemma 15 and Lemma 16 give respectively

f(w;D)�

D=(w) + 1 for D ≤ 1,

eD=(w) for D > 1,
and m(w)� 1

=(w)
,

so that (3.19) is

�
∫ 1

max{m(w),R}

R

D2
(D=(w) + 1) dD +

∫ T+R

1

R=(w) dD +R=(w)

� R=(w) log
(
1

R

)
+RT=(w).

Denote F∗
A := FA \

⋃
q∈{i,j,j′}B1/100(q). Plugging the bound above into

(3.18) and then (3.17), we see that the total contribution to E in this case
is

� L(R− r) log
(

2R

R− r

)∫
F∗

A

∑
γ′∈Γ

×
∫
F∩Ar,R(γ′w)

(
R=(w) log

(
1

R

)
+RT=(w)

)
dµ(z) dµ(w)

� L(R− r) log
(

2R

R− r

)∫
FA

(
R=(w) log

(
1

R

)
+RT=(w)

)
×
∫
F
Kr,R(z, w) dµ(z) dµ(w)

� LR2(R− r)2 log
(

2R

R− r

)(
log

(
1

R

)
+ T

)
logA.

(3.21)
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Collecting the error terms (3.14) and (3.15), and the estimates for E in (3.20)
and (3.21), we conclude that

VarA(r, R;L) =M+ E +O
(
LTR2(R− r)2 + 1T 6=L · LR(R− r)e−

T
4

)
=M+O

(
LR2(R− r)2 log

(
2R

R− r

)(
log

(
1

R

)
+ T

)
logA

)
+O

(
1T 6=L · LR(R− r)e−

T
4

)
.

Choosing T = min
{
8 log

(
1

R−r

)
, L
}

, recalling that logA = o
(
R−1 log−1

(
1

R−r

))
we see that the error term is o

(
LR(R− r)2 log

(
2R
R−r

))
.

We are left with computing the main term

M :=

∫
FA

∑
γ′∈Γ

∫
π−1(F∩Ar,R(γ′w))

∫ T

−T
(L− |t|)

× kr,R(u(π ◦ Gt(g), γ′w)) dt
dν(g)

µ(F)
dµ(w)

µ(FA)
.

Observe that since π(g) ∈ Ar,R(γ
′w) we can restrict the integral over t to

[−2R, 2R], as the intersection of a geodesic with an annulus Ar,R in H is
contained in a segment of the geodesic of length ≤ 2R. Then L − |t| =
L−O(R) ∼ L. Therefore,

M∼ L

∫
FA

∑
γ′∈Γ

∫
π−1(F)

kr,R(u(π(g), γ
′w))

×
(∫ 2R

−2R

kr,R(u(π ◦ Gt(g), γ′w)) dt
)
dν(g)

µ(F)
dµ(w)

µ(FA)
.

We have u(π ◦ Gt(g), γ′w) = u(γ′−1π ◦ Gt(g), w) = u(π ◦ Gt(γ′−1g), w), and the
measure ν is (left) G-invariant, so it is possible to unfold the integral over
g ∈ π−1(F) to get

M∼ L

µ(F)µ(FA)

∫
FA

∫
G

kr,R(u(π(g), w))

×
(∫ 2R

−2R

kr,R(u(π ◦ Gt(g), w)) dt
)
dν(g) dµ(w).

By the same argument via G-invariance, the integral over g ∈ G is independent
of w, so we can replace the domain FA with F in the display above, multiplying
by µ(FA)

µ(F)
, to get

L

µ(F)2

∫
F

∫
G

kr,R(u(π(g), w))

(∫ 2R

−2R

kr,R(u(π ◦ Gt(g), w)) dt
)
dν(g) dµ(w).
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Now we revert the unfolding process in the integral over g ∈ G, obtaining

M∼ L

µ(F)2

∫
F

∑
γ∈Γ

∫
π−1(F)

kr,R(u(π(g), γw))

×
(∫ 2R

−2R

kr,R(u(π ◦ Gt(g), γw)) dt
)
dν(g) dµ(w).

Next we can complete the inner integral to t ∈ (−∞,∞) with no loss, as was
previously discussed, and after unfolding (this time the integral over w ∈ F)
we are left with

M∼ L

µ(F)2

∫
π−1(F)

∫
H
kr,R(u(π(g), w))

×
(∫ ∞

−∞
kr,R(u(π ◦ Gt(g), w)) dt

)
dµ(w) dν(g).

Applying Lemma 18 and (3.8), we conclude that

M∼ 16LR3

3µ(F)
G
( r
R

)
=

16LR3

π
G
( r
R

)
� LR(R− r)2 log

(
2R

R− r

)
.

Therefore,

VarA(r, R;L) =M+ o

(
LR(R− r)2 log

(
2R

R− r

))
∼ 16LR3

π
G
( r
R

)
,

as desired. Combining this with (3.6) and (3.7) finishes the proof of the theo-
rem.

Remark 6. It may be possible to remove the technical condition log
(

1
R−r

)
=

o
(
1
R

)
in Theorem 3, extending the result to all L� 1, 0 ≤ r < R = o(1), and

1� logA = o
(
R−1 log−1

(
1
R

))
. That is because we use a somewhat simplified

mixing estimate, for functions on X instead of on T 1(X). Similar estimates
for the latter are available [81, Theorem 2], and it would be natural to use
those to express an analogous version of (3.12) but with φ ∈ L2(T 1(X)) given
by

φ(g) :=

∫ T

0

Kr,R(π̃ ◦ G̃t(g), w) dt− T
µ(Ar,R)

µ(F)
.

The L2-norm estimate is essentially the rest of the proof of Theorem 3, and
one would be able to gain an extra factor of (R−r) log

(
2R
R−r

)
in the error term
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coming from cutting the geodesic into small pieces of length T . The issue is
that [81, Theorem 2] requires estimates for Lie derivatives of order 3 in the
angular direction, which would add a lot of complexity at diminishing returns.

Instead we are satisfied with the mild restriction on R − r, which is already
enough to accommodate for instance R−r ≥ exp(−R−1+δ) for any fixed δ > 0.

3.5 Variance for closed geodesics
Predictions from the random model
We can rewrite (3.2) as

Var(r, R; ΛD) :=

∫
X

(∑
C∈ΛD

`(C ∩ Ar,R(w))−
µ(Ar,R)

µ̃(X)

∑
C∈ΛD

`(C)

)2
dµ̃(w)

µ̃(X)
.

If J := (
√
D) ∈ Cl+D, then the closed geodesic corresponding to any B ∈ Cl+D

is the same as that corresponding to JB−1, but with opposite orientation. If
B2 = J , they are the same and correspond to a (so-called reciprocal [98])
closed geodesic that goes through its image twice, once in each orientation.
Let aD := |{B ∈ Cl+D : B2 = J}|, so h+D = aD + 2bD. The images of the
closed geodesics from ΛD in Γ\H correspond to aD geodesic segments of length
log ε+D with multiplicity 2, and bD geodesic segments of length 2 log ε+D also
with multiplicity 2. Furthermore, the height of each of those closed geodesics
in the fundamental domain is ≤

√
D/2 [31, Proposition 3.1]. Therefore, if

we model each of those geodesic segments using independent (except for the
multiplicities) random geodesic segments in X, with a cutoff A >

√
D/2, we

may expect

Var(r, R; ΛD) ≈ 4
(
aD VarA(r, R; log ε

+
D) + bD VarA(r, R; 2 log ε

+
D)
)

∼ 4

(
aD

16 · log ε+D ·R3

π
G
( r
R

)
+ bD

16 · 2 log ε+D ·R3

π
G
( r
R

))
=

64
√
DL(1, χD)R

3

π
G
( r
R

)
,

at least for log
(√

D
2

)
< logA = o

(
R−1 log−1

(
1
R

))
(taking Remark 6 into

account, but already from Theorem 3 for thick annuli with R − r � R). It
would suffice to restrict to R ≤ (logD)−1−δ for any fixed δ > 0. Therefore,
being a bit conservative, this leads to the conjecture below.
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Conjecture 1. Let δ > 0 be given. If 0 ≤ r < R ≤ D−δ, then as D → ∞
through squarefree fundamental discriminants,

Var(r, R; ΛD) ∼
64
√
DL(1, χD)R

3

π
G
( r
R

)
.

Our main result confirms the conjecture for sufficiently small annuli that are
not too thin, and in particular for small balls. Observe that the allowed range
of radii intersects the regime where one would expect equidistribution, i.e.
µ(Ar,R) ≥ D−1+δ.

Theorem 4. Let δ > 0 be given. If 0 ≤ r < R ≤ D− 5
12

−δ and R − r � R,
then as D →∞ through squarefree fundamental discriminants,

Var(r, R; ΛD) ∼
64
√
DL(1, χD)R

3

π
G
( r
R

)
.

Remark 7. The restriction R − r � R in Theorem 4 is mostly technical in
nature, due to the fact that the behavior of the weight function hr,R(t) changes
when R − r � R. We stick with it for simplicity, since it is enough to cover
the most interesting case of balls (r = 0).

Remark 8. The proof of Theorem 4 actually gives a power-saving error term
of the form Oε(D

1
2R3+ε) for any ε > 0 sufficiently small (depending on δ).

Spectral expansion and automorphic transformations
Let D > 0 be a squarefree fundamental discriminant, χD be the primitive
quadratic character modulo D, and B0(Γ) be an orthonormal basis of the
space of Maaß cusp forms for the modular group Γ, which we may choose to
consist of HeckeMaaß cusp forms.

Expressing the variance in terms of the automorphic kernel Kr,R, performing
a spectral expansion, and using the work of Duke–Imamoḡlu–Tóth [29] to
compute the resulting Weyl sums, we are left with L-functions.

Lemma 19 (Spectral expansion of the variance [54, Lemma 2.20]). We have

Var(r, R; ΛD) =

√
D

2µ̃(X)

∑
f∈B0(Γ)

L
(
1
2
, f
)
L
(
1
2
, f ⊗ χD

)
L (1, sym2 f)

H(tf ) |hr,R(tf )|2

+

√
D

4πµ̃(X)

∫ ∞

−∞

∣∣∣∣∣ζ
(
1
2
+ it

)
L
(
1
2
+ it, χD

)
ζ(1 + 2it)

∣∣∣∣∣
2

H(t) |hr,R(t)|2 dt,
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where

H(t) :=
Γ
(
1
4
+ it

2

)2
Γ
(
1
4
− it

2

)2
Γ
(
1
2
+ it

)
Γ
(
1
2
− it

) =
4π

|t|+ 1
+O

(
1

(|t|+ 1)2

)
. (3.22)

Before the next lemma we need to establish some notation. Recall that the
Mellin transform Ŵ of a function W : (0,∞)→ C is given by

Ŵ (s) :=

∫ ∞

0

W (x)xs
dx

x

for s ∈ C for which the integral is absolutely convergent, and conversely the
inverse Mellin transform |W of a holomorphic function W : {s ∈ C : a <

=(s) < b} → C is given by

|W(x) :=
1

2πi

∫ σ+i∞

σ−i∞
W(s)x−s ds

for a < σ < b and x ∈ (0,∞) for which the integral converges absolutely.

Lemma 20 (Automorphic transformations [54, Corollary 5.7]). Let h(t) be an
even holomorphic function in the strip −2M < =(t) < 2M for some M ≥ 20

with zeroes at ±
(
n− 1

2

)
i for n ∈ {1, 2, . . . , 2M} and satisfying h(t) � (|t| +

1)−2M in this region. Then the moment

∑
f∈B0(Γ)

L
(
1
2
, f
)
L
(
1
2
, f ⊗ χD

)
L (1, sym2 f)

h(tf )+
1

2π

∫ ∞

−∞

∣∣∣∣∣ζ
(
1
2
+ it

)
L
(
1
2
+ it, χD

)
ζ(1 + 2it)

∣∣∣∣∣
2

h(t) dt

is equal to the sum of the main term

2L(1, χD)

∫ ∞

−∞
h(t) dspect (3.23)

and the shifted convolution

2√
D

∑
±

∑
D1D2=D

∞∑
m=1

m6=∓D2

χ1(sgn(m±D2))λχ1,χ2(m, 0)λχ1,χ2(|m±D2|, 0)

× 1

2πi

∫ σ1+i∞

σ1−i∞
K̂ −h(s)Ĵ ±

0 (1− s)
(
m

D2

) s−1
2

ds,

(3.24)

where 1−M < σ1 < −1,(
K −h

)
(x) :=

∫ ∞

−∞
h(t)J −

t (x) dspect, dspect :=
1

2π2
t tanh (πt) dt,

J −
t (x) := 4 cosh (πt)K2it(4πx), J +

0 (x) := −2πY0(4πx),
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the decomposition χD = χ1χ2 corresponds to D = D1D2, and

λχ1,χ2(m, 0) :=
∑
ab=m

χ1(a)χ2(b).

Combining this with work of M. Young [106] leads to the following bound for
moments of L-functions, which will be useful for bounding some of our error
terms later on.

Lemma 21 (Dyadic moment bound [54, Proposition 2.35 (1)]). For T ≥ 1,
we have

∑
f∈B0(Γ)
T≤tf≤2T

L
(
1
2
, f
)
L
(
1
2
, f ⊗ χD

)
L(1, sym2 f)

+
1

2π

∫
T≤|t|≤2T

∣∣∣∣∣ζ
(
1
2
+ it

)
L
(
1
2
+ it, χD

)
ζ(1 + 2it)

∣∣∣∣∣
2

dt

�ε


D

1
3
+εT 2+ε for T � D

1
12 ,

D
1
2
+ε for D 1

12 � T � D
1
4 ,

DεT 2+ε for T � D
1
4 .

Choice of test function
To prove Theorem 4, we will start with the expression in Lemma 19 and
approximate the weights H(t)|hr,R(t)|2 by a function h(t) satisfying the con-
ditions of Lemma 20. The error terms coming from switching from one set of
weights to the other may be bounded using Lemma 21, and the problem will
be reduced to evaluating the main term (3.23) and the error term (3.24). We
once again follow [54], adapting their construction to our context.

The conditions of Lemma 20 require that h(t) be even, extend holomorphically
to |=(t)| < 2M , have zeros at ±

(
n− 1

2

)
i for n ∈ {1, 2, . . . , 2M}, and satisfy

h(t)� (|t| + 1)−2M for some integer M ≥ 20. From now on, fix a sufficiently
large constant M ∈ N.

First we localize h(t) to the region [−T2,−T1]∪[T1, T2], where T1 := R−1+α and
T2 := R−1−α for a sufficiently small fixed constant α > 0. This is because the
main contribution to Var(r, R; ΛD) will come from this range when R−r � R.
To achieve this localization, let

h1(t) := e
−
(

t
T2

)2M
(
1− e−

(
t
T1

)2M
)
,
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which is even and for |=(t)| < 2M satisfies

h1(t) =



O

((
|<(t)|+1

T1

)2M)
for |<(t)| ≤ T1,

1 +O

((
<(t)
T2

)2M
+ e

−
(

<(t)
T1

)2M
)

for T1 ≤ |<(t)| ≤ T2,

O

(
e
−
(

<(t)
T2

)2M
)

for |<(t)| ≥ T2.

(3.25)

Moreover, for j ∈ {1, 2, . . . , 2M} and t ∈ R,

h
(j)
1 (t)�j


|t|2M−j

T 2M
1

for |t| ≤ T1,

|t|2M−j

T 2M
2

+ |t|(2M−1)j

T 2Mj
1

e
−
(

t
T1

)2M

for T1 ≤ |t| ≤ T2,

|t|(2M−1)j

T 2Mj
2

e
−
(

t
T2

)2M

for |t| ≥ T2.

(3.26)

Next, ignoring the Bessel factors for now, we see from Lemma 12 and (3.22)
that a factor asymptotic to 16π3/|t|3 arises. Therefore consider

h2(t) := 2(2π)−4M+1(4M + 3)−3
Γ
(

2M
4M+3

+ it
4M+3

)4M+3
Γ
(

2M
4M+3

− it
4M+3

)4M+3

Γ
(
1
2
+ it

)
Γ
(
1
2
− it

) ,

which is even and holomorphic in the strip |=(t)| < 2M , where it has zeros at
±
(
n− 1

2

)
i for n ∈ {1, 2, . . . , 2M} and satisfies

h2(t) =
16π3

(|t|+ 1)3
+O

(
1

(|t|+ 1)4

)
, (3.27)

by Stirling’s formula. Furthermore, for j ∈ Z≥0 and t ∈ R,

h
(j)
2 (t)�j (|t|+ 1)−j−3. (3.28)

Finally, let
h3(t) := (R · J1(Rt)− r · J1(rt))2,

which is entire (as this is the case for J1) and even (as J1 is odd [42, page 8.476.1]).
Using the crude bound

J1(z)�

|z| for |z| ≤ 1,

e|=(z)|√
|z| for |z| ≥ 1

(3.29)

[42, 8.411.3 and 8.451.1], for |=(t)| < 2M we get

h3(t)�

R4|t|2 for |t| ≤ 1
R
,

R
|t| for |t| ≥ 1

R
.

(3.30)
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Also, for j ∈ Z≥0 and y ∈ R we have

J
(j)
1 (y)�j


|y| for |y| ≤ 1 and j even,

1 for |y| ≤ 1 and j odd,
1√
|y| for |y| ≥ 1

[42, 8.471.2, 8.411.4, and 8.451.1], which for t ∈ R gives

h
(j)
3 (t)�j


R4|t|2−j for |t| ≤ 1

R
and j ∈ {0, 1},

R2+j for |t| ≤ 1
R

and j ≥ 2,

R1+j

|t| for |t| ≥ 1
R
.

(3.31)

We choose the test function

h(t) := h1(t)h2(t)h3(t), (3.32)

so that combining (3.25), (3.27), and (3.30) gives the following upper bounds
and asymptotics for h.

Lemma 22. For |=(t)| < 2M ,

h(t)�



R4(|<(t)|+1)2M−1

T 2M
1

for |t| ≤ T1,

R4

|<(t)| for T1 ≤ |t| ≤ 1
R
,

R
|<(t)|4 for 1

R
≤ |t| ≤ T2,

R
|<(t)|4 e

−
(

<(t)
T2

)2M

for |t| ≥ T2.

(3.33)

Furthermore, if t ∈ R then

h(t) =
4π

|t|

(
2π
R · J1(Rt)− r · J1(rt)

t

)2

+


O

(
R4

|t|2 +
R4|t|2M−1

T 2M
2

+ R4

|t| e
−
(

t
T1

)2M
)

for T1 ≤ |t| ≤ 1
R
,

O
(

R
|t|5 +

R|t|2M−4

T 2M
2

)
for 1

R
≤ |t| ≤ T2.

(3.34)

We record the following important definitions and bounds for future reference:

R� D− 5
12

−δ, R− r � R, T1 = R−1+α, T2 = R−1−α, (3.35)

where α, δ > 0 are sufficiently small fixed constants and M ∈ N is a sufficiently
large fixed constant.
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Change of test function for the variance

Lemma 23. Under the assumptions of (3.35) and for h(t) as in (3.32), we
have

Var(r, R; ΛD) =

√
D

2µ̃(X)

∑
f∈B0(Γ)

L
(
1
2
, f
)
L
(
1
2
, f ⊗ χD

)
L (1, sym2 f)

h(tf )

+

√
D

4πµ̃(X)

∫ ∞

−∞

∣∣∣∣∣ζ
(
1
2
+ it

)
L
(
1
2
+ it, χD

)
ζ(1 + 2it)

∣∣∣∣∣
2

h(t) dt

+Oε

(
D

1
2
+εR3−ε

(
RD

5
12 +RT1 +

RD
1
2

T1
+

1

(RT2)2

))
.

(3.36)

Proof. Follows from the spectral expansion in Lemma 19 and a change of test
function. The error term is estimated using the bounds and asymptotics in
Lemma 12, (3.22), and Lemma 22, considering each of the ranges separately.
More specifically, if we denote ∆(t) := H(t)|hr,R(t)|2−h(t), then putting those
bounds together yields, for t ∈ R,

∆(t)�



R4

1+|t| for |t| ≤ T1,

R4

|t|2 +
R4|t|2M−1

T 2M
2

+ R4

|t| e
−
(

t
T1

)2M

for T1 ≤ |t| ≤ 1
R
,

R
|t|5 +

R|t|2M−4

T 2M
2

for 1
R
≤ |t| ≤ T2,

R
|t|4 for |t| ≥ T2.

We used the fact that α > 0 is small in the inequality above.
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Therefore, combining this with Lemma 21 gives, for T ≥ 1,∑
f∈B0(Γ)
T≤tf≤2T

L
(
1
2
, f
)
L
(
1
2
, f ⊗ χD

)
L (1, sym2 f)

|∆(tf )|

+
1

2π

∫
T≤|t|≤2T

∣∣∣∣∣ζ
(
1
2
+ it

)
L
(
1
2
+ it, χD

)
ζ(1 + 2it)

∣∣∣∣∣
2

|∆(t)| dt

�ε



D
1
3
+εT 1+εR4 for 1 ≤ T � D

1
12 ,

D
1
2
+ε R4

T
for D 1

12 � T � D
1
4 ,

DεT 1+εR4 for D 1
4 � T ≤ T1,

DεT ε
(
R4 +R4T

(
T
T2

)2M
+R4Te

−
(

T
T1

)2M
)

for T1 ≤ T ≤ 1
R
,

DεT ε
(

R
T 3 +

R
T 2

(
T
T2

)2M)
for 1

R
≤ T ≤ T2,

DεT ε R
T 2 for T ≥ T2.

Here we recall that T1 = R−1+α � D(1−α)
(

5
12

+δ
)
≥ D

1
4 for sufficiently small

α > 0. Multiplying by
√
D and summing over T = 2k for k ∈ Z≥0 gives the

claimed error term.

Observe that by (3.35) the error term is Oε(D
1
2R3+ε) for ε > 0 sufficiently

small, and therefore it is asymptotically smaller than the main term of Theo-
rem 4, as L(1, χD)�ε D

−ε.

Remark 9. The error term Oε(D
11
12

+εR4−ε) in (3.36) is the only point in
the proof of Theorem 4 where the range R ≤ D− 5

12
−δ is tight. Instead of

using the bound�ε D
1
3
+εT 2+ε (coming from Young’s work [106]) for the range

T � D
1
12 of Lemma 21, we could have tried to use the weaker bound �ε

D
1
2
+ε (which holds in this range by the argument in Humphries-Radziwiłł [54,

Proposition 2.35]). This would produce a corresponding error term of size
Oε(D

1+εR4) in (3.36), which is enough to obtain asymptotics for the variance if
R ≤ D− 1

2
−δ. Here it becomes clear that it is precisely the range of (conjectured)

equidistribution, i.e. R ≥ D− 1
2
+δ, which requires deeper arithmetic inputs.

Applying Lemma 20 to the first two terms of (3.36), we obtain the main term
√
DL(1, χD)

µ̃(X)

∫ ∞

−∞
h(t) dspect, (3.37)
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where dspect :=
1

2π2 t tanh (πt) dt as before, plus the shifted convolution

1

µ̃(X)

∑
±

∑
D1D2=D

∞∑
m=1

m 6=∓D2

χ1(sgn(m±D2))λχ1,χ2(m, 0)λχ1,χ2(|m±D2|, 0)

× 1

2πi

∫ σ1+i∞

σ1−i∞
K̂ −h(s)Ĵ ±

0 (1− s)
(
m

D2

) s−1
2

ds.

(3.38)

Asymptotics for main term

Lemma 24. Under the assumptions of (3.35) and for h(t) as in (3.32), the
main term (3.37) is equal to

64
√
DL(1, χD)R

3

π
G
( r
R

)
+Oε

(
D

1
2
+ε

(
R4T1 +

R

T 2
2

))
.

Proof. Using the bounds and asymptotics of Lemma 22, combined with the
fact that h is even and the bound L(1, χD)� logD, we see that (3.37) is equal
to

16π
√
DL(1, χD)

µ̃(X)

∫ T2

T1

(
R · J1(Rt)− r · J1(rt)

t

)2

dt

+Oε

(
D

1
2
+ε

(
R4T1 +

R

T 2
2

))
.

(3.39)

Then (3.29) allows us to complete the integral to (0,∞) under the same error
term as above.

From [42, page 6.574.2] it follows that

R2

∫ ∞

0

J1(Rt)
2

t2
dt =

R3 · Γ
(
1
2

)
4 · Γ

(
3
2

)
Γ
(
5
2

)
Γ
(
3
2

) =
4R3

3π
, (3.40)

and similarly for the term corresponding to r. The cross-term can be evaluated
using [42, page 6.574.3], which gives

2Rr

∫ ∞

0

J1(Rt)J1(rt)

t2
dt = Rr2 · 2F1

(
1

2
,−1

2
; 2;

r2

R2

)
,

where 2F1 denotes the ordinary hypergeometric function. By [42, 8.113.1,
8.114.1, and 9.137.14] we deduce that

2F1

(
1

2
,−1

2
; 2; z2

)
=

4

3πz2
(
(1 + z2)E(z)− (1− z2)K(z)

)
.
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Therefore,

2Rr

∫ ∞

0

J1(Rt)J1(rt)

t2
dt =

4R3

3π

((
1 +

r2

R2

)
E
( r
R

)
−
(
1− r2

R2

)
K
( r
R

))
.

(3.41)

Combining (3.40) and (3.41), we conclude that∫ ∞

0

(
R · J1(Rt)− r · J1(rt)

t

)2

dt =
4R3

3π
G
( r
R

)
,

which gives the desired result.

By (3.35), the error term in Lemma 24 is Oε(D
1
2R3+ε) for ε > 0 sufficiently

small, so it is once again asymptotically smaller than the main term of Theo-
rem 4.

Bounds for shifted convolution
To finish the proof of Theorem 4, it suffices to show that the shifted convolution
(3.38) is asymptotically smaller than the main term obtained in the previous
subsection. This requires considerably more work and involves a more careful
consideration of the oscillatory behavior of the test function h(t). The final
result is indicated in the lemma below.

Lemma 25. Under the assumptions of (3.35) and for h(t) as in (3.32), the
shifted convolution (3.38) is Oε(D

1
2R3+ε) for every ε > 0 sufficiently small.

Proof. We once again follow [54], with necessary modifications due to the fact
that D > 0 and also the presence of oscillations coming from a Bessel function,
instead of a trigonometric function, in our choice of h(t).

By Mellin inversion — where we use the convolution identity [56, (A.6)] —
and the divisor bound, it suffices to show that

∑
±

∑
D2|D

∞∑
m=1

mε

∣∣∣∣∫ ∞

0

(K −h)(x)J ±
0

(√
m

D2

x

)
dx

∣∣∣∣ (3.42)

is Oε(D
1
2R3+ε) for every ε > 0 sufficiently small. We consider two different

ranges for m.
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Case 1: m >
√
D2.

Via integration by parts and [42, 8.472.1 and 8.486.12], the integral in (3.42)
is

c±D2

16π2m

∫ ∞

0

1

x2
L (x)B±

2

(
4π

√
m

D2

x

)
dx, (3.43)

where

c+ := −2π, c− := 4, B+
k (x) := Yk(x), B−

k (x) := Kk(x),

and
L (x) := 3(K −h)(x)− 3x(K −h)′(x) + x2(K −h)′′(x).

We will split the integral in (3.43) into three different ranges for x and
bound each one separately.

Sub-case 1a: 0 < x ≤ 1.
By [5, (A.2) and (A.4)],

dj

dxj
J −
t (x) =

(2π)jπi

sinh(πt)

j∑
n=0

(
j

n

)
(I2it−j+2n(4πx)− I−2it−j+2n(4πx)).

Combining this with the bound

e−π|t|I2it−j+2n(4πx)�=(t),j
x−j+2(n−=(t))

(|<(t)|+ 1)
1
2
−j+2(n−=(t))

valid for 0 < x�
√
|t|+ 1, which follows from a slight adaptation of [5,

(A.6)], we can shift contours to obtain

xj
dj

dxj
(K −h)(x)�j

∑
±

j∑
n=0

x2(n−cn)
∫

=(t)=±cn

|h(t)|(|<(t)|+1)j−2(n−cn)+ 1
2 dt

for any choice of integers −2M < cn < 2M (observe that the poles of
cosh−1(πt) are cancelled by the zeros of h(t)). Choose cn = n− 2M + 1

and apply (3.33) to conclude that for 0 < x ≤ 1,

L (x)� R4x4M−2

T 2M
1

. (3.44)

For future reference, we note that if k ∈ Z≥0 and x ∈ R>0 then one has
the general bound

B±
k (x)�k,ε

x−k−ε for 0 < x ≤ 1,

1√
x

for x ≥ 1
(3.45)
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for both Bessel functions in question [48, Proposition 9]. Therefore, we
conclude that the contribution of 0 < x ≤ 1 to (3.43) is

�ε
R4

T 2M
1

((
D2

m

)2+ε

+

(
D2

m

) 5
4

)
.

Summing overm >
√
D2 andD2|D, this sub-case contributesOε(R

4T−2M
1 D

3
2
+ε)

to (3.42), which is Oε(D
1
2R3+ε) by (3.35).

Sub-case 1b: x ≥ T2 log T2.
We use [5, (A.1)] to write

dj

dxj
J −
t (x) = (−2π)j

j∑
n=0

(
j

n

)
4 cosh(πt)K2it−j+2n(4πx)

and apply the uniform bound

cosh(πt)K2it−j+2n(4πx)

�=(t),j e
min{0,−π(4x−|<(t)|)}

(
1 + |<(t)|+ 4πx

4πx

)|2=(t)+j−2n|+ 1
10

valid for all t ∈ C [5, (A.3)]. Combining this with (3.33) gives, for t ∈ R
and x ≥ T2,

h(t)t
dj

dxj
J −
t (x)�j



R4(|t|+1)2M

T 2M
1

eπ|t|e−4πx for |t| ≤ T1,

R4eπ|t|e−4πx for T1 ≤ |t| ≤ 1
R
,

R
|t|3 e

π|t|e−4πx for 1
R
≤ |t| ≤ T2,

R
|t|3 e

−
(

t
T2

)2M

eπ|t|e−4πx for T2 ≤ |t| ≤ 4x,

R
|t|3 e

−
(

t
T2

)2M (
|t|
x

)j+ 1
10 for |t| ≥ 4x.

Considering each range separately (and in fact dividing the fourth range
into |t| ≤ 2x and |t| ≥ 2x) leads to

L (x)�
2∑
j=0

xj
∫ ∞

−∞

∣∣∣∣h(t)t djdxjJ −
t (x)

∣∣∣∣ dt
�

2∑
j=0

xj
(
R4eπT2e−4πx +

R

T 2
2

e−2πx +
R

x3
e
−
(

2x
T2

)2M

+
RT2
x3

e
−
(

4x
T2

)2M
)

� R3x2e−2πx +
RT2
x
e
−
(

2x
T2

)2M

.

(3.46)
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Therefore, using (3.45) once again, the contribution of x ≥ T2 log T2 to
the integral (3.43) is OA(T

−A
2 (D2/m)

5
4 ) for any A > 0, which easily gives

the desired bound of Oε(D
1
2R3+ε) for the corresponding contribution to

(3.42).

Sub-case 1c: 1 < x < T2 log T2.
We use the identity

(K −h)(x) =
1

π

∫ ∞

−∞
e(2x sinh(πu))

∫ ∞

−∞
h(t)t tanh(πt)e(−ut) dt du

from [5, (A.8)], which is valid due to the rapid decay of h(t), following
from (22). Then integrating by parts in u gives

L (x) =
1

π

∫ ∞

−∞
e(2x sinh(πu))

∫ ∞

−∞
h̃(t)(c0(u)+c1(u)t+c2(u)t

2)e(−ut) dt du,

(3.47)
where

h̃(t) := h(t)t tanh(πt)

and

c0(u) := 8− 8 tanh2(πu) + 3 tanh4(πu),

c1(u) := −14i tanh(πu) + 6i tanh3(πu),

c2(u) := −4 tanh2(πu).

From d
dt
tanh(πt) = π sech(πt)2 and d

dt
sech(πt) = −π tanh(πt) sech(πt)

we can show by induction that for j ≥ 1, there is a polynomial Qj(x, y)

such that

dj

dtj
tanh(πt) = sech(πt)2 ·Qj(tanh(πt), sech(πt))�j e

−2π|t|,

which will be negligible in what follows. Combining such a bound with
(3.26), (3.28), and (3.31) we conclude that for j ∈ {0, 1, . . . , 2M} and
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t ∈ R,

h̃(j)(t)�j



(
t
T1

)2M
· 1
(|t|+1)3

·R4|t|2 · |t| · 1
|t|j for |t| ≤ T1,(

1 +
(

t
T2

)2M
+
(

t
T1

)2Mj

e
−
(

t
T1

)2M
)
· R4

|t|j for T1 ≤ |t| ≤ 1
R
,(

1 +
(

t
T2

)2M
+
(

t
T1

)2Mj

e
−
(

t
T1

)2M
)
· Rj+1

|t|3 for 1
R
≤ |t| ≤ T2,(

t
T2

)2Mj

e
−
(

t
T2

)2M

· 1
|t|3 ·

R
|t| · |t| ·R

j for |t| ≥ T2

�j



R4(|t|+1)2M−j

T 2M
1

for |t| ≤ T1,

R4

T j
1

for T1 ≤ |t| ≤ 1
R
,

R

|t|3T j
1

for 1
R
≤ |t| ≤ T2,

R1+j

|t|3 e
− 1

2

(
t
T2

)2M

for |t| ≥ T2.

(3.48)

We now bound (3.47) by dividing the integral over u into the ranges
|u| ≤ v and |u| > v, where v ∈ (0, 1) will be chosen later. In the case
|u| > v, we estimate the integral over t by integrating by parts 2M times.
Since ci(u)� |u|i for i ∈ {0, 1, 2}, (3.48) shows that the contribution of
this range to L (x) is

� R log(1/R)T−2M
1 v−2M+1(R + v)2.

For |u| ≤ v < 1, we Taylor expand twice to get

e(2x sinh(πu)) = e(2x(πu+O(u3))) = e(2πxu) +O(xu3),

as long as xv3 < 1 (which will be the case for our choice of v). Plugging
this into (3.47) and using (3.48), the error term is

� R log(1/R)xv4(R + v)2.

To make the two error terms collected so far match, we choose

v = T
−1+ 3

2M+3

1 x−
1

2M+3 ,

which satisfies the necessary restrictions since in the present sub-case
x < T2 log T2. In the remaining integral over |u| ≤ v we use

c0(u) = 8 +O(u2),

c1(u) = −14iπu+O(u3),

c2(u) = −4π2u2 +O(u4).
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The contribution of these error terms to (3.47) is

� R log(1/R)v3(R + v)2 � R log(1/R)v5,

as 1 < x < T2 log T2. Finally, we can complete the integral over u to
(−∞,∞) under an error term

� R log(1/R)T−2M
1 v−2M+1(R + v)2

= R log(1/R)xv4(R + v)2 � R log(1/R)xv6,

by the argument via integration by parts from before. Therefore,

L (x) =
1

π

∫ ∞

−∞
e(2πxu)

∫ ∞

−∞
h̃(t)(8− 14iπut− 4π2u2t2)e(−ut) dt du

+O
(
R log(1/R)v5(1 + xv)

)
=

1

π

(
3h̃(2πx)− 3x

d

dx

[
h̃(2πx)

]
+ x2

d2

dx2

[
h̃(2πx)

])
+O

(
R log(1/R)v5(1 + xv)

)
,

(3.49)

where the double integral was evaluated via Fourier inversion. For 1 <

x < T2 log T2 we have

R log(1/R)v5(1 + xv) = R log(1/R)

(
x−

5
2M+3

T
5− 15

2M+3

1

+
x1−

5
2M+3

T
6− 18

2M+3

1

)
� R

T
9
2
1

due to (3.35). Applying this combined with (3.48) to (3.49), we obtain

L (x)� R

T
9
2
1

+


R4x2

T 2
1

for 1 ≤ x ≤ 1
R
,

R
xT 2

1
for 1

R
≤ x ≤ T2 log T2.

(3.50)

Using the bound above and (3.45), the contribution of 1 < x < T2 log T2

to (3.43) is

�ε
D2

m

∫ T2 log T2

1

1

x2
|L (x)|

((
D2

mx2

)1+ε

+

(
D2

m

) 1
4 1√

x

)
dx

� R

T
9
2
1

((
D2

m

)2+ε

+

(
D2

m

) 5
4

)
.

Summing over M >
√
D2 and D2|D, this sub-case adds Oε(RT

− 9
2

1 D
3
2
+ε)

to (3.42). This is the most delicate range, but from (3.35) we see that it
contributes Oε(D

1
2R3+ε), as desired.
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Case 2: 1 ≤ m ≤
√
D2.

In this case we directly bound the integral from (3.42), which is

c±
∫ ∞

0

(K −h)(x)B±
0

(
4π

√
m

D2

x

)
dx. (3.51)

The strategy is to divide it into the same three ranges for x, and observe
that the bounds (3.44), (3.46), and (3.50) for L (x) are actually bounds for

max
j∈{0,1,2}

∣∣∣∣xj djdxj (K −h)(x)

∣∣∣∣ ,
so they apply verbatim to (K −h)(x). We simply combine them with (3.45)
to estimate (3.51).

Sub-case 2a: 0 < x ≤ 1.
We see from (3.44) that the contribution of 0 < x ≤ 1 to (3.51) is
bounded by O(R4T−2M

1 (D2/m)
1
4 ), so this corresponds to a term of size

Oε(R
4T−2M

1 D
5
8
+ε) in (3.42), which is acceptable.

Sub-case 2b: x ≥ T2 log T2.
From (3.46), the contribution of this sub-case to (3.51) isOA(T

−A
2 (D2/m)

1
4 )

for any A > 0, and this easily leads to an acceptable error term of
OA,ε(T

−A
2 D

5
8
+ε) for (3.42).

Sub-case 2c: 1 < x < T2 log T2.
Finally, (3.50) shows that this final sub-case contributesO(R 3

2T−2
1 (D2/m)

1
4 )

to (3.51), which translates toOε(R
3
2T−2

1 D
5
8
+ε) in (3.42). This isOε(D

1
2R3+ε)

by (3.35), so we have exhausted all possible cases and the proof of
Lemma 25 (and therefore also of Theorem 4) is complete.

3.6 Limitations and connections to subconvexity
As Lemma 19 shows and we use in the course of our argument, bounds towards
subconvexity have implications to (at least upper bounds for) the variance
Var(r, R; ΛD). We remark that the opposite is also true, in the sense that upper
bounds of the correct order of magnitude for the variance imply subconvexity
for certain L-functions. This clarifies the obstacles for improving Theorem 4.

For simplicity consider the case of balls, r = 0. If one has an upper bound of the
(expected) correct order of magnitude for the variance, i.e. Var(0, R; ΛD) �
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√
DL(1, χD)R

3, then assuming R = o(1) the argument in Lemma 12 shows
that h0,R(t) � R2 for |t| ≤ 1

R
, so by Lemma 19 and non-negativity of the

terms we get∑
f∈B0(Γ)

|tf |≤ 1
R

L
(
1
2
, f
)
L
(
1
2
, f ⊗ χD

)
L (1, sym2 f) |tf |

+
1

2π

∫
|t|≤ 1

R

∣∣∣∣∣ζ
(
1
2
+ it

)
L
(
1
2
+ it, χD

)
ζ(1 + 2it)

∣∣∣∣∣
2

dt

|t|+ 1
� L(1, χD)

R

(3.52)

for squarefree fundamental discriminants D > 0 (observe that |tf | � 1 for
Γ). As an aside, we note that here the significance of the exponent 5/12

in Theorem 4 becomes clear. This is because the hardest range in (3.52) is
|tf |, |t| � D

1
12 , where the bounds of Lemma 21 intersect, and the best one can

do is use Hölder’s inequality against the third moment result of [106] and the
large sieve, obtaining∑

f∈B0(Γ)

|tf |�D
1
12

L
(
1
2
, f
)
L
(
1
2
, f ⊗ χD

)
L (1, sym2 f)

+
1

2π

∫
|t|�D

1
12

∣∣∣∣∣ζ
(
1
2
+ it

)
L
(
1
2
+ it, χD

)
ζ(1 + 2it)

∣∣∣∣∣
2

dt�ε D
1
2
+ε.

(3.53)

An improvement in the first moment bound (3.53) is essentially equivalent to
an extension of the range of R in Theorem 4.

Going back to our point about subconvexity, dropping all but one term in
(3.52) and using the bound L(1, sym2 f)�ε |tf |−ε of [51] we get

L

(
1

2
, f

)
L

(
1

2
, f ⊗ χD

)
�ε

Dε|tf |1+ε

R

for f ∈ B0(Γ) with |tf | ≤ 1
R

. The conductor of the product of L-functions on
the left is � D2|tf |4, so if f ∈ B0(Γ) is fixed and R� D− 1

3
+δ for a given δ > 0,

we would obtain sub-Weyl subconvexity for f ⊗ χD in the twist aspect, which
is currently an open problem.

In conclusion, improving the exponent 5/12 of Theorem 4 requires a better
bound for the first moment (3.53), and improving it to anything below 1/3

seems especially difficult at present, as it implies a challenging case of sub-Weyl
subconvexity.
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C h a p t e r 4

MÖBIUS DISJOINTNESS FOR C1+ε SKEW PRODUCTS

4.1 Introduction
Let (X, d) be a compact metric space and T : X → X be a homeomorphism. If
the topological dynamical system (X,T ) has (topological) entropy zero, then
Sarnak’s conjecture [96, 97] predicts that

lim
N→∞

1

N

∑
n≤N

f(T nx)µ(n) = 0

for any continuous f : X → R and every x ∈ X. When this holds, we say that
the system (X,T ) is Möbius disjoint.

Sarnak’s conjecture has been proved for a variety of dynamical systems: see
for instance [14, 15, 43, 27, 32, 44, 83, 80, 91, 17]. A common feature of all
the results listed is that the underlying system is regular, in the sense that for
every x ∈ X the sequence 1

N

∑
n≤N δTn(x) converges in the weak-* topology to

some T -invariant Borel probability measure on X.

Let T := R/Z denote the circle. In this chapter we will deal with the so-called
Anzai skew products (T2, Tα,φ), where α ∈ R, φ : T → T is a continuous map
and the transformation is given by

Tα,φ(x, y) := (x+ α, y + φ(x))

for all (x, y) ∈ T2. We often denote the system simply by Tα,φ.

Observe that Tα,φ is distal, so it has zero topological entropy and therefore we
expect it to be Möbius disjoint. In fact, these skew products are the basic
building blocks in Furstenberg’s classification of minimal distal flows [39], so
understanding them is the first step towards establishing Sarnak’s conjecture
for this important general case. The main novel dynamical challenge that arises
when one deals with skew products is that they provide some of the simplest
examples of irregular dynamics. Indeed, Furstenberg [38] showed that Tα,φ is
not regular for some α and some analytic φ.

Lifting φ : T→ T to the real line, we can write φ(x) = cx+ φ̃(x) for all x ∈ T,
where c ∈ Z is the topological degree of φ and φ̃ : T → R is a continuous 1-
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periodic function, unique up to shifts by Z (we fix an arbitrary choice). Kułaga-
Przymus and Lemańczyk [71] have shown that if φ ∈ C1+ε for some ε > 0 then
Tα,φ is Möbius disjoint for a topologically generic set of α. Furthermore, they
proved Möbius disjointness of Tα,φ when α ∈ Q, assuming only continuity of
φ [71, Proposition 2.3.1], so from now on we assume α ∈ R \ Q. A further
consequence of their work [71, Remark 2.5.7] (see also [104, Corollary 2.6]) is
that if φ is assumed to be Lipschitz continuous, then Sarnak’s conjecture holds
for Tα,φ whenever c 6= 0. Therefore, with the underlying assumption on φ in
mind, we can deal only with topological degree zero from now on, and with
an abuse of notation we identify φ with φ̃.

The first Möbius disjointness result for all α was established by Liu and Sarnak
[78], who proved it for φ analytic and satisfying the technical condition φ̂(m)�
e−τ |m| for some τ > 0. This was the first time Sarnak’s conjecture was proved
for a system that is not regular (since Furstenberg’s example satisfies the
condition). A refinement of this result was recently obtained by Wang [104],
who removed the need for a lower bound on Fourier coefficients, obtaining
Möbius disjointness of Tα,φ for all analytic φ. Huang, Wang, and Ye [52] later
improved this to cover all φ ∈ C∞. Finally, using the work of Matomäki and
Radziwiłł [82] on the behavior of µ in short intervals, Kanigowski, Lemańczyk,
and Radziwiłł [64] established Möbius disjointness of Tα,φ for all φ ∈ C2+ε

subject to the condition φ̂(0) = 0, where ε > 0 is arbitrary.

Our main result is a simultaneous improvement of the works of Kułaga-Przymus-
Lemańczyk [71], Huang-Wang-Ye [52], and Kanigowski-Lemańczyk-Radziwiłł
[64]:

Theorem 5. Let ε > 0. For any α ∈ R and φ : T → T of class C1+ε, the
skew product Tα,φ is Möbius disjoint.

The proof follows the ideas laid out by Kanigowski-Lemańczyk-Radziwiłł in
[64], but instead of aiming for a polynomial rate of convergence for T rnα,φ → Id

in the uniform norm (along some unbounded sequence {rn}n≥1), we establish
a polynomial rate of convergence for T rnα,φ → Id in the L2(ν) norm, for each
Tα,φ-invariant Borel probability measure ν. The difficulties in dealing with
every such ν are overcome because they all project to the Lebesgue measure
in the first coordinate. We also remove the condition φ̂(0) = 0 present in [64]
by slightly modifying their choice of the sequence {rn}n≥1.
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Another important ingredient is better control of some sums related to the
Fourier coefficients of φ, where the Diophantine properties of α play an im-
portant role. The idea here is that not many q’s at a given scale can make
‖qα‖ small (i.e. be denominators of good rational approximations of α). Fur-
thermore, the q’s at a given scale that give rise to rational approximations of
similar quality must be somewhat well-spaced. We apply the Denjoy-Koksma
inequality to appropriately chosen functions in order to extract that informa-
tion (see Section 4.3).

The smoothness exponent 1+ε seems to be the limit of this argument. Indeed,
we prove in Section 4.5 that if one only assumes that φ ∈ C1 then, at least
along the sequence of best rational approximations of the irrational α, the rate
of rigidity of Tα,φ can be logarithmic even when φ̂(0) = 0.

In Section 4.6 we show that our ideas can be used to extend some general
rigidity results so far only known for functions of mean zero to the general
case. A modification of Lemma 26 to obtain uniform polynomial rates of
rigidity in the case φ ∈ C1+ε is also discussed.

Finally, in Section 4.7 we use our argument to deduce new Möbius disjointness
results for flows in T2 and Rokhlin extensions.

Notations
For a topological dynamical system (X,T ), let M(X,T ) be the set of T -
invariant Borel probability measures on X. Write ‖ · ‖ for the distance to
the nearest integer (which we use as the metric in T), d(·, ·) for the product
metric in T×T, corresponding to ‖ · ‖ in each coordinate, and ‖ · ‖L2(ν) for the
usual L2 norm with respect to a measure ν. We also abbreviate e(x) := e2πix

and use the asymptotic notation f(x) � g(x) (respectively f(x) �p g(x))
to mean that there exists C > 0 absolute (respectively depending only on
the parameter p) such that |f(x)| ≤ C|g(x)| for all x in the relevant range.
Furthermore, f(x) � g(x) means f(x)� g(x)� f(x).

Acknowledgments
Thanks to Adam Kanigowski and Mariusz Lemańczyk for pointing out a nice
simplification to my initial proofs of Lemmas 27 and 28, and for providing
valuable comments and references. I am also grateful to the American Institute
of Mathematics (AIM) for their 2018 workshop on “Sarnak’s Conjecture”,
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which played a role in motivating the work in this chapter.

4.2 Reduction of disjointness to a rigidity result
As previously outlined, we can assume that α ∈ R \ Q and deg(φ) = 0, so φ
can be realized as a function from T to R of class C1+ε, which by an abuse
of notation we still denote by φ. Observe that φ is in particular Lipschitz
continuous, so we have pointwise convergence of its Fourier series, and the
smoothness condition gives

φ(x) =
∑
q∈Z

cqe(qx) with cq �φ
1

|q|1+ε
for q 6= 0. (4.1)

The key to the proof of Theorem 5 is the result below, which is motivated by
[64].

Lemma 26. Let 0 < ε < 1
100

and α ∈ R \ Q. If φ : T → R is of class C1+ε,
then there exists an unbounded sequence of positive integers {rn}n≥1 such that∫

T×T
d(T rnα,φ(x, y), (x, y))

2 dν(x, y)�φ r
−ε/100
n

for any ν ∈M(T2, Tα,φ), where the implied constant does not depend on ν.

Assuming Lemma 26, we can easily prove Theorem 5.

Proof of Theorem 5. Let {rn}n≥1 be the sequence from Lemma 26. For any
ν ∈ M(T2, Tα,φ), continuous f : T2 → R, and k ∈ Z, the triangle inequality
and the Tα,φ-invariance of ν imply

‖f ◦T krnα,φ −f‖
2
L2(ν) ≤ |k|

|k|∑
j=1

‖f ◦T jrnα,φ −f ◦T
(j−1)rn
α,φ ‖2L2(ν) = k2 ·‖f ◦T rnα,φ−f‖

2
L2(ν).

(4.2)

If f is also Lipschitz continuous, then using Lemma 26 we get

‖f ◦ T rnα,φ − f‖
2
L2(ν) �f

∫
T×T

d(T rnα,φ(x, y), (x, y))
2 dν(x, y)�φ r

−ε/100
n . (4.3)

Therefore, (4.2) and (4.3) together give

lim
n→∞

∑
|k|≤rε/400n

‖f ◦ T krnα,φ − f‖
2
L2(ν) = 0
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for every ν ∈ M(T2, Tα,φ), which is precisely the PR rigidity condition of [64]
(using the linearly dense family F of Lipschitz continuous functions) for the
system (T2, Tα,φ), so [64, Theorem 1.1] implies Möbius disjointness for this
skew product, and Theorem 5 is proved.

4.3 Continued fractions and some arithmetic estimates
Before proceeding to the proof of Lemma 26, we recall some properties of con-
tinued fractions. Let pn

qn
, with qn > 0 and (pn, qn) = 1, be the n-th convergent

of the continued fraction expansion [a0; a1, a2, . . . ] of the irrational α, so that
ai ≥ 1 for i 6= 0. Then

(P1) q0 = 1, q1 = a1 and qn+1 = an+1qn + qn−1 for n ≥ 1;

(P2) 1
qn+1+qn

< ‖qnα‖ < 1
qn+1

;

(P3) If 0 < q < qn+1, then ‖qnα‖ ≤ ‖qα‖.

The main technical tool that allows us to quickly explore the Diophantine
properties of α through its continued fraction is the following inequality.

Proposition 7 (Denjoy-Koksma inequality). Let α ∈ R \ Q. If f : T → R
is of bounded variation, which we denote by Var(f), then for any n ≥ 0 and
x ∈ T we have ∣∣∣∣∣

qn−1∑
j=0

f(x+ jα)− qn
∫
T
f(z) dz

∣∣∣∣∣ ≤ Var(f).

Proof. See [50, page VI.3.1].

The next two lemmas encapsulate estimates related to continued fractions that
will be necessary to prove Lemma 26.

Lemma 27. For any α ∈ R \Q and k ≥ 2,∑
0<|q|<qk

1

‖qα‖2
� q2k.
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Proof. The lower bound comes from positivity and the single term q = qk−1,
by (P2). The upper bound follows from [1, Lemma 2.5] (see also [74, Lemma
1] for a partial result). We give a quick proof for completeness.

Assume 0 < q < qk, as the sum over negative q is the same. Consider f : T→
R given by

f(z) =

(2qk)
2, if ‖z‖ ≤ 1

2qk

1
‖z‖2 , if ‖z‖ > 1

2qk

.

Observe that by (P2) and (P3), ‖qα‖ > 1
2qk

for all 0 < q < qk, so by the
Denjoy-Koksma inequality we conclude that

∑
0<q<qk

1

‖qα‖2
=

qk−1∑
q=1

f(qα) ≤ |f(0)|+ qk

∣∣∣∣∫
T
f(z) dz

∣∣∣∣+Var(f)

= 4q2k + qk(8qk − 4) + (8q2k − 8)� q2k,

as desired.

Lemma 28. For any α ∈ R \Q, k ≥ 1, and 1 ≤ c ≤ qk,∑
qk≤|q|<qk+1

1

q2
min

{
1

‖qα‖2
, c2
}
� c

qk
.

Proof. We can assume qk ≤ q < qk+1 since the sum over negative q is the
same.

Consider f : T→ R given by

f(z) =

c2, if ‖z‖ ≤ 1
c

1
‖z‖2 , if ‖z‖ > 1

c

.

Observe that f(qα) = min
{

1
‖qα‖2 , c

2
}

, so (P1) gives

∑
qk≤q<qk+1

1

q2
min

{
1

‖qα‖2
, c2
}

=

ak+1−1∑
j=1

∑
jqk≤q<(j+1)qk

f(qα)

q2
+

∑
ak+1qk≤q<qk+1

f(qα)

q2

≤
ak+1−1∑
j=1

1

(jqk)2

qk−1∑
r=0

f(jqkα + rα) +
4

q2k+1

qk−1−1∑
r=0

f(ak+1qkα + rα).
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Using the Denjoy-Koksma inequality for the sums over r as in the proof of
Lemma 27, since

∫
T f(z) dz � c and Var(f) � c2 by direct computation, we

conclude that the remaining expression is

�
∞∑
j=1

qkc+ c2

(jqk)2
+
qk−1c+ c2

q2k+1

� c

qk
,

so we are done.

4.4 Polynomial rate of rigidity in C1+ε

At last, we are ready to prove our main lemma.

Proof of Lemma 26. Denoting

Sr(g)(x) := g(x) + g(x+ α) + · · ·+ g(x+ (r − 1)α),

we have
T rnα,φ(x, y) = (x+ rnα, y + Srn(φ)(x)),

so that
d(T rnα,φ(x, y), (x, y))

2 � ‖rnα‖2 + ‖Srn(φ)(x)‖2.

Therefore,

Dn :=

∫
T×T

d(T rnα,φ(x, y), (x, y))
2 dν(x, y)

� ‖rnα‖2 +
∫
T×T
‖Srn(φ)(x)‖2 dν(x, y).

(4.4)

Consider the projection map π(x, y) = x. Observe that the integrand in (4.4)
is independent of the second coordinate, so we can rewrite the integral as∫

T×T
‖Srn(φ)(π(x, y))‖2 dν(x, y) =

∫
T
‖Srn(φ)(x)‖2 d(π∗ν)(x). (4.5)

Since π : (T2, Tα,φ) → (T, Rα) is a map of topological dynamical systems
(where in the image the transformation is Rα(x) := x + α) and ν is Tα,φ-
invariant, the Borel probability measure π∗ν is Rα-invariant. But α is irra-
tional, so (T, Rα) is uniquely ergodic and we conclude that π∗ν is the Lebesgue
measure on T.
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Using the Fourier expansion of φ we get Srn(φ)(x) =
∑

q∈Z cqSrn(eq)(x), where
eq(x) := e(qx). A computation shows that

Srn(eq)(x) = e(qx)
1− e(qrnα)
1− e(qα)

for q 6= 0 and Srn(e0)(x) = rn, so we can plug this into (4.5) and conclude,
using the triangle inequality and replacing ‖ · ‖ by absolute values, that the
integral there is bounded by a constant multiple of

‖c0rn‖2+
∫
T

∣∣∣∣∣∑
q 6=0

cq
1− e(qrnα)
1− e(qα)

e(qx)

∣∣∣∣∣
2

dx = ‖c0rn‖2+
∑
q 6=0

|cq|2
∣∣∣∣1− e(qrnα)1− e(qα)

∣∣∣∣2 ,
(4.6)

where we have used Parseval for Srn(φ)− c0rn ∈ L2(T).

Now, we make a preliminary choice of the sequence {rn}n≥1 by letting rn :=

`nqn, where qn is the denominator of the n-th convergent of the continued
fraction expansion of α, as before, and `n ∈ Z is chosen so that

0 < `n ≤ qδn and ‖`nqnc0‖ < q−δn ,

where δ := ε/10. Such `n exist for all n, by the Dirichlet approximation
theorem.

Let λ := ε/100. In what follows it is worth keeping in mind the rough hierarchy
“λ ≪ δ ≪ ε" behind our choice of parameters. We wish to show that
Dn �φ r

−λ
n . With our choice of {rn}n≥1 the first term in the RHS of (4.4)

contributes at most

`2n · ‖qnα‖2 < q2δn q
−2
n+1 < q2δ−2

n < q−λ(1+δ)n ≤ r−λn , (4.7)

so it is harmless. The first term of (4.6) contributes

‖c0`nqn‖2 < q−2δ
n < q−λ(1+δ)n ≤ r−λn , (4.8)

and it is also harmless.

We break the remaining terms into two parts, corresponding to 0 < |q| <
qn and |q| ≥ qn. Observe that |1 − e(qα)| � ‖qα‖ and |1 − e(qrnα)| ≤ 2.
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Furthermore, |Srn(eq)(x)| ≤ rn by a trivial bound, so∑
|q|≥qn

|cq|2
∣∣∣∣1− e(qrnα)1− e(qα)

∣∣∣∣2 �φ

∑
|q|≥qn

1

|q|2+2ε
min

{
1

‖qα‖2
, r2n

}

< q−2ε
n `2n

∞∑
k=n

∑
qk≤|q|<qk+1

1

q2
min

{
1

‖qα‖2
, q2n

}

� q−2ε+2δ
n

∞∑
k=n

qn
qk
� q−2ε+2δ

n < q−λ(1+δ)n ≤ r−λn ,

(4.9)

where we have used (4.1), Lemma 28 (for c = qn ≤ qk) and the fact that
qk+2 > 2qk by (P1), so the qk grow exponentially.

It remains to deal with 0 < |q| < qn. In this case, we use |1 − e(qα)| � ‖qα‖
and |1 − e(qrnα)|2 � ‖q`nqnα‖2 ≤ q2`2n · ‖qnα‖2 < q2q2δn q

−2
n+1, so those terms

contribute∑
0<|q|<qn

|cq|2
∣∣∣∣1− e(qrnα)1− e(qα)

∣∣∣∣2 �φ
q2δn
q2n+1

∑
0<|q|<qn

1

|q|2ε
1

‖qα‖2
. (4.10)

To deal with the sum over q we consider two cases.

Case 1: There is a subsequence {qbn}n≥1 of {qn}n≥1 such that qbn+1 ≥ q2bn for all
n ≥ 1.

In this case we take the subsequence {rbn}n≥1 instead of the original
sequence {rn}n≥1. Observe that (4.7), (4.8) and (4.9) still hold along any
subsequence. In (4.10) we can use the given condition and Lemma 27 to
get the upper bound

q2δbn
q4bn

∑
0<|q|<qbn

1

‖qα‖2
� q2δ−2

bn
< q

−λ(1+δ)
bn

≤ r−λbn ,

and this finishes the proof.

Case 2: For all sufficiently large n, we have qn+1 < q2n.

In this case we stick with the original sequence {rn}n≥1 and observe that
for any 0 < k < n we can rewrite the sum in the RHS of (4.10) as ∑

0<|q|<qk

+
∑

qk≤|q|<qn

 1

|q|2ε
1

‖qα‖2
<

∑
0<|q|<qk

1

‖qα‖2
+ q−2ε

k

∑
qk≤|q|<qn

1

‖qα‖2

� q2k + q−2ε
k q2n,

(4.11)
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where once again we have used Lemma 27.

Take 0 < k < n such that qk ∈
[
q
1/4
n , q

1/2
n

]
, which exists for all n suf-

ficiently large since we can find such terms in any interval of the form
[a, a2] for a sufficiently large, because of the given condition. Then the
corresponding upper bound when we plug (4.11) into (4.10) is

q2δn
q2n+1

(
qn + q2−ε/2n

)
� q2δ−ε/2n < q−λ(1+δ)n ≤ r−λn ,

which establishes the result of Lemma 26.

4.5 Counterexample to polynomial rate of rigidity in C1

Lemma 26 raises the question of how low one can push the smoothness of φ
and still have a polynomial rate of rigidity for Tα,φ. We show that, at least
along the sequence {qn}n≥1 of denominators of best rational approximations
for an irrational α, there is φ ∈ C1 with φ̂(0) = 0 such that∫

T×T
d(T qnα,φ(x, y), (x, y))

2 dν(x, y)�δ q
−δ
n

for every δ > 0, unlike what happens for φ ∈ C1+ε with φ̂(0) = 0 (observe that
in that case `n = 1 works in Lemma 26).

Indeed, let α ∈ R \Q and choose φ : T→ R given by

φ(x) :=
1

C

∑
k≥2

e(qkx) + e(−qkx)
qk(log qk)2

,

where C > 0 will be chosen to be sufficiently large. Since qk ≥ 2(k−1)/2 by
(P1),

∑
k≥2(log qk)

−2 is absolutely convergent and therefore φ ∈ C1. Take
C > 0 large enough so that Var(φ) < 1/2. By the Denjoy-Koksma inequality,
we have ∣∣∣∣∣

qn−1∑
j=0

φ(x+ jα)− qn
∫
T
φ(z) dz

∣∣∣∣∣ ≤ Var(φ) <
1

2

for every x ∈ T. Since φ̂(0) = 0 we conclude that |Sqn(φ)(x)| < 1/2 , so that
‖Sqn(φ)(x)‖ = |Sqn(φ)(x)| for all x ∈ T. Therefore, the beginning of the proof
of Lemma 26 shows that∫

T×T
d(T qnα,φ(x, y), (x, y))

2 dν(x, y) � ‖qnα‖2 +
∑
k≥2

1

q2k(log qk)
4

∣∣∣∣1− e(qnqkα)1− e(qkα)

∣∣∣∣2 .
(4.12)
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If qn · ‖qnα‖ < 1/2 then ‖q2nα‖ = qn · ‖qnα‖, so

1

q2n(log qn)
4

∣∣∣∣1− e(q2nα)1− e(qnα)

∣∣∣∣2 � 1

q2n(log qn)
4

‖q2nα‖2

‖qnα‖2
=

1

(log qn)4
.

If instead qn · ‖qnα‖ > 1/2 then from ‖qnα‖ < 1/qn+1 (by (P2)) we get qn+1 <

2qn. Since qn+2 > 2qn we have qn · ‖qn+1α‖ < qn/qn+2 < 1/2, so ‖qnqn+1α‖ =
qn · ‖qn+1α‖, and in conclusion

1

q2n+1(log qn+1)4

∣∣∣∣1− e(qnqn+1α)

1− e(qn+1α)

∣∣∣∣2 � 1

q2n(log qn)
4

‖qnqn+1α‖2

‖qn+1α‖2
=

1

(log qn)4
.

Taking respectively the terms corresponding to k = n and k = n+ 1 in (4.12)
and using positivity of the other terms we conclude that the whole expression
is � (log qn)

−4, so there is no polynomial rate of convergence to zero along
any subsequence of {qn}n≥1. In fact, [64, Lemma 3.2] shows that a decay
of the form exp(−(log log qn)1+δ) for any δ > 0 would be enough for Möbius
disjointness, but that too is false by our counterexample.

4.6 Extension of general rigidity results to φ of non-zero mean
Recall that a topological dynamical system (X,T ) is called rigid if for each
ν ∈ M(X,T ) there exists a sequence {rn}n≥1 of positive integers such that
g ◦ T rn → g in L2(ν) for all g ∈ L2(ν).

By theorems of Herman [50, page XIII.4.8] and Gabriel, Lemańczyk, and
Liardet [40, Théorème 1.1], if α ∈ R \ Q and φ is absolutely continuous,
has topological degree zero, and satisfies φ̂(0) = 0, then the skew product Tα,φ
is rigid, and in fact they show that T qnα,φ → Id uniformly by obtaining

lim
n→∞

sup
x∈T
|Sqn(φ)(x)| = 0.

Lemańczyk and Mauduit [74, Theorem 1] (see also [1, Corollary 2.8]) gener-
alized1 these theorems to show rigidity (though not uniformly) of Tα,φ for all
α ∈ R \Q and φ ∈ L2(T) (of topological degree zero) satisfying φ̂(0) = 0 and
φ̂(m) = o(1/|m|).

The techniques of this chapter may be employed to extend both results to
cover the case φ̂(0) 6= 0. Furthermore, in the case φ ∈ C1+ε we can modify
Lemma 26 to recover a uniform polynomial rate of rigidity instead of just the
result in L2(ν) presented previously.

1If φ : T → R is absolutely continuous then φ′ ∈ L1(T), so the Riemann-Lebesgue
lemma gives φ̂(m) = o(1/|m|).
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Uniform rigidity for φ absolutely continuous

Proposition 8. If α ∈ R \ Q and φ is absolutely continuous of topological
degree zero, then the skew product Tα,φ is uniformly rigid.

Proof. We can simply use the original result for the zero mean case to conclude
that there is λ(n)→∞ as n→∞ such that

sup
x∈T
|Sqn(φ− φ̂(0))(x)| ≤ λ(n)−1,

so choose `n ∈ Z with

0 < `n ≤ λ(n)1/2 and ‖`nqnφ̂(0)‖ < λ(n)−1/2

using Dirichlet’s approximation theorem to get

‖S`nqn(φ)(x)‖ ≤ ‖`nqnφ̂(0)‖+ |S`nqn(φ− φ̂(0))(x)|

< λ(n)−1/2 +
`n−1∑
k=0

|Sqn(φ− φ̂(0))(x+ kqnα)| � λ(n)−1/2 → 0

uniformly in x ∈ T. Therefore, Tα,φ is uniformly rigid along the sequence
{`nqn}n≥1.

Rigidity for φ with tamely decaying Fourier coefficients

Proposition 9. If α ∈ R \ Q and φ ∈ L1(T) (of topological degree zero)
satisfies φ̂(m) = o(1/|m|), then the skew product Tα,φ is rigid.

Proof (Sketch). We have the Fourier expansion2 (in L2(T))

φ(x) =
∑
q∈Z

cqe(qx) with |cq| ≤
1

|q| · ψ(|q|)
for q 6= 0,

where ψ : (0,∞) → (0,∞) satisfies ψ(z) → ∞ as z → ∞ and for technical
reasons we can of course also assume that it is non-decreasing and does not
grow too fast, say ψ(z)�φ z

1/100.

With the conditions above, we can show that there is a sequence of positive
integers {rn}n≥1 such that∫

T×T
d(T rnα,φ(x, y), (x, y))

2 dν(x, y)�φ ψ(q
1/4
n )−1/100 → 0 as n→∞

2It follows from the conditions that φ ∈ L2(T).
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for any ν ∈M(T2, Tα,φ).

The proof is a simple modification of the proof of Lemma 26, substituting qεn
with ψ(qn), so for instance `n ∈ Z is chosen so that

0 < `n ≤ ψ(qn)
1/10 and ‖`nqnc0‖ < ψ(qn)

−1/10.

Observe that we do not have multiplicativity of ψ, which is why the bound is
not of the form ψ(rn)

−1/100, but it is enough to prove that Tα,φ is rigid3 (the
latter bound could be obtained if we imposed extra attainable conditions on
ψ).

Uniform polynomial rate of rigidity for φ ∈ C1+ε

Finally, we point out that the conclusion of Lemma 26 can actually be strength-
ened to a uniform polynomial rate of rigidity:

Proposition 10. Let 0 < ε < 1
100

and α ∈ R \ Q. If φ : T → R is of class
C1+ε, then there exists an unbounded sequence of positive integers {rn}n≥1 such
that

sup
(x,y)∈T×T

d(T rnα,φ(x, y), (x, y))�φ,ε r
−ε/200
n .

Proof (Sketch). We start by substantially modifying the results of Lemma 27
and Lemma 28. Namely one can show, using the same techniques as in the
corresponding results of Section 4.3 but this time for the functions

f1(z) =

2qk, if ‖z‖ ≤ 1
2qk

1
‖z‖ , if ‖z‖ > 1

2qk

and f2(z) =

c, if ‖z‖ ≤ 1
c

1
‖z‖ , if ‖z‖ > 1

c
,

respectively, that if ε > 0, α ∈ R \Q, k ≥ 1, and 1 ≤ c ≤ qk then∑
0<|q|<qk

1

‖qα‖
� qk log(qk + 1) (4.13)

and ∑
qk≤|q|<qk+1

1

|q|1+ε
min

{
1

‖qα‖
, c

}
�ε

log(c+ 1)

qεk
. (4.14)

3The bound implies rigidity for Tα,φ since the Lipschitz continuous functions on T2 are
dense in L2(ν), for any ν ∈ M(T2, Tα,φ). This follows by the Stone-Weierstrass theorem
and the fact that C(T2) is dense in L2(ν), since ν is a Radon measure — see for instance
[36, Proposition 7.9].



102

Then expanding Srn(φ)(x) into a Fourier series and trivially bounding it we
get

d(T rnα,φ(x, y), (x, y)) ≤ ‖rnα‖+ ‖c0rn‖+
∑
q 6=0

|cq|
∣∣∣∣1− e(qrnα)1− e(qα)

∣∣∣∣ ,
so we can proceed as in the proof of Lemma 26 with the expression above
corresponding to (4.6) and the bounds of (4.13) and (4.14) corresponding to
Lemma 27 and Lemma 28, respectively, to get the desired uniform polynomial
decay.

Remark 10. The proof actually shows that for every φ : T→ R of class C1+ε

and of mean zero,
sup
x∈T
|Sqn(φ)(x)| �φ,ε q

−ε/200
n , (4.15)

since in that case we can take `n = 1 throughout the argument.

Remark 11. Even though Proposition 10 gives a stronger result than Lemma 26,
we chose to emphasize the latter in our presentation because the L2 methods
employed there seem more suitable for generalization (and the proof is slightly
more complicated). For instance, an approach to Proposition 9 using L∞ meth-
ods would already be frustrated by the presence of the extra logarithmic factor
in (4.13), if the decay of the Fourier coefficients is sufficiently slow. Therefore,
the use of L2 methods seems to allow us to go a bit further.

4.7 Smooth flows on T2 and Rokhlin extensions
We can adapt the result of this chapter, following [64], to give Möbius dis-
jointness for new cases of smooth flows on the torus and Rokhlin extensions.

Smooth flows on T2

For α ∈ R \Q, let f : T→ R be a strictly positive continuous function. Let

Tf := {(x, s) ∈ T× R : 0 ≤ s ≤ f(x)}/ ∼,

where ∼ denotes the equivalence relation (x, s + f(x)) ∼ (Rα(x), s) in T × R
and Rα : T → T is the irrational rotation by α. We can define a special flow
T f = {T ft }t∈R over Rα with roof function f , which acts on Tf by

T ft (x, s) := (x, s+ t)
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for all (x, s) ∈ Tf . More explicitly, if we extend a previous definition to

SN(f)(x) :=


∑

0≤j<N f(R
j
α(x)), if N > 0

0, if N = 0∑
N≤j<0 f(R

j
α(x)), if N < 0

then
T ft (x, s) = (RN

α (x), s+ t− SN(f)(x))

for all (x, s) ∈ Tf , where N = N(x, s, t) ∈ Z is such that

SN(f)(x) ≤ s+ t < SN+1(f)(x),

which exists and is unique as f is continuous and strictly positive.

Every sufficiently smooth area-preserving flow on T2 with no fixed points or
closed orbits can be represented by such a special flow for f with corresponding
smoothness properties (see [25]).

We have the following consequence of our work:

Corollary 4. Let ε > 0 and α ∈ R \Q. If f ∈ C1+ε then all the maps of the
special flow T f = {T ft }t∈R over the irrational rotation Rα are Möbius disjoint.

Proof. There is a natural quotient metric D making Tf a compact metric space
(see [24, Appendix 9.1]), and it satisfies

D(T ft (x, s), (x, s)) ≤ |t| for all t ∈ R and (x, s) ∈ Tf . (4.16)

Denote β := f̂(0) > 0 and let qn be the denominators of convergents of the
continued fraction of α, as before. For a fixed t ∈ R, let vn ∈ Z be such that

0 < vn ≤ q1+γn and
∥∥∥∥vn t

qnβ

∥∥∥∥ < q−1−γ
n ,

where γ > 0 will be chosen later to be sufficiently small (vn exists by Dirichlet’s
approximation theorem). Then there is jn ∈ Z such that

|tvn − jnqnβ| <
qnβ

q1+γn

�f q
−γ
n (4.17)

and
|jn| <

∣∣∣∣ vntqnβ

∣∣∣∣+ 1�f,t q
γ
n. (4.18)
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For every (x, s) ∈ Tf we have

D(T ftvn(x, s), (x, s)) = D(T ftvn−Sjnqn (f)(x)
◦ T fSjnqn (f)(x)

(x, s), (x, s))

≤ D(T ftvn−Sjnqn (f)(x)
(Rjnqn

α (x), s), (Rjnqn
α (x), s)) +D((Rjnqn

α (x), s), (x, s))

≤ |Sjnqn(f − β)(x)|+ |tvn − jnqnβ|+ ‖jnqnα‖

�f,t q
γ
n · sup

z∈T
|Sqn(f − β)(z)|+ q−γn + qγn · ‖qnα‖,

where we have used (4.16), (4.17), and (4.18). Choosing γ := ε/1000 and using
(4.15) (we could also take the L2 norm and use the proof of Lemma 26) we get
the bound �f,t,ε q

−ε/1000
n < v

−ε/2000
n , which gives a polynomial rate of rigidity

for T ft : Tf → Tf along the (unbounded, unless t = 0) sequence {vn}n≥1, and
this implies Möbius disjointness for T ft .

Rokhlin extensions
As before, let α ∈ R \Q and let Rα : T→ T denote the irrational rotation by
α. Given a continuous function f : T→ R, a compact metric space (Y, ρ) and
a continuous flow L = {Lt}t∈R acting on Y , we can define a Rokhlin extension
Ef,L of Rα, acting on T× Y by

Ef,L(x, y) := (Rα(x), Lf(x)(y))

for all (x, y) ∈ T×Y (observe that if Y = T and L is the linear flow we recover
the Anzai skew product Tα,f ). We have the following disjointness result in this
case:

Corollary 5. Let ε > 0. If f ∈ C1+ε has mean zero and the flow L = {Lt}t∈R
is uniformly Lipschitz continuous in t, then Ef,L is Möbius disjoint.

Proof. If D denotes the product metric in T× Y then

D(Eqn
f,L(x, y), (x, y)) = ‖qnα‖+ ρ(LSqn (f)(x)(y), y)�L ‖qnα‖+ |Sqn(f)(x)|,

where the implied constant does not depend on (x, y). Using (4.15) we get a
polynomial rate of rigidity for Ef,L along {qn}n≥1 (we could also take the L2

norm and use the proof of Lemma 26), so the corollary follows.
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A p p e n d i x A

ZERO-DENSITY FOR TWISTS OF PRIMITIVE FORMS

The purpose of this appendix is to obtain a zero-density estimate for character
twists of a fixed form f that holds in the generality required for our application
in Chapter 2 and is efficient in the Q-aspect. We use the notation of (2.32)
for the number of zeros in a rectangle.

Proposition 11 (Zero-density for twists in degree two). Let f ∈ Sk(Γ0(N), ξ)

be a primitive holomorphic modular form of arbitrary weight k, level N , and
nebentypus ξ. Then for any Q ≥ 2, T ≥ 2, ε > 0, and 1

2
+ ε ≤ α ≤ 1, there

exists some A depending only on ε such that∑
q≤Q

(q,N)=1

∑∗

χ (mod q)

Nf⊗χ(α, T )�f,ε

(
(QT )4+ε +

(
Q2T

)c(α))1−α
logA(QT ),

where
c(α) := min

{
3

2− α
,

3

3α− 1

}
and

∑∗ denotes summation over primitive characters.

The proof uses standard methods for large values of Dirichlet polynomials,
and we closely follow the argument of Iwaniec-Kowalski [59] for the case of
Dirichlet L-functions, with the necessary technical modifications to deal with
our case of degree two (mostly complications coming from larger conductor).
The advantage of this approach is that we do not have to deal with moments
of Lf , where only limited information is available (as we do not have access
to the fourth moment). Proposition 11 is not particularly efficient in the T -
aspect, however this is irrelevant as T is fixed in our desired application. For
T small in terms of Q (in particular for T fixed), Proposition 11 improves (in
all ranges of α) results of Zhang [107] valid for f of level N = 1.

Proof of Proposition 11. Let g : R≥0 → R be given by

g(x) := κ

∫ ∞

x

exp

(
−y − 1

y

)
dy

y
,
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where κ := (2K0(2))
−1 is a normalizing constant so that g(0) = 1. Then one

may check that the Mellin transform

ĝ(z) :=

∫ ∞

0

g(x)xz−1 dx

is odd and has a pole at z = 0, and that zĝ(z) is analytic. In addition, we
have the bounds

0 < g(x) < κe−x, (A.1)

0 < 1− g(x) < κe−1/x, (A.2)

and
ĝ(z)� |z||<(z)|−1e−

π
2
|=(z)| (A.3)

uniformly for z ∈ C. We refer to [59, p. 257-258] for details, where one may
combine Euler’s reflection formula Γ(z)Γ(1−z) = π

sin(πz)
with Stirling’s formula

to obtain (A.3) from [59, (10.55)].

Our preliminary goal is to obtain a convenient approximate functional equation
for Lf⊗χ(s), where from now on we assume that s = σ+ it with 1

2
+ ε ≤ σ ≤ 1

and χ is a primitive character modulo q, where (q,N) = 1. We evaluate the
sum

Bf (s, χ) :=
∞∑
n=1

λf (n)χ(n)n
−sg

( n
X

)
, (A.4)

where X > 0 will be chosen later. By contour integration,

Bf (s, χ) =
1

2πi

∫
(1)

Lf (s+ u, χ)Xuĝ(u) du

= Lf (s, χ) +
1

2πi

∫
(−1)

Lf (s+ u, χ)Xuĝ(u) du.

(A.5)

Since (q,N) = 1 and χ (mod q) is primitive, Lf (z, χ) = Lf⊗χ(z) and f ⊗ χ is
a primitive form in Sk(Γ0(Nq

2), ξχ2), so we have the functional equation

Lf (z, χ) = εf⊗χ(Nq
2)

1
2
−zγk(z)Lf (1− z, χ),

where |εf⊗χ| = 1 and

γk(z) := (2π)2z−1Γ
(
1− z + k−1

2

)
Γ
(
z + k−1

2

) .

Using this functional equation, the integral over <(u) = −1 in (A.5) is equal
to −εf⊗χB∗

f (s, χ), where

B∗
f (s, χ) :=

1

2πi

∫
(1)

(Nq2)
1
2
−s+uγk(s− u)Lf (1− s+ u, χ)X−uĝ(u) du.
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Expanding Lf into a Dirichlet series we get

B∗
f (s, χ) =

∞∑
m=1

λf (m)χ(m)ms−1h(Xm), (A.6)

with
h(y) :=

1

2πi

∫
(1)

(Nq2)
1
2
−s+uγk(s− u)y−uĝ(u) du. (A.7)

In conclusion, collecting the expressions above we obtain

Lf⊗χ(s) = Lf (s, χ) = Bf (s, χ) + εf⊗χB
∗
f (s, χ), (A.8)

where Bf (s, χ) and B∗
f (s, χ) are given by (A.4) and (A.6), respectively, and

X > 0 is arbitrary.

By Euler’s reflection formula and Stirling’s formula, we have

γk(z)�k |z|1−2<(z) (A.9)

uniformly in the half-plane <(z) ≤ 1
2
. Using the bounds (A.3) and (A.9) and

moving the integral (A.7) sufficiently to the right, say to the line

<(u) = max

(
1,

1

3

(
y

Nq2|s|2

) 1
3

)
,

one obtains the rough uniform bound

h(y)�k
Nq2|s|2

y
exp

(
−1

3

(
y

Nq2|s|2

) 1
3

)
.

Therefore, h(mX) is quite small as long as m is a bit larger than Nq2|s|2X−1.
More precisely, by (A.6) and Deligne’s bound we have

B∗
f (s, χ) =

∑
m≤Y

λf (m)χ(m)ms−1h(mX) +Of

(
1

XY

)
(A.10)

provided
XY ≥ Nq2|s|2 log4(Nq2|s|2). (A.11)

Now we write (A.7) as

h(y) :=
1

2πi

∫
(η)

(Nq2)
1
2
−s+2σ−uγk(s− 2σ + u)yu−2σĝ(2σ − u) du
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by changing u into 2σ−u and then moving the line of integration to <(u) = η,
where 1 < η < 2σ. Inserting this into (A.10) we get

B∗
f (s, χ) =

1

2πi

∫
(η)

(∑
m≤Y

λf (m)χ(m)m−s+u−1

)
W (u) du+Of

(
1

XY

)
,

(A.12)
where

W (u) := (Nq2)
1
2
−s+2σ−uγk(s− 2σ + u)Xu−2σĝ(2σ − u).

Choose η = 1 + ε, which satisfies 1 < η < 2σ and −σ + η ≤ 1
2
. By (A.3) and

(A.9), for u = η + iv we have

W (u)�
(
Nq2 (|s|+ |v|)2

) 1
2
+σ−η

Xη−2σ(2σ − η)−1e−
π
2
|v|

� (2σ − η)−1

(
Nq2|s|2

X2

) 1
2
+σ−η

X1−ηe−|v|.

Assuming that
X2 ≥ Nq2|s|2, (A.13)

since σ ≥ 1
2
+ ε we get

W (u)� ε−1X−εe−|v|.

Therefore, (A.12) becomes

B∗
f (s, χ)�f ε

−1X−ε
∫ ∞

−∞

∣∣∣∣∣∑
m≤Y

λf (m)χ(m)m−s+ε+iv

∣∣∣∣∣ e−|v| dv +
1

XY
. (A.14)

Denote D := 2
√
NQT and L := 2 logD. As a reminder, we have s = σ + it

with 1
2
+ ε ≤ σ ≤ 1, χ (mod q) primitive with (q,N) = 1, and from now on

we also assume |t| ≤ T and q ≤ Q. Choose

X = DL and Y = DL3,

so that conditions (A.11) and (A.13) are satisfied. Then by (A.1) the sum in
(A.4) can be reduced to n ≤ Y up to an error of O(D−2), so that combining
it with (A.8) and (A.14) we get

Lf (s, χ) =
∑
n≤Y

λf (n)χ(n)n
−sg

( n
X

)
+Of,ε

(
X−ε

∫ ∞

−∞

∣∣∣∣∣∑
n≤Y

λf (n)χ(n)n
−s+ε+iv

∣∣∣∣∣ e−|v| dv +D−2

)
.

(A.15)
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Let 1 ≤M ≤ D and

Mf (s, χ) :=
∑
m≤M

bf (m)χ(m)m−s,

where the coefficients bf are inverses of λf under Dirichlet convolution, i.e. are
given by

∞∑
n=1

bf (n)n
−s :=

∏
p prime

(
1− λf (p)p−s + ξ(p)p−2s

)
for <(s) > 1,

so that Deligne’s bound implies |bf (n)| ≤ d(n). From (A.15) we obtain

Lf (s, χ)Mf (s, χ) =
∑
n≤MY

af (n)χ(n)n
−s

+Of,ε

(
L
∫ ∞

−∞

∣∣∣∣∣ ∑
n≤MY

af (n, v)χ(n)n
−s

∣∣∣∣∣ e−|v| dv +D−2M
1
2

)
,

(A.16)

where
af (n) :=

∑
cm=n

c≤Y,m≤M

λf (c)g
( c
X

)
bf (m)� d4(n)

by (A.1) and similarly

af (n, v) :=
∑
cm=n

c≤Y,m≤M

λf (c)
( c
Y

)ε+iv
bf (m)� d4(n).

For n ≤M , by (A.2) we have the more precise estimates

af (n) =
∑
cm=n

λf (c)bf (m)
(
1 +O

(
e−X/c

))
= 1n=1 +O

(
d4(n)D

−2
)

and
af (n, v)�

( n
Y

)ε ∑
cm=n

|λf (c)| |bf (m)| ≤
( n
Y

)ε
d4(n).

As a consequence,∣∣∣∣∣∑
n≤M

af (n, v)χ(n)n
−s

∣∣∣∣∣ ≤ Y −ε
∑
n≤M

d4(n)n
− 1

2 � Y −εM
1
2 log3(2M).

We want this to be Oε(L−2), which holds assuming for instance

M ≤ Dε. (A.17)
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In that case, using the bounds above in (A.16) gives

Lf (s, χ)Mf (s, χ) = 1 +
∑

M<n≤MY

af (n)χ(n)n
−s

+Of,ε

(
L
∫ ∞

−∞

∣∣∣∣∣ ∑
M<n≤MY

af (n, v)χ(n)n
−s

∣∣∣∣∣ e−|v| dv + L−1

)
.

(A.18)

To unify the treatment of the sum and integral, we consider the measure

dµ :=
1

3
e−|v|dv +

1

3
δ(v),

where dv denotes the Lebesgue measure on R, δ(v) is the point measure at
v = 0, and the factor 1

3
is a normalization that makes

∫∞
−∞ dµ = 1. Then

(A.18) can be written as

Lf (s, χ)Mf (s, χ)− 1�f,ε L
∫ ∞

−∞

∣∣∣∣∣ ∑
M<n≤MY

af (n, v)χ(n)n
−s

∣∣∣∣∣ dµ(v) + L−1

(A.19)
after redefining af (n, 0) := af (n). For convenience, we also redefine af (n, v) :=
0 for n ≤ M or n > MY . From now on the only properties about the
coefficients we will use are that they do not depend on s or χ and satisfy
af (n, v)� d4(n).

Now, assume that ρ is a zero of Lf⊗χ(s) = Lf (s, χ) for some primitive χ

(mod q) with (q,N) = 1, q ≤ Q, 1
2
+ ε ≤ α ≤ <(ρ) ≤ 1, and |=(ρ)| ≤ T . If

D is sufficiently large in terms of f and ε (which we can assume, otherwise
Proposition 11 follows trivially), then (A.19) implies∫ ∞

−∞

∣∣∣∣∣ ∑
M<n≤MY

af (n, v)χ(n)n
−ρ

∣∣∣∣∣ dµ(v)�f,ε L−1.

We break the summation into dyadic segments J < n ≤ 2J for J := 2`M ,
0 ≤ ` ≤ L := blog Y/ log 2c � L. Denote

D`(s, χ) :=

∫ ∞

−∞

∣∣∣∣∣ ∑
J<n≤2J

af (n, v)χ(n)n
−s

∣∣∣∣∣ dµ(v).
Then for each such zero ρ being counted there exists some ` such that

D`(ρ, χ)�f,ε L−2. (A.20)
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If S` denotes the set of relevant pairs (ρ, χ) satisfying (A.20) and R` := |S`|,
then the total number R of zeros being counted in Proposition 11 satisfies

R ≤
L∑
`=0

R` � L max
0≤`≤L

R`.

Raising D`(s, χ) to a suitable power 2r, for r ≥ 2 (depending on J), we get

D`(s, χ)
2r ≤

∫ ∞

−∞

∣∣∣∣∣ ∑
J<n≤2J

af (n, v)χ(n)n
−s

∣∣∣∣∣
2r

dµ(v)

=:

∫ ∞

−∞

∣∣∣∣∣ ∑
P<n≤2rP

cf (n, v)χ(n)n
−s

∣∣∣∣∣
2

dµ(v),

where P := Jr falls in the segment

Z ≤ P ≤ (MY )2 + Z
3
2 (A.21)

for Z that will be chosen later satisfying

MY ≤ Z � D100. (A.22)

Observe that an integer r ≥ 2 such that (A.21) holds exists. From now on we
choose

M = D
ε
4 ,

so that r is bounded in terms of ε, by (A.22). Observe that condition (A.17)
is automatically satisfied.

By (A.20), we conclude that

R` �f,ε L4r

∫ ∞

−∞

∑
(ρ,χ)∈S`

∣∣∣∣∣ ∑
P<n≤2rP

cf (n, v)χ(n)n
−ρ

∣∣∣∣∣
2

dµ(v). (A.23)

The coefficients satisfy cf (n, v)�r d4r(n), as af (n, v)� d4(n), so∑
P<n≤2rP

|cf (n, v)|2n−2α ≤ P 1−2αLB (A.24)

for some B depending only on r (and therefore ε). We can now apply results
about large values of Dirichlet polynomials to the integrand of (A.23), after
separating the zeros ρ for each given χ into O(L) families of 1-spaced points.
Let H := Q2T .
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Suppose that 1
2
+ ε ≤ α ≤ 3

4
. By (A.24) and the large sieve inequality [59,

Theorem 9.13], we have

R` �f,ε (P +H)P 1−2αLC

�
(
(MY )4(1−α) + Z3(1−α) +HZ1−2α

)
LC

for some C depending only on ε, where we have used (A.21). IfH ≤ (MY )3−2α,
choose Z =MY , which trivially satisfies (A.22), so

R` �f,ε (MY )4(1−α)LC ≤ D(4+ε)(1−α)LC+6

and we are done. If instead H ≥ (MY )3−2α, then we can make the optimal
choice Z = H

1
2−α and (A.22) is satisfied, so we get

R` �f,ε

(
(MY )4(1−α) +H

3(1−α)
2−α

)
LC ≤

(
D(4+ε)(1−α) +H

3(1−α)
2−α

)
LC+6

as desired.

Finally, suppose that 3
4
≤ α ≤ 1. By the Halász-Montgomery-Huxley method

[59, Theorem 9.15], we have

R` �f,ε

(
P +R

2
3
` H

1
3P

1
3

)
P 1−2αLC

for some C depending only on ε, which implies

R` �f,ε

(
P 2−2α +HP 4−6α

)
L3C

�
(
(MY )4(1−α) + Z3(1−α) +HZ4−6α

)
L3C ,

where again we have used (A.21). If H ≤ (MY )2α, we choose Z =MY , which
trivially satisfies (A.22), and get

R` �f,ε (MY )4(1−α)L3C ≤ D(4+ε)(1−α)L3C+3,

so we are done. If instead H ≥ (MY )2α, then we make the optimal choice
Z = H

1
3α−1 , which in this case satisfies (A.22). Therefore,

R` �f,ε

(
(MY )4(1−α) +H

3(1−α)
3α−1

)
L3C ≤

(
D(4+ε)(1−α) +H

3(1−α)
3α−1

)
L3C+3

as desired.
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[44] B. Green and T. Tao. The Möbius function is strongly orthogonal to
nilsequences. Ann. of Math. (2), 175(2):541–566, 2012.

[45] J. L. Hafner. Explicit estimates in the arithmetic theory of cusp forms
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