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#### Abstract

Whether the three-dimensional (3D) incompressible Euler equations can develop a finite-time singularity from smooth initial data with finite energy is a major open problem in partial differential equations. A few years ago, Tom Hou and Guo Luo obtained strong numerical evidence of a potential finite time singularity of the 3D axisymmetric Euler equations with boundary from smooth initial data. So far, there is no rigorous justification. In this thesis, we develop a framework to study the Hou-Luo blowup scenario and singularity formation in related equations and models. In addition, we analyze the obstacle to singularity formation.

In the first part, we propose a novel framework of analysis based on the dynamic rescaling formulation to study singularity formation. Our strategy is to reformulate the problem of proving finite time blowup into the problem of establishing the nonlinear stability of an approximate self-similar blowup profile using the dynamic rescaling equations. Then we prove finite time blowup of the 2D Boussinesq and the 3D Euler equations with $C^{1, \alpha}$ velocity and boundary. This result provides the first rigorous justification of the Hou-Luo scenario using $C^{1, \alpha}$ velocity.

In the second part, we further develop the framework for smooth data. The method in the first part relies crucially on the low regularity of the data, and there are several essential difficulties to generalize it to study the Hou-Luo scenario with smooth data. We demonstrate that some of the challenges can be overcome by proving the asymptotically self-similar blowup of the Hou-Luo model. Applying this framework, we establish the finite time blowup of the De Gregorio (DG) model on the real line ( $\mathbb{R}$ ) with smooth data. Our result resolves the open problem on the regularity of this model on $\mathbb{R}$ that has been open for quite a long time.

In the third part, we investigate the competition between advection and vortex stretching, an essential difficulty in studying the regularity of the 3D Euler equations. This competition can be modeled by the DG model on $S^{1}$. We consider odd initial data with a specific sign property and show that the regularity of the initial data in this class determines the competition between advection and vortex stretching. For any $0<\alpha<1$, we construct a finite


time blowup solution from some $C^{\alpha}$ initial data. On the other hand, we prove that the solution exists globally for $C^{1}$ initial data. Our results resolve some conjecture on the finite time blowup of this model and imply that singularities developed in the DG model and the generalized Constantin-Lax-Majda model on $S^{1}$ can be prevented by stronger advection.
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## INTRODUCTION

### 1.1 The 3D incompressible Euler equations

The three-dimensional (3D) incompressible Euler equations in fluid dynamics describe the motion of ideal incompressible flows. The equations are among the most fundamental nonlinear partial differential equations and have been used to model ocean currents, weather patterns, and other fluids-related phenomena. Despite their wide range of applications, whether the 3D Euler equations can develop a finite-time singularity from smooth initial data remains open, which is generally viewed as one of the major open questions in mathematical fluid mechanics. See the surveys [24, 51, 53, 66, 89] and the references therein. There are three fundamental difficulties associated with the analysis of the 3D Euler equations: nonlinearity, nonlocality, and the competing effects from advection and vortex stretching. To illustrate these difficulties, we consider the vorticity-stream function formulation [89]:

$$
\begin{equation*}
\omega_{t}+\mathbf{u} \cdot \nabla \omega=\omega \cdot \nabla \mathbf{u} \tag{1.1}
\end{equation*}
$$

where $\omega=\nabla \times \mathbf{u}: \mathbb{R}^{3} \times[0, T) \rightarrow \mathbb{R}^{3}$ is the vorticity of the fluid, and $\mathbf{u}(x, t)$ : $\mathbb{R}^{3} \times[0, T) \rightarrow \mathbb{R}^{3}$ is the velocity vector related to $\omega$ via the Biot-Savart law:

$$
\begin{equation*}
\mathbf{u}=\nabla \times(-\Delta)^{-1} \omega \tag{1.2}
\end{equation*}
$$

The above nonlocal relation comes from the divergence-free condition $\nabla \cdot \mathbf{u}=$ 0 enforcing the incompressibility of the fluids. Thus, the Euler equations (1.1) are a nonlinear and nonlocal system, making analysis of these equations extremely challenging.

The term $\omega \cdot \nabla \mathbf{u}$ in (1.1) is called the vortex stretching term. Note that $\nabla \mathbf{u}$ is formally of the same order as $\omega$. Under some decay conditions in the far field, using Calderon-Zygmund estimates, one can show that

$$
c_{p}\|\omega\|_{L^{p}} \leq\|\nabla \mathbf{u}\|_{L^{p}} \leq C_{p}\|\omega\|_{L^{p}}, \quad p \in(1, \infty)
$$

with constants $c_{p}, C_{p}$ depending on $p$. Thus the vortex stretching term scales quadratically as a function of vorticity, suggesting that (1.1) may develop a
finite time singularity. In 2 D , the vortex stretching term is absent, and one can get an a-priori estimate of $\|\omega(t)\|_{\infty}$ for all time. Then the global regularity follows from the Beale-Kato-Majda blow-up criterion (2.2) [1]. Thus, the vortex stretching term is the main source of difficulty in obtaining the global regularity of the 3D Euler equations. For the third difficulty of competing effects from advection and vortex stretching, we will discuss it in Section 1.4 . The 3D Euler equations are locally well-posed for sufficiently regular data, and several blow-up criteria have been developed for the Euler equations. Moreover, the equations enjoy several properties, such as symmetry groups and energy conservation. We will review these classical results in Section 2.1.

There have been a number of attempts on the numerical search of a potential singularity of the Euler equations, see e.g., [2, 40, 58, 66, 69, 75]. We refer to a review article [53] for more discussions on potential Euler singularities.

### 1.2 The Hou-Luo scenario

In [86, 87], Hou-Luo obtained strong numerical evidence that the 3D axisymmetric Euler equations (2.5) in a periodic cylinder develop a potential finite time singularity on the boundary from smooth initial data with finite energy. It is by far the most promising blowup scenario for (1.1) with smooth data. We refer to Section 2.1.3 for the settings of the Hou-Luo scenario.

Review of related works The Hou-Luo scenario has inspired several important subsequent developments, see e.g., [22, 23, 78, 80]. In [78], KiselevSverak proved that the gradient of the vorticity in the 2D Euler can achieve the double exponential growth rate (the fastest possible growth rate) using a setting similar to that of the Hou-Luo scenario. In [80], Kiselev-Ryzhik-YaoZlatos established singularity formation of a sequence of vortex patch models with boundary using a similar flow structure. We also mention the works of Zlatos [106] and Kiselev-He [62] on the small-scale creation of the 2D Euler and the SQG equations, where a similar hyperbolic flow structure in $\mathbb{R}^{2}$ is considered.

A lot of efforts have been devoted to studying the Hou-Luo scenario, in particular via the 2D Boussinesq equations (1.3)

$$
\begin{align*}
\omega_{t}+\mathbf{u} \cdot \nabla \omega & =\theta_{x}, \\
\theta_{t}+\mathbf{u} \cdot \nabla \theta & =0, \quad \mathbf{u}=(u, v)^{T}=\nabla^{\perp}(-\Delta)^{-1} \omega \tag{1.3}
\end{align*}
$$

where $\mathbf{u}$ is the velocity satisfying the no flow boundary condition $v(x, 0)=0, \omega$ is the vorticity, and $\theta$ is the density. Since the potential singularity [86] occurs on the boundary, away from the symmetry axis $r=0$, it is well known that the 3D axisymmetric Euler equations 2.5 are similar to the 2D Boussinesq equations [89]. Note that the question of finite time blowup of the Boussinesq equations from smooth initial data is listed by Yudovich as one of the great problems of mathematical hydrodynamics [105]. Due to the difficulties in the 3D Euler equations discussed in Section 1.1 (see also Section 1.4), only a few methods have been developed to study the singularity formation of the 3D Euler equations and related equations.

One way to make progress in understanding the Hou-Luo scenario is by studying simplified 1D model equations capturing certain features of the full equations. The study of 1D models for hydrodynamical equations has a long history, and one of the earliest works is the Constantin-Lax-Majda model [26] for the effect of vortex stretching. Hou-Luo [86] derived the first 1D model for the Hou-Luo scenario by restricting (1.3) on the boundary under some closure assumption. In [22], Choi-Kiselev-Yao simplified the Biot-Savart law in the HL model and established finite time blowup. In [70], Hou and Liu established the self-similar singularity of the CKY model [22] using the property that the CKY model can be reformulated as a local ODE system. By exploiting the symmetry properties of the solution and some monotonicity property of the velocity kernel, Choi et al. established the singularity formation of the HL model in [23] using a Lyapunov functional argument. There are other 1D models for the Hou-Luo scenario, see e.g., [36, 37, 64, and finite time blowups of these models were established therein.

There are some 2D models for the Hou-Luo scenario by simplifying the nonlocal Biot-Savart law $\mathbf{u}=\nabla^{\perp}(-\Delta)^{-1}$ in (1.3), an essential difficulty in the study of (1.1) and (1.3), see e.g., [65, 79]. In [65, (79], the authors studied modified 2D Boussinesq equations with $\theta_{x}$ in (1.3) replaced by $\theta / x$. In these works, the simplified Biot-Savart law has a positive kernel, and the authors proved finite time blowup for smooth initial data using the method of characteristics and a functional argument [79] or barrier functions 65].

Unlike studying simplified model equations, Elgindi-Jeong considered the 2D Boussinesq and the 3D axisymmetric Euler equations in a domain with a corner using $\dot{C}^{0, \alpha}$ data and settings similar to the Hou-Luo scenario and established
finite time blowup [43, 45]. This line of research is further extended in 47] to establish singularity formation of (1.1) under octahedral symmetry with bounded and piecewise-smooth vorticity. In these works, the behavior of the solutions is governed by exact 1D models or ODEs. We refer to the excellent survey [77] for more discussions related to the Hou-Luo scenario.

Singularity formation in the 3D Euler equations Recently, Elgindi 42 proved a remarkable result on singularity formation of the 3D axisymmetric Euler equations without swirl for $C^{1, \alpha}$ velocity with sufficiently small $\alpha$. In [48], Elgindi-Ghoul-Masmoudi further established the stability of the blowup solutions in [42] and constructed $C^{1, \alpha}$ blowup solutions with finite energy. Note that the result in [42] cannot be generalized to smooth data since it is well known that the 3D axisymmetric Euler equations without swirl have a global smooth solution for smooth initial data [89].

Despite all the previous efforts, rigorous proof of the Hou-Luo blowup scenario or finite time blowup of the Euler equations with smooth data remains open. There seem to be some essential difficulties in generalizing the methods in [22, $23,65,78,80]$ to study the singularity formation of the 3D Euler equations.

One of the main contributions of this thesis is developing a novel framework to study the singularity formation of the 3D Euler equations and related equations based on the dynamic rescaling formulation (or modulation technique), see e.g., [74, 92]. This framework contributes to the publications [13-16, 19, 20]. Many important ideas were first developed in work [19].

### 1.3 A framework to study singularity formation

Our framework of analysis builds on the scaling symmetry of the equations and the dynamic rescaling formulation. See Section 2.1 for more discussions.

To introduce our framework, we use the Boussinesq equations (1.3). The main idea of our framework is to prove that the vorticity enjoys a decomposition

$$
\begin{equation*}
\left.\omega(x, t) \approx \frac{1}{(T-t)} \Omega\left(\frac{x}{(T-t)^{c_{l}(t)}}, t\right)\right), \tag{1.4}
\end{equation*}
$$

and the profile $\Omega$ is bounded from below $\|\Omega(\cdot, t)\|_{\infty} \geq c$ uniformly for some $c>0$ up to the blowup time $T$. The dynamic rescaling formulation 92 allows us to reformulate the physical equations (1.3) into the following dynamic
rescaling equations of the profile by choosing appropriate scaling parameters

$$
\begin{equation*}
\omega_{t}+\left(c_{l} \mathbf{x}+\mathbf{u}\right) \cdot \nabla \omega=c_{\omega} \omega+\theta_{x}, \quad \theta_{t}+\left(c_{l} \mathbf{x}+\mathbf{u}\right) \cdot \nabla \theta=\left(c_{l}+2 c_{\omega}\right) \theta \tag{1.5}
\end{equation*}
$$

where $\mathbf{u}=\nabla^{\perp}(-\Delta)^{-1} \omega, \mathbf{x}=(x, y)$, and the scaling factors $c_{\omega}, c_{l}$ satisfy some normalization conditions depending on $(\omega, \theta)$. The potential blowup time $T$ in (1.4) is mapped to $t=\infty$ in (1.5) and the profile $\Omega$ in (1.4) becomes the solution $\omega$ to 1.5 . We refer the reformulation to Section 2.1.4.

The challenge is to prove that the profile $\omega(x, t)$ is bounded from below for all $t>0$. Due to the nonlinear terms, standard energy estimates only yield a short time estimate of the solution to (1.5). Our idea is that if 1.5 has a stable approximate steady state (ASS) with a small residual error, by establishing its nonlinear stability, we can control the solution for all time. Thus, we reformulate the problem of proving finite time singularity into the problem of establishing the nonlinear stability of an ASS in the dynamic rescaling equations. We will discuss how to construct an ASS in Section 1.3.6.1. In the whole framework, the most challenging step is to establish the linear stability of the ASS.

### 1.3.1 Linear stability analysis

Given an ASS ( $\left.\bar{\omega}, \overline{\mathbf{u}}, \bar{\theta}, \bar{c}_{\omega}, \bar{c}_{l}\right)$ of (1.5), we linearize (1.5) around ( $\left.\bar{\omega}, \overline{\mathbf{u}}, \bar{\theta}, \bar{c}_{\omega}, \bar{c}_{l}\right)$ to obtain the linearized equations for the perturbations $\left(\tilde{\omega}, \tilde{\theta}, \tilde{c}_{l}, \tilde{c}_{\omega}\right)$ :

$$
\begin{align*}
& \partial_{t} \tilde{\omega}=-\left(\bar{c}_{l} \mathbf{x}+\overline{\mathbf{u}}\right) \cdot \nabla \tilde{\omega}+\tilde{\theta}_{x}+\bar{c}_{\omega} \tilde{\omega}-\left(\tilde{c}_{l} \mathbf{x}+\tilde{\mathbf{u}}\right) \cdot \nabla \bar{\omega}+\tilde{c}_{\omega} \bar{\omega}+N(\omega)+\bar{F}_{\omega}, \\
& \partial_{t} \tilde{\theta}=-\left(\bar{c}_{l} \mathbf{x}+\overline{\mathbf{u}}\right) \cdot \nabla \tilde{\theta}+\left(\bar{c}_{l}+2 \bar{c}_{\omega}\right) \tilde{\theta}-\left(\tilde{c}_{l} \mathbf{x}+\tilde{\mathbf{u}}\right) \cdot \nabla \bar{\theta}+\left(\tilde{c}_{l}+2 \tilde{c}_{\omega}\right) \bar{\theta}+N(\theta)+\bar{F}_{\theta}, \tag{1.6}
\end{align*}
$$

where $\mathbf{x}=(x, y), \tilde{\mathbf{u}}=\nabla^{\perp}(-\Delta)^{-1} \tilde{\omega}$ is nonlocal, $N(\omega), N(\theta)$ are the nonlinear terms, and $\bar{F}_{\omega}, \bar{F}_{\theta}$ are the residual error of the approximate steady state.

Our motivation to establish linear stability in the framework is inspired by [85], where Liu showed that the eigenvalues of the discretized linearized operator of (1.6) have negative real parts bounded from above by roughly -0.3 . However, since the linearized operators in (1.6) and other equations, e.g., (2.5) and (1.16), that we study in this thesis are not compact, we cannot approximate them by finite rank operators that can be analyzed by computing the eigenvalues of these finite rank operators. Moreover, the operators are non-normal and contain several nonlocal terms involving the velocity $\tilde{\mathbf{u}}$, which are difficult to control. Since $\bar{\omega}, \bar{\theta}$ have size $O(1)$, the damping factor is small, and there
is no regularizing effect, e.g., viscosity, we would not be able to prove linear stability of the ASS if we overestimate the effect of these nonlocal terms.

For example, one may try to estimate the term $\mathbf{u} \cdot \nabla \bar{\theta}_{x}$ in (1.6) using a weighted Sobolev estimate

$$
\begin{equation*}
\left\|\mathbf{u} \rho_{1}\right\|_{L^{2}} \leq C\left\|\omega \rho_{2}\right\|_{L^{2}} \tag{1.7}
\end{equation*}
$$

for some singular weights $\rho_{1}, \rho_{2}$ (see the discussion below (1.8) for the motivation of singular weights). Yet, the constant $C$ is typically unknown and can be large. Such an estimate can lead to the failure of linear stability analysis. This makes it extremely difficult to establish the linear stability for (1.6) and other equations. We remark that the linear stability analysis is problem-dependent.

To further establish nonlinear stability, we need to control an energy of the perturbations and understand the damping mechanism.

Some damping mechanisms For several equations, the damping terms in the energy estimates can be derived from the local terms, such as $\bar{c}_{l} \mathbf{x} \cdot \nabla \tilde{\omega}, \bar{c}_{l} \mathbf{x}$. $\nabla \tilde{\theta}, \bar{c}_{\omega} \omega$, by performing the estimates in a suitably weighted functional space $X$ with singular weights. In general, the scaling parameters $\bar{c}_{l}, \bar{c}_{\omega}$ satisfy $\bar{c}_{l}>$ $0, \bar{c}_{\omega}<0$. Then $\bar{c}_{\omega} \omega$ in 1.6) is already a damping term.

To understand the effect of the operator $\bar{c}_{l} \mathbf{x} \cdot \nabla$, we consider a 1 D toy model

$$
\begin{equation*}
f_{t}=-\bar{c}_{l} x f_{x}+\mathcal{R}(x), \quad f(x)=O\left(|x|^{l}\right) \text { near } x=0, l>0 \tag{1.8}
\end{equation*}
$$

where $\bar{c}_{l} x f_{x}$ models $\bar{c}_{l} \mathbf{x} \cdot \nabla \theta$ or $\bar{c}_{l} \mathbf{x} \cdot \nabla \omega$ in (1.6) and $\mathcal{R}(x)$ models other terms in (1.6). Performing a weighted $L^{2}$ estimate on $f$ with a weight $\rho=x^{-k}, k>1$ and applying integration by parts, we obtain

$$
\frac{1}{2} \frac{d}{d t} \int f^{2} \rho=\int f_{t} f \rho=\int\left(-\bar{c}_{l} x f_{x}+\mathcal{R}\right) f x^{-k}=\int-\frac{k-1}{2} \bar{c}_{l} f^{2} x^{-k}+\mathcal{R} f x^{-k}
$$

Since $k>1$, we see that $-\bar{c}_{l} x f_{x}$ contributes to a damping term $\int-\frac{k-1}{2} \bar{c}_{l} f^{2} x^{-k}$ for the energy $\int f^{2} \rho$. Moreover, for larger $k$, the damping factor $\frac{k-1}{2} \bar{c}_{l}$ is larger. If the remaining part $\int \mathcal{R} f x^{-k}$ is smaller, we obtain the linear stability. In order for $\int f^{2} x^{-k}$ to be well defined, since $f(x)=O\left(|x|^{l}\right)$ near $x=0$ (1.8), we require $k<2 l+1$. Hence, the higher vanishing order of $f$ near $x=0$, the larger damping factor we can derive by choosing a more singular weight. Yet, the estimate of the remaining term $\int \mathcal{R} f x^{-k}$ can get worse due to the more singular weight. Thus, we need to design the singular weight carefully. Note
that the idea of applying singular weights in stability analysis has been used in 73,83 .

An alternative approach to derive the damping term from $\bar{c}_{l} x f_{x}$ (and similarly $\bar{c}_{l} \mathbf{x} \cdot \nabla(\overline{1.6})$ is to perform an energy estimate on $\partial_{x}^{k} f$ with suitably large $k>0$. Yet, it has a disadvantage that it leads to more nonlocal terms that are difficult to control and a worse structure of (1.6) due to the Leibniz rule.

Normalization conditions In the dynamic rescaling equations (1.6), we have the freedom to choose time-dependent scaling parameters $\tilde{c}_{l}, \tilde{c}_{\omega}$. See Section 2.1.4 for more discussions. We choose some normalization conditions for the scaling factors $\tilde{c}_{l}, \tilde{c}_{\omega}$ to enforce that the perturbations $(\tilde{\omega}, \tilde{\theta})$ vanish at the origin with higher order. This allows us to choose more singular weights and obtain a larger damping factor in the energy estimates. For example, in the blowup analysis of the Boussinesq equations (1.3) in Chapter 2, by choosing appropriate normalization conditions, we can improve the vanishing order of $\tilde{\omega}, \tilde{\nabla} \theta$ near the origin from $O\left(|x|^{\alpha}\right)$ to $O\left(|x|^{2 \alpha}\right)$ for some small $\alpha>0$.

Moreover, it is important to choose the appropriate normalization conditions for $\tilde{c}_{l}, \tilde{c}_{\omega}$ to eliminate potential dynamically unstable modes in (1.6). This is crucial in the analysis of the HL model in Chapter 4.

Control of the nonlocal terms To control the nonlocal terms in (1.6), we use sharp functional inequalities and exploit cancellation among various nonlocal terms. It is crucial to exploit the cancellation in the equations since applying sharp functional inequalities alone can still overestimate the effect of the nonlocal terms. See the discussion around (1.7). Since we only have limited sharp functional inequalities and weighted inequalities that capture the nonlocal cancellation, we need to perform the energy estimate very carefully. We refer to 1.12 for an example of nonlocal cancellation.

Our goal is to apply these sharp estimates to show that the nonlocal terms can be treated as perturbations to the damping terms and establish linear stability estimates of the perturbations in some lower-order functional space $X_{1}$.

### 1.3.2 Nonlinear stability

Once we establish the linear stability estimates in space $X_{1}$, we can similarly perform linear stability estimates in higher-order functional spaces. Then we
can close the nonlinear estimate using embedding inequalities. The above strategies and analysis culminate in a nonlinear energy estimate for some en$\operatorname{ergy} E(\tilde{\omega}(t), \tilde{\theta}(t))$ of the perturbations

$$
\begin{equation*}
\frac{d}{d t} E \leq C(\bar{\omega}, \bar{\theta}) E^{2}-\lambda E+\varepsilon \tag{1.9}
\end{equation*}
$$

The crucial damping term $-\lambda E$ with $\lambda>0$ comes from the linear stability, $C E^{2}$ controls the nonlinear terms $N(\omega), N(\theta)$ in (1.6), and $\varepsilon$ is the weighted norm of the residual error $\bar{F}_{\omega}, \bar{F}_{\theta}$ in (1.6) of the approximate steady state.

The mechanism of nonlinear stability is that for small perturbation $E$ and error $\varepsilon, C E^{2}$ and $\varepsilon$ can be treated as small perturbations to the damping term $-\lambda E$, resulting in stability. Applying a bootstrap argument, we obtain that if the error $\varepsilon$ and initial perturbation $E(0)$ are small

$$
\begin{equation*}
\varepsilon<\varepsilon^{*}=\frac{\lambda^{2}}{4 C}, \quad E(0)=E\left(\tilde{\omega}_{0}, \tilde{\theta}_{0}\right)<E^{*}=\frac{2 \varepsilon}{\lambda} \tag{1.10}
\end{equation*}
$$

the assumption

$$
\begin{equation*}
E(t)=E(\tilde{\omega}(t), \tilde{\theta}(t))<E^{*} \tag{1.11}
\end{equation*}
$$

holds true for all time. Thus, we can close the nonlinear estimate (1.9). Estimate 1.10 provides an upper bound $\varepsilon^{*}$ on the required accuracy $\varepsilon$ of the approximate steady state.

A significant difference between the above estimates and those in Section 1.3.1 is that we have a small parameter $\varepsilon$. As long as $\varepsilon$ is sufficiently small : $4 C \varepsilon<\lambda^{2}$ (1.10), thanks to the damping term $-\lambda E$ from the linear stability, we can afford a large constant $C(\bar{\omega}, \bar{\theta})$ in the nonlinear estimates and close the nonlinear estimates. Thus, the above estimates are much simpler than those in Section 1.3.1. We refer to Section 1.3.6.1 for constructing an approximate steady state $(\bar{\omega}, \bar{\theta})$ to 1.5 with a sufficiently small residual error.

### 1.3.3 Finite time blowup from finite energy initial data

It is essential to have initial data with finite energy $\left\|\mathbf{u}_{0}\right\|_{L^{2}}<+\infty$ for singularity formation in fluids equations. However, the approximate steady state $\overline{\mathbf{u}}$ we construct for several equations has sublinear growth in the far-field and thus has infinite energy $\|\overline{\mathbf{u}}\|_{L^{2}}=\infty$. Since the ASS is nonlinearly stable, it is natural to choose perturbation $(\tilde{\omega}, \tilde{\theta})$ small in the energy norm $E$ to truncate the ASS. Note that $\overline{\mathbf{u}}$ is growing. The fundamental idea is to design a weighted
energy norm $E$ with suitably decaying weights so that the truncation is small in the energy $E$.

We illustrate this idea using the blowup analysis of 1.3 with $C^{1, \alpha}$ data discussed in Chapter 2. The ASS of the velocity has sublinear growth $|\overline{\mathbf{u}}| \sim|x|^{1-\alpha}$ for large $x$ and small $\alpha>0$, and the associated vorticity $\bar{\omega}=\nabla \times \overline{\mathbf{u}}$ has a slow decay $|x|^{-\alpha}$. In the energy estimate of the perturbation $\tilde{\omega}$, we choose a functional space $L^{2}(\rho)$ with weight $\rho(x)$ that has a radial decay rate $|x|^{\gamma}, \gamma \in$ $(-2,-2+2 \alpha)$. Since the weight has a fast decay, we can truncate the ASS in the far-field with perturbation $\tilde{\omega}$ that is small in $L^{2}(\rho)$. This provides initial data with finite energy $\left\|u_{0}\right\|_{2}<+\infty$. Using the rescaling argument in Section 2.1.4 and the idea in (1.4), we establish the finite time blowup.

### 1.3.4 Convergence to the steady state

Based on the nonlinear stability estimates (1.11), we can further establish that the solution $(\bar{\omega}+\tilde{\omega}(t), \bar{\theta}+\tilde{\theta}(t))$ to 1.5$)$ converges to the exact steady state (1.5). We first rewrite (1.6) as follows :

$$
Z_{t}=\mathcal{L} Z+N(Z)+\bar{F}_{Z},
$$

where $Z=(\tilde{\omega}, \tilde{\theta}), \mathcal{L}$ denotes the linearized operators, $N(Z)=(N(\tilde{\omega}), N(\tilde{\theta}))$, and $\bar{F}_{Z}=\left(\bar{F}_{\omega}, \bar{F}_{\theta}\right)$ in (1.6). The key observation is that the residual error $\bar{F}_{Z}$ and the operator $\mathcal{L}$ are time-independent. Taking time-derivative, we yield

$$
\partial_{t} Z_{t}=\partial_{t} \mathcal{L} Z+\partial_{t} N(Z)+\partial_{t} \bar{F}_{Z}=\mathcal{L} Z_{t}+\partial_{t} N(Z)
$$

We can estimate $\mathcal{L} Z_{t}$ using the same linear stability analysis of $\mathcal{L}$ under the norm $X_{1}$ in Sections 1.3.1, and estimate the nonlinear part $\partial_{t} N(Z)$ in the norm $X_{1}$ using embedding inequalities. These estimates imply

$$
\frac{d}{d t}\left\|Z_{t}\right\|_{X_{1}} \leq-\lambda\left\|Z_{t}\right\|_{X_{1}}+C_{2}(\bar{\omega}, \bar{\theta})\left\|Z_{t}\right\|_{X_{1}} E(Z)
$$

From $E(Z(t))<\frac{2 \varepsilon}{\lambda}(1.10)$ and 1.11$)$, if the error $\varepsilon$ is small enough, we get that $\left\|Z_{t}\right\|_{X_{1}}$ decays exponentially fast and further establish the convergence from $\bar{Z}+Z(t)$ to the steady state $Z_{\infty}$ of 1.5 . The convergence and a rescaling argument (see Section 2.1.4) implies that the blowup is asymptotically selfsimilar. We refer to Section 3.4 .3 , Chapter 3 for a concrete example and argument.

### 1.3.5 $C^{1, \alpha}$ velocity

Using the strategies in Section 1.3 and adopting several methods from Elgindi's important work [42], Hou and I proved the following blowup result.

Theorem 1.1. For small $\alpha$, the solution of the Boussinesq equations (1.3) in $\mathbb{R}_{+}^{2}$ develops a focusing asymptotically self-similar singularity in finite time for some initial data $\omega \in C_{c}^{\alpha}\left(\mathbb{R}_{+}^{2}\right), \theta \in C_{c}^{1, \alpha}\left(\mathbb{R}_{+}^{2}\right)$ with finite energy $\|\mathbf{u}\|_{L^{2}}<+\infty$.

We also proved similar blowup results for the 3D Euler equations with boundary and $C^{1, \alpha}$ velocity [16]. See Theorems 2.1, 2.2 in Chapter 2 for the precise statements of these theorems. These results provide the first rigorous justification of the Hou-Luo scenario [86] using $C^{1, \alpha}$ data.

For a class of $\mathbf{u}, \theta \in C^{1, \alpha}$ with sufficiently small $\alpha$, following [42], we derive the leading order terms in the nonlocal velocity (1.5), and show that some nonlocal terms in the dynamic rescaling equations (1.5) become lower order terms. This allows us to further construct an ASS analytically. As discussed in Section 1.3.1, one of the main difficulties is to control the nonlocal terms effectively in the stability analysis of 1.6 . One of the key ingredients is to exploit the nonlocal cancellation between $\omega$ and $\mathbf{u}$ using the following inequality

$$
\begin{equation*}
\iint_{D}-\left(u_{x}-u_{x}(0)\right) \omega \frac{\sin (2 \beta)}{r^{1+k \alpha}} d r d \beta=-C_{k} \alpha \iint_{D} \frac{\left(u_{x}-u_{x}(0)\right)^{2}}{r^{1+k \alpha}} d r d \beta+\text { l.o.t. } \tag{1.12}
\end{equation*}
$$

for sufficiently small $\alpha$, where $k \in[3 / 2,4]$ and $(r, \beta)$ is the polar coordinate in $\mathbb{R}_{2}^{+}$and $D=[0, \infty] \times[0, \pi / 2]$. The interaction term on the left appears in the weighted $L^{2}$ energy estimate of $\left(\tilde{\omega}, \tilde{\theta}_{x}, \tilde{\theta}_{y}\right)$ in (1.6). On the right hand side, the main term is a damping term since it has a negative sign. We apply this crucial damping term to control the nonlocal terms $\tilde{\mathbf{u}}$ in (1.6). To exploit the above cancellation, we use the coupling structures in 1.6) and carefully design the weighted energy estimates. With these sharp estimates, we follow the ideas in Sections 1.3.1, 1.3.2 to establish the stability analysis of (1.6). To generalize the analysis of (1.6) to that of the 3D Euler equations, we further develop a localized elliptic estimate and control the support of the solution.

Using the idea in Section 1.3.3, we can obtain finite time blowup of (1.3) and (2.5) from finite energy initial data. Note that the initial data of the singular solution in 42] does not have finite energy. Constructing a singular solution from finite energy initial data was established in a subsequent paper [48. Our
argument to construct finite energy initial data in [16] develops independently from that in 48. We refer to Chapter 2 for complete proof.

### 1.3.6 Smooth data

Yet, several important methods in [16], Chapter 2, rely crucially on the small parameter $\alpha$ from the $C^{1, \alpha}$ regularity. For smooth data, the leading order structure for $C^{1, \alpha}$ velocity is not available and a few nonlocal terms that we can neglect using $C^{1, \alpha}$ data are not small. Moreover, we need to address the challenging problem of constructing an ASS.

### 1.3.6.1 Construction of the approximate steady state

An analytic construction of ASS is applicable if the dynamic rescaling equations are perturbations to simpler equations whose steady state can be derived, see e.g., [16, 42] for the 3D Euler equations with $C^{1, \alpha}$ velocity, and [13-15, 19, 44] for model problems with specific parameters.

In general, it is very difficult to construct an ASS analytically for fluids equations due to the nonlinearity and the nonlocality of the velocity. For the Hou-Luo scenario, constructing a smooth ASS of the Euler equations 2.5) or the Boussinesq equations (1.3) is even more challenging due to the coupled system. It is almost impossible to do it analytically.

An advantage of considering an ASS in our framework over an exact steady state is that we avoid constructing an exact steady state which is much more challenging. An ASS with a small residual error can be obtained by solving the dynamic rescaling equations (1.5) for a long enough time numerically. We can represent the ASS using suitably chosen piecewise polynomial basis functions. The residual error is estimated a posteriori and incorporated in the energy estimate for nonlinear stability as a small error term.

We have first applied the framework introduced in Section 1.3 and the above idea to construct an ASS numerically and establish the finite time blowup of the De Gregorio model 1.15 . We defer our discussion to Section 1.4 .

### 1.3.6.2 The Hou-Luo model

The most essential difficulty in applying our framework to study the Hou-Luo scenario with smooth data [86, 87] is establishing the linear stability of (1.6).

Due to the difficulties stated in Section 1.3.1 and the first paragraph in Section 1.3 .6 , the stability mechanism of 1.6 is far from clear. To understand the stability mechanism, we consider the HL model proposed in 86

$$
\begin{equation*}
\omega_{t}+u \partial_{x} \omega=\theta_{x}, \quad \theta_{t}+u \partial_{x} \theta=0, \quad u_{x}=H \omega \tag{1.13}
\end{equation*}
$$

which can be seen as the restriction of the Boussinesq equations (1.3) to the boundary. Here, $H$ is the Hilbert transform.

The analysis of the HL model captures the difficulties of constructing an ASS and the linear stability analysis in the Boussinesq equations on the boundary, where the potential singularity develops. Firstly, Hou-Luo [86] showed numerically that the blowup exponents and profiles of the HL model and the 3 D axisymmetric Euler equations on the boundary are quantitatively similar. Secondly, we obtain numerical evidence that the eigenvalues of the discretized linearized operator in the HL model all have negative real parts bounded from above by -0.38 , which is similar to that of (1.6) (about -0.3 ) reported in [85].

In joint work with Hou and Huang [20], we successfully applied the framework and ideas in Section 1.3 and the numerical construction in Section 1.3.6.1 to establish the following result.

Theorem 1.2. There is a family of initial data $\left(\theta_{0}, \omega_{0}\right)$ with $\theta_{0, x}, \omega_{0} \in C_{c}^{\infty}$, such that the solution of the HL model (1.13) develops a focusing asymptotically self-similar singularity in finite time.

The more precise and stronger statement of the above theorem is given in Chapter 4. We refer to Chapter 4 for the stability mechanism of the HL model and its implication for (1.6).

### 1.3.7 Energy estimates with computer assistance

We do not require computer assistance in the blowup analysis of the Boussinesq equations and the 3D Euler equations with $C^{1, \alpha}$ velocity in Chapter 2 and the DG model discussed in Chapter 5. For other problems, such as the analysis of the DG model and HL model with smooth data, we need to use computer assistance in the following aspects.

Firstly, as discussed in Section 1.3.6.1, we need to construct the ASS numerically in general. We use numerical analysis with rigorous error control to verify that the residual error of the ASS is small in the energy norm. Secondly, the
crucial part of the stability analysis is to use energy estimates to establish linear stability. In the energy estimates, instead of bounding several coefficients by some absolute constants, which leads to overestimates, we keep track of these coefficients. Since these coefficients depend on the ASS constructed numerically, we use numerical computation with rigorous error control to verify several inequalities that involve these coefficients. We remark that we do not compute the eigenvalues of the linearized operator $\mathcal{L}$ in the dynamic rescaling equations to establish linear stability since $\mathcal{L}$ is not compact.

### 1.4 Competition between advection and vortex stretching

The Hou-Luo scenario has significantly advanced the understanding of the potential singularity formation of the Euler equations with boundary. In the case without the boundary, the understanding is much poorer. One of the difficulties is the competition between advection and vortex stretching. In the Hou-Luo scenario with $C^{1, \alpha}$ velocity, one of our contributions is to show that the boundary plays a vital role in weakening the advection. See Chapter 2.

This competition in the 3D Euler equations has been studied in [72], where Hou-Jin-Liu considered a family of models of the 3D axisymmetric Euler equations (2.5) by adding a weight $\varepsilon$ to advection in the equations of $u^{\theta} / r, \omega^{\theta} / r$

$$
\begin{align*}
& \partial_{t} \frac{u^{\theta}}{r}+\varepsilon\left(u^{r} \partial_{r}+u^{z} \partial_{z}\right) \frac{u^{\theta}}{r}=-2 \frac{u^{r} u^{\theta}}{r}, \\
& \partial_{t} \frac{\omega^{\theta}}{r}+\varepsilon\left(u^{r} \partial_{r}+u^{z} \partial_{z}\right) \frac{\omega^{\theta}}{r}=\partial_{z}\left(\frac{u^{\theta}}{r}\right)^{2} . \tag{1.14}
\end{align*}
$$

The model reduces to the 3D Euler equations (2.5) when $\varepsilon=1$. The authors presented numerical evidence that (1.14) develops finite time singularity for weak advection $(\varepsilon \leq 0.3)$, but a similar singularity scenario does not persist for strong advection. These results suggest the following principle:

The vortex stretching tends to lead to the growth of the solution, while the advection tends to stabilize the solution.

Note that the stabilizing effect of advection has also been studied in [67, 68] for the 3D Navier Stokes and Euler equations.

Given the difficulties discussed in Section [1.1, experts have devised simpler models, which capture some of the difficulties and the above effects and can
be better understood. De Gregorio [33, 34] introduced an 1D model (DG)

$$
\begin{equation*}
\omega_{t}+u \omega_{x}=u_{x} \omega, \quad u_{x}=H \omega, \tag{1.15}
\end{equation*}
$$

to model the effects of advection and vortex stretching in the 3D Euler equations (1.1), where $H$ is the Hilbert transform. The DG model is a modification of the Constantin-Lax-Majda model (CLM) [101] which does not include the advection $u \omega_{x}$ in (1.15). By adding a weight $a$ to the advection $u \omega_{x}$ in (1.15), Okamoto et al. 97] introduced the following one-parameter family of models (gCLM)

$$
\begin{equation*}
\omega_{t}+a u \omega_{x}=u_{x} \omega, \quad u_{x}=H \omega . \tag{1.16}
\end{equation*}
$$

The domain of (1.15, (1.16) can be $\mathbb{R}$ or $S^{1}$. In these models, $u \omega_{x}$ and $u_{x} \omega$ models the advection $\mathbf{u} \cdot \nabla \omega$ and the vortex stretching $\nabla \mathbf{u} \cdot \omega$ in the 3D Euler equations (1.1), respectively. The Biot-Savart law (1.2) $\nabla \mathbf{u}=\nabla \nabla \times(-\Delta)^{-1} \omega$ is modeled by $u_{x}=H \omega$, which preserves the same scaling. We refer to Section 3.1 for basic properties of these models.

### 1.4.1 Conjectures and open problems

Despite the significant simplifications from the Euler equations (1.1) to these models, the analysis of 1.15 or 1.16 with $a>0$ remains very challenging since it captures all the three difficulties in Section 1.1 for the Euler equations, in particular the competition between advection and vortex stretching. There are some open problems and conjectures in the literature for 1.16 and 1.15 .
(I) Regularity of the DG model The evidence in [33, 34, numerical simulations [88, 97], and the report in [73] suggest global regularity of (1.15] from smooth initial data. These lead to the conjecture in [44, 88, 97] that the DG model is globally well-posed for smooth initial data. The question of regularity for the DG model is listed as one of the open problems in [57].
(II) Finite time blowup of gCLM model It is conjectured in [44, 88, 98] that the gCLM model (1.16) with $a<1$ can blow up from some $C_{c}^{\infty}$ initial data. A related conjecture was stated earlier in 97.
(III) Finite time blowup of the DG model In [44, 104], it is conjectured that (1.15) develops a finite time singularity from initial data $\omega_{0} \in C^{\alpha}$ or $\omega_{0} \in H^{s}$ for any $\alpha \in(0,1)$ and $s<\frac{3}{2}$.

The borderline case of these conjectures is the DG model (or the gCLM model with $a=1$ ) with $\omega \in C^{1}$. In such a case, the advection and the vortex
stretching are balanced, which can be understood by a Taylor expansion near $x=0$ for odd $u, \omega$

$$
\begin{equation*}
u \omega_{x}=u_{x}(0) \omega_{x}(0) x+\text { l.o.t., } u_{x} \omega=u_{x}(0) \omega_{x}(0) x+\text { l.o.t., } u \omega_{x} \approx u_{x} \omega \tag{1.17}
\end{equation*}
$$

Formally, below the borderline case, i.e. $a<1$ or $a=1$ with $C^{\alpha}$ data, the advection is weaker than the vortex stretching, and blowup may occur, which is Conjectures (II) and (III).

### 1.4.2 Finite time blowup

Before our study, the only blowup result of (1.16) with $a>0$ was established recently by Elgindi-Jeong [44], where they constructed smooth self-similar profiles for sufficiently small $a$ and $C^{\alpha}$ self-similar profiles for all $a \in \mathbb{R}$ with $|a \alpha|$ sufficiently small using a fixed point argument. Note that the initial data in [44] do not have finite energy. There are other blowup results for (1.16), see e.g., [5, 26, 28, 49. We refer to Chapter 3 for a detailed review.

Applying the framework in Section 1.3 and the numerical construction in Section 1.3.6.1. Hou, Huang, and I [19] have established the following result.

Theorem 1.3. There exist some $C_{c}^{\infty}(\mathbb{R})$ initial data such that the solution of the $D G$ model on $\mathbb{R}$ develops an expanding and asymptotically self-similar singularity in finite time with compactly supported self-similar profile $\Omega \in H^{1}(\mathbb{R})$.

Our result resolves the open problem (I) in the case of $\mathbb{R}$, which has been open for quite a long time. It also resolves Conjecture (III) and can be seen as the endpoint case of Conjecture (II). This blowup result does not generalize to the case of a circle $\left(S^{1}\right)$ due to the expanding nature of the blowup solution.

In [14, applying our framework, we proved singularity formation of (1.16) on $S^{1}$ with $C^{\infty}$ initial data for any $a \in(1-\delta, 1)$ with some $\delta>0$. It resolves the endpoint case of Conjecture (II) on $S^{1}$. On the other hand, for (1.16) with the same initial data and $a \in[1,1+\delta)$, we showed that such a singular scenario does not persist by proving global regularity of (1.16). In [15], we further established the singularity formation of 1.15 on $S^{1}$ with $C^{\alpha} \cap H^{s}$ data and any $0<\alpha<1, s<\frac{3}{2}$. This result resolves Conjecture (III) on $S^{1}$. In these works, we need to carefully quantify that the advection is weaker than the vortex stretching since there is a strong competition between these two effects (1.17). The behavior of the singular solution is similar to

$$
\omega_{t}=u_{x} \omega-a u \omega_{x} \approx \omega^{2}-\beta \omega^{2}=(1-\beta) \omega^{2}, \quad \omega_{0}>0
$$

for $\beta=a$ in the first result, and $\beta=\alpha, a=1$ in the second result. As long as $\beta<1$, the blowup can occur. The key novelty of these works is that we give a sharp characterization of two effects and justify the above heuristic using our framework, which is non-trivial due to the nonlocality of the velocity $u$. The $C^{\alpha}$ result [15] relates to an important idea in [44] that the advection can be weakened by choosing some $C^{\alpha}$ data with sufficiently small $\alpha$. However, we do not require $\alpha$ to be sufficiently small in [15].

### 1.4.3 Global regularity of the DG model

An important question is whether stronger advection can prevent the above singularity formations. In fact, in contrast to the above blowup results for the DG model and gCLM model with $a<1$, it is conjectured that the DG model (gCLM with $a=1$ ) on $S^{1}$ is globally well-posed for smooth initial data. See open problem (I) in Section 1.4.1. Due to the destabilizing effect of vortex stretching, the lack of a-priori conserved quantity, and dissipation in 1.15, this question has been open for quite a long time. There have been only a few results in recent years, see e.g., [73, 101] and more discussions in Chapter 3, In [73], Jia-Stewart-Sverak established global regularity for initial data near the equilibrium $\sin x$ by proving its nonlinear stability.

In [15], we considered initial data $\omega_{0}$ with period $\pi$ and in class $X: \omega_{0}$ is odd and $\omega_{0} \leq 0$ ( or $\omega_{0} \geq 0$ ) on $[0, \pi / 2]$. The singularity formation of the DG model and gCLM model in Section 1.4 .2 and [13-15, 19, 44, 49] all develops from initial data with the same sign and symmetry properties as those in $X$. Thus, to establish the global regularity of the DG model on $S^{1}$ with $C^{\infty}$ initial data, we need to address the important question of whether there is a finite time blowup in this class. We proved the following result:

Theorem 1.4. Suppose that $\omega_{0} \in X \cap C^{1}$ and $\int_{0}^{\pi / 2}\left|\frac{\omega_{0, x}^{2}}{\omega_{0}} \sin (2 x)\right| d x<+\infty$. There exists a global solution $\omega$ of the $D G$ model with initial data $\omega_{0}$.

We remark that $\int_{0}^{\pi / 2}\left|\frac{\omega_{0, x}^{2}}{\omega_{0}} \sin (2 x)\right| d x<+\infty$ is a mild assumption and holds true for generic data in $X$. See Chapter 5 for more discussion. This global regularity result and the blowup result from some $C^{\alpha}$ initial data in Section 1.4.2 characterize the regularity of (1.15) with initial data in $X$. Moreover, it justifies that stronger advection can prevent singularity formation of (1.15) and (1.16) on $S^{1}$ and confirms the principle below (1.14).

Recall the heuristic 1.17). The $C^{1}$ case is the borderline case, and we expect that the advection is (almost) stronger than the vortex stretching. To prove global regularity from $C^{1}$ data, we need to quantify this heuristic, which is very challenging since 1.15 is nonlocal and there is a transition from finite time blowup for $C^{\alpha}$ data to global regularity for $C^{1}$ data.

Quadratic form In the special case of $\omega_{0} \in C^{1, \alpha} \cap X$ with $\omega_{0, x}(0)=0$, which is the case above the borderline case (1.17), the key step is to establish

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{\frac{\pi}{2}} \omega \cot ^{2} x d x=\int_{0}^{\frac{\pi}{2}}\left(u_{x} \omega-u \omega_{x}\right) \cot ^{2} x d x \geq 0 \tag{1.18}
\end{equation*}
$$

The quantity $Q(2, t)=\int_{0}^{\pi / 2} \omega \cot ^{2} x d x$ distinguishes the $C^{\alpha}$ case and the case of $\omega \in C^{1, \alpha}$ with $\omega_{x}(0)=0$ since $\omega \cot ^{2} x$ is not integrable for $C^{\alpha}$ data in general but is integrable in the other case. The above estimate quantifies that the stabilizing effect of advection is stronger than the effect of vortex stretching in some sense. We exploit the convolution structure in the quadratic form in (1.18) and use an idea from Bochner's theorem for a positive-definite function to establish 1.18). It implies that $|Q(2, t)|$ is monotone decreasing in time, which is an important a-priori estimate for (1.15).

One-point blow-up criterion Another key ingredient in the proof is a crucial one-point blow-up criterion for (1.15). Based on a novel equation discovered in [83], we prove that for $\omega_{0} \in X \cap H^{1}$ with an additional mild assumption, the solution to 1.15 cannot be extended beyond $T$ if and only if

$$
\begin{equation*}
\int_{0}^{T}\left|u_{x}(0, t)\right| d t=\infty \tag{1.19}
\end{equation*}
$$

The DG model satisfies the BKM-type blow-up criterion [1 that $\int_{0}^{T}\|\omega(t)\|_{\infty} d t$ or $\int_{0}^{T}\left\|u_{x}(t)\right\|_{\infty} d t$ controls the blowup of the solution. For initial data in $X$, criterion (1.19) improves the latter criterion significantly by replacing $\left\|u_{x}\right\|_{\infty}$ by one point $\left|u_{x}(0)\right|$. Based on the $a$-priori estimate of $Q(2, t)$ and (1.19), we establish global well-posedness for $\omega_{0} \in C^{1, \alpha} \cap X$ with $\omega_{0, x}(0)=0$.

The borderline case of $\omega_{0} \in C^{1}(1.17)$ is much more challenging since the advection and vortex stretching are precisely balanced. We will study it in detail in Chapter 5 .

### 1.4.4 Singularity formation with dissipation

A natural question is whether our framework can be applied to study the singularity formation of viscous fluid equations. In [13], we gave a positive answer by generalizing this framework to establish singularity formation of gCLM with a viscous term

$$
\omega_{t}+a u \omega_{x}=u_{x} \omega+\nu \Delta \omega, \quad u_{x}=H \omega
$$

for $a$ close to $\frac{1}{2}$ and $\nu \geq 0$. The novelty of our approach is first to show that the blowup in the inviscid case is stable and then to show that the viscous term is asymptotically small compared to the nonlinear terms under the blowup scaling.

## Summary of the Thesis

The remaining thesis is organized as follows:

## Singularity formation in incompressible fluids

In Chapter 2, we first review some basic properties of the 3D Euler equations and introduce the Hou-Luo scenario and the dynamic rescaling formulation. Then we consider the 2D Boussinesq equations and the 3D Euler equations in a setting similar to the Hou-Luo scenario. We follow the framework introduced in Section 1.3 to establish finite time blowup of these equations with boundary and $C^{1, \alpha}$ velocity. The most essential difficulty is establishing the linear stability analysis of the approximate steady state in Section 2.6. We need to perform energy estimates carefully and exploit several nonlocal cancellations in the system. The blowup analysis for $C^{1, \alpha}$ initial data captures certain essential features of the Hou-Luo scenario and some essential difficulties in analyzing such a scenario with smooth data.

## Finite time blowup of the De Gregorio model on $\mathbb{R}$

In Chapter 3, we further develop the framework in Section 1.3 for smooth data and establish finite time asymptotically self-similar blowup of the DG model (1.15) on $\mathbb{R}$ from $C_{c}^{\infty}$ initial data. Moreover, we prove finite time blowup of the gCLM model (1.16) with small $|a|$ from $C_{c}^{\infty}$ initial data and with any $|a|$ from $C_{c}^{\alpha}$ initial data with small $|a \alpha|$. We will discuss how to construct the approximate steady state for the DG model numerically and incorporate it in the energy estimate rigorously in Section 3.5.

## Asymptotically self-similar singularity of the Hou-Luo Model

In Chapter 4, we study the stability mechanism of the blowup in the Hou-Luo scenario with smooth data using the HL model. Based on our framework with numerical construction of the approximate steady state, we establish finite time asymptotically self-similar singularity of the HL model from a class of smooth initial data with compact support. Compared to the analysis of the DG model, the analysis of the HL model is much more complicated since it is a coupled system. The analysis of the HL model serves as an intermediate step toward the analysis of the full 2D Boussinesq equations with smooth data.

## Competition between advection and vortex stretching

In Chapter 5. we investigate the DG model on $S^{1}$ to analyze the competition between advection and vortex stretching, an essential difficulty in studying the regularity of the 3D Euler equations. The behaviors of the solutions to the DG model on $S^{1}$ are much more complicated than those on $\mathbb{R}$. We consider initial data $\omega_{0}$ with period $\pi$ and in class $X: \omega_{0}$ is odd and $\omega_{0} \leq 0\left(\right.$ or $\left.\omega_{0} \geq 0\right)$ on $[0, \pi / 2]$. The importance of this class of data has been discussed in Section 1.4.3. We prove global well-posedness for initial data $\omega_{0} \in H^{1} \cap X$ with $\omega_{0}(x) x^{-1} \in L^{\infty}$. On the other hand, for any $\alpha \in(0,1)$, we construct a finite time blowup solution from a class of initial data with $\omega_{0} \in C^{\alpha} \cap C^{\infty}\left(S^{1} \backslash\{0\}\right) \cap$ $X$. Our results imply that singularities developed in the DG model and the gCLM model on $S^{1}$ can be prevented by stronger advection.

In Chapter 6. we make some concluding discussions toward justifying the HouLuo scenario with smooth data. In addition, we discuss potential applications of our framework to other equations and list some related problems.

## Chapter 2

## SINGULARITY FORMATION IN INCOMPRESSIBLE FLUIDS

In this chapter, we will first present some preliminaries about 3D incompressible Euler equations, the Hou-Luo scenario, and the dynamic rescaling formulation in Section 2.1. These fundamental results relate to three important ingredients in studying singularity formation.

Firstly, the a-priori energy identity of the equations is not strong enough to control the nonlinear terms in the equations, and thus finite time blowup could occur. Secondly, it is useful to consider a specific scenario for potential singularity formation, where the solutions enjoy certain sign and symmetry properties. These properties are crucial to generating a stable finite time blowup for the equations and models we study in this thesis. We will consider the Hou-Luo scenario for the 2D Boussinesq and 3D Euler equations and similar scenarios for 1D models studied in Chapters 345. Thirdly, the 3D Euler equations and related equations and models enjoy some scaling symmetries. Based on the scaling symmetries, we can apply the dynamic rescaling formation and construct approximately self-similar blowup solutions. This approach allows us to obtain strong control of the solution up to the blowup time. See also Section 1.3 .

We will discuss the main results and ideas in Section 2.2 and prove the main results in the rest of the chapter.

### 2.1 Preliminaries

### 2.1.1 The blow-up criterion for 3D Euler equations

The 3D Euler equations (1.1) are locally well-posed for initial data $\mathbf{u}_{0} \in$ $C^{1, \alpha}, \alpha>0$ or $\mathbf{u}_{0} \in H^{s}, s \geq 3$ [89]. The solution satisfies energy conservation

$$
\begin{equation*}
\|u(t)\|_{L^{2}}=\left\|u_{0}\right\|_{L^{2}} . \tag{2.1}
\end{equation*}
$$

The regularity of the solution is propagated and the celebrated Beale-KatoMajda (BKM) blow-up criterion [1] states that the unique local solution to
(1.1) blows up at finite time $T$ if and only if

$$
\begin{equation*}
\int_{0}^{T}\|\omega(\cdot, t)\|_{\infty} d t=\infty \tag{2.2}
\end{equation*}
$$

The BKM criterion imposes a constraint on the blowup rate of $\|\omega\|_{\infty}$. For example, a blowup rate $\|\omega\|_{\infty} \sim C(T-t)^{\beta}$ with $\beta>-1$ is excluded since the associated integral is finite. Note that the $a$-priori estimate (2.1) is much weaker than the one required to control $\|\omega\|_{\infty}$. There are other blowup criteria [27, 35] based on geometric aspects of the 3D Euler flows.

### 2.1.2 Symmetry groups

There are several symmetry groups for the Euler equations, including the Galilean invariance, the rotation symmetry, and the scaling symmetry [89. The latter two are of fundamental importance in studying the potential singularity formation of (1.1). Suppose that $\mathbf{u}(x, t)$ is a solution to (1.1).

Rotation symmetry. For any orthogonal matrix $Q \in \mathbb{R}^{3 \times 3}\left(Q^{T}=Q^{-1}\right)$,

$$
\mathbf{u}_{Q}(t, x) \triangleq Q^{T} \mathbf{u}(Q x, t)
$$

is also a solution to (1.1).
Scaling symmetry. The Euler equations (1.1) enjoy the scaling symmetry with a two-parameter symmetry group. For any $\lambda, \tau \in \mathbb{R}$,

$$
\begin{equation*}
\mathbf{u}_{\lambda, \tau} \triangleq \frac{\lambda}{\tau} \mathbf{u}\left(\frac{x}{\lambda}, \frac{t}{\tau}\right) \tag{2.3}
\end{equation*}
$$

is also a solution to (1.1).

### 2.1.2.1 Axisymmetric flows

The rotation symmetry implies an special class of solution to 1.1 , the 3D axisymmetric flow. Denote by $(r, \theta, z)$ the cylindrical coordinate in $\mathbb{R}^{3}: r=$ $\left(x^{2}+y^{2}\right)^{1 / 2}, \beta=\arctan (y / x)$, and $e_{r}, e_{\theta}, e_{z}$ the orthonormal unit vectors

$$
e_{r}=(\cos \theta, \sin \theta, 0)^{T}, \quad e_{\theta}=(\sin \theta,-\cos \theta, 0)^{T}, \quad e_{z}=(0,0,1)^{T}
$$

The velocity field $\mathbf{u}$ is axisymmetric if

$$
\begin{equation*}
\mathbf{u}=u^{r}(r, z, t) e_{r}+u^{\theta}(r, z, t) e_{\theta}+u^{z}(r, z, t) e_{z} \tag{2.4}
\end{equation*}
$$

The velocity $u^{\theta}$ is called the swirl velocity. The associated vorticity is given by

$$
\begin{aligned}
& \omega(r, z, t)=\nabla \times \mathbf{u}=\omega^{r} e_{r}+\omega^{\theta} e_{\theta}+\omega^{z} e_{z} \\
& \omega^{r}=-\partial_{z} u^{r}, \quad \omega_{z}=\frac{1}{r}\left(r u^{\theta}\right)_{r}, \quad \omega^{\theta}=\partial_{z} u^{r}-\partial_{r} u^{z}
\end{aligned}
$$

The rotation symmetry implies that the axisymmetry is preserved by the flow. Under the axisymmetric assumption, (1.1) reduces to the following system for $\left(u^{\theta}, \omega^{\theta}\right)$ on $(r, z)$

$$
\begin{align*}
\partial_{t}\left(r u^{\theta}\right)+u^{r}\left(r u^{\theta}\right)_{r}+u^{z}\left(r u^{\theta}\right)_{z} & =0 \\
\partial_{t} \frac{\omega^{\theta}}{r}+u^{r}\left(\frac{\omega^{\theta}}{r}\right)_{r}+u^{z}\left(\frac{\omega^{\theta}}{r}\right)_{z} & =\frac{1}{r^{4}} \partial_{z}\left(\left(r u^{\theta}\right)^{2}\right) \tag{2.5}
\end{align*}
$$

The specialty of the 3D axisymmetric Euler equation is that it has a strong connection to the 2D Boussinesq equations, and can be approximated by Boussinesq equations away from the symmetry axis $r=0$ [89].

Thanks to the rotation symmetry, we can further impose a reflection symmetry on the solution to (2.5). In particular, the following symmetry in $z$ is preserved by the dynamic

$$
\begin{equation*}
\omega^{\theta}(r, z)=-\omega^{\theta}(r,-z), \quad u^{\theta}(r, z)=u^{\theta}(r,-z) \tag{2.6}
\end{equation*}
$$

The axisymmetry and the above reflection symmetry provides the most promising candidate for a potential blowup solution of (1.1) [86, 87]. See Section 1.2 for more discussions.

### 2.1.2.2 Scaling symmetry and self-similar singularity

Due to the scaling symmetry (2.3), it is natural to look for self-similar singularity of (1.1)

$$
\begin{equation*}
\omega(x, t)=\frac{1}{(T-t)^{c_{\omega}}} \Omega\left(\frac{x-x_{0}}{(T-t)^{c_{l}}}\right) \tag{2.7}
\end{equation*}
$$

where $c_{\omega}, c_{l}$ are the blowup exponents, $x_{0} \in \mathbb{R}^{3}, T>0$ is the blowup time, and $\Omega$ is the blowup profile.

Self-similar singularities develop in many nonlinear PDEs governing physical phenomena. There are examples in the nonlinear Schrödinger equations [74, 81, 92, 93, the nonlinear wave equation [95], and the nonlinear heat equation [94. See 41 for a survey of self-similar singularity.

There are some efforts in ruling out the self-similar singularity of the 3D Euler equations [8-10]. In [8, 9], the blowup is excluded if the blowup admits the power law $\|\omega(t)\|_{\infty}=O\left((T-t)^{-1}\right)$, and the profile $\Omega$ has very fast decay [8] or is small in some specific norm [9]. Nevertheless, possibilities of self-similar singularity are not entirely ruled out. Recently, there has been important progress in constructing (asymptotically) self-similar singularity of (1.1) [16, 42, 86, 87. We refer to Sections 1.2 for more discussions of these results.

The scaling symmetry is closely related to the dynamic rescaling formulation [81, 92 ] and the modulation technique [74], which will be discussed in Section 2.1.4.

### 2.1.3 The Hou-Luo scenario

We give more details about the Hou-Luo scenario [86, 87] introduced in Section 1.2 for the 3D axisymmetric Euler equations (2.5). The solution $\left(\omega^{\theta}, u^{\theta}\right)$ enjoys the axisymmetry (2.4) and the reflection symmetry in $z(2.6)$. To understand the Hou-Luo scenario, we consider the Boussinesq equations in $\mathbb{R}_{+}^{2}$ (1.3).

The solution enjoys the following sign and symmetry properties

$$
\begin{align*}
& \omega(x, y), \quad \theta(x, y), \quad \theta_{x}(x, y)>0, \quad x>0  \tag{2.8}\\
& \omega(x, y)=-\omega(-x, y), \quad \theta(x, y)=\theta(-x, y)
\end{align*}
$$

The symmetry is the same as 2.6 under the connection $\omega \leftrightarrow \omega^{\theta}, \theta \leftrightarrow\left(u^{\theta}\right)^{2}$. The vorticity induces a clockwise flow in the first quardrant. Due to the symmetry in $x$, we obtain a hyperbolic flow in $\mathbb{R}_{+}^{2}$. The potential singularity occurs at the origin $(0,0)$, which is on the boundary and a stagnation point of the flow. Due to the no-flow boundary condition $v(0, y)=0$, along the boundary, the fluid is compressed at the origin. See Figure 2.1 for an illustration.


Figure 2.1: Illustration of the Hou-Luo scenario.

### 2.1.4 Dynamic rescaling formulation

Our framework of analysis is based on the scaling symmetry in Section 2.1.2 and the following dynamic rescaling formulation. Let $\omega(x, t), \theta(x, t), \mathbf{u}(x, t)$ be the solutions of (1.3). It is easy to show that

$$
\begin{align*}
& \tilde{\omega}(x, \tau)=C_{\omega}(\tau) \omega\left(C_{l}(\tau) x, t(\tau)\right), \quad \tilde{\theta}(x, \tau)=C_{\theta}(\tau) \theta\left(C_{l}(\tau) x, t(\tau)\right),  \tag{2.9}\\
& \tilde{\mathbf{u}}(x, \tau)=C_{\omega}(\tau) C_{l}(\tau)^{-1} \mathbf{u}\left(C_{l}(\tau) x, t(\tau)\right),
\end{align*}
$$

are the solutions to the dynamic rescaling equations

$$
\begin{align*}
\tilde{\omega}_{\tau}(x, \tau)+\left(c_{l}(\tau) \mathbf{x}+\tilde{\mathbf{u}}\right) \cdot \nabla \tilde{\omega} & =c_{\omega}(\tau) \tilde{\omega}+\tilde{\theta}_{x},  \tag{2.10}\\
\tilde{\theta}_{\tau}(x, \tau)+\left(c_{l}(\tau) \mathbf{x}+\tilde{\mathbf{u}}\right) \cdot \nabla \tilde{\theta} & =0
\end{align*}
$$

where $\mathbf{u}=(u, v)^{T}=\nabla^{\perp}(-\Delta)^{-1} \tilde{\omega}, \mathbf{x}=(x, y)^{T}$,

$$
\begin{array}{ll}
C_{\omega}(\tau)=\exp \left(\int_{0}^{\tau} c_{\omega}(s) d \tau\right), & C_{l}(\tau)=\exp \left(\int_{0}^{\tau}-c_{l}(s) d s\right)  \tag{2.11}\\
C_{\theta}(\tau)=\exp \left(\int_{0}^{\tau} c_{\theta}(s) d \tau\right), & t(\tau)=\int_{0}^{\tau} C_{\omega}(\tau) d \tau
\end{array}
$$

and the rescaling parameter $c_{l}(\tau), c_{\theta}(\tau), c_{\omega}(\tau)$ satisfies

$$
\begin{equation*}
c_{\theta}(\tau)=c_{l}(\tau)+2 c_{\omega}(\tau) \tag{2.12}
\end{equation*}
$$

Let us explain the above relation. Using (2.9) and (2.11), we have

$$
\tilde{\mathbf{u}} \cdot \nabla \tilde{\omega}=C_{\omega}(\tau)^{2} \mathbf{u} \cdot \nabla \omega, \quad \tilde{\theta}_{x}=C_{\theta}(\tau) C_{l}(\tau) \theta_{x}
$$

To obtain (2.10) from (1.3), we require that the scaling factors of $\tilde{\mathbf{u}} \cdot \nabla \tilde{\omega}$ and $\tilde{\theta}_{x}$ are the same, which implies $C_{\omega}(\tau)^{2}=C_{\theta}(\tau) C_{l}(\tau)$. Using this relationship and (2.11), we obtain (2.12).

The Boussinesq equations have the same scaling-invariant property as (2.3) with two parameters. We have the freedom to choose the time-dependent scaling parameters $c_{l}(\tau)$ and $c_{\omega}(\tau)$ according to some normalization conditions. After we determine the normalization conditions for $c_{l}(\tau)$ and $c_{\omega}(\tau)$, the dynamic rescaling equation 2.10 is completely determined and the solution of 2.10 is equivalent to that of the original equation using the scaling relationships in (2.9)-(2.11), as long as $c_{l}(\tau)$ and $c_{\omega}(\tau)$ remain finite.

The dynamic rescaling formulation was introduced in [81, 92] to study the self-similar blowup of the nonlinear Schrödinger equations. This formulation
is closely related to the modulation technique, which has been developed by Merle, Raphael, Martel, Zaag and others. It has been a very effective tool to analyze singularity formation for many problems like the nonlinear Schrödinger equation [74, 93], the nonlinear wave equation [95], the nonlinear heat equation [94, the generalized KdV equation [90], and other dispersive problems. Recently, this method has been applied to study singularity formation in the 3D Euler and 2D Boussinesq equations [16, 42, 48], the De Gregorio model [15, 19], the gCLM model [14, 19, 49], and the HL model for 3D Euler equations [20].

If there exists $C>0$ such that for any $\tau>0, c_{\omega}(\tau) \leq-C<0$ and the solution $\tilde{\omega}$ is nontrivial, e.g., $\|\tilde{\omega}(\tau, \cdot)\|_{L^{\infty}} \geq c>0$ for all $\tau>0$, we then have

$$
C_{\omega}(\tau) \leq e^{-C \tau}, t(\infty) \leq \int_{0}^{\infty} e^{-C \tau} d \tau=C^{-1}<+\infty
$$

and

$$
\left|\omega\left(C_{l}(\tau) x, t(\tau)\right)\right|=C_{\omega}(\tau)^{-1}|\tilde{\omega}(x, \tau)| \geq e^{C \tau}|\tilde{\omega}(x, \tau)|
$$

blows up at finite time $T=t(\infty)$. This corresponds to the heuristic (1.4) in the Introduction, Chapter 1. If $\left(\tilde{\omega}(\tau), \tilde{\theta}(\tau), c_{l}(\tau), c_{\omega}(\tau), c_{\theta}(\tau)\right)$ converges to a steady state $\left(\omega_{\infty}, \theta_{\infty}, c_{l, \infty}, c_{\omega, \infty}, c_{\theta, \infty}\right)$ of 2.10 as $\tau \rightarrow \infty$, one can verify that

$$
\begin{align*}
\omega(x, t) & =\frac{1}{1-t} \omega_{\infty}\left(\frac{x}{(1-t)^{\gamma}}\right), \quad \gamma=-\frac{c_{l, \infty}}{c_{\omega, \infty}}  \tag{2.13}\\
\theta(x, t) & =\frac{1}{(1-t)^{c_{\theta, \infty} / c_{\omega, \infty}}} \theta_{\infty}\left(\frac{x}{(1-t)^{\gamma}}\right)
\end{align*}
$$

is a self-similar solution of (1.3). Due to this connection, we will not distinguish the (approximate) steady state of the dynamic rescaling equations and the (approximate) self-similar profile of the original equations throughout the thesis.

To simplify our presentation, we still use $t$ to denote the rescaled time in the rest of the thesis and drop $\tilde{\sim}$ in 2.10 . A similar formulation and transform apply to other equations, including the 3D Euler equations, the DG model, the gCLM model, and the HL model for 3D Euler equations.

### 2.1.5 Basic notations

Throughout this thesis, we use the notation $A \lesssim B$ if there is some absolute constant $C>0$ with $A \leq C B$, and denote $A \asymp B$ if $A \lesssim B$ and $B \lesssim A$. The notation ${ }^{-}$is reserved for the approximate steady states, e.g., $\bar{\Omega}$ denotes
the approximate steady state for $\Omega$. We will use $C, C_{1}, C_{2}$ for some absolute constant, which may vary from line to line. We use $K_{1}, K_{2}, \ldots$ and $\mu_{1}, \mu_{2}, \ldots$ to denote some absolute constant which does not vary.

### 2.2 Main results and ideas

### 2.2.1 Main results

The main results of this chapter are summarized by the following two theorems. In our first main result, we prove finite time blowup of the Boussinesq equations with $C^{1, \alpha}$ initial data for the velocity field and the density.

Theorem 2.1. Let $\omega$ be the vorticity and $\theta$ be the density in the 2D Boussinesq equations described by (2.16)-(2.18). There exists $\alpha_{0}>0$ such that for $0<\alpha<$ $\alpha_{0}$, the unique local solution of the 2D Boussinesq equations in the upper half plane develops a focusing asymptotically self-similar singularity in finite time for some initial data $\omega \in C_{c}^{\alpha}\left(\mathbb{R}_{+}^{2}\right), \theta \in C_{c}^{1, \alpha}\left(\mathbb{R}_{+}^{2}\right)$. In particular, the velocity field is $C^{1, \alpha}$ with finite energy. Moreover, the self-similar profile $\left(\omega_{\infty}, \theta_{\infty}\right)$ satisfies $\omega_{\infty}, \nabla \theta_{\infty} \in C^{\frac{\alpha}{40}}$.

By asymptotically self-similar, we mean that the solution in the dynamic rescaling equations (see Definition in Section 2.1.4) converges to the self-similar profile in a suitable norm. We will specify the norm in the convergence in Section 2.9.6.3.

In our second result, we prove the finite time singularity formation for the 3D axisymmetric Euler equations with large swirl in a cylinder $D=\{(r, z): r \leq$ $1, z \in \mathbb{T}\}$ that is periodic in $z$ (axial direction) with period 2 , where $r$ is the radial variable and $\mathbb{T}=\mathbb{R} /(2 \mathbb{Z})$.

Theorem 2.2. Consider the 3D axisymmetric Euler equations in the cylinder $r, z \in[0,1] \times \mathbb{T}$. Let $\omega^{\theta}$ be the angular vorticity and $u^{\theta}$ be the angular velocity. There exists $\alpha_{0}>0$ such that for $0<\alpha<\alpha_{0}$, the unique local solution of the 3D axisymmetric Euler equations given by (2.178-2.180 develops a singularity in finite time for some initial data $\omega^{\theta} \in C^{\alpha}(D), u^{\theta} \in C^{1, \alpha}(D)$ supported away from the axis $r=0$ with $u^{\theta} \geq 0$. In particular, the velocity field in each period has finite energy.

Our analysis shows that the singular solution in Theorem 2.2 in the dynamic rescaling formulation remains very close to an approximate blowup profile
in some norm (see Section 2.10) for all time (or up to the blowup time in the original formulation). It is conceivable that it converges to a self-similar blowup profile of 2D Boussinesq at the blowup time so that the blowup solution is asymptotically self-similar. However, we cannot prove this result using the current analysis since the domain $D$ is not invariant under dilation. We leave it to our future work.

In the recent works [43, 45], Elgindi and Jeong proved finite time singularity formation for the 2D Boussinesq and 3D axisymmetric equations in a physical domain with a corner and $\dot{C}^{0, \alpha}$ data. The domain we study in this chapter does not have a corner. In the case of the 3D Euler equations, our physical domain includes the symmetry axis. In comparison, the domain studied in [43] does not include the symmetry axis.

### 2.2.2 Main ingredients in our analysis

Our analysis follows the framework developed by Elgindi in 42] and our framework introduced in Section 1.3. We use the Boussinesq equations to illustrate the main ideas in our analysis.

Guided by the framework in Section 1.3, we reformulate the equations using an equivalent dynamic rescaling formulation (see e.g., [81, 92]). We follow [42] to derive the leading order system. In the derivation, we have used the argument in [42] to obtain the leading order approximation of the stream function for small $\alpha$. Moreover, as observed by Elgindi and Jeong in 44] (see also [42]), the advection terms are relatively small compared with the nonlinear vortex stretching term when we work with $C^{\alpha}$ solution with small $\alpha$ for vorticity or $\nabla \theta$, which vanishes weakly near the origin, e.g., $|x|^{\alpha}$. In the 2 D Boussinesq equations 2.16)-2.17), the vortex stretching term for the $\omega$ equation is given by $\theta_{x}$. Within the above $C^{\alpha}$ class of solution, the transport term $\mathbf{u} \cdot \nabla \omega$ may not be smaller than $\theta_{x}$. For example, one can choose $\omega, \theta$ so that $\mathbf{u} \cdot \nabla \omega=O(1)$ and $\theta_{x}=O(1)$. We further look for solutions of the 2 D Boussinesq equation (2.16)-2.17 by letting $\omega=\alpha \tilde{\omega}, \theta=\alpha \tilde{\theta}$ with $\tilde{\omega}=O(1)$ and $\tilde{\theta}=O(1)$ as $\alpha \rightarrow 0$. Formally, the nonlinear transport term $\mathbf{u} \cdot \nabla \omega$ becomes relatively small compared with $\theta_{x}$ due to the weakening effect of advection for $C^{\alpha}$ data and the weak nonlinear effect due to the fact that $\omega=O(\alpha)$ and $\theta_{x}=O(\alpha)$ for small $\alpha$ at a given time. Thus, we can ignore the contributions from the advection terms for small $\alpha$ when we work with this class of $\omega$ and $\theta$. See more
discussion in Section 2.3.4. In addition, inspired by our own computation of the Hou-Luo singularity scenario [86, 87], we look for $\theta$ that is anisotropic in the sense that $\theta_{y}$ is small compared with $\theta_{x}$. We will justify that this property is preserved dynamically for our singular solution. As a result, we can decouple the $\theta_{y}$ equation from the leading order equations for $\omega$ and $\theta_{x}$. This gives rise to a leading order coupled system of Riccati type for $\omega$ and $\theta_{x}$, which is similar to the scalar leading order equation obtained in 42]. Inspired by the solution structure of the leading order system in [42], we are able to find a class of closed form solutions of this leading order system.

The most essential part of our analysis is to establish linear stability of the approximate steady state using the dynamic rescaling equations. Following the strategies in Section 1.3.1, we design some singular weights to extract the damping effect from the linearized operator around the approximate steady state. In order for the perturbation from the approximate steady state to be well defined in the weighted norm with a more singular weight, we impose some vanishing conditions on the perturbation at the origin by choosing some normalization conditions. This leads to some nonlocal terms related to the scaling parameter $c_{\omega}$ in the linearized equations, which are not present in 42]. Compared with the scalar linearized equation considered in 42], the linearized equations for the 2D Boussinesq equations lead to a more complicated coupled system and we need to deal with a few more nonlocal terms that are of $O(1)$ as $\alpha \rightarrow 0$. Thus we cannot apply the coercivity estimate of the linearized operator in [42], which is one of the key steps in constructing the self-similar solution in [42. One of the main difficulties in our linear stability analysis is to control the nonlocal terms. If we use a standard energy estimate to handle these nonlocal terms, we will over-estimate their contributions to the linearized equations and would not be able to obtain the desired linear stability result. Since the damping term has a relatively small coefficient, we need to exploit the coupling structure in the system and take into account the cancellation among different nonlocal interaction terms in order to obtain linear stability. For this purpose, we design our singular weights that are adapted to the approximate self-similar profile and contain different powers of $R^{-k}$ to account the interaction in the near field, the intermediate field and the far field. To control the nonlocal scaling parameter $c_{\omega}$, we will derive a separate $\operatorname{ODE}$ for $c_{\omega}$, which captures the damping effect of $c_{\omega}$.

We have used the elliptic estimate and several nonlinear estimates from [42] in our nonlinear stability analysis. The presence of swirl (the angular velocity $u^{\theta}$ ) or density $(\theta)$ introduces additional technical difficulties. Since the approximate steady state for $\nabla \theta$ does not decay in certain direction, we need to design different weighted Sobolev spaces carefully for different derivatives and further develop several nonlinear estimates. To obtain the $L^{\infty}$ estimate of a directional derivative of $\theta$, which is necessary to close the nonlinear stability analysis, we make use of the hyperbolic flow structure. Once we obtain nonlinear stability, using the ideas in Section 1.3.3, we establish finite time blowup from a class of compactly supported initial data $\omega_{0}$ and $\theta_{0}$ with finite energy by truncating the approximate steady state and using a rescaling argument. We further establish convergence of the solution of the dynamic rescaling equations to the self-similar profile using a time-differentiation argument introduced in Section 1.3.4. This argument has also been used in our recent joint work with Hou and Huang in [19] and developed independently in 42.

### 2.2.3 From the 2D Boussinesq to the 3D Euler equations

For the 3D Euler equations, we consider the domain within one period, i.e. $D_{1}=\{(r, z): r \in[0,1],|z| \leq 1\}$. We will construct a singular solution that is supported near $r=1, z=0$ up to blowup time and blows up at $r=1, z=0$. Since the support is away from the symmetry axis, we show that the 3D Euler equations are essentially the same as the 2D Boussinesq equations up to some lower order terms. This connection is well known; see e.g., [89]. Then we generalize the proof of Theorem 2.1 to prove Theorem 2.2. To justify this connection rigorously, we need two steps. The first step is to establish the elliptic estimates in the new domain. The second step is to control the support of the solution and show that it remains close to $r=1, z=0$ up to the blowup time.

### 2.2.3.1 Control of the support

The reason that the support of the singular solution remains close to $(r, z)=$ $(1,0)$ is due to the following properties of the singular solution. Firstly, the singular solution is focusing, which is characterized by the rescaling parameters $c_{l}(\tau)>\frac{1}{2 \alpha}$ for all $\tau>0$. See the definition of $c_{l}$ in Section 2.1.4. Secondly, the velocity in the dynamic rescaling formulation has sublinear growth in the support of the solution. These properties hold for the singular solution of the

2D Boussinesq equations. We prove that they remain true for the 3D Euler in Section 2.10. Using these properties, we derive an ODE to control the size of the support and show that it remains small up to the blowup time. See more discussion in Section 2.10.3.5. Similar ideas and estimates to control the support have been used in [19] to generalize the singularity formation of the De Gregorio type model from the real line to a circle.

### 2.2.3.2 The elliptic estimates

The elliptic equation for the stream function $\tilde{\psi}(r, z)$ in $D_{1}$ reads

$$
\begin{equation*}
\mathcal{L} \tilde{\psi} \triangleq-\left(\partial_{r r}+\frac{1}{r} \partial_{r}+\partial_{z z}\right) \tilde{\psi}+\frac{1}{r^{2}} \tilde{\psi}=\omega^{\theta}, \tag{2.14}
\end{equation*}
$$

where $\omega^{\theta}$ is the angular vorticity. We impose the periodic boundary condition in $z$ and a no-flow boundary condition on $r=1: \tilde{\psi}(1, z)=0$. See [86, 89]. Since the solution is supported near $r=1, z=0$, we will only use $\tilde{\psi}(r, z)$ for $(r, z)$ near $(1,0)$ in our analysis. In this case, $r^{-1} \approx 1$ and the term $-\frac{1}{r} \partial_{r} \tilde{\psi}+\frac{1}{r^{2}} \tilde{\psi}$ in $\mathcal{L} \tilde{\psi}$ is of lower order compared with $\partial_{r r} \tilde{\psi}+\partial_{z z} \tilde{\psi}$. In the dynamic rescaling equations, we obtain a small factor $C_{l}(\tau)$ for the term $-\frac{1}{r} \partial_{r} \tilde{\psi}+\frac{1}{r^{2}} \tilde{\psi}$ and treat it as a perturbation in $\mathcal{L} \tilde{\psi}$. Moreover, if we relabel the variables $(r, z)$ as $(y, x)$ in $\mathbb{R}^{2}$, we formally have $\mathcal{L} \tilde{\psi} \approx-\Delta_{2 D} \tilde{\psi}$. In Section 2.10.2, we will justify this connection rigorously and then generalize the elliptic estimates that we obtain for the 2D Boussinesq to the 3D Euler equations.

### 2.2.4 Connections to the Hou-Luo scenario

Many settings of our problem are similar to those considered in [86, 87]. See more discussions after Lemma 2.4.1. The driving mechanism for the finite time singularity that we consider in this chapter is essentially the same as that for the 3D axisymmetric Euler equations with solid boundary considered in [86, 87]. In both cases, the swirl (the angular velocity $u^{\theta}$ ) and the boundary play an essential role in generating a sustainable finite time singularity. It is the strong compression of the angular velocity $u^{\theta}$ toward the symmetry plane $z=0$ along the axial $(z)$ direction on the boundary $r=1$ that creates a large gradient in $u^{\theta}$. Then the nonlinear forcing term $\partial_{z}\left(u^{\theta}\right)^{2}$ induces a rapid growth in the angular vorticity $\omega^{\theta}$, ultimately leading to a finite time blowup. Moreover, the singularities that we consider occur at the solid boundary, which are the same as the one reported in [86, 87].

We would like to emphasize that the presence of boundary plays a crucial role in the singularity formation even with $C^{1, \alpha}$ initial data for the velocity and $\theta$. If we remove the boundary, a promising potential blowup scenario for the 2 D Boussinesq equation is to have a hyperbolic flow structure near the origin with 4 -fold symmetry for $\theta$, i.e. $\theta$ is odd in $y$ and even in $x$. Similar scenario has been used in [106]. Since $\theta(x, y)$ is odd with respect to $y$ and $\theta \in C^{1, \alpha}$, a typical $\theta$ is of the form: $\theta(x, y) \approx c_{1} \alpha x^{1+\alpha} y+$ l.o.t., $c_{1} \neq 0$ near the origin. From our derivation and analysis of the leading order system, it is the nonlinear coupling between $\omega$ and $\theta_{x}$ that generates the blow-up mechanism. However, without the boundary, $\theta_{x} \approx c_{1} \alpha(1+\alpha) x^{\alpha} y+$ l.o.t. and it does not vanish to the order $O\left(|y|^{\kappa}\right)$ near $y=0$ with a small exponent $\kappa>0$. The advection of $\theta_{x}$ along the $y$ direction is not small compared with the vortex stretching term $-u_{x} \theta_{x}$ in the $\theta_{x}$ equation 2.21. Thus, we can no longer neglect the contribution from the $y$ advection term and we cannot derive our leading order system in this case. In fact, the transport of $\theta_{x}$ along the $y$ direction provides a strong destabilizing effect to the singularity formation and would likely destroy the self-similar focusing blowup mechanism [67, 68].

If we approximate the velocity field $(u, v)$ by $\left(x u_{x}(0,0, t), y v_{y}(0,0, t)\right)$ (note that $\left.u_{x}(0,0, t)+v_{y}(0,0, t)=0\right)$ as was done in a toy model introduced in [42], we have the following result. For any $\omega_{0}, \nabla \theta_{0} \in C_{c}^{\alpha}\left(\mathbb{R}^{2}\right)$, which is in the local well-posedness class for the 2D Boussinesq equations [11], under the 4fold symmetry assumption, the solution of the toy model exists globally. The key point is that due to the odd symmetry of $\theta_{0}$ with respect to $y$ and the assumption that $\theta_{0} \in C^{1, \alpha}, \theta_{0}$ must vanish linearly in $y$, i.e. $|\theta(x, y)| \lesssim|y|$. The proof follows an estimate similar to that presented in [42] and we defer it to Appendix A.0.8.

In the presence of the boundary $(y=0), \theta$ can be nonzero on $y=0$, which removes the above constraint $|\theta(x, y)| \lesssim|y|$. Then we can further weaken the transport terms in the 2D Boussinesq as discussed in Section 2.2.2. Although the leading order system for the 2D Boussinesq equations and the 3D Euler equations with $C^{1, \alpha}$ initial velocity and the boundary looks qualitatively similar to that for the 3D Euler equations without swirl and without boundary obtained in [42], the physical driving mechanisms of the finite time singularity behind these two blowup scenarios are quite different. In our case, the swirl and the boundary play a crucial role. Our numerical study suggests that even
for smooth initial data, $\theta_{x}$ is an order of magnitude larger than $\theta_{y}$ and the effect of advection is relatively weak compared with the vortex stretching term. More importantly, Liu 85] provided a strong evidence that the linearized operator should be stable even for smooth initial data. See Section 1.3.1 for the discussion. The essential step in proving this rigorously is the linear stability analysis, which requires us to estimate the Biot-Savart law without the availability of the leading order structure for $C^{1, \alpha}$ velocity and control a few more nonlocal terms that we can neglect using the $C^{1, \alpha}$ initial data. In some sense, our blowup analysis for $C^{1, \alpha}$ initial data captures certain essential features of the Hou-Luo scenario [86, 87] and some essential difficulties in analyzing such a scenario.

Organization of the Chapter The rest of the chapter is organized as follows. In Sections 2.3-2.5, we provide some basic set-up for our analysis, including the derivation of the leading order system, the dynamic rescaling formulation, the reformulation using the polar coordinates $(R, \beta)$, and the construction of the approximate self-similar solution. Section 2.6 is devoted to the linear stability analysis of the leading order system. In Section 2.7, we perform higher order estimates of the leading order system as part of the nonlinear stability analysis. Sections 2.8 and 2.9 are devoted to the nonlinear stability analysis of the original system. In Section 2.10, we extend our analysis for the 2D Boussinesq equations to the 3D axisymmetric Euler equations. Some concluding remarks are provided in Chapter 6 and some technical estimates are deferred to Appendix A.

Notations We use $\langle\cdot, \cdot\rangle,\|\cdot\|_{L^{2}}$ to denote the inner product in $(R, \beta)$ and its $L^{2}$ norm

$$
\begin{equation*}
\langle f, g\rangle=\int_{0}^{\infty} \int_{0}^{\pi / 2} f(R, \beta) g(R, \beta) d R d \beta, \quad\|f\|_{L^{2}}=\sqrt{\langle f, f\rangle} \tag{2.15}
\end{equation*}
$$

We also simplify $\|\cdot\|_{L^{2}}$ as $\|\cdot\|_{2}$. We remark that we use $d R d \beta$ in the definition of the inner product rather than $R d R d \beta$.

### 2.3 Derivation of the leading order system

In this section, we will derive the leading order system used for our analysis later in the chapter. We first recall that the 2D Boussinesq equations on the
upper half space are given by the following system:

$$
\begin{align*}
\omega_{t}+\mathbf{u} \cdot \nabla \omega & =\theta_{x}  \tag{2.16}\\
\theta_{t}+\mathbf{u} \cdot \nabla \theta & =0 \tag{2.17}
\end{align*}
$$

where the velocity field $\mathbf{u}=(u, v)^{T}: \mathbb{R}_{+}^{2} \times[0, T) \rightarrow \mathbb{R}_{+}^{2}$ is determined via the Biot-Savart law

$$
\begin{equation*}
-\Delta \psi=\omega, \quad u=-\psi_{y}, \quad v=\psi_{x} \tag{2.18}
\end{equation*}
$$

with no flow boundary condition

$$
\psi(x, 0)=0 \quad x \in \mathbf{R}
$$

and $\psi$ is the stream function. The reader should not confuse the vector field $\mathbf{u}$ with its first component $u$.

The 2D Boussinesq equations have the following scaling-invariant property. If $(\omega, \theta)$ is a solution pair to $2.16-2.18)$, then

$$
\begin{equation*}
\omega_{\lambda, \tau}(x, t)=\frac{1}{\tau} \omega\left(\frac{x}{\lambda}, \frac{t}{\tau}\right), \quad \theta_{\lambda, \tau}(x, t)=\frac{\lambda}{\tau^{2}} \theta\left(\frac{x}{\lambda}, \frac{t}{\tau}\right) \tag{2.19}
\end{equation*}
$$

is also a solution pair to (2.16)-(2.18) for any $\lambda, \tau>0$.
Next, we follow the ideas in Section 2.2 .2 to derive the leading order system for the solutions $\omega, \nabla \theta \in C^{\alpha}$ with small $\alpha$.

### 2.3.1 The setup

We look for a solution of 2.16 - 2.18 with the following symmetry

$$
\omega(x, y)=-\omega(x,-y), \quad \theta(x, y)=\theta(-x, y)
$$

for all $x, y \geq 0$. Accordingly, the stream function $\psi(2.18)$ is odd with respect to $x$

$$
\psi(x, y)=-\psi(-x, y)
$$

It is easy to see that the equations (2.16)-(2.18) preserve these symmetries during time evolution. With these symmetries, it suffices to solve 2.16- (2.18) on $(x, y) \in[0, \infty) \times[0, \infty)$ with the following boundary conditions

$$
\psi(x, 0)=\psi(0, y)=0
$$

for the elliptic equation (2.18).

Taking $x, y$ derivative on (2.17), respectively, we obtain

$$
\begin{align*}
\omega_{t}+\mathbf{u} \cdot \nabla \omega & =\theta_{x},  \tag{2.20}\\
\theta_{x t}+\mathbf{u} \cdot \nabla \theta_{x} & =-u_{x} \theta_{x}-v_{x} \theta_{y}  \tag{2.21}\\
\theta_{y t}+\mathbf{u} \cdot \nabla \theta_{y} & =-u_{y} \theta_{x}-v_{y} \theta_{y} . \tag{2.22}
\end{align*}
$$

Under the odd symmetry assumption, we have $u(0, y)=0$. If the initial data $\theta(0, y)=0$, this property is preserved. Therefore, we can recover $\theta$ from $\theta_{x}$ by integration. We will perform a-prior estimate of the above system, which is formally a closed system for $\left(\omega, \theta_{x}, \theta_{y}\right)$.

### 2.3.2 Reformulation using polar coordinates

Next, we reformulate 2.20 - 2.22 using the polar coordinates introduced by Elgindi in [42]. We assume that $\alpha<1 / 10$. We introduce

$$
r=\sqrt{x^{2}+y^{2}}, \quad \beta=\arctan (y / x), \quad R=r^{\alpha}
$$

Notice that $r \partial_{r}=\alpha R \partial_{R}$. We denote

$$
\begin{align*}
\Omega(R, \beta, t) & =\omega(x, y, t), \quad \Psi=\frac{1}{r^{2}} \psi, \quad \eta(R, \beta, t)=\left(\theta_{x}\right)(x, y, t)  \tag{2.23}\\
\xi(R, \beta, t) & =\left(\theta_{y}\right)(x, y, t)
\end{align*}
$$

We have

$$
\begin{align*}
& \partial_{x}=\cos (\beta) \partial_{r}-\frac{\sin (\beta)}{r} \partial_{\beta}=\frac{\cos (\beta)}{r} \alpha R \partial_{R}-\frac{\sin (\beta)}{r} \partial_{\beta},  \tag{2.24}\\
& \partial_{y}=\sin (\beta) \partial_{r}+\frac{\cos (\beta)}{r} \partial_{\beta}=\frac{\sin (\beta)}{r} \alpha R \partial_{R}+\frac{\cos (\beta)}{r} \partial_{\beta} .
\end{align*}
$$

Then using (2.18), we derive

$$
\begin{align*}
& u=-\left(r^{2} \Psi\right)_{y}=-2 r \sin \beta \Psi-\alpha r R \sin \beta \partial_{R} \Psi-r \cos \beta \partial_{\beta} \Psi, \\
& v=\left(r^{2} \Psi\right)_{x}=2 r \cos \beta \Psi+\alpha r R \cos \beta \partial_{R} \Psi-r \sin \beta \partial_{\beta} \Psi . \tag{2.25}
\end{align*}
$$

Using the new variables $R, \beta$, we can reformulate the Biot-Savart law (2.18) as

$$
\begin{equation*}
-\alpha^{2} R^{2} \partial_{R R} \Psi-\alpha(4+\alpha) R \partial_{R} \Psi-\partial_{\beta \beta} \Psi-4 \Psi=\Omega \tag{2.26}
\end{equation*}
$$

with boundary condition

$$
\Psi(R, 0)=\Psi\left(R, \frac{\pi}{2}\right)=0
$$

For the transport term in $(2.20)-(\sqrt{2.22})$, we use $(\sqrt{2.24})$ to derive

$$
\begin{equation*}
u \partial_{x}+v \partial_{y} \rightarrow-\left(\alpha R \partial_{\beta} \Psi\right) \partial_{R}+\left(2 \Psi+\alpha R \partial_{R} \Psi\right) \partial_{\beta} \tag{2.27}
\end{equation*}
$$

Recall the notations $\Omega, \eta, \xi$ in (2.23) for $\omega, \theta_{x}, \theta_{y}$ in the $(R, \beta)$ coordinates. Using (2.27), we can rewrite (2.20)-(2.22) in $(R, \beta)$ coordinates as follows

$$
\begin{align*}
& \Omega_{t}+\left(-\left(\alpha R \partial_{\beta} \Psi\right) \partial_{R}+\left(2 \Psi+\alpha R \partial_{R} \Psi\right) \partial_{\beta}\right) \Omega=\eta,  \tag{2.28}\\
& \eta_{t}+\left(-\left(\alpha R \partial_{\beta} \Psi\right) \partial_{R}+\left(2 \Psi+\alpha R \partial_{R} \Psi\right) \partial_{\beta}\right) \eta=-u_{x} \eta-v_{x} \xi,  \tag{2.29}\\
& \xi_{t}+\left(-\left(\alpha R \partial_{\beta} \Psi\right) \partial_{R}+\left(2 \Psi+\alpha R \partial_{R} \Psi\right) \partial_{\beta}\right) \xi=-u_{y} \eta-v_{y} \xi . \tag{2.30}
\end{align*}
$$

The formulas of $\nabla u$ in $(R, \beta)$ coordinates are rather lengthy and presented in (2.150).

### 2.3.3 Leading order approximations of the Biot-Savart law and the velocity

Next, we use an important result of Elgindi in 42 to obtain a leading order approximation of the modified stream function. Using this approximation, we can simplify the transport terms and $\nabla u$, and further derive the the leading order system of (2.28)-2.30).

Following [42], we decompose the modified stream function $\Psi$ as follows

$$
\begin{align*}
\Psi & =\frac{1}{\pi \alpha} \sin (2 \beta) L_{12}(\Omega)+\text { lower order terms } \\
L_{12}(\Omega) & =\int_{R}^{\infty} \int_{0}^{\pi / 2} \frac{\sin (2 \beta) \Omega(s, \beta)}{s} d s d \beta \tag{2.31}
\end{align*}
$$

For $\omega \in C^{\alpha}$ with sufficiently small $\alpha>0$, the leading order term in $\Psi$ is given by the first term on the right hand side. The lower order terms (l.o.t.) are relatively small compared to the first term and we will control them later using the elliptic estimates. We will perform the $L^{2}$ estimate for the solution of 2.26) and one can see that the a-priori estimate blows up as $\alpha \rightarrow 0$. For $\alpha=0,2.26$ becomes

$$
L_{0}(\Psi)=-\partial_{\beta \beta} \Psi-4 \Psi
$$

with boundary conditions $\Psi(R, 0)=\Psi(R, \pi / 2)=0$, which is self-adjoint and has kernel $\sin (2 \beta)$. In this case, to solve $L_{0}(\Psi)=\Omega$, a necessary and sufficient condition is that $\Omega$ is orthogonal to $\sin 2 \beta$. Imposing this constraint when we perform the elliptic estimate leads to the leading order term in $\Psi$ (2.31).

Following the same procedure as in [42], we drop the $O(\alpha)$ terms in (2.24), (2.25) and the lower order terms in (2.31) to extract the leading order term of the velocity $u, v$

$$
\begin{align*}
u & =-\frac{2 r \cos \beta}{\pi \alpha} L_{12}(\Omega)+\text { l.o.t., } \quad v=\frac{2 r \sin \beta}{\pi \alpha} L_{12}(\Omega)+\text { l.o.t. }  \tag{2.32}\\
u_{x} & =-v_{y}=-\frac{2}{\pi \alpha} L_{12}(\Omega)+\text { l.o.t., } \quad u_{y}=\text { l.o.t., } \quad v_{x}=\text { l.o.t. }
\end{align*}
$$

The complete calculation and the formulas of the lower order terms are given in (2.150)-2.152). Similarly, the leading order term in the transport terms (2.27) is

$$
\begin{align*}
& -\left(\alpha R \partial_{\beta} \Psi\right) \partial_{R}+\left(2 \Psi+\alpha R \partial_{R} \Psi\right) \partial_{\beta} \\
= & -\frac{2}{\pi} \cos (2 \beta) L_{12}(\Omega) R \partial_{R}+\frac{2}{\pi \alpha} \sin (2 \beta) L_{12}(\Omega) \partial_{\beta}+\text { l.o.t. } \tag{2.33}
\end{align*}
$$

Later on, we will prove that the self-similar blowup is non-linearly stable and we will control the above lower order terms using the elliptic estimates. These terms will be treated as small perturbations and are harmless to the self-similar blowup.

### 2.3.4 Decoupling and simplifying the system

We will look for solution $\theta$ of (2.20)-(2.22) (or equivalently (2.28)-(2.30) such that $\theta_{x} \in C^{\alpha}, \theta_{x}$ is odd, and $\theta_{y}$ is relatively small compared to $\theta_{x}$, i.e. $\theta$ is not isotropic. The anisotropic property of $\theta$ will enable us to further simplify (2.28)-2.30). The reason that we have this property is due to the following key observation. For the purpose of illustration, we construct a function $\theta$ that has the same qualitative feature as our solution $\theta$. We first construct $\theta_{x}$ of the form: $\theta_{x}=\frac{x^{\alpha}}{1+\left(x^{2}+y^{2}\right)^{\alpha / 2}}$ for $x, y \geq 0$. Then for $x, y$ close to 0 , we have

$$
\begin{equation*}
\theta \approx \frac{1}{1+\alpha} \cdot \frac{x^{1+\alpha}}{1+\left(x^{2}+y^{2}\right)^{\alpha / 2}}, \quad\left|\theta_{y}\right| \approx\left|\frac{\alpha}{1+\alpha} \cdot \frac{x y}{x^{2}+y^{2}} \cdot \frac{x^{\alpha}\left(x^{2}+y^{2}\right)^{\alpha / 2}}{\left(1+\left(x^{2}+y^{2}\right)^{\alpha / 2}\right)^{2}}\right| \lesssim \alpha \theta_{x} \tag{2.34}
\end{equation*}
$$

Compared to $\theta_{x}, \theta_{y}$ is relatively small. Equivalently, $\xi$ is small relative to $\eta$. Moreover, $\xi$ is weakly coupled with $\Omega, \eta$ in (2.28)-2.29) since $v_{x}=l$.o.t. according to (2.32). Hence, we can decouple $\xi$ from the $\eta$ equation in 2.29) as follows

$$
\eta_{t}+\left(-\left(\alpha R \partial_{\beta} \Psi\right) \partial_{R}+\left(2 \Psi+\alpha R \partial_{R} \Psi\right) \partial_{\beta}\right) \eta=-u_{x} \eta+\text { l.o.t. }
$$

These key observations motivate us to focus on the system (2.28)- (2.29) about $\Omega, \eta$.

Using the calculations of $\nabla u$ 2.32, the transport terms 2.33) and treating $\xi\left(\theta_{y}\right)$ as a lower order term, we can simplify (2.28)-2.30) as follows

$$
\begin{align*}
\Omega_{t}-\frac{2}{\pi} \cos (2 \beta) L_{12}(\Omega) R \partial_{R} \Omega+\frac{2}{\pi \alpha} \sin (2 \beta) L_{12}(\Omega) \partial_{\beta} \Omega & =\eta+\text { l.o.t. }  \tag{2.35}\\
\eta_{t}-\frac{2}{\pi} \cos (2 \beta) L_{12}(\Omega) R \partial_{R} \eta+\frac{2}{\pi \alpha} \sin (2 \beta) L_{12}(\Omega) \partial_{\beta} \eta & =\frac{2}{\pi \alpha} L_{12}(\Omega) \eta+\text { l.o.t. } \tag{2.36}
\end{align*}
$$

where the equations are evaluated at $(R, \beta)$ with $R=\left(x^{2}+y^{2}\right)^{\alpha / 2}, \beta=$ $\arctan (y / x)$. Notice that in 2.36), the first transport term looks much smaller than the other transport term and the nonlinear term which contains a $1 / \alpha$ factor. Thus we can ignore it in our leading order approximation. For the angular transport term, we use an argument introduced in 42 and look for approximate solutions $(\Omega, \eta)$ of the form

$$
\begin{equation*}
\Omega(R, \beta, t)=\alpha \Gamma(\beta) \Omega_{*}(R, t), \quad \eta(R, \beta, t)=\alpha \Gamma(\beta) \eta_{*}(R, t), \quad \Gamma(\beta)=(\cos (\beta))^{\alpha} . \tag{2.37}
\end{equation*}
$$

We have added the factor $\alpha$ in the above form, which is slightly different from [42. For $\beta \in[0, \pi / 2]$, we gain a small factor $\alpha$ from the angular derivative:

$$
\left|\sin (2 \beta) \partial_{\beta} \Gamma(\beta)\right|=\left|2 \alpha \sin ^{2}(\beta)(\cos (\beta))^{\alpha}\right| \leq 2 \alpha \Gamma(\beta)
$$

Hence, the angular transport term in (2.36) becomes smaller compared to the nonlinear term.

Using (2.37) and the above estimate, formally, we obtain that the transport terms in (2.35) is of order $\alpha^{2}$ and $\eta$ in (2.35) is of order $\alpha$. Therefore, we drop the transport terms in 2.35). This additional consideration is not required in 42 for 3D asymmetric Euler without swirl.

We remark that in our dynamic rescaling formulation, $\eta$ is comparable to the nonlinear term $\alpha^{-1} L_{12}(\Omega) \eta$. Therefore, we drop the transport terms and the lower order terms in 2.35, 2.36) to derive a leading order system for $(\Omega, \eta)$

$$
\begin{equation*}
\Omega_{t}=\eta, \quad \eta_{t}=\frac{2}{\pi \alpha} L_{12}(\Omega) \eta, \quad L_{12}(\Omega)=\int_{R}^{\infty} \int_{0}^{\pi / 2} \frac{\Omega(s, \beta) \sin (2 \beta)}{s} d s d \beta . \tag{2.38}
\end{equation*}
$$

It is not difficult to see that if the initial data $\Omega, \eta$ are non-negative and are odd with respect to $x$, the solutions preserve these properties dynamically. In
the first equation, $\Omega$ tends to align with $\eta$ during the evolution. Then the nonlinear term in the second equation is of order $\eta^{2}$, which is the driving force of finite time singularity of the leading order system.

### 2.4 Self-similar solution of the leading order system

The leading order system (2.38) is crucial in our analysis and it captures the leading behavior of the blowup solution of the Boussinesq equations (2.16)(2.18). In this section, we construct the self-similar solution of the leading order system 2.38 for $(\Omega, \eta)$. Notice that $L_{12}(\Omega)$ does not depend on the angular component $\beta$. Inspired by the solution structure of the leading order system in [42], we look for a self-similar solution in the form

$$
\begin{aligned}
\Omega(R, \beta, t) & =(T-t)^{c_{\omega}} \Omega_{*}\left(\frac{R}{(T-t)^{\alpha \cdot c_{l}}}\right) \Gamma(\beta) \\
\eta(R, \beta, t) & =(T-t)^{c_{\theta}-c_{l}} \eta_{*}\left(\frac{R}{(T-t)^{\alpha \cdot c_{l}}}\right) \Gamma(\beta)
\end{aligned}
$$

where $c_{\omega}, c_{l}, c_{\theta}$ are the scaling parameters. The reason that we use the scaling factor $(T-t)^{\alpha \cdot c_{l}}$ in the space variable $R$ is that $R=r^{\alpha}$ and $\frac{R}{(T-t)^{\alpha \cdot c_{l}}}=$ $\left(\frac{r}{(T-t)^{c_{l}}}\right)^{\alpha}$, where $r=\sqrt{x^{2}+y^{2}}$. Factor $(T-t)^{c_{l}}$ corresponds to the scaling of the original variables $x, y$ and $(T-t)^{c_{\theta}}$ is the scaling of $\theta$ in 2.20)-2.22). See 2.19) for the scaling invariance of the Boussinesq equations.

Plugging the self-similar solutions ansatz into (2.38), we obtain

$$
\begin{align*}
& -(T-t)^{c_{\omega}-1} c_{\omega} \Omega_{*}(z) \Gamma(\beta)+(T-t)^{c_{\omega}-1} \alpha c_{l} z \partial_{z} \Omega_{*}(z) \Gamma(\beta) \\
= & (T-t)^{c_{\theta}-c_{l}} \eta_{*}(z) \Gamma(\beta), \\
& -(T-t)^{c_{\theta}-c_{l}-1}\left(c_{\theta}-c_{l}\right) \eta_{*}(z) \Gamma(\beta)+(T-t)^{c_{\theta}-c_{l}-1} \alpha c_{l} z \partial_{z} \eta_{*}(z) \Gamma(\beta)  \tag{2.39}\\
= & (T-t)^{c_{\theta}-c_{l}+c_{\omega}} \eta_{*}(z) \Gamma(\beta) \frac{2}{\pi \alpha} \int_{z}^{\infty} \frac{\Omega_{*}(s)}{s} d s \cdot \int_{0}^{\pi / 2} \Gamma(\beta) \sin (2 \beta) d \beta,
\end{align*}
$$

where $z=R \cdot(T-t)^{-\alpha c_{l}} \geq 0$. From the above equations, we obtain that the scaling parameters $\left(c_{\omega}, c_{l}, c_{\theta}\right)$ satisfies

$$
c_{\omega}-1=c_{\theta}-c_{l}, \quad c_{\theta}-c_{l}-1=c_{\omega}+c_{\theta}-c_{l},
$$

which implies

$$
c_{\omega}=-1, \quad c_{\theta}=c_{l}+2
$$

Denote

$$
c=\frac{2}{\pi} \int_{0}^{\pi} \Gamma(\beta) \sin (2 \beta) d \beta
$$

Plugging the relations among the scaling parameters into (2.39) and factorizing the temporal variable, we derive

$$
\begin{align*}
\alpha c_{l} z \partial_{z} \Omega_{*} \Gamma(\beta) & =-\Omega_{*} \Gamma(\beta)+\eta_{*} \Gamma(\beta) \\
\alpha c_{l} z \partial_{z} \eta_{*} \Gamma(\beta) & =-2 \eta_{*} \Gamma(\beta)+\frac{c}{\alpha} \eta_{*} \Gamma(\beta) \int_{z}^{\infty} \frac{\Omega_{*}(s)}{s} d s \tag{2.40}
\end{align*}
$$

We can factorize the angular part $\Gamma(\beta)$ to further simplify the above equations. Surprisingly, the above equations have explicit solutions of the form

$$
\Omega_{*}(z)=\frac{a z}{(b+z)^{2}}, \quad c_{l}=\frac{1}{\alpha}
$$

(recall that $z \geq 0$ ). We determine $\eta_{*}$ from the first equation in 2.40

$$
\eta_{*}(z)=\alpha c_{l} z \partial_{z} \Omega_{*}+\Omega_{*}=z \partial_{z} \Omega_{*}+\Omega_{*}=\frac{2 a b z}{(b+z)^{3}}
$$

Then $\left(\eta_{*}, \Omega_{*}\right)$ solves 2.40 exactly if and only if

$$
z \partial_{z} \eta_{*}+2 \eta_{*}-\frac{c}{\alpha} \eta_{*} \int_{z}^{\infty} \frac{\Omega_{*}(s)}{s} d s=0
$$

which is equivalent to

$$
0=z\left(-\frac{6 a b z}{(b+z)^{4}}+\frac{2 a b}{(b+z)^{3}}\right)+\frac{4 a b z}{(b+z)^{3}}-\frac{c}{\alpha} \frac{2 a b z}{(b+z)^{3}} \frac{a}{b+z}=-\frac{2 a b(-3 \alpha b+a c) z}{\alpha(b+z)^{4}}
$$

Hence, we obtain

$$
a=\frac{3 \alpha b}{c}
$$

Using the above formula, we can derive the solutions $\left(\Omega_{*}, \eta_{*}\right)$ of 2.38. We remark that there is a free parameter $b$ in the solutions $\left(\Omega_{*}, \eta_{*}\right)$. After we impose a normalization condition, e.g., the derivative of $\Omega_{*}$ at $z=0$, we can determine $b$. For simplicity, we choose $b=1$ and then $a$ becomes $a=3 \alpha / c$. Consequently, we obtain the following result.

Lemma 2.4.1. The leading order system (2.38) admits a family of self-similar solutions
$\Omega(R, \beta, t)=\frac{\alpha}{c} \frac{1}{T-t} \Gamma(\beta) \Omega_{*}\left(\frac{R}{T-t}\right), \quad \eta(R, \beta, t)=\frac{\alpha}{c} \frac{1}{(T-t)^{2}} \Gamma(\beta) \eta_{*}\left(\frac{R}{T-t}\right)$,
for some $T>0$, where

$$
\Omega_{*}(z)=\frac{3 z}{(1+z)^{2}}, \quad \eta_{*}=\frac{6 z}{(1+z)^{3}}, \quad c=\frac{2}{\pi} \int_{0}^{\pi / 2} \Gamma(\beta) \sin (2 \beta) d \beta \neq 0 .
$$

We will choose $\Gamma(\beta)=(\cos (\beta))^{\alpha}$ in the later discussion.

Properties of $\theta_{x}, \omega$ The self-similar profile $(\Omega, \eta)$ of the leading order system (2.38) in Lemma 2.4.1 is indeed anisotropic in $x, y$ direction. Moreover, $\theta_{x}$ and $\omega$ are positive in the first quadrant. For $\Gamma(\beta)=(\cos (\beta))^{\alpha}$, the self-similar profile of $\theta_{x}$ in the first quadrant is

$$
\theta_{x}=C \alpha \Gamma(\beta) \frac{R}{(1+R)^{3}}=C \alpha \frac{|x|^{\alpha}}{\left(1+\left(x^{2}+y^{2}\right)^{\alpha / 2}\right)^{3}}
$$

for some constant $C$. If $x^{2}+y^{2}$ is small, the formal argument (2.34) shows that $\theta_{y}$ is relatively small compared to $\theta_{x}$. We will estimate it precisely in Lemma A.0.8 in Appendix A.

Hyperbolic flow field The leading order of the flow structure corresponding to the self-similar solution of the leading order system can be obtained using (2.32)

$$
\begin{aligned}
L_{12}(\Omega)(R, \beta, t) & =\frac{\pi \alpha}{2} \frac{1}{T-t} \frac{3}{1+R /(T-t)}=\frac{\pi \alpha}{2} \frac{3}{(T-t)+R} \\
u(x, y, t) & =-\frac{3 r \cos \beta}{(T-t)+R}+\text { l.o.t., } \quad v(x, y, t)=\frac{3 r \sin (\beta)}{(T-t)+R}+\text { l.o.t. }
\end{aligned}
$$

In the first quadrant, the flow is clockwise since $u<0, v>0$. Moreover, the odd symmetry of $\omega$ implies that the flow is hyperbolic near the origin. These properties of the solutions are similar to those considered in [86, 87].

### 2.5 The dynamic rescaling formulation

Applying the dynamic rescaling formulation in Section 2.1.4, we obtain the dynamic rescaling equations of (2.20)-(2.22) with Biot-Savart law (2.18) in (2.10)-2.12).

### 2.5.1 Reformulation using the $(R, \beta)$ coordinates

Taking $x, y$ derivative on the $\theta$ equation in 2.10, we obtain a system similar to (2.20)-(2.22).

$$
\begin{align*}
\omega_{t}+\left(c_{l} \mathbf{x}+\mathbf{u}\right) \cdot \nabla \theta_{x} & =c_{\omega} \omega+\theta_{x} \\
\theta_{x t}+\left(c_{l} \mathbf{x}+\mathbf{u}\right) \cdot \nabla \theta_{x} & =\left(c_{\theta}-c_{l}-u_{x}\right) \theta_{x}-v_{x} \theta_{y}  \tag{2.41}\\
\theta_{y t}+\left(c_{l} \mathbf{x}+\mathbf{u}\right) \cdot \nabla \theta_{y} & =\left(c_{\theta}-c_{l}-v_{y}\right) \theta_{y}-u_{y} \theta_{x}
\end{align*}
$$

where we have dropped $\tilde{\sim}$ to simplify the notations. We make a change of variable $R=r^{\alpha}, \beta=\arctan (y / x)$ and introduce

$$
\Omega(R, \beta, t)=\omega(x, y, t), \quad \eta(R, \beta, t)=\left(\theta_{x}\right)(x, y, t), \quad \xi(R, \beta, t)=\left(\theta_{y}\right)(x, y, t)
$$

in 2.41) as we did in Section 2.3. Notice that the stretching term and the damping term satisfy
$c_{l} \mathbf{x} \cdot \nabla \omega(x, y, t)=c_{l} r \partial_{r} \omega(r, \beta, t)=\alpha c_{l} R \partial_{R} \Omega(R, \beta, t), \quad c_{\omega} \omega(x, y, t)=c_{\omega} \Omega(R, \beta, t)$,
and similar relations hold for $\theta_{x}, \theta_{y}$. The reformulated system (2.41) under $(R, \beta)$ coordinates reads

$$
\begin{align*}
\Omega_{t}+\alpha c_{l} R \partial_{R} \Omega+(\mathbf{u} \cdot \nabla) \Omega & =c_{\omega} \Omega+\eta \\
\eta_{t}+\alpha c_{l} R \partial_{R} \eta+(\mathbf{u} \cdot \nabla) \eta & =\left(2 c_{\omega}-u_{x}\right) \eta-v_{x} \xi  \tag{2.42}\\
\xi_{t}+\alpha c_{l} R \partial_{R} \xi+(\mathbf{u} \cdot \nabla) \xi & =\left(2 c_{\omega}-v_{y}\right) \xi-u_{y} \eta
\end{align*}
$$

with the Biot-Savart law in the $(R, \beta)$ coordinates (2.25) and (2.26), where we have used $c_{\theta}-c_{l}=2 c_{\omega}(2.12)$. For now, we do not expand $u \cdot \nabla$ using (2.27) and $u_{x}, u_{y}, v_{x}, v_{y}$ due to their complicated expressions. Using the same argument as that in Section 2.3.4, the leading terms in 2.42) are given by

$$
\begin{align*}
\Omega_{t}+\alpha c_{l} R \partial_{R} \Omega & =c_{\omega} \Omega+\eta+\text { l.o.t. } \\
\eta_{t}+\alpha c_{l} R \partial_{R} \eta & =\left(2 c_{\omega}+\frac{2}{\pi \alpha} L_{12}(\Omega)\right) \eta+\text { l.o.t. }  \tag{2.43}\\
\xi_{t}+\alpha c_{l} R \partial_{R} \xi & =\left(2 c_{\omega}-\frac{2}{\pi \alpha} L_{12}(\Omega)\right) \xi+\text { l.o.t. }
\end{align*}
$$

where we have dropped the transport terms and simplified $u_{x}, u_{y}, v_{x}, v_{y}, u / x, v / y$ using (2.32). We remark that the first two equations in 2.43) are exactly the dynamic rescaling formulation of the leading order system (2.38).

### 2.5.2 Constructing an approximate steady state

Notice that the system 2.43 captures the leading order terms in the system (2.42) and that the self-similar profile of (2.38) corresponds to the steady state of the first two equations in (2.43) after neglecting the lower order terms. It motivates us to use the self-similar solutions of (2.38) in Lemma 2.4.1 as the building block to construct the approximate steady state of (2.42). Firstly, we construct

$$
\begin{align*}
\bar{\Omega}(R, \beta) & =\frac{\alpha}{c} \Gamma(\beta) \frac{3 R}{(1+R)^{2}}, \quad \bar{\eta}(R, \beta)=\frac{\alpha}{c} \Gamma(\beta) \frac{6 R}{(1+R)^{3}}, \quad \bar{c}_{\omega}=-1 \\
\bar{c}_{l} & =\frac{1}{\alpha}+3, \quad \Gamma(\beta)=(\cos (\beta))^{\alpha}, \quad c=\frac{2}{\pi} \int_{0}^{\pi / 2} \Gamma(\beta) \sin (2 \beta) d \beta \tag{2.44}
\end{align*}
$$

Notice that $(\bar{\Omega}, \bar{\eta})$ is a solution of 2.40 with $c_{l}=\frac{1}{\alpha}$. We modify $\bar{c}_{l}$ so that the approximate error vanishes quadratically near $R=0$, which will be discussed
later. The corresponding $\bar{\theta}$ can be obtained by integrating $\bar{\theta}_{x}$ with condition $\bar{\theta}(0, y)=0$, which is discussed in Appendix A.0.5, and $\bar{u}, \bar{v}$ are obtained from the Biot-Savart law (2.25), 2.26). We can derive the leading order terms using (2.31) and 2.32)
$L_{12}(\bar{\Omega})=\int_{R}^{\infty} \int_{0}^{\pi / 2} \frac{\bar{\Omega}(s, \beta) \sin (2 \beta)}{s} d s=\frac{\pi}{2} \frac{3 \alpha}{1+R}, \quad \bar{\Psi}=\frac{\sin (2 \beta)}{2} \frac{3}{1+R}+$ l.o.t., $\bar{u}_{x}=-\bar{v}_{y}=-\frac{2}{\pi \alpha} L_{12}(\Omega)+$ l.o.t. $=\frac{3}{1+R}+$ l.o.t. $, \quad \bar{u}_{y}, \bar{v}_{x}=$ l.o.t.

We will explain later why we choose the above $\Gamma(\beta)$. Lemma A.0.1 in Appendix A shows that $\Gamma(\beta)$ is essentially equal to the constant 1 in some weighted norm.

We define the error of the approximate steady state below

$$
\begin{align*}
& \bar{F}_{\omega} \triangleq \bar{c}_{\omega} \bar{\Omega}+\bar{\eta}-\alpha \bar{c}_{l} R \partial_{R} \bar{\Omega}-(\overline{\mathbf{u}} \cdot \nabla) \bar{\Omega}, \\
& \bar{F}_{\eta} \triangleq\left(2 \bar{c}_{\omega}-\bar{u}_{x}\right) \bar{\eta}-\bar{v}_{x} \bar{\xi}-\alpha \bar{c}_{l} R \partial_{R} \bar{\eta}-(\overline{\mathbf{u}} \cdot \nabla) \bar{\eta},  \tag{2.46}\\
& \bar{F}_{\xi} \triangleq\left(2 \bar{c}_{\omega}-\bar{v}_{y}\right) \bar{\xi}-\bar{u}_{y} \bar{\eta}-\alpha \bar{c}_{l} R \partial_{R} \bar{\xi}-(\overline{\mathbf{u}} \cdot \nabla) \bar{\xi} .
\end{align*}
$$

The criteria to choose $\Gamma$ in (2.44) is that $F_{\omega}, F_{\eta}, F_{\xi}$ vanish quadratically near $R=0$ since we will perform energy estimates with a singular weight in the later sections. Using the formula 2.27) for $\bar{u} \cdot \nabla$ and 2.44, one can obtain the following expansion of $\bar{F}_{\omega}$ near $R=0$
$\bar{F}_{\omega}=-3 \alpha R \partial_{R} \bar{\Omega}-(\bar{u} \cdot \nabla) \bar{\Omega}=\frac{9 \alpha R}{c}\left(\alpha \Gamma \cos (2 \beta)-\sin (2 \beta) \partial_{\beta} \Gamma-\alpha \Gamma\right)+O\left(R^{2}\right)$, where we have used the explicit formula (2.44) in the first equality and the factor 3 comes from $\bar{c}_{l}=\frac{1}{\alpha}+3$ in (2.44). In order for $\bar{F}_{\omega}$ to vanish quadratically near $R=0$, we have no choice but to set the coefficient in the $O(R)$ term to be zero, which gives

$$
\alpha \Gamma \cos (2 \beta)-\sin (2 \beta) \partial_{\beta} \Gamma-\alpha \Gamma=0 .
$$

To solve the above first order ODE for $\Gamma$, we choose the boundary condition $\Gamma(\pi / 2)=0$ and requires $\Gamma(\beta)>0$ for $\beta \in(0, \pi / 2]$. The solution of this ODE is exactly given by the formula of $\Gamma(\beta)$ in (2.44). As we can see, such choice of $\Gamma$ is unique and is a consequence of the condition that $\bar{F}_{\omega}=O\left(R^{2}\right)$ near $R=0$. This condition plays an essential role in our stability analysis for the approximate self-similar profile. With this $\Gamma(\beta)$, we also have $\bar{F}_{\eta}, \bar{F}_{\xi}=O\left(R^{2}\right)$ near $R=0$. We justify these rigorously in Section 2.9.

### 2.5.3 Normalization conditions

For initial data $\bar{\Omega}+\Omega, \bar{\eta}+\eta, \bar{\xi}+\xi$ of (2.42), we treat $\Omega, \eta, \xi$ as perturbation and choose time-dependent scaling parameters $c_{l}+\bar{c}_{l}, c_{\omega}+\bar{c}_{\omega}$ as follows

$$
\begin{equation*}
c_{\omega}(t)=-\frac{2}{\pi \alpha} L_{12}(\Omega(t))(0), \quad c_{l}(t)=-\frac{1-\alpha}{\alpha} \frac{2}{\pi \alpha} L_{12}(\Omega(t))(0)=\frac{1-\alpha}{\alpha} c_{\omega}(t) . \tag{2.47}
\end{equation*}
$$

Here, $c_{l}(t), c_{\omega}(t)$ are treated as the perturbation of the scaling parameters $\bar{c}_{l}, \bar{c}_{\omega}$. Suppose that $F_{\Omega}(t), F_{\eta}(t), F_{\xi}(t)$ are the time-dependent update in 2.42, i.e.

$$
F_{\Omega}(t)=\left(c_{\omega}+\bar{c}_{\omega}\right)(\Omega+\bar{\Omega})+(\eta+\bar{\eta})-\alpha\left(c_{l}+\bar{c}_{l}\right) R \partial_{R}(\Omega+\bar{\Omega})+((\mathbf{u}+\overline{\mathbf{u}}) \cdot \nabla)(\Omega+\bar{\Omega})
$$

and so on. The reason we choose (2.47) is that we want $F_{\Omega}(t), F_{\eta}(t), F_{\xi}(t)$ vanishes quadratically near $R=0$ for any perturbation $\Omega(t), \eta(t), \xi(t)$ that vanishes quadratically near $R=0$, so that we can choose a singular weight to analyze the stability of the approximate steady state. Similar consideration has been used in our previous work with Hou and Huang on the asymptotically self-similar blowup of the Hou-Luo model from smooth initial data [20]. We will provide rigorous estimates for these terms in Section 2.9 .

### 2.6 Linear stability

We present our linear stability analysis in this section. In Section 2.6.1, we linearize the dynamic rescaling formulation in the $(R, \beta)$ coordinates (2.42) around the approximate steady state $\left(\bar{\Omega}, \bar{\eta}, \bar{\xi}, \bar{c}_{l}, \bar{c}_{\omega}\right)$. In Section 2.6.2, we outline the steps in the linear stability analysis. In the rest of the Section, we establish the linear stability of the leading terms in the linearized system. Throughout this section, we use $\Omega, \eta, \xi, c_{l}, c_{\omega}$ to denote the perturbations around the approximate profile (2.44) and assume that $\Omega \in L^{2}(\varphi), \eta \in$ $L^{2}(\varphi), \xi \in L^{2}(\psi)$ for some singular weights $\varphi, \psi$ to be determined later.

### 2.6.1 Linearized system

We linearize (2.42) around ( $\left.\bar{\Omega}, \bar{\eta}, \bar{\xi}, \bar{c}_{l}, \bar{c}_{\omega}\right)$ 2.44) and derive the equations for the perturbation $\Omega, \eta, \xi$ as follows

$$
\begin{align*}
\Omega_{t}+(1+3 \alpha) R \partial_{R} \Omega & +(\overline{\mathbf{u}} \cdot \nabla) \Omega=-\Omega+\eta+c_{\omega}\left(\bar{\Omega}-R \partial_{R} \bar{\Omega}\right) \\
& +\left(\alpha c_{\omega} R \partial_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\Omega}+\bar{F}_{\Omega}+N_{\omega} \\
\eta_{t}+(1+3 \alpha) R \partial_{R} \eta & +(\overline{\mathbf{u}} \cdot \nabla) \eta=\left(-2-\bar{u}_{x}\right) \eta-u_{x} \bar{\eta}+c_{\omega}\left(2 \bar{\eta}-R \partial_{R} \bar{\eta}\right)  \tag{2.48}\\
& +\left(\alpha c_{\omega} R \partial_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\eta}-v_{x} \bar{\xi}-\bar{v}_{x} \xi+\bar{F}_{\eta}+N_{\eta} \\
\xi_{t}+(1+3 \alpha) R \partial_{R} \xi & +(\overline{\mathbf{u}} \cdot \nabla) \xi=\left(-2-\bar{v}_{y}\right) \xi-v_{y} \bar{\xi}+c_{\omega}\left(2 \bar{\xi}-R \partial_{R} \bar{\xi}\right) \\
& +\left(\alpha c_{\omega} R \partial_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\xi}-u_{y} \bar{\eta}-\bar{u}_{y} \eta+\bar{F}_{\xi}+N_{\xi}
\end{align*}
$$

where we have used $\bar{c}_{l}=1 / \alpha+3, \bar{c}_{\omega}=-1$ 2.44, $\alpha c_{l}(t)=c_{\omega}(t)-\alpha c_{\omega}(t)$ 2.47) and $-\alpha c_{l} R \partial_{R} \bar{g}=-c_{\omega} R \partial_{R} \bar{g}+\alpha c_{\omega} R \partial_{R} \bar{g}$ for $g=\bar{\Omega}, \bar{\eta}, \bar{\xi}$. The error $\bar{F}_{\Omega}, \bar{F}_{\eta}, \bar{F}_{\xi}$ are defined in (2.46) and the nonlinear terms are defined below

$$
\begin{align*}
N_{\Omega} & =c_{\omega} \Omega+\eta-\alpha c_{l} R \partial_{R} \Omega-(\mathbf{u} \cdot \nabla) \Omega \\
N_{\eta} & =\left(2 c_{\omega}-u_{x}\right) \eta-v_{x} \xi-\alpha c_{l} R \partial_{R} \eta-(\mathbf{u} \cdot \nabla) \eta  \tag{2.49}\\
N_{\xi} & =\left(2 c_{\omega}-v_{y}\right) \xi-u_{y} \eta-\alpha c_{l} R \partial_{R} \xi-(\mathbf{u} \cdot \nabla) \xi
\end{align*}
$$

We focus on the linearized equation of (2.48). From (2.33) and (2.45), we have

$$
\begin{align*}
3 \alpha R \partial_{R}+\bar{u} \cdot \nabla & =2 \bar{\Psi} \partial_{\beta}+\left\{-\alpha R \partial_{\beta} \bar{\Psi} \partial_{R}+\alpha R \partial_{R} \bar{\Psi} \partial_{\beta}\right\} \\
& =\frac{3 \sin (2 \beta)}{1+R} \partial_{\beta}+\text { l.o.t. } \tag{2.50}
\end{align*}
$$

We will justify the above decomposition using integration by parts to avoid loss of derivatives. We will also show that

$$
\begin{equation*}
\left(\alpha c_{\omega} R \partial_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\Omega}, \quad\left(\alpha c_{\omega} R \partial_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\eta}, \quad\left(\alpha c_{\omega} R \partial_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\xi} \tag{2.51}
\end{equation*}
$$

in (2.48) are lower order terms. Moreover, we will justify that $\bar{\xi}$ is small and is of order $\alpha^{2}$ in Lemma A.0.8 so that we can treat $v_{x} \bar{\xi}$ as a lower order term in the $\eta$ equation.

Using (2.32), (2.45), (2.50), (2.51) and then collecting the lower order terms with a small factor $\alpha$, the error terms $\bar{F}$ and the nonlinear terms $N$ in the remaining term $\mathcal{R}$, we derive the leading order terms in the linearized equations

$$
\begin{align*}
\Omega_{t}+R \partial_{R} \Omega+\frac{3 \sin (2 \beta)}{1+R} \partial_{\beta} \Omega= & -\Omega+\eta+c_{\omega}\left(\bar{\Omega}-R \partial_{R} \bar{\Omega}\right)+\mathcal{R}_{\Omega}  \tag{2.52}\\
\eta_{t}+R \partial_{R} \eta+\frac{3 \sin (2 \beta)}{1+R} \partial_{\beta} \eta= & \left(-2+\frac{3}{1+R}\right) \eta+\frac{2}{\pi \alpha} L_{12}(\Omega) \bar{\eta} \\
& +c_{\omega}\left(2 \bar{\eta}-R \partial_{R} \bar{\eta}\right)+\mathcal{R}_{\eta}  \tag{2.53}\\
\xi_{t}+R \partial_{R} \xi+\frac{3 \sin (2 \beta)}{1+R} \partial_{\beta} \xi= & \left(-2-\frac{3}{1+R}\right) \xi-\frac{2}{\pi \alpha} L_{12}(\Omega) \bar{\xi} \\
& +c_{\omega}\left(2 \bar{\xi}-R \partial_{R} \bar{\xi}\right)+\mathcal{R}_{\xi} \tag{2.54}
\end{align*}
$$

where the full expansion of $\mathcal{R}$ is given in (2.154 and their estimates are deferred to Section 2.9. In the following subsections, we establish the linear stability for 2.52- 2.54 . The contribution of $\mathcal{R}$ is small. Using this property, we can further establish the nonlinear stability of the approximate profile (2.44) using a bootstrap argument.

We introduce the following notation

$$
\begin{equation*}
\tilde{L}_{12}(\Omega)(R) \triangleq L_{12}(\Omega)(R)-L_{12}(\Omega)(0)=-\int_{0}^{R} \int_{0}^{\pi / 2} \frac{\Omega(s, \beta) \sin (2 \beta)}{s} d \beta d x \tag{2.55}
\end{equation*}
$$

According to the normalization condition of $c_{\omega}$ (2.47), we can simplify

$$
\begin{equation*}
c_{\omega}+\frac{2}{\pi \alpha} L_{12}(\Omega)(R)=\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega)(R) \tag{2.56}
\end{equation*}
$$

Definition 2.6.1. We define the differential operators

$$
D_{R}=R \partial_{R}, \quad D_{\beta}=\sin (2 \beta) \partial_{\beta}
$$

and the linear operators $\mathcal{L}_{i}$
$\mathcal{L}_{1}(\Omega, \eta) \triangleq-D_{R} \Omega-\frac{3}{1+R} D_{\beta} \Omega-\Omega+\eta+c_{\omega}\left(\bar{\Omega}-D_{R} \bar{\Omega}\right)$,
$\mathcal{L}_{2}(\Omega, \eta) \triangleq-D_{R} \eta-\frac{3}{1+R} D_{\beta} \eta+\left(-2+\frac{3}{1+R}\right) \eta+\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \bar{\eta}+c_{\omega}\left(\bar{\eta}-D_{R} \bar{\eta}\right)$,
$\mathcal{L}_{3}(\Omega, \xi) \triangleq-D_{R} \xi-\frac{3}{1+R} D_{\beta} \xi+\left(-2-\frac{3}{1+R}\right) \xi-\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \bar{\xi}+c_{\omega}\left(3 \bar{\xi}-D_{R} \bar{\xi}\right)$,
where $\tilde{L}_{12}(\Omega)$ is defined in (2.55) and $\bar{\Omega}, \bar{\eta}$ are defined in (2.44). Define the local part of $\mathcal{L}_{i}$ by eliminating $c_{\omega}, \tilde{L}_{12}(\Omega)$

$$
\begin{align*}
\mathcal{L}_{10}(\Omega, \eta) & \triangleq-D_{R} \Omega-\frac{3}{1+R} D_{\beta} \Omega-\Omega+\eta \\
\mathcal{L}_{20}(\eta) & \triangleq-D_{R} \eta-\frac{3}{1+R} D_{\beta} \eta+\left(-2+\frac{3}{1+R}\right) \eta  \tag{2.58}\\
\mathcal{L}_{30}(\xi) & \triangleq-D_{R} \xi-\frac{3}{1+R} D_{\beta} \xi+\left(-2-\frac{3}{1+R}\right) \xi
\end{align*}
$$

With the above notations, (2.52)-(2.54) can be reformulated as

$$
\begin{equation*}
\Omega_{t}=\mathcal{L}_{1}(\Omega, \eta)+\mathcal{R}_{\Omega}, \quad \eta_{t}=\mathcal{L}_{2}(\Omega, \eta)+\mathcal{R}_{\eta}, \quad \xi_{t}=\mathcal{L}_{3}(\xi)+\mathcal{R}_{\xi}, \tag{2.59}
\end{equation*}
$$

where we have used the following identities to rewrite the $L_{12}(\Omega), c_{\omega}$ terms in (2.53)-(2.54)

$$
\begin{aligned}
\frac{2 L_{12}(\Omega)}{\pi \alpha} \bar{\eta}+c_{\omega}\left(2 \bar{\eta}-D_{R} \bar{\eta}\right) & =\frac{2 \tilde{L}_{12}(\Omega)}{\pi \alpha} \bar{\eta}+c_{\omega}\left(\bar{\eta}-D_{R} \bar{\eta}\right), \\
-\frac{2 L_{12}(\Omega)}{\pi \alpha} \bar{\xi}+c_{\omega}\left(2 \bar{\xi}-D_{R} \bar{\xi}\right) & =-\frac{2 \tilde{L}_{12}(\Omega)}{\pi \alpha} \bar{\eta}+c_{\omega}\left(3 \bar{\xi}-D_{R} \bar{\xi}\right) .
\end{aligned}
$$

### 2.6.1.1 Key observations

There are several key observations that play a crucial role in our analysis. Firstly, the leading order terms in the $\Omega, \eta$ equations $(2.52)-(2.53)$ do not couple the $\xi$ term, which is consistent with our derivation for the leading order system 2.38.

Secondly, in the $\xi$ equation, the coupling between $\Omega$ and $\xi$ through the nonlocal term $L_{12}(\Omega)$ and $c_{\omega}(2.47)$ is weak due to the fact that $\bar{\xi}$ is much smaller than $\bar{\Omega}, \bar{\eta}$. After removing these nonlocal terms, (2.54) only involves local terms about $\xi$. By choosing a suitable singular weight, we will show that $\xi$ is linearly stable up to the weak nonlocal term.

Thirdly, all the nonlocal terms in (2.52)-(2.53), e.g., $c_{\omega}, L_{12}(\Omega)$, have coefficients with small angular derivative. For example, using (2.44), we have

$$
\begin{equation*}
c_{\omega}\left(\bar{\Omega}-R \partial_{R} \bar{\Omega}\right)=c_{\omega} \cdot \frac{\alpha}{c} \Gamma(\beta) \frac{6 R^{2}}{(1+R)^{3}} . \tag{2.60}
\end{equation*}
$$

We can apply the weighted angular derivative to gain a small factor $\alpha$

$$
\left|\sin (2 \beta) \partial_{\beta} \Gamma(\beta)\right|=\left|2 \alpha \sin ^{2}(\beta) \Gamma(\beta)\right| \leq 2 \alpha \Gamma(\beta)
$$

A similar observation and estimate have been obtained for a different $\Gamma$ in 42.

### 2.6.1.2 The angular transport term

To understand the effect of the angular transport term in 2.52)-(2.54), we choose a weight $\varphi(R, \beta)=A(R)(\sin (\beta))^{-\gamma_{1}}(\cos (\beta))^{-\gamma_{2}}$ and then perform the $L^{2}$ estimate and use integration by parts to obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\langle\Omega^{2}, \varphi\right\rangle & =-\left\langle\frac{3 \sin (2 \beta)}{1+R} \partial_{\beta} \Omega, \Omega \varphi(R, \beta)\right\rangle+\text { other terms (o.t.) } \\
& =\left\langle\frac{3(\sin (2 \beta) \varphi)_{\beta}}{2(1+R) \varphi}, \Omega^{2} \varphi\right\rangle+\text { o.t.. }
\end{aligned}
$$

It is not difficult to show that

$$
\left.\frac{3(\sin (2 \beta) \varphi)_{\beta}}{2(1+R) \varphi}\right|_{R=0}=3\left(1-\gamma_{1}\right) \cos ^{2}(\beta)-3\left(1-\gamma_{2}\right) \sin ^{2}(\beta)
$$

Suppose that $\gamma_{1}, \gamma_{2} \leq 1$. If $\beta$ is small, the angular transport term contributes a growing factor $3\left(1-\gamma_{1}\right)>0$ to the energy norm.

To establish the linear stability, it is natural to first establish the (weighted) $L^{2}$ estimate of $(2.52)-(2.54)$. However, the above argument shows that for small
$\beta>0$ the angular transport term destabilizes the profile of the singularity using the singular weights $A(R)(\sin (\beta))^{-\gamma_{1}}(\cos (\beta))^{-\gamma_{2}}$ with $\gamma_{1} \leq 1$. A possible approach to address this issue in the estimate is to choose $\gamma_{1}$ close to or larger than 1 , i.e. a very singular weight in the $\beta$ direction is desired. In [42], $\gamma_{1}$ is chosen to be close to 1 so that such growing factor is minimized. For (2.52)(2.54), due to the presence of the nonlocal term, e.g., $c_{\omega}\left(\bar{\Omega}-R \partial_{R} \bar{\Omega}\right)$, which only vanishes of order $\sin (2 \beta)^{\alpha / 2}$ near $\beta=0, \pi / 2$, if we use a very singular weight for the angular component $\beta$, such nonlocal term will be very difficult to control.

To handle the angular transport term in the $L^{2}$ estimate, we observe that $\sin (2 \beta) \partial_{\beta} \bar{\Omega}$ is small since $\bar{\Omega}$ varies slowly in $\beta$. We expect that a similar smallness result holds for the perturbation term $\sin (2 \beta) \partial_{\beta} \Omega$ and we will justify it in Section 2.6.4. This observation motivates us not to perform integration by parts for the angular transport term in the weighted $L^{2}$ estimate.

### 2.6.2 Outline of the linear stability analysis

We decompose the linear stability analysis of (2.52)-2.54), or equivalently (2.59) into several steps. Based on the first observation in Section 2.6.1.1, we separate the estimates of the system of $\Omega, \eta(2.52)-2.53)$ and the equation of $\xi$ (2.54).

In Section 2.6.3. we estimate the local part of the linearized operators $\mathcal{L}_{i}$ (2.57), i.e. $\mathcal{L}_{i 0}$ 2.58. The argument is mainly based on integration by parts.

Instead of first performing the weighted $L^{2}$ estimate of the system, we perform the weighted $L^{2}$ estimate of the angular derivative in Section 2.6.4. The motivation is that using the third observation in Section 2.6.1.1, we gain a small factor $\alpha^{1 / 2}$ for the nonlocal terms in the equations of $D_{\beta} \Omega, D_{\beta} \eta$. Therefore, we can treat the nonlocal terms as small perturbations and use the estimates of $\mathcal{L}_{i 0}$ in Section 2.6.3 to establish the estimates of $D_{\beta} \Omega, D_{\beta} \eta$. See also the motivation in Section 2.6.1.2. Once we obtain the estimates of $D_{\beta} \Omega, D_{\beta} \eta$, we can treat the angular transport terms in the weighted $L^{2}$ estimates of the equations of $\Omega, \eta(2.52)-(2.53)$ as perturbations. This overcomes the difficulty discussed in Section 2.6.1.2.

In Section 2.6.5, we use two models to illustrate the cancellations in (2.52), (2.53), which are crucial for the estimates of $\tilde{L}_{12}(\Omega), c_{\omega}$. This motivates several technical estimates in Section 2.6.6.

In Section 2.6.6, we establish the weighted $L^{2}$ estimates of $\Omega, \eta$ with less singular weights, and obtain the damping terms for $c_{\omega}, \tilde{L}_{12}(\Omega)$. We design the less singular weights carefully to fully exploit the cancellations discussed in Section 2.6.5. This is the most difficult part in the whole analysis.
After we obtain the damping terms for $c_{\omega}, \tilde{L}_{12}(\Omega)$, we can treat the nonlocal terms in 2.52- 2.53 as perturbations. Using the estimates of the local operators $\mathcal{L}_{i 0}$ in Section 2.6.3, we further establish weighted $L^{2}$ estimates of $\Omega, \eta$ with more singular weights that are introduced in [42] in Section 2.6.7. This enables us to apply several key estimates in [42] in our nonlinear estimates and simplify the whole estimates.

From the second observation in Section 2.6.1.1, we treat the nonlocal terms in the $\xi$ equation (2.54) as small perturbations. We estimate $D_{\beta} \xi, \xi$ in Section 2.6.8 using the estimate of $\mathcal{L}_{30}$ in Section 2.6.3.

### 2.6.3 Estimates of $\mathcal{L}_{10}, \mathcal{L}_{20}, \mathcal{L}_{30}$

We first introduce several singular weights that will be used throughout the chapter.

Definition 2.6.2. Define $\varphi_{i}, \psi_{i}$ by

$$
\begin{align*}
& \varphi_{1} \triangleq \frac{(1+R)^{4}}{R^{4}} \sin (2 \beta)^{-\sigma}, \quad \varphi_{2} \triangleq \frac{(1+R)^{4}}{R^{4}} \sin (2 \beta)^{-\gamma} \\
& \psi_{1} \triangleq \frac{(1+R)^{4}}{R^{4}}(\sin (\beta) \cos (\beta))^{-\sigma}, \quad \psi_{2} \triangleq \frac{(1+R)^{4}}{R^{4}} \sin (\beta)^{-\sigma} \cos (\beta)^{-\gamma} \tag{2.61}
\end{align*}
$$

where $\sigma=\frac{99}{100}, \gamma=1+\frac{\alpha}{10}$.
The weights $\varphi_{1}, \varphi_{2}$ have been introduced in [42] for stability analysis.
The weights $\varphi_{1}$ and $\psi_{1}$ are essentially the same. We introduce $\psi_{1}$ for consistency and the following reasons. Firstly, we will apply the weights $\varphi_{i}$ to $\Omega, \eta$ and the weights $\psi_{i}$ to $\xi$. In particular, we will construct weighted $H^{3}$ norm $\mathcal{H}^{3}(\varphi)$ for $\Omega, \eta$ and $\mathcal{H}^{3}(\psi)$ for $\xi$ in 2.129. Secondly, $\varphi_{1}$ and $\varphi_{2}$ have similar forms, and $\psi_{1}$ and $\psi_{2}$ also have similar forms. It is easy to see that $\varphi_{1} \lesssim \varphi_{2}, \psi_{1} \lesssim \psi_{2}$. We choose $\psi_{2}$ less singular than $\varphi_{2}$ for $\beta$ close to 0 since $\bar{\xi}$ does not decay in $R$ when $R \sin (\beta)^{\alpha}$ is fixed and $\beta$ is small. See Lemma A.0.8 regarding the estimate of $\bar{\xi}$.

Recall $\mathcal{L}_{10}, \mathcal{L}_{20}, \mathcal{L}_{30}(2.58)$ in Definition 2.6.1. The following Lemmas will be used repeatedly.

Lemma 2.6.3. For some $\delta, \delta_{1}, \delta_{2}>0$, consider the weights

$$
\begin{equation*}
\varphi(R, \beta)=\frac{(1+R)^{4}}{R^{4}}(\sin (2 \beta))^{-\delta}, \psi(R, \beta)=\frac{(1+R)^{4}}{R^{4}}(\sin (\beta))^{-\delta_{1}}(\cos (\beta))^{-\delta_{2}} . \tag{2.62}
\end{equation*}
$$

Assume $\varphi^{1 / 2} \Omega, \varphi^{1 / 2} \eta \in L^{2}$. We have

$$
\begin{equation*}
\left\langle\mathcal{L}_{10}(\Omega, \eta), \Omega \varphi\right\rangle+\left\langle\mathcal{L}_{20}(\eta), \eta \varphi\right\rangle \leq\left(-\frac{1}{4}+3|1-\delta|\right)\left(\left\|\Omega \varphi^{1 / 2}\right\|_{2}^{2}+\left\|\eta \varphi^{1 / 2}\right\|_{2}^{2}\right) \tag{2.63}
\end{equation*}
$$

Assume that $\psi^{1 / 2} \xi \in L^{2}$. Denote $a \vee b \triangleq \max (a, b)$. Then it holds true that

$$
\begin{equation*}
\left\langle\mathcal{L}_{30}(\xi), \xi \psi\right\rangle \leq\left(-\frac{1}{2}+3\left(\left|1-\delta_{1}\right| \vee\left|1-\delta_{2}\right|\right)\right)\left\|\xi \psi^{1 / 2}\right\|_{2}^{2} \tag{2.64}
\end{equation*}
$$

We will apply Lemma 2.6 .3 to the singular weights in Definition 2.6.2, i.e. $\varphi=\varphi_{1}$ or $\varphi_{2}$ and $\psi=\psi_{1}$ or $\psi_{2}$. Hence, the exponents we will use are $\delta=\sigma=\frac{99}{100}$ or $\delta=\gamma=1+\frac{\alpha}{10}, \delta_{1}=\sigma, \delta_{2}=\sigma$ or $\delta_{2}=\gamma$. Since these exponents are very close to 1 , we have the order $|1-\delta| \approx 0,\left|1-\delta_{1}\right| \vee\left|1-\delta_{2}\right| \approx 0$. The reader can regard the terms $|1-\delta|,\left|1-\delta_{1}\right| \vee\left|1-\delta_{2}\right| \approx 0$.
Remark 2.6.4. The constant $-\frac{1}{4}$ in 2.63) can be improved to $-\frac{1}{2}+\varepsilon$ for any $\varepsilon>0$ by considering $\lambda_{\varepsilon}\left\langle\mathcal{L}_{10}(\Omega, \eta), \Omega \varphi\right\rangle+\left\langle\mathcal{L}_{20}(\eta), \eta \varphi\right\rangle$ for some $\lambda_{\varepsilon}>0$, and $-\frac{1}{2}$ in 2.64) can be improved to $-\frac{3}{2}$. Yet, we do not need these sharper estimates.

Proof of Lemma 2.6.3. By definition of $\varphi, \psi$, we have

$$
\begin{align*}
\frac{(3 \sin (2 \beta) \varphi)_{\beta}}{2(1+R) \varphi} & =\frac{3}{2(1+R)} \frac{\left(\sin (2 \beta)^{1-\delta}\right)_{\beta}}{\sin (2 \beta)^{-\delta}}=\frac{3 \cos (2 \beta) \cdot(1-\delta)}{1+R} \leq 3|1-\delta|, \\
\frac{(3 \sin (2 \beta) \psi)_{\beta}}{2(1+R) \psi} & =\frac{3}{(1+R)} \frac{\left(\sin (\beta)^{1-\delta_{1}} \cos (\beta)^{1-\delta_{2}}\right)_{\beta}}{\sin (\beta)^{-\delta_{1}} \cos (\beta)^{-\delta_{2}}} \\
& =\frac{3}{1+R}\left(\left(1-\delta_{1}\right) \cos ^{2}(\beta)-\left(1-\delta_{2}\right) \sin ^{2}(\beta)\right) \\
& \leq 3 \max \left(\left|1-\delta_{1}\right|,\left|1-\delta_{2}\right|\right), \\
\frac{(R \varphi)_{R}}{2 \varphi}=\frac{(R \psi)_{R}}{2 \psi} & =\left(\frac{(1+R)^{4}}{R^{3}}\right)_{R} \frac{R^{4}}{2(1+R)^{4}}=\frac{2 R}{1+R}-\frac{3}{2}=\frac{1}{2}-\frac{2}{1+R} . \tag{2.65}
\end{align*}
$$

Using integration by parts for the transport terms in $\mathcal{L}_{10}$ (2.58), we yield

$$
\left\langle-D_{R} \Omega, \Omega \varphi\right\rangle=\left\langle-R \varphi, \frac{1}{2} \partial_{R} \Omega^{2}\right\rangle=\left\langle\frac{1}{2}(R \varphi)_{R}, \Omega^{2}\right\rangle=\left\langle\frac{(R \varphi)_{R}}{2 \varphi}, \Omega^{2} \varphi\right\rangle
$$

Similar calculation applies to $-\frac{3}{1+R} D_{\beta} \Omega$ in $\mathcal{L}_{10}$. Using the above calculations, we get

$$
\begin{aligned}
& \left\langle\mathcal{L}_{10}(\Omega, \eta), \Omega \varphi\right\rangle=\left\langle\frac{(R \varphi)_{R}}{2 \varphi}+\frac{(3 \sin (2 \beta) \varphi)_{\beta}}{2(1+R) \varphi}, \Omega^{2} \varphi\right\rangle-\langle\Omega, \Omega \varphi\rangle+\langle\Omega, \eta \varphi\rangle \\
\leq & \left\langle\frac{1}{2}-\frac{2}{1+R}+3\right| 1-\delta\left|-1, \Omega^{2} \varphi\right\rangle+\langle\Omega, \eta \varphi\rangle \\
= & \left\langle-\frac{1}{2}-\frac{2}{1+R}+3\right| 1-\delta\left|, \Omega^{2} \varphi\right\rangle+\langle\Omega, \eta \varphi\rangle .
\end{aligned}
$$

Similarly, using integration by parts for the transport terms in $\mathcal{L}_{20}$ 2.58) and (2.65), we get

$$
\begin{align*}
& \left\langle\mathcal{L}_{20}(\eta), \eta \varphi\right\rangle=\left\langle\frac{(R \varphi)_{R}}{2 \varphi}+\frac{(3 \sin (2 \beta) \varphi)_{\beta}}{2(1+R) \varphi}, \eta^{2} \varphi\right\rangle+\left\langle\left(-2+\frac{3}{1+R}\right), \eta^{2} \varphi\right\rangle \\
\leq & \left\langle\frac{2 R}{1+R}-\frac{3}{2}+3\right| 1-\delta\left|+\left(-2+\frac{3}{1+R}\right), \eta^{2} \varphi\right\rangle=\left\langle-\frac{1}{2}-\frac{R}{1+R}+3\right| 1-\delta\left|, \eta^{2} \varphi\right\rangle . \tag{2.66}
\end{align*}
$$

We estimate the interaction term between $\Omega, \eta$. Note that

$$
4\left(\frac{1}{4}+\frac{2}{1+R}\right)\left(\frac{1}{4}+\frac{R}{1+R}\right)>\frac{2}{1+R}+\frac{R}{1+R} \geq 1 .
$$

Using the Cauchy-Schwarz inequality implies

$$
\langle\Omega, \eta \varphi\rangle \leq\left\langle\frac{1}{4}+\frac{2}{1+R}, \Omega^{2} \varphi\right\rangle+\left\langle\frac{1}{4}+\frac{R}{1+R}, \eta^{2} \varphi\right\rangle .
$$

Combining the above estimates, we prove

$$
\begin{aligned}
& \left\langle\mathcal{L}_{10}(\Omega, \eta), \Omega \varphi\right\rangle+\left\langle\mathcal{L}_{20}(\Omega, \eta), \eta \varphi\right\rangle \leq\left\langle-\frac{1}{2}-\frac{2}{1+R}+3\right| 1-\delta\left|, \Omega^{2} \varphi\right\rangle \\
& +\left\langle-\frac{1}{2}-\frac{R}{1+R}+3\right| 1-\delta\left|, \eta^{2} \varphi\right\rangle+\left\langle\frac{1}{4}+\frac{2}{1+R}, \Omega^{2} \varphi\right\rangle+\left\langle\frac{1}{4}+\frac{R}{1+R}, \eta^{2} \psi\right\rangle \\
\leq & \left(-\frac{1}{4}+3|1-\delta|\right)\left(\left\|\Omega \varphi^{1 / 2}\right\|_{2}^{2}+\left\|\eta \varphi^{1 / 2}\right\|_{2}^{2}\right) .
\end{aligned}
$$

Recall $\mathcal{L}_{30}$ in Definition 2.6.1. For (2.64), we use the computations (2.65)(2.66) to obtain

$$
\begin{aligned}
& \left\langle\mathcal{L}_{30}(\xi), \xi \psi\right\rangle=\left\langle\frac{(R \psi)_{R}}{2 \psi}+\frac{(3 \sin (2 \beta) \psi)_{\beta}}{2(1+R) \psi}, \xi^{2} \psi\right\rangle+\left\langle\left(-2-\frac{3}{1+R}\right), \xi^{2} \psi\right\rangle \\
\leq & \left\langle\frac{2 R}{1+R}-\frac{3}{2}+3\left(\left|1-\delta_{1}\right| \vee\left|1-\delta_{2}\right|\right)+\left(-2-\frac{3}{1+R}\right), \xi^{2} \psi\right\rangle \\
\leq & \left(-\frac{1}{2}+3\left(\left|1-\delta_{1}\right| \vee\left|1-\delta_{2}\right|\right)\right)\left\|\xi \psi^{1 / 2}\right\|_{2}^{2} .
\end{aligned}
$$

### 2.6.4 Weighted $L^{2}$ estimate of the angular derivative $D_{\beta} \Omega, D_{\beta} \eta$

Definition 2.6.5. Define an energy $E(\beta, 1)$ and a remaining term $\mathcal{R}(\beta, 1)$ by

$$
\begin{align*}
E(\beta, 1)(\Omega, \eta) & \triangleq\left(\left\|D_{\beta} \Omega \varphi_{2}^{1 / 2}\right\|_{2}^{2}+\left\|D_{\beta} \eta \varphi_{2}^{1 / 2}\right\|_{2}^{2}\right)^{1 / 2}  \tag{2.67}\\
\mathcal{R}(\beta, 1) & \triangleq\left\langle D_{\beta} \mathcal{R}_{\Omega}, D_{\beta} \Omega \varphi_{2}\right\rangle+\left\langle D_{\beta} \mathcal{R}_{\eta}, D_{\beta} \eta \varphi_{2}\right\rangle
\end{align*}
$$

To simplify the notations, we drop $\Omega, \eta$ in $E(\beta, 1)$. The main result in this subsection is the following. This proposition enables us to treat the angular transport terms in $(2.52)-(2.54)$ as perturbations. A similar estimate has been established in 42.

Proposition 2.6.6. Assume that $\varphi_{2}^{1 / 2} D_{\beta} \Omega, \varphi_{2}^{1 / 2} D_{\beta} \eta \in L^{2}$. We have

$$
\begin{align*}
& \left\langle D_{\beta} \mathcal{L}_{1}(\Omega, \eta),\left(D_{\beta} \Omega\right) \varphi_{2}\right\rangle+\left\langle D_{\beta} \mathcal{L}_{2}(\Omega, \eta),\left(D_{\beta} \eta\right) \varphi_{2}\right\rangle \\
\leq & -\left(\frac{1}{5}-\alpha\right)(E(\beta, 1))^{2}+C \alpha\left(L_{12}^{2}(\Omega)(0)+\left\|\tilde{L}_{12}(\Omega) R^{-1}\right\|_{L^{2}(R)}^{2}\right) \tag{2.68}
\end{align*}
$$

where $\mathcal{L}_{1}, \mathcal{L}_{2}$ are defined in Definition 2.6.1.
We will use the following basic property of $D_{\beta}=\sin (2 \beta) \partial_{\beta}, \Gamma(\beta)=\cos (\beta)^{\alpha}$ repeatedly

$$
\begin{align*}
D_{\beta} \Gamma(\beta) & =-2 \alpha \sin ^{2}(\beta) \cos ^{\alpha}(\beta)=-2 \alpha \sin ^{2}(\beta) \Gamma(\beta)  \tag{2.69}\\
\left|D_{\beta} \Gamma(\beta)\right| & \leq 2 \alpha \sin (\beta) \Gamma(\beta)
\end{align*}
$$

Proof. Notice that the angular transport term in 2.52 - 2.53 can be written as $\frac{3}{1+R} D_{\beta}$ and that $D_{\beta}$ commutes with the derivatives in $(2.52)-(2.53)$ and $\mathcal{L}_{10}, \mathcal{L}_{20}$ (2.58). We have

$$
\begin{align*}
D_{\beta} \mathcal{L}_{1}(\Omega, \eta) & =D_{\beta}\left(\mathcal{L}_{10}(\Omega, \eta)+c_{\omega} D_{\beta}\left(\bar{\Omega}-R \partial_{R} \bar{\Omega}\right)\right) \\
& =\mathcal{L}_{10}\left(D_{\beta} \Omega, D_{\beta} \eta\right)+c_{\omega} D_{\beta}\left(\bar{\Omega}-R \partial_{R} \bar{\Omega}\right) \\
D_{\beta} \mathcal{L}_{2}(\Omega, \eta) & =D_{\beta}\left(\mathcal{L}_{20}(\Omega, \eta)+\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \bar{\eta}+c_{\omega}\left(\bar{\Omega}-R \partial_{R} \bar{\Omega}\right)\right)  \tag{2.70}\\
& =\mathcal{L}_{10}\left(D_{\beta} \Omega, D_{\beta} \eta\right)+\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) D_{\beta} \bar{\eta}+c_{\omega} D_{\beta}\left(\bar{\eta}-R \partial_{R} \bar{\eta}\right)
\end{align*}
$$

where we have used 2.56. Applying Lemma 2.6.3 with $\varphi=\varphi_{2}$ and $\delta=\gamma=$ $1+\frac{\alpha}{10}$, we derive

$$
\begin{align*}
& \left\langle\mathcal{L}_{10}\left(D_{\beta} \Omega, D_{\beta} \eta\right),\left(D_{\beta} \Omega\right) \varphi_{2}\right\rangle+\left\langle\mathcal{L}_{20}\left(D_{\beta} \Omega, D_{\beta} \eta\right),\left(D_{\beta} \eta\right) \varphi_{2}\right\rangle \\
\leq & \left(-\frac{1}{4}+3|1-\gamma|\right)\left(\left\|D_{\beta} \Omega \varphi_{2}^{1 / 2}\right\|_{2}^{2}+\left\|D_{\beta} \eta \varphi_{2}^{1 / 2}\right\|_{2}^{2}\right)  \tag{2.71}\\
\leq & \left(-\frac{1}{4}+\alpha\right)\left(\left\|D_{\beta} \Omega \varphi_{2}^{1 / 2}\right\|_{2}^{2}+\left\|D_{\beta} \eta \varphi_{2}^{1 / 2}\right\|_{2}^{2}\right) .
\end{align*}
$$

Recall $c_{\omega}=-\frac{2}{\pi \alpha} L_{12}(\Omega)(0)$. Using A.16 in Lemma A.0.6 and the CauchySchwarz inequality, we obtain

$$
\begin{align*}
& \left|\left\langle c_{\omega} D_{\beta}\left(\bar{\Omega}-R \partial_{R} \bar{\Omega}\right),\left(D_{\beta} \Omega\right) \varphi_{2}\right\rangle\right|+\left|\left\langle c_{\omega} D_{\beta}\left(\bar{\eta}-R \partial_{R} \bar{\eta}\right),\left(D_{\beta} \eta\right) \varphi_{2}\right\rangle\right|  \tag{2.72}\\
\lesssim & \alpha^{1 / 2}\left|L_{12}(\Omega)(0)\right|\left(| | D_{\beta} \Omega \varphi_{2}^{1 / 2}\left\|_{2}^{2}+\right\| D_{\beta} \eta \varphi_{2}^{1 / 2} \|_{2}^{2}\right)^{1 / 2} .
\end{align*}
$$

Recall the notation $\tilde{L}_{12}(\Omega)$ 2.55. Applying Lemma A.0.3 and A.15 in Lemma A.0.6, we derive

$$
\left\|\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) D_{\beta} \bar{\eta} \varphi_{2}^{1 / 2}\right\|_{2} \lesssim \alpha\left\|\tilde{L}_{12}(\Omega) R^{-1}\right\|_{L^{2}(R)}^{2}
$$

Therefore, using the Cauchy-Schwarz inequality, we yield

$$
\begin{equation*}
\left\langle\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) D_{\beta} \bar{\eta}, D_{\beta}(\eta) \varphi_{2}\right\rangle \lesssim \alpha^{1 / 2}\left\|\tilde{L}_{12}(\Omega) R^{-1}\right\|_{L^{2}(R)}\left\|D_{\beta} \eta \varphi_{2}^{1 / 2}\right\|_{2} \tag{2.73}
\end{equation*}
$$

Combining (2.71, 2.72, (2.73) and adding the inner product about two terms in 2.70, we prove

$$
\begin{aligned}
& \left\langle D_{\beta} \mathcal{L}_{1}(\Omega, \eta),\left(D_{\beta} \Omega\right) \varphi_{2}\right\rangle+\left\langle D_{\beta} \mathcal{L}_{2}(\Omega, \eta),\left(D_{\beta} \eta\right) \varphi_{2}\right\rangle \\
\leq & -\left(\frac{1}{4}-\alpha\right)\left(\left\|D_{\beta} \Omega \varphi_{2}^{1 / 2}\right\|_{2}^{2}+\left\|D_{\beta} \eta \varphi_{2}^{1 / 2}\right\|_{2}^{2}\right)+C \alpha^{1 / 2}\left\|\tilde{L}_{12}(\Omega) R^{-1}\right\|_{L^{2}(R)}\left\|D_{\beta} \eta \varphi_{2}^{1 / 2}\right\|_{2} \\
& +C \alpha^{1 / 2}\left|L_{12}(\Omega)(0)\right|\left(\left\|D_{\beta} \Omega \varphi_{2}^{1 / 2}\right\|_{2}^{2}+\left\|D_{\beta} \eta \varphi_{2}^{1 / 2}\right\|_{2}^{2}\right)^{1 / 2}
\end{aligned}
$$

where $C$ is some absolute constant. Using the notation $E(\beta, 1)$ 2.67), the Cauchy-Schwarz inequality concludes the proof of Proposition 2.6.6 (notice that $-1 / 4<-1 / 5)$.

### 2.6.5 Ideas in the estimates of the nonlocal terms

Recall $c_{\omega}, \tilde{L}_{12}(\Omega)$ from (2.47), 2.55)

$$
\begin{align*}
c_{\omega} & =-\frac{2}{\pi \alpha} L_{12}(\Omega)(0)=-\frac{2}{\pi \alpha} \int_{0}^{\infty} \int_{0}^{\pi / 2} \frac{\Omega \sin (2 \beta)}{R} d R d \beta \\
\tilde{L}_{12}(\Omega)(R) & =-\int_{0}^{R} \int_{0}^{\pi / 2} \frac{\Omega \sin (2 \beta)}{R} d R d \beta \tag{2.74}
\end{align*}
$$

The most difficult part in the linear stability analysis of (2.59), 2.57) (or equivalently (2.52)-(2.54) lies in the nonlocal terms $\tilde{L}_{12}(\Omega), c_{\omega}$. Note that the constant in the coercivity estimates of the local part of the linear operators $\mathcal{L}_{i}$, i.e. $\mathcal{L}_{i 0}$, is small. For example, this constant is about $-\frac{1}{4}$ in Lemma 2.6.3. We
cannot estimate the nonlocal terms in some weighted Sobolev norm and treat them as small perturbations since these nonlocal terms are $O(1)$ for small $\alpha$. It is crucial for us to exploit the cancellation among various terms so that we can obtain sharp estimates of these nonlocal terms.

We use two models to study $\tilde{L}_{12}(\Omega)$ and the $c_{\omega}$ term. Similar models have been used in our previous work with Hou and Huang on the asymptotically self-similar blowup of the Hou-Luo model [20].

### 2.6.5.1 Model 1 for nonlocal interaction

We consider the following coupled system

$$
\begin{equation*}
\partial_{t} \Omega=\eta, \quad \eta_{t}=\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \bar{\eta} \tag{2.75}
\end{equation*}
$$

to study the cancellation between the nonlocal term $\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \bar{\eta}$ in the $\eta$ equation and $\eta$ in the $\Omega$ equation in (2.59). The above model is derived by dropping other terms in 2.59). The profile $\bar{\eta}$ satisfies $\bar{\eta}(0, \beta)=0$ and $\bar{\eta}>0$ for $R>0$.

The motivation to exploit nonlocal cancellation is inspired by our previous joint works with Hou and Huang on the De Gregorio model [19] and the Hou-Luo model for smooth initial data [20]. In these works, the nonlocal cancellations between $H f$ and $f$, where $H$ is the Hilbert transform, play an important role. From Lemma C.0.4 we have a similar cancellation between $\tilde{L}_{12}(\Omega)$ and $\Omega$. Roughly speaking, $\tilde{L}_{12}(\Omega)$ behaves like $-\Omega$. We perform $L^{2}\left(\rho_{1}\right)$ estimate on $\Omega$ and $L^{2}\left(\rho_{2}\right)$ estimate on $\eta$ for some singular weights $\rho_{1}, \rho_{2}$ to be determined and combine both estimates

$$
\frac{1}{2} \frac{d}{d t}\left(\left\langle\Omega, \Omega \rho_{1}\right\rangle+\left\langle\eta, \eta \rho_{2}\right\rangle\right)=\left\langle\Omega, \eta \rho_{1}\right\rangle+\left\langle\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \bar{\eta}, \eta \rho_{2}\right\rangle \triangleq I .
$$

Formally, $I$ is the sum of the projections of $\eta$ onto two opposite directions. To exploit this cancellation using Lemma C.0.4 we choose $\rho_{1}=\sin (2 \beta) \rho_{0}, \rho_{2}=$ $\lambda \frac{\alpha \pi}{2 \bar{\eta}} \rho_{0}$ with some $\lambda>0$ and singular weight $\rho_{0}$, such as $\rho_{0}=R^{-3}, R^{-2}$, to obtain

$$
I=\left\langle\Omega \sin (2 \beta), \eta \rho_{0}\right\rangle+\left\langle\lambda \tilde{L}_{12}(\Omega), \eta \rho_{0}\right\rangle=\left\langle\Omega \sin (2 \beta)+\lambda \tilde{L}_{12}(\Omega), \eta \rho_{0}\right\rangle
$$

For $k \in\left[\frac{3}{2}, 4\right]$, applying Young's inequality $a b \leq s a^{2}+\frac{1}{4 s} b^{2}$ for some $s>0$, we yield

$$
I \leq s\left\|\left(\Omega \sin (2 \beta)+\lambda \tilde{L}_{12}(\Omega)\right) R^{-k / 2}\right\|_{2}^{2}+(4 s)^{-1}\left\|\eta \rho_{0} R^{k / 2}\right\|_{2}^{2} \triangleq A+B
$$

If $k-1>\frac{\pi}{2} \lambda$, using Lemma C.0.4. we obtain

$$
\begin{aligned}
A & =s\left\|\Omega \sin (2 \beta)^{1 / 2} R^{-k / 2}\right\|_{2}^{2}-s\left((k-1) \lambda-\frac{\pi}{2} \lambda^{2}\right)\left\|\tilde{L}_{12}(\Omega) R^{-k / 2}\right\|_{L^{2}(R)}^{2} \\
& \leq s\left\|\Omega \sin (2 \beta)^{1 / 2} R^{-k / 2}\right\|_{2}^{2} .
\end{aligned}
$$

We remark that even estimating the first term in $I$, which is $\left\langle\Omega \sin (2 \beta), \eta \rho_{0}\right\rangle$ and does not involve the nonlocal term, we get an upper bound $s\left\|\Omega \sin (2 \beta)^{1 / 2} R^{-k / 2}\right\|_{2}^{2}+B$. The above calculation shows that by designing the weights $\rho_{1}, \rho_{2}$ carefully, we can exploit the nonlocal cancellation and obtain an even better estimate. Moreover, we gain a damping term for $\tilde{L}_{12}(\Omega)$ from $A$.

We will use similar ideas to estimate the $\tilde{L}_{12}(\Omega)$ term in the linearized equation (2.52)-(2.54).

### 2.6.5.2 Model 2 for the $c_{\omega}$ term

We consider the following coupled system

$$
\begin{equation*}
\partial_{t} \Omega=\eta+c_{\omega} \bar{g}, \quad \partial_{t} \eta=c_{\omega} \bar{f} \tag{2.76}
\end{equation*}
$$

where $\bar{f}(0, \beta)=0, \bar{g}(0, \beta)=0, \bar{f}, \bar{g}>0$ for $R>0$ with $\bar{f} R^{-1}, \bar{g} R^{-1} \in L^{1}$. Note that the profiles $\bar{\eta}-R \partial_{R} \bar{\eta}, \bar{\Omega}-R \partial_{R} \bar{\Omega}$ satisfy similar properties. This system models the $c_{\omega}$ terms in the $\Omega, \eta$ equations in 2.59 by dropping other terms.

Denote $W=\sin (2 \beta) R^{-1}$. Recall $c_{\omega}$ in 2.74 . We have

$$
c_{\omega}=-\frac{2}{\pi \alpha}\left\langle\Omega, \sin (2 \beta) R^{-1}\right\rangle=-\frac{2}{\pi \alpha}\langle\Omega, W\rangle .
$$

Denote $B=\frac{2}{\pi \alpha}\langle\bar{g}, W\rangle$. By definition, $B>0$. We derive an ODE for $c_{\omega}$ using the $\Omega$ equation
$\partial_{t}\langle\Omega, W\rangle=c_{\omega}\langle\bar{g}, W\rangle+\langle\eta, W\rangle=-\frac{2}{\pi \alpha}\langle\Omega, W\rangle\langle\bar{g}, W\rangle+\langle\eta, W\rangle=-B\langle\Omega, W\rangle+\langle\eta, W\rangle$.
Multiplying both sides by $\left(\frac{2}{\pi \alpha}\right)^{2}\langle\Omega, W\rangle=-\frac{2}{\pi \alpha} c_{\omega}$, we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} c_{\omega}^{2}=-B c_{\omega}^{2}-\frac{2}{\pi \alpha} c_{\omega}\langle\eta, W\rangle \triangleq I_{1}+I_{2} \tag{2.77}
\end{equation*}
$$

We see that the $c_{\omega} \bar{g}$ term in the $\Omega$ equation in (2.76) provides a damping term for $c_{\omega}$ in this ODE. In the $L^{2}\left(\rho_{2}\right)$ estimates of $\eta$ in 2.76), we have

$$
\partial_{t}\left\langle\eta, \eta \rho_{2}\right\rangle=c_{\omega}\left\langle\eta, \bar{f} \rho_{2}\right\rangle \triangleq I_{3} .
$$

Since $\bar{f} \rho_{2}, W>0$, we can exploit the cancellation between the integral $I_{2}$ in (2.77) and $I_{3}$. By combining the estimates of both terms, we can obtain better estimates of $I_{2}$ and $I_{3}$.

In the estimates of 2.52)-2.54, we will derive a similar ODE for $c_{\omega}$, which provides a damping term for $c_{\omega}^{2}$. This damping term is crucial for us to control the nonlocal $c_{\omega}$ terms in 2.52-(2.54). There is a coupling term $-c_{\omega}\langle\eta, W\rangle$ in this ODE similar to $I_{2}$ in 2.77. Using an idea similar to the one stated above, we will combine the estimates of such term and the $c_{\omega}$ term in the $\eta$ equation in 2.53.

### 2.6.6 Weighted $L^{2}$ estimate of $\Omega, \eta$ with a less singular weight

In this subsection, we prove Proposition 2.6 .8 to be introduced on the weighted $L^{2}$ estimate of $\Omega, \eta$ with less singular weights.

The proof consists of several steps and we sketch it below. Firstly, we introduce the weights in our weighted estimates and motivate the choices of these weights. In Section 2.6.6.2, we estimate the local part of $\mathcal{L}_{1}, \mathcal{L}_{2}$ using mainly integration by parts argument, which is similar to that in Section 2.6.3. In Section 2.6.6.3, we use some ideas and estimates similar to those in Model 1 to estimate the interaction among $\Omega, \eta$ and $\tilde{L}_{12}(\Omega)$. In Section 2.6.6.4, we use a direct calculation to estimate the $c_{\omega}$ term in the $\Omega$ equation in (2.59). Due to the special form of the weight $\varphi_{0}$ in (2.78), the main term in this estimate is a damping term for $L_{12}^{2}(\Omega)(0)$. In Section 2.6.6.5, we use some ideas and estimates similar to those in Model 2 in Section 2.6.5.2 to estimate the $c_{\omega}$ term in the $\eta$ equation. In Section 2.6.6.6, we estimate the angular transport term in the $\Omega, \eta$ equations in (2.59) and treat it as perturbations. In Sections 2.6.6.7, 2.6.6.8, we summarize these estimates, and establish some inequalities to conclude the proof of Proposition 2.6.8.

Since the amount of damping in the energy estimate is small, we cannot overestimate several terms and need to track the coefficients in the estimates. Thus the estimates involve several explicit calculations, which will be presented in Appendix A.0.2. These calculations, (2.83) and 2.92 can also be verified with the aid of $M$ athematica. ${ }^{1}$ In view of Lemma A.0.1, in the following estimates, the reader can regard $\Gamma(\beta) \approx 1, c \approx \frac{2}{\pi}$.
${ }^{1}$ The Mathematica code for these calculations can be found via the link https://www. dropbox.com/s/y6vfhxi3pa8okvr/Calpha_calculations.nb?dl=0.

Definition 2.6.7. To exploit the cancellation of the system, we define the following weights

$$
\begin{align*}
& \psi_{0} \triangleq \frac{9}{8} \frac{\alpha}{c \bar{\eta}}\left(R^{-3}+\frac{3}{2} \frac{1+R}{R^{2}}\right)=\frac{3}{16}\left(\frac{(1+R)^{3}}{R^{4}}+\frac{3}{2} \frac{(1+R)^{4}}{R^{3}}\right) \Gamma(\beta)^{-1}  \tag{2.78}\\
& \varphi_{0} \triangleq \frac{(1+R)^{3}}{R^{3}} \sin (2 \beta), \quad \rho \triangleq R^{-3}+R^{-2}
\end{align*}
$$

where $\bar{\eta}, \Gamma(\beta)=\cos ^{\alpha}(\beta)$ are given in 2.44).
Compared to $\varphi_{2}$ in 2.61), the above weights are less singular in the $R, \beta$ components.

### 2.6.6.1 The forms of the singular weights

There are several considerations to choose the above weights $\psi_{0}, \varphi_{0}$. Firstly, to obtain the damping terms in the energy estimate similar to that in Lemma 2.6.3. the weights in the $R$ direction can be a linear combinations of $R^{-k}$ with various $k$ [19, 42]. See also Lemma 2.6.3. For $R$ near 0 , we need the weight to be singular, e.g., $R^{-k_{1}}$ for a large $k_{1}$. For very large $R$, we need the weight with slow decay, e.g., $R^{-k_{2}}$ with small $k_{2}$. However, using only these two powers $R^{-k_{1}}$ and $R^{-k_{2}}$ are not sufficient. Suppose that we use a weight $\varphi_{0}=R^{-k_{2}}+c R^{-k_{1}}$ with well chosen $k_{1}, k_{2}, c$. Applying a calculation similar to that in 2.66) in Lemma 2.6.3 to $\left\langle L_{20} \eta, \eta \varphi_{0}\right\rangle$, we can obtain $\left\langle D, \eta^{2} \varphi_{0}\right\rangle$ for some coefficient $D(R, \beta)$. However, $D$ may not be negative in the whole domain as the one that we obtain in 2.66 or $|D(R, \beta)|$ with $R=O(1)$ may become much smaller than $|D(0, \beta)|$ and $|D(\infty, \beta)|$. In either case, we cannot establish linear stability since the nonlocal terms are not small. Therefore, we need to add several powers $R^{-k}$ in $\varphi_{0}, \psi_{0}$. The first formula of $\psi_{0}$ in 2.78 is more important than the second, and it contains three different powers.

Secondly, we add $\bar{\eta}$ in the denominator in $\psi_{0}$ to cancel the variable coefficient in our energy estimates, and design $\varphi_{0}$ with the factor $\sin (2 \beta)$. These forms are similar to that in Model 1 in Section 2.6.5.1, where we choose $\rho_{1}=\sin (2 \beta) \rho_{0}, \rho_{2}=\frac{c}{\bar{\eta}} \rho_{0}$ for some weight $\rho_{0}$. These special forms are important and enable us to combine the estimates among $L_{12}(\Omega), \Omega$ and $\eta$. This is the most important motivation in designing $\psi_{0}, \varphi_{0}$ in 2.78). See Model 1 in Section 2.6.5.1 and estimate (2.82).
Thirdly, we choose $\varphi_{0}$ with the factor $\frac{(1+R)^{3}}{R^{3}}$ to derive a damping term for $L_{12}(\Omega)(0)$ from the nonlocal term $c_{\omega}\left(\bar{\Omega}-D_{R} \bar{\Omega}\right)$. See (2.85).

The main result in this section is the following
Proposition 2.6.8. Define an energy $E(R, 0)$ and a remaining term $\mathcal{R}(R, 0)$
$E(R, 0)=\left(\left\|\Omega \varphi_{0}^{1 / 2}\right\|_{2}^{2}+\left\|\eta \psi_{0}^{1 / 2}\right\|_{2}^{2}+\mu_{0} L_{12}^{2}(\Omega)(0)\right)^{1 / 2}$,
$\mathcal{R}(R, 0)=\left\langle\mathcal{R}_{\Omega}, \Omega \varphi_{0}\right\rangle+\left\langle\mathcal{R}_{\eta}, \eta \psi_{0}\right\rangle+\mu_{0} L_{12}(\Omega)(0)\left\langle\mathcal{R}_{\Omega}, \sin (2 \beta) R^{-1}\right\rangle, \quad \mu_{0}=\frac{81}{4 \pi c}$.

Assume that $\Omega, \eta$ satisfies that $E(R, 0), E(\beta)<+\infty$. For some absolute constant $\mu_{1}$, we have

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left(\left(E(R, 0)^{2}+\mu_{1} E(\beta, 1)^{2}\right)\right) \leq-\left(\frac{1}{9}-C \alpha\right)\left(\left(E(R, 0)^{2}+\mu_{1} E(\beta, 1)^{2}\right)\right) \\
& -(4-C \alpha) L_{12}^{2}(\Omega)(0)-\left(\frac{1}{4}-C \alpha\right)\left\|\tilde{L}_{12}^{2} \rho^{1 / 2}\right\|_{L^{2}(R)}^{2}+\mathcal{R}(R, 0)+\mu_{1} \mathcal{R}(\beta, 1)
\end{aligned}
$$

where the energy $E(\beta, 1)$ and the remaining term $\mathcal{R}(\beta, 1)$ are defined in (2.67).

Recall $\mathcal{L}_{1}, \mathcal{L}_{2}$ in Definition 2.6.1. Direct calculations with weights $\varphi_{0}, \psi_{0}$ imply

$$
\begin{align*}
\left\langle\mathcal{L}_{1}(\Omega, \eta), \Omega \varphi_{0}\right\rangle & =-\left\langle R \partial_{R} \Omega, \Omega \varphi_{0}\right\rangle-\left\langle\Omega, \Omega \varphi_{0}\right\rangle+\left\langle\eta, \Omega \varphi_{0}\right\rangle \\
& +c_{\omega}\left\langle\bar{\Omega}-R \partial_{R} \bar{\Omega}, \Omega \varphi_{0}\right\rangle-\left\langle\frac{3}{1+R} D_{\beta} \Omega, \Omega \varphi_{0}\right\rangle \\
\left\langle\mathcal{L}_{2}(\Omega, \eta), \eta \psi_{0}\right\rangle & =-\left\langle R \partial_{R} \eta, \eta \psi_{0}\right\rangle+\left\langle\left(-2+\frac{3}{1+R}\right) \eta, \eta \psi_{0}\right\rangle+\left\langle\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \bar{\eta}, \eta \psi_{0}\right\rangle \\
& +c_{\omega}\left\langle\bar{\eta}-R \partial_{R} \bar{\eta}, \eta \psi_{0}\right\rangle-\left\langle\frac{3}{1+R} D_{\beta} \eta, \eta \psi_{0}\right\rangle, \tag{2.80}
\end{align*}
$$

where we have used the notation $D_{\beta}=\sin (2 \beta) \partial_{\beta}$ to simplify the formula. We treat the sum of the first two terms on the right hand side as damping terms.

### 2.6.6.2 The damping terms

We first handle the first two terms on the right hand side of the $\mathcal{L}_{1}$ equation in 2.80). Using integration by parts for $\partial_{R}$, we derive

$$
\begin{aligned}
& -\left\langle R \partial_{R} \Omega, \Omega \varphi_{0}\right\rangle-\left\langle\Omega, \Omega \varphi_{0}\right\rangle=-\left\langle R \varphi_{0}, \frac{1}{2} \partial_{R} \Omega^{2}\right\rangle-\left\langle\Omega, \Omega \varphi_{0}\right\rangle=\left\langle\frac{1}{2}\left(R \varphi_{0}\right)_{R}-\varphi_{0}, \Omega^{2}\right\rangle, \\
& -\left\langle R \partial_{R} \eta, \eta \psi_{0}\right\rangle+\left\langle\left(-2+\frac{3}{1+R}\right) \eta, \eta \psi_{0}\right\rangle=\left\langle\frac{1}{2}\left(R \psi_{0}\right)_{R}+\left(-2+\frac{3}{1+R}\right) \psi_{0}, \eta^{2}\right\rangle .
\end{aligned}
$$

Using the formulas of $\psi_{0}, \varphi_{0}(2.78)$, we compute the coefficients in the inner products in Appendix A.0.2.1 and obtain

$$
\begin{align*}
& -\left\langle R \partial_{R} \Omega, \Omega \varphi_{0}\right\rangle-\left\langle\Omega, \Omega \varphi_{0}\right\rangle=-\left\langle\left(2 R^{-3}+\frac{9}{2} R^{-2}+3 R^{-1}+\frac{1}{2}\right) \sin (2 \beta), \Omega^{2}\right\rangle \\
& -\left\langle R \partial_{R} \eta, \eta \psi_{0}\right\rangle+\left\langle\left(-2+\frac{3}{1+R}\right) \eta, \eta \psi_{0}\right\rangle \\
= & -\left\langle\frac{3(1+R)^{2}}{32 R^{4}}\left(1+4 R+3 R^{2}+3 R^{3}\right) \Gamma(\beta)^{-1}, \eta^{2}\right\rangle . \tag{2.81}
\end{align*}
$$

### 2.6.6.3 Estimate of interaction between $\Omega$ and $\eta$

We use ideas in Model 1 in Section 2.6.5.1 to combine the estimates of $\langle\Omega, \eta \psi\rangle$ and $\left\langle\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \bar{\eta}, \eta \psi_{0}\right\rangle$. Using (2.44) and (2.78), we can compute

$$
\begin{aligned}
I \triangleq\left\langle\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \bar{\eta}, \eta \psi_{0}\right\rangle & =\left\langle\frac{9}{4 \pi c} \tilde{L}_{12}(\Omega), \eta\left(\frac{1}{R^{3}}+\frac{3}{2} \frac{1+R}{R^{2}}\right)\right\rangle, \\
I I \triangleq\left\langle\Omega, \eta \varphi_{0}\right\rangle & =\left\langle\Omega \sin (2 \beta), \eta\left(\frac{1}{R^{3}}+3 \frac{1+R}{R^{2}}+1\right)\right\rangle,
\end{aligned}
$$

where $c$ is defined in (2.44) and satisfies $c=\frac{2}{\pi}+O(\alpha)$ (see Lemma A.0.1). We design $\psi_{0}(2.78)$ so that the denominator in $\psi_{0}$ and the coefficient $\bar{\eta}$ in $I$ cancel.

Applying the Cauchy-Schwarz inequality, we yield

$$
\begin{align*}
I+I I= & \left\langle\Omega \sin (2 \beta)+\frac{9}{4 \pi c} \tilde{L}_{12}(\Omega), \eta R^{-3}\right\rangle \\
& +\left\langle\Omega \sin (2 \beta)+\frac{9}{8 \pi c} \tilde{L}_{12}(\Omega), 3 \eta \frac{1+R}{R^{2}}\right\rangle+\langle\Omega \sin (2 \beta), \eta\rangle \\
\leq & \frac{4}{3}\left\langle\left(\Omega \sin (2 \beta)+\frac{9}{4 \pi c} \tilde{L}_{12}(\Omega)\right)^{2}, R^{-3}\right\rangle+\frac{1}{4 \cdot 4 / 3}\left\langle\eta^{2}, R^{-3}\right\rangle  \tag{2.82}\\
+ & 6\left\langle\left(\Omega \sin (2 \beta)+\frac{9}{8 \pi c} \tilde{L}_{12}(\Omega)\right)^{2}, R^{-2}\right\rangle+\frac{3^{2}}{4 \cdot 6}\left\langle\eta^{2}, \frac{(1+R)^{2}}{R^{2}}\right\rangle \\
+ & \frac{1}{3}\left\langle\Omega^{2}, \frac{1+R}{R} \sin (2 \beta)^{2}\right\rangle+\frac{3}{4}\left\langle\eta^{2}, \frac{R}{1+R}\right\rangle=\sum_{i=1}^{6} J_{i} .
\end{align*}
$$

We design the special forms $\psi_{0}, \varphi_{0}$ in $(2.78)$ to obtain the good form $\Omega \sin (2 \beta)+$ $C \tilde{L}_{12}(\Omega)$ for some $C>0$ in $I+I I$. Next, we exploit the cancellation between $\Omega$ and $\tilde{L}_{12}(\Omega)$ using Lemma C.0.4. We apply Lemma C.0.4 with $k=2,3$ to
simplify $J_{1}, J_{3}$ defined above:

$$
\begin{aligned}
J_{1}+J_{3}= & \left\langle\left(\frac{4}{3} R^{-3}+6 R^{-2}\right) \sin (2 \beta)^{2}, \Omega^{2}\right\rangle \\
& -\frac{4}{3}\left(2 \cdot \frac{9}{4 \pi c}-\frac{\pi}{2} \frac{9^{2}}{(4 \pi c)^{2}}\right)\left\|\tilde{L}_{12}(\Omega) R^{-3 / 2}\right\|_{L^{2}(R)}^{2} \\
& -6\left(\frac{9}{8 \pi c}-\frac{\pi}{2} \frac{9^{2}}{(8 \pi c)^{2}}\right)\left\|\tilde{L}_{12}(\Omega), R^{-1}\right\|_{L^{2}(R)}^{2} \triangleq M_{1}+M_{2}+M_{3} .
\end{aligned}
$$

We further simplify $M_{2}, M_{3}$ defined above. Using Lemma A.0.1, we have $|\pi c-2| \lesssim \alpha$ and

$$
\begin{align*}
& -\frac{4}{3} \cdot \frac{9}{4 \pi c}\left(2-\frac{\pi}{2} \frac{9}{4 \pi c}\right) \leq-\frac{4}{3} \cdot \frac{9}{8}\left(2-\frac{\pi}{2} \cdot \frac{9}{8}\right)+C \alpha<-\frac{1}{4}+C \alpha  \tag{2.83}\\
& -6 \cdot \frac{9}{8 \pi c}\left(1-\frac{\pi}{2} \frac{9}{8 \pi c}\right) \leq-6 \cdot \frac{9}{16}\left(1-\frac{\pi}{2} \cdot \frac{9}{16}\right)+C \alpha<-\frac{1}{4}+C \alpha
\end{align*}
$$

for some absolute constant $C$. It follows that

$$
\begin{aligned}
M_{2}+M_{3} & \leq\left(-\frac{1}{4}+C \alpha\right)\left(\left\|\tilde{L}_{12}(\Omega), R^{-3 / 2}\right\|_{L^{2}(R)}^{2}+\left\|\tilde{L}_{12}(\Omega), R^{-1}\right\|_{L^{2}(R)}^{2}\right) \\
& =\left(-\frac{1}{4}+C \alpha\right)\left\|\tilde{L}_{12}(\Omega) \rho^{1 / 2}\right\|_{L^{2}}^{2}
\end{aligned}
$$

where we have used the notation $\rho$ defined in 2.78. Therefore, we yield the damping for $\tilde{L}_{12}(\Omega)$.
Remark 2.6.9. The above computations of $J_{1}, J_{2}, J_{3}, J_{4}$ are exactly the same as those in Model 1 in Section 2.6.5.1. We choose the constants in the weights (2.78) carefully so that when we apply Lemma C.0.4 the constant $-((k-$ 1) $\lambda-\frac{\pi}{2} \lambda^{2}$ ) in A.7) is negative, i.e. (2.83).

Using (2.82), the above estimate of $M_{2}+M_{3}$ in $J_{1}+J_{3}$ and $\sin (2 \beta)^{2} \leq \sin (2 \beta)$, we prove

$$
\begin{align*}
& \left\langle\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \bar{\eta}, \eta \psi_{0}\right\rangle+\left\langle\Omega, \eta \varphi_{0}\right\rangle=I+I I \\
\leq & \left\langle\left(\frac{4}{3} R^{-3}+6 R^{-2}+\frac{1+R}{3 R}\right) \sin (2 \beta), \Omega^{2}\right\rangle  \tag{2.84}\\
+ & \left\langle\frac{3}{16} R^{-3}+\frac{3}{8} \frac{(1+R)^{2}}{R^{2}}+\frac{3}{4} \frac{R}{1+R}, \eta^{2}\right\rangle-\left(\frac{1}{4}-C \alpha\right)\left\|\tilde{L}_{12}(\Omega) \rho^{1 / 2}\right\|_{L^{2}(R)}^{2}
\end{align*}
$$

### 2.6.6.4 Estimate of the projection $c_{\omega}$ in the $\Omega$ equation

We estimate the terms involving $c_{\omega}$ in 2.80 in this subsection. Notice that $c_{\omega}$ defined in 2.47) is the projection of $\Omega$ onto some function. Using (2.44)
and (2.78), we can calculate

$$
\left\langle\bar{\Omega}-R \partial_{R} \bar{\Omega}, \Omega \varphi_{0}\right\rangle=\left\langle\frac{\alpha}{c} \Gamma(\beta) \frac{6 R^{2}}{(1+R)^{3}}, \Omega \frac{(1+R)^{3}}{R^{3}} \sin (2 \beta)\right\rangle=\frac{6 \alpha}{c}\left\langle\frac{\sin (2 \beta) \Gamma(\beta)}{R}, \Omega\right\rangle .
$$

We show that the above projection is almost equal to $L_{12}(\Omega)(0)$. Notice that

$$
\begin{aligned}
& \frac{1}{c}\left\langle\frac{\sin (2 \beta) \Gamma(\beta)}{R}, \Omega\right\rangle-\frac{\pi}{2}\left\langle\frac{\sin (2 \beta)}{R}, \Omega\right\rangle \\
= & \frac{1}{c}\left\langle\frac{\sin (2 \beta)(\Gamma(\beta)-1)}{R}, \Omega\right\rangle+\left(\frac{1}{c}-\frac{\pi}{2}\right)\left\langle\frac{\sin (2 \beta)}{R}, \Omega\right\rangle \triangleq I+I I .
\end{aligned}
$$

Using Lemma A.0.1, 2.78) and the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
|I| & \lesssim \alpha\left\langle\frac{1}{R} \sin (2 \beta)^{1 / 2},\right| \Omega\left\rangle \lesssim \alpha\left\|\Omega \frac{(1+R)^{3 / 2}}{R^{3 / 2}} \sin (2 \beta)^{1 / 2}\right\|_{2}\left\|\frac{1}{R} \cdot \frac{R^{3 / 2}}{(1+R)^{3 / 2}}\right\|_{2}\right. \\
& \lesssim \alpha \mid\left\|\Omega \varphi_{0}^{1 / 2}\right\|_{2}, \\
|I I| & \lesssim \alpha\left\langle\frac{1}{R} \sin (2 \beta),\right| \Omega\rangle \lesssim \alpha|\left\|\frac{(1+R)^{3 / 2}}{R^{3 / 2}} \sin (2 \beta)\right\|_{2}\left\|\frac{1}{R} \cdot \frac{R^{3 / 2}}{(1+R)^{3 / 2}} \sin (2 \beta)\right\|_{2} \\
& \lesssim \alpha \mid \Omega \varphi_{0}^{1 / 2} \|_{2}
\end{aligned}
$$

It follows that

$$
\left|\frac{1}{\alpha}\left\langle\bar{\Omega}-R \partial_{R} \bar{\Omega}, \Omega \varphi_{0}\right\rangle-6 \cdot \frac{\pi}{2}\left\langle\frac{\sin (2 \beta)}{R}, \Omega\right\rangle\right| \leq 6|I+I I| \lesssim \alpha| | \Omega \varphi_{0}^{1 / 2} \|_{2}
$$

Recall the definition of $c_{\omega}$ in 2.47). Using the above estimate and then the formula of $L_{12}(\Omega)(0)$ 2.31, we have

$$
\begin{align*}
& c_{\omega}\left\langle\bar{\Omega}-R \partial_{R} \bar{\Omega}, \Omega \varphi_{0}\right\rangle=-\frac{2}{\pi} L_{12}(\Omega)(0) \cdot \frac{1}{\alpha}\left\langle\bar{\Omega}-R \partial_{R} \bar{\Omega}, \Omega \varphi_{0}\right\rangle \\
\leq & -\frac{2}{\pi} L_{12}(\Omega)(0) \cdot 6 \cdot \frac{\pi}{2}\left\langle\frac{\sin (2 \beta)}{R}, \Omega\right\rangle+C \alpha\left|L_{12}(\Omega)(0)\right| \cdot\left\|\Omega \varphi_{0}^{1 / 2}\right\|_{2}  \tag{2.85}\\
= & -6\left(L_{12}(\Omega)(0)\right)^{2}+C \alpha\left|L_{12}(\Omega)(0)\right| \cdot\left\|\Omega \varphi_{0}^{1 / 2}\right\|_{2} \\
\leq & -(6-C \alpha)\left(L_{12}(\Omega)(0)\right)^{2}+C \alpha| | \Omega \varphi_{0}^{1 / 2} \|_{2} .
\end{align*}
$$

By choosing $\varphi_{0}$ in 2.78 carefully, we obtain a damping term for $L_{12}(\Omega)(0)^{2}$ from $c_{\omega}\left(\bar{\Omega}-R \partial_{R} \bar{\Omega}\right)$. This is one of the motivations to choose the special form of $\varphi_{0}$.

### 2.6.6.5 Estimate of the projection $c_{\omega}$ in the $\eta$ equation

We use some ideas and estimates similar to those in Model 2 in Section 2.6.5.2 to estimate the $c_{\omega}$ term in the $\eta$ equation (2.80).

Using $c_{\omega}=-\frac{2}{\pi \alpha} L_{12}(\Omega)(0)$ 2.47) and expanding the coefficient $\left(\bar{\eta}-R \partial_{R} \bar{\eta}\right) \psi_{0}$ using the formulas (2.44) and (2.78), which is presented in Appendix A.0.2.2, we derive

$$
\begin{align*}
c_{\omega}\left\langle\bar{\eta}-R \partial_{R} \bar{\eta}, \eta \psi_{0}\right\rangle & =-\frac{27}{4 \pi c} L_{12}(\Omega)(0)\left\langle\eta, \frac{1}{(1+R) R^{2}}\right\rangle-\frac{81}{8 \pi c} L_{12}(\Omega)(0)\left\langle\eta, \frac{1}{R}\right\rangle \\
& \triangleq A_{1}+A_{2} \tag{2.86}
\end{align*}
$$

An ODE for $L_{12}(\Omega)(0)$ Using the $\Omega$ equation in 2.59 and derivation similar to that in Model 2 in Section 2.6.5.2, we derive the following ODE for $L_{12}(\Omega)(0)$ in Appendix A.0.2.3

$$
\begin{array}{r}
\frac{1}{2} \frac{d}{d t} \frac{81}{4 \pi c} L_{12}^{2}(\Omega)(0)=\frac{81}{4 \pi c}\left(-4 L_{12}^{2}(\Omega)(0)+L_{12}(\Omega)(0)\left\langle\eta, \frac{\sin (2 \beta)}{R}\right\rangle\right. \\
\left.\quad-L_{12}(\Omega)(0)\left\langle\frac{3 \sin (2 \beta)}{(1+R) R}, D_{\beta} \Omega\right\rangle+L_{12}(\Omega)(0)\left\langle\mathcal{R}_{\Omega}, \frac{\sin (2 \beta)}{R}\right\rangle\right) \tag{2.87}
\end{array}
$$

Note that we have multiplied both sides of the ODE for $L_{12}^{2}(\Omega)(0)$ by the constant $\frac{81}{4 \pi c}$ and will include $\frac{81}{4 \pi c} L_{12}^{2}(\Omega)(0)$ in the energy $\left.E(R, 0) 2.79\right)$. The first term on the right hand side provides damping for $L_{12}^{2}(\Omega)(0)$, which is similar to that in (2.77). It enables us to control the term $A_{1}, A_{2}$ in 2.86). Based on the idea in Model 2 in Section 2.6.5.2 and the fact that the integrands in $A_{2}$ and $L_{12}(\Omega)(0)\left\langle\eta, \frac{\sin (2 \beta)}{R}\right\rangle$ in 2.87$)$ have different signs, we combine the estimate of $A_{2}$ in 2.86 and the $\eta$ term in (2.87) as follows to exploit cancellation

$$
\begin{equation*}
A_{3} \triangleq A_{2}+\frac{81}{4 \pi c} L_{12}(\Omega)(0)\left\langle\eta, \frac{\sin (2 \beta)}{R}\right\rangle=\frac{81}{8 \pi c} L_{12}(\Omega)(0)\left\langle\eta, \frac{1}{R}(-1+2 \sin (2 \beta))\right\rangle \tag{2.88}
\end{equation*}
$$

Next, we estimate $A_{1}$ in 2.86 and $A_{3}$ by treating them as perturbation. Applying the Cauchy-Schwarz inequality yields

$$
\begin{align*}
& A_{3} \leq \frac{81}{8 \pi c}\left|L_{12}(\Omega)(0)\right| \cdot\left\|\eta \frac{(1+R)^{2}}{R^{3 / 2}}\right\|_{2}\left\|\frac{R^{3 / 2}}{(1+R)^{2}} \frac{1}{R}(1-2 \sin (2 \beta))\right\|_{2}  \tag{2.89}\\
& A_{1} \leq \frac{27}{4 \pi c}\left|L_{12}(\Omega)(0)\right| \cdot\left\|\eta \frac{(1+R)^{3 / 2}}{R^{2}}\right\|_{2}\left\|\frac{R^{2}}{(1+R)^{3 / 2}} \cdot \frac{1}{(1+R) R^{2}}\right\|_{2}
\end{align*}
$$

The integrals on $R, \beta$ in 2.89 equal to $\sqrt{\frac{1}{6}\left(\frac{3 \pi}{2}-4\right)}, \sqrt{\frac{\pi}{8}}$, respectively, which are computed in Appendix A.0.2.4. Then we reduce 2.89 to

$$
\begin{equation*}
A_{3} \leq b_{1}\left|L_{12}(\Omega)(0)\right|\left\|\eta \frac{(1+R)^{2}}{R^{3 / 2}}\right\|_{2}, \quad A_{1} \leq b_{2} \left\lvert\, L_{12}(\Omega)(0)\| \| \eta \frac{(1+R)^{3 / 2}}{R^{2}}\right. \|_{2} \tag{2.90}
\end{equation*}
$$

where $b_{1}, b_{2}$ are given by

$$
b_{1} \triangleq \frac{81}{8 \pi c} \sqrt{\frac{1}{6}\left(\frac{3 \pi}{2}-4\right)}, \quad b_{2} \triangleq \frac{27}{4 \pi c} \sqrt{\frac{\pi}{8}} .
$$

Using the Young's inequality $a b \leq s a^{2}+\frac{1}{4 s} b^{2}$ for any $s>0$, we get

$$
\begin{align*}
A_{1}+A_{3} \leq & \frac{1}{32}\left\|\eta \frac{(1+R)^{2}}{R^{3 / 2}}\right\|_{2}^{2}+\frac{9}{128}\left\|\eta \frac{(1+R)^{3 / 2}}{R^{2}}\right\|_{2}^{2} \\
& +L_{12}^{2}(\Omega)(0)\left(\frac{b_{1}^{2}}{4 \times 1 / 32}+\frac{b_{2}^{2}}{4 \times 9 / 128}\right) \tag{2.91}
\end{align*}
$$

Using Lemma A.0.1 for the estimate of $c$ and a direct calculation yield

$$
\begin{align*}
& \frac{b_{1}^{2}}{1 / 8}+\frac{b_{2}^{2}}{9 / 32}-\frac{81}{4 \pi c} \cdot 4=8\left(\frac{81}{8 \pi c}\right)^{2} \frac{1}{6}\left(\frac{3 \pi}{2}-4\right)+\frac{32}{9}\left(\frac{27}{4 \pi c}\right)^{2} \frac{\pi}{8}-\frac{81}{\pi c} \\
\leq & \frac{4}{3}\left(\frac{81}{16}\right)^{2}\left(\frac{3 \pi}{2}-4\right)+\frac{4 \pi}{9}\left(\frac{27}{8}\right)^{2}-\frac{81}{2}+C \alpha<C \alpha . \tag{2.92}
\end{align*}
$$

Combining the identities 2.86, 2.88, the damping term of $L_{12}^{2}(\Omega)(0)$ in (2.87) and the estimate (2.91), we prove

$$
\begin{align*}
& c_{\omega}\left\langle\bar{\eta}-R \partial_{R} \bar{\eta}, \eta \psi_{0}\right\rangle+\frac{81}{4 \pi c} L_{12}(\Omega)(0)\left\langle\eta, \frac{\sin (2 \beta)}{R}\right\rangle-\frac{81}{4 \pi c} \cdot 4 L_{12}^{2}(\Omega)(0) \\
= & A_{1}+A_{2}+\frac{81}{4 \pi c} L_{12}(\Omega)(0)\left\langle\eta, \frac{\sin (2 \beta)}{R}\right\rangle-\frac{81}{4 \pi c} \cdot 4 L_{12}^{2}(\Omega)(0) \\
= & A_{1}+A_{3}-\frac{81}{4 \pi c} \cdot 4 L_{12}^{2}(\Omega)(0)  \tag{2.93}\\
= & \left\langle\eta^{2}, \frac{1}{32} \frac{(1+R)^{4}}{R^{3}}+\frac{9}{128} \frac{(1+R)^{3}}{R^{4}}\right\rangle+L_{12}^{2}(\Omega)(0)\left(\frac{b_{1}^{2}}{1 / 8}+\frac{b_{2}^{2}}{9 / 32}-\frac{81}{\pi c}\right) \\
\leq & \frac{3}{16}\left\langle\eta^{2}, \frac{1}{6} \frac{(1+R)^{4}}{R^{3}}+\frac{3}{8} \frac{(1+R)^{3}}{R^{4}}\right\rangle+C \alpha L_{12}^{2}(\Omega)(0),
\end{align*}
$$

where we have used 2.92 to derive the last inequality.

### 2.6.6.6 Estimate of the angular transport term

From the definition of the weights (2.61), (2.78), we have

$$
\varphi_{0} \lesssim \varphi_{2}, \quad(1+R)^{-1} \psi_{0} \lesssim \psi_{2}, \quad\left\|\frac{3 \sin (2 \beta)}{(1+R) R} \varphi_{2}^{-1 / 2}\right\|_{2} \lesssim 1
$$

Therefore, we can estimate the angular transport terms in 2.80, 2.87) as follows

$$
\begin{aligned}
& -\left\langle\frac{3 D_{\beta} \Omega}{1+R}, \Omega \varphi_{0}\right\rangle \lesssim\left\|D_{\beta} \Omega \varphi_{2}^{1 / 2}\right\|_{2}\left\|\Omega \varphi_{0}^{1 / 2}\right\|_{2}, \quad-\left\langle\frac{3 D_{\beta} \eta}{1+R}, \eta \psi_{0}\right\rangle \lesssim\left\|D_{\beta} \eta \psi_{2}^{1 / 2}\right\|_{2}\left\|\eta \psi_{0}^{1 / 2}\right\|_{2} \\
& \left.-\frac{81}{4 \pi c} L_{12}(\Omega)(0)\left\langle\frac{3 \sin (2 \beta)}{(1+R) R}, D_{\beta} \Omega\right\rangle \lesssim \right\rvert\, L_{12}(\Omega)(0)\| \| D_{\beta} \Omega \varphi_{2}^{1 / 2} \|_{2}
\end{aligned}
$$

where we have used $c^{-1} \lesssim 1$ (see Lemma A.0.1). Using the energy notations $E(\beta, 1)(2.67)$ and $E(R, 0)(2.79$, we further derive

$$
\begin{align*}
& -\left\langle\frac{3 D_{\beta} \Omega}{1+R}, \Omega \varphi_{0}\right\rangle-\left\langle\frac{3 D_{\beta} \eta}{1+R}, \eta \psi_{0}\right\rangle-\frac{81}{4 \pi c} L_{12}(\Omega)(0)\left\langle\frac{3 \sin (2 \beta)}{(1+R) R}, D_{\beta} \Omega\right\rangle  \tag{2.94}\\
\leq & K_{1} E(R, 0) E(\beta, 1)
\end{align*}
$$

for some absolute constant $K_{1}$. We remark that the absolute constants $K_{1}, K_{2}, \ldots$ do not change from line to line.

### 2.6.6.7 Completing the estimates with a less singular weight

Combining the estimates (2.80)-(2.84), (2.85), (2.87), (2.93), (2.94) and using the notations $E(R, 0), \mathcal{R}(R, 0)$ 2.79), we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} E(R, 0)^{2}=\frac{1}{2} \frac{d}{d t}\left(\left\|\Omega \varphi_{0}^{1 / 2}\right\|_{2}^{2}+\left\|\eta \psi_{0}^{1 / 2}\right\|_{2}^{2}+\frac{81}{4 \pi c} L_{12}^{2}(\Omega)(0)\right) \\
& \leq\left\langle\Omega^{2}, \sin (2 \beta) D(\Omega)\right\rangle+\left\langle\eta^{2}, D(\eta)\right\rangle+\left(-\frac{1}{4}+C \alpha\right)\left\|\tilde{L}_{12}(\Omega) \rho^{1 / 2}\right\|_{L^{2}(R)}^{2} \\
& \quad+L_{12}^{2}(\Omega)(0)(-6+C \alpha)+C \alpha\left\langle\Omega^{2}, \varphi_{0}\right\rangle+K_{1} E(R, 0) E(\beta, 1)+\mathcal{R}(R, 0) \tag{2.95}
\end{align*}
$$

where $D(\Omega), D(\eta)$ are given by

$$
\begin{align*}
D(\Omega) \triangleq & -2 R^{-3}-\frac{9}{2} R^{-2}-3 R^{-1}-\frac{1}{2}+\frac{4}{3} R^{-3}+6 R^{-2}+\frac{1+R}{3 R} \\
D(\eta) \triangleq & -\frac{3(1+R)^{2}}{32 R^{4}}\left(1+4 R+3 R^{2}+3 R^{3}\right) \Gamma(\beta)^{-1} \\
& +\left(\frac{3}{16} R^{-3}+\frac{3}{8} \frac{(1+R)^{2}}{R^{2}}+\frac{3 R}{4(1+R)}\right)+\frac{3}{16}\left(\frac{1}{6} \frac{(1+R)^{4}}{R^{3}}+\frac{3}{8} \frac{(1+R)^{3}}{R^{4}}\right) . \tag{2.96}
\end{align*}
$$

Recall the weights $\varphi_{0}, \psi_{0}$ in 2.78). In Appendix A.0.2.5, we estimate $D(\Omega), D(\eta)$ and prove

$$
\begin{equation*}
\sin (2 \beta) D(\Omega) \leq-\frac{1}{6} \varphi_{0}, \quad D(\eta) \leq-\frac{1}{8} \psi_{0} \tag{2.97}
\end{equation*}
$$

which only involves elementary estimates.
For $L_{12}^{2}(\Omega)(0)$ in 2.95, we use Lemma A.0.1 about $c(c \pi=2+O(\alpha))$ to get

$$
-6+C \alpha \leq-\frac{1}{8} \times \frac{81}{8}-4+C \alpha \leq-\frac{1}{8} \times \frac{81}{4 \pi c}-4+C \alpha
$$

which implies

$$
\begin{equation*}
(-6+C \alpha) L_{12}^{2}(\Omega)(0) \leq-\frac{1}{8} \cdot \frac{81}{4 \pi c} L_{12}^{2}(\Omega)(0)-(4-C \alpha) L_{12}^{2}(\Omega)(0) \tag{2.98}
\end{equation*}
$$

where $C$ is some absolute constant and may vary from line to line. Observe that

$$
\begin{equation*}
K_{1} E(R, 0) E(\beta, 1) \leq \frac{1}{100} E(R, 0)^{2}+100 K_{1}^{2} E^{2}(\beta, 1) \tag{2.99}
\end{equation*}
$$

Recall $E(R, 0)$ in (2.79). Finally, substituting the estimates (2.97)-(2.99) in (2.95), we prove

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} E(R, 0)^{2} \leq & -\left(\frac{1}{6}-C \alpha\right)\left\|\Omega \varphi_{0}^{1 / 2}\right\|_{2}^{2}-\frac{1}{8}\left\|\eta \psi_{0}^{1 / 2}\right\|_{2}^{2}-\frac{1}{8} \cdot \frac{81}{4 \pi c} L_{12}^{2}(\Omega)(0) \\
& -(4-C \alpha) L_{12}^{2}(\Omega)(0)-\left(\frac{1}{4}-C \alpha\right)\left\|\tilde{L}_{12}(\Omega) \rho^{1 / 2}\right\|_{L^{2}(R)} \\
& +\frac{1}{100} E(R, 0)^{2}+100 K_{1}^{2} E^{2}(\beta, 1)+\mathcal{R}(R, 0) \\
\leq & \left(-\frac{1}{9}+C \alpha\right) E^{2}(R, 0)-\left(\frac{1}{4}-C \alpha\right)\left\|\tilde{L}_{12}(\Omega) \rho^{1 / 2}\right\|_{L^{2}(R)} \\
& -(4-C \alpha) L_{12}^{2}(\Omega)(0)+100 K_{1}^{2} E^{2}(\beta, 1)+\mathcal{R}(R, 0) \tag{2.100}
\end{align*}
$$

where we have used $-\frac{1}{6}+C \alpha+\frac{1}{100},-\frac{1}{8}+\frac{1}{100}<-\frac{1}{9}+C \alpha$ to derive the last inequality.

### 2.6.6.8 Linear stability with a less singular weight

Using the reformulation (2.59), and the notations $E(\beta, 1)$ and $\mathcal{R}(\beta, 1)$ defined in (2.67), we have

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}(E(\beta, 1))^{2}=\left\langle D_{\beta} \mathcal{L}_{1}(\Omega, \eta),\left(D_{\beta} \Omega\right) \varphi_{2}\right\rangle+\left\langle D_{\beta} \mathcal{L}_{2}(\Omega, \eta),\left(D_{\beta} \eta\right) \varphi_{2}\right\rangle+\mathcal{R}(\beta, 1) \tag{2.101}
\end{equation*}
$$

Now we combine (2.68) and 2.100 to establish the linear stability of (2.52)(2.53) with the less singular weight (2.78). Firstly, we choose an absolute constant $\mu_{1}$ such that

$$
100 K_{1}^{2}<\frac{1}{20} \mu_{1}
$$

where the absolute constant $K_{1}$ is determined in (2.94). From (2.78), we have $R^{-2} \leq \rho$. Hence,

$$
\left\|\tilde{L}_{12}(\Omega) R^{-1}\right\|_{L^{2}(R)}^{2} \leq\left\|\tilde{L}_{12}(\Omega) \rho^{1 / 2}\right\|_{L^{2}(R)}^{2}
$$

Combining Proposition 2.6.6, 2.100 , the formulation 2.101, and the above estimates, we establish the estimate for $E(R, 0)^{2}+\mu_{1} E(\beta, 1)^{2}$

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left(E(R, 0)^{2}+\mu_{1} E(\beta, 1)^{2}\right)\right) \leq-\left(\frac{1}{9}-C \alpha\right)\left(\left(E(R, 0)^{2}+\mu_{1} E(\beta, 1)^{2}\right)\right) \\
& -(4-C \alpha) L_{12}^{2}(\Omega)(0)-\left(\frac{1}{4}-C \alpha\right)\left\|\tilde{L}_{12}^{2} \rho^{1 / 2}\right\|_{L^{2}(R)}^{2}+\mathcal{R}(R, 0)+\mu_{1} \mathcal{R}(\beta, 1) \tag{2.102}
\end{align*}
$$

The proof of Proposition 2.6 .8 is now complete.

### 2.6.7 Weighted $L^{2}$ estimate of $\Omega, \eta$ with a more singular weight

With the linear stability (2.102) with a less singular weight, we can proceed to perform the weighted $L^{2}$ estimate with a more singular weight.

Definition 2.6.10. Define an energy $E(R, 1)$ and a remaining term $\mathcal{R}(R, 1)$ by

$$
\begin{align*}
& E(R, 1) \triangleq\left(\left\|\Omega \varphi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|\eta \varphi_{1}^{1 / 2}\right\|_{2}^{2}\right)^{1 / 2}  \tag{2.103}\\
& \mathcal{R}(R, 1) \triangleq\left\langle\mathcal{R}_{\Omega}, \Omega \varphi_{1}\right\rangle+\left\langle\mathcal{R}_{\eta}, \eta \varphi_{1}\right\rangle
\end{align*}
$$

where $\varphi_{1}, \psi_{1}$ are given in Definition 2.6.2.

The main result in this Section is the following.
Proposition 2.6.11. Assume that $\Omega \varphi_{1}^{1 / 2}, \eta \varphi_{1}^{1 / 2} \in L^{2}$. We have that

$$
\begin{aligned}
& \left\langle\mathcal{L}_{1}(\Omega, \eta), \Omega \varphi_{1}\right\rangle+\left\langle\mathcal{L}_{2}(\Omega, \eta), \eta \varphi_{1}\right\rangle \\
\leq & -\frac{1}{6}(E(R, 1))^{2}+K_{3}\left(L_{12}^{2}(\Omega)(0)+\left\|\tilde{L}_{12}(\Omega) R^{-1}\right\|_{L^{2}(R)}^{2}\right),
\end{aligned}
$$

where $\mathcal{L}_{1}, \mathcal{L}_{2}$ are defined in Definition 2.6.1, $K_{3}>0$ is some fixed absolute constant.

Proof of Proposition 2.6.11. A direct calculation yields

$$
\begin{align*}
\left\langle\mathcal{L}_{1}(\Omega, \eta), \Omega \varphi_{1}\right\rangle & =\left\langle\mathcal{L}_{10}(\Omega, \eta), \Omega \varphi_{1}\right\rangle+c_{\omega}\left\langle\bar{\Omega}-R \partial_{R} \bar{\Omega}, \Omega \varphi_{1}\right\rangle \\
\left\langle\mathcal{L}_{2}(\Omega, \eta), \eta \varphi_{1}\right\rangle & =\left\langle\mathcal{L}_{20}(\eta), \eta \varphi_{1}\right\rangle+\frac{2}{\pi \alpha}\left\langle\tilde{L}_{12}(\Omega) \bar{\eta}, \eta \varphi_{1}\right\rangle+c_{\omega}\left\langle\bar{\eta}-R \partial_{R} \bar{\eta}, \eta \varphi_{1}\right\rangle \tag{2.104}
\end{align*}
$$

Applying Lemma 2.6.3 with $\varphi=\varphi_{1}$ and $\delta=\sigma=\frac{99}{100}$, we yield

$$
\begin{aligned}
& \left\langle\mathcal{L}_{10}(\Omega, \eta), \Omega \varphi_{1}\right\rangle+\left\langle\mathcal{L}_{20}(\eta), \eta \varphi_{1}\right\rangle \\
\leq & \left(-\frac{1}{4}+3|1-\sigma|\right)\left(\left\|\Omega \varphi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|\eta \varphi_{1}^{1 / 2}\right\|_{2}^{2}\right)<-\frac{1}{5}\left(\left\|\Omega \varphi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|\eta \varphi_{1}^{1 / 2}\right\|_{2}^{2}\right)
\end{aligned}
$$

Recall $c_{\omega}=-\frac{2}{\pi \alpha} L_{12}(\Omega)(0)$ 2.47). Using A.16 in Lemma A.0.6 and the Cauchy-Schwarz inequality, we obtain
$\left|c_{\omega}\left\langle\left(\bar{\Omega}-R \partial_{R} \bar{\Omega}\right), \Omega \varphi_{1}\right\rangle\right|+\left|c_{\omega}\left\langle\left(\bar{\eta}-R \partial_{R} \bar{\eta}\right), \eta \varphi_{1}\right\rangle\right| \lesssim\left|L_{12}(\Omega)(0)\right|\left(| | \Omega \varphi_{1}^{1 / 2}| |_{2}^{2}+| | \eta \varphi_{1}^{1 / 2} \|_{2}^{2}\right)^{1 / 2}$.
For $\tilde{L}_{12}(\Omega)$ in (2.104), using the Cauchy-Schwarz inequality, we derive
$\left\langle\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \bar{\eta}, \eta \varphi_{1}\right\rangle \lesssim \alpha^{-1}\left\|\tilde{L}_{12}(\Omega) \bar{\eta} \varphi_{1}^{1 / 2}\right\|_{2}\left\|\eta \varphi_{1}^{1 / 2}\right\|_{2} \lesssim\left\|\tilde{L}_{12}(\Omega) R^{-1}\right\|_{L^{2}(R)}\left\|\eta \varphi_{1}^{1 / 2}\right\|_{2}$,
where we have applied Lemma A.0.3 and A.15) in Lemma A.0.6 in the second inequality.

Using the Cauchy-Schwarz inequality and the energy notation $E(R, 1)$ (2.103), we complete the proof of Proposition 2.6.11.

### 2.6.8 Weighted $L^{2}$ estimate of $D_{\beta} \xi$ and $\xi$

The estimates of $\xi$ are simpler since the main terms in the equation of $\xi$ (2.54) do not couple with $\Omega, \eta$ directly. We use the weights $\psi_{1}, \psi_{2}$ in Definition 2.6.2,

Proposition 2.6.12. Suppose that $\psi_{1}^{1 / 2} \xi, \psi_{2}^{1 / 2} D_{\beta} \xi \in L^{2}$. We have

$$
\begin{align*}
\left\langle\mathcal{L}_{3}(\Omega, \xi), \xi \psi_{1}\right\rangle \leq & \left(-\frac{1}{3}+C \alpha\right)\left\|\xi \psi_{1}^{1 / 2}\right\|_{2}^{2} \\
& +C \alpha\left(L_{12}^{2}(\Omega)(0)+\left\|\tilde{L}_{12}(\Omega) R^{-1}\right\|_{L^{2}(R)}^{2}\right)  \tag{2.105}\\
\left\langle D_{\beta} \mathcal{L}_{3}(\Omega, \xi),\left(D_{\beta} \xi\right) \psi_{2}\right\rangle \leq & \left(-\frac{1}{3}+C \alpha\right)\left\|D_{\beta} \xi \psi_{2}^{1 / 2}\right\|_{2}^{2} \\
& +C \alpha\left(L_{12}^{2}(\Omega)(0)+\left\|\tilde{L}_{12}(\Omega) R^{-1}\right\|_{L^{2}(R)}^{2}\right) \tag{2.106}
\end{align*}
$$

Proof of Proposition 2.6.12. Since $D_{\beta}$ commutes with $\mathcal{L}_{3}$ (see Definition 2.6.1) and $\tilde{L}_{12}(R)$ does not depend on $\beta$, a direct calculation implies

$$
\begin{align*}
\left\langle\mathcal{L}_{3}(\Omega, \xi), \xi \psi_{1}\right\rangle= & \left\langle\mathcal{L}_{30}(\xi), \xi \psi_{1}\right\rangle-\frac{2}{\pi \alpha}\left\langle\tilde{L}_{12}(\Omega) \bar{\xi}, \xi \psi_{1}\right\rangle+c_{\omega}\left\langle 3 \bar{\xi}-D_{R} \bar{\xi}, \xi \psi_{1}\right\rangle \\
\left\langle D_{\beta} \mathcal{L}_{3}(\Omega, \xi),\left(D_{\beta} \xi\right) \psi_{2}\right\rangle= & \left\langle\mathcal{L}_{30}\left(D_{\beta} \xi\right),\left(D_{\beta} \xi\right) \psi_{2}\right\rangle-\frac{2}{\pi \alpha}\left\langle\tilde{L}_{12}(\Omega) D_{\beta} \bar{\xi},\left(D_{\beta} \xi\right) \psi_{2}\right\rangle \\
& +c_{\omega}\left\langle D_{\beta}\left(3 \bar{\xi}-D_{R} \bar{\xi}\right), \xi \psi_{2}\right\rangle \tag{2.107}
\end{align*}
$$

Applying (2.64) in Lemma 2.6.3 with $\psi=\psi_{1}$ (a constant multiple of $\psi$ does not change the estimate in (2.64) and with $\psi=\psi_{2}$ (see Definition 2.6.2), respectively, we derive

$$
\begin{align*}
\left\langle\mathcal{L}_{30}(\xi), \xi \psi_{1}\right\rangle & \leq\left(-\frac{1}{2}+3|1-\sigma|\right)\left\|\xi \psi_{1}^{1 / 2}\right\|_{2}^{2}<-\frac{3}{8}\left\|\xi \psi_{1}^{1 / 2}\right\|_{2}^{2} \\
\left\langle\mathcal{L}_{30}\left(D_{\beta} \xi\right),\left(D_{\beta} \xi\right) \psi_{2}\right\rangle & \leq\left(-\frac{1}{2}+3(|1-\gamma| \vee|1-\sigma|)\right)\left\|D_{\beta} \xi \psi_{2}^{1 / 2}\right\|_{2}^{2}  \tag{2.108}\\
& \leq\left(-\frac{3}{8}+\alpha\right)\left\|D_{\beta} \xi \psi_{2}^{1 / 2}\right\|_{2}^{2}
\end{align*}
$$

where $\gamma=1+\frac{\alpha}{10}, \sigma=\frac{99}{100}$. Using the Cauchy-Schwarz inequality, we yield

$$
\begin{align*}
\left|-\frac{2}{\pi \alpha}\left\langle\tilde{L}_{12}(\Omega) \bar{\xi}, \xi \psi_{1}\right\rangle\right| & \lesssim \alpha^{-1}| | \tilde{L}_{12}(\Omega) \bar{\xi} \psi_{1}^{1 / 2}\left\|_{2}\right\| \xi \psi_{1}^{1 / 2} \|_{2}  \tag{2.109}\\
& \lesssim \alpha\left|\mid \tilde{L}_{12}(\Omega) R^{-1}\left\|_{2}\right\| \xi \psi_{1}^{1 / 2} \|_{2}\right.
\end{align*}
$$

where we have applied Lemma A.0.3 and (A.25) in Lemma A.0.8 to derive the second inequality.

Using the Cauchy-Schwarz inequality, (2.47) and Lemma A.0.8, we obtain

$$
\begin{align*}
c_{\omega}\left\langle 3 \bar{\xi}-D_{R} \bar{\xi}, \xi \psi_{1}\right\rangle & \lesssim \alpha^{-1}\left|L_{12}(\Omega)(0)\right| \cdot\left\|\left(3 \bar{\xi}-D_{R} \bar{\xi}\right) \psi_{1}^{1 / 2}\right\|_{2}\left\|\xi \psi_{1}^{1 / 2}\right\|_{2} \\
& \lesssim \alpha\left|L_{12}(\Omega)(0)\right| \cdot\left\|\xi \psi_{1}^{1 / 2}\right\|_{2} . \tag{2.110}
\end{align*}
$$

Plugging (2.108)-(2.110) in (2.107) and using the Cauchy-Schwarz inequality , we prove (2.105).

The proof of (2.106) is completely similar. We apply estimates similar to those in (2.109)-2.110) and Lemmas A.0.3, A.0.8 to control the $c_{\omega}$ and $\tilde{L}_{12}(\Omega)$ terms. Combining these estimates, using the second inequality in (2.108) and then the Cauchy-Schwarz inequality prove (2.106).

### 2.6.8.1 The weighted $L^{2}$ energy

Using the reformulation (2.59), we have

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left(\left\|\Omega \varphi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|\eta \varphi_{1}^{1 / 2}\right\|_{2}^{2}\right)= & \left\langle\mathcal{L}_{1}(\Omega, \eta), \Omega \varphi_{1}\right\rangle+\left\langle\mathcal{L}_{2}(\Omega, \eta), \eta \varphi_{1}\right\rangle \\
& +\left\langle\mathcal{R}_{\Omega}, \Omega \varphi_{1}\right\rangle+\left\langle\mathcal{R}_{\eta}, \eta \varphi_{1}\right\rangle \\
\frac{1}{2} \frac{d}{d t}\left\|\xi \psi_{1}^{1 / 2}\right\|_{2}^{2}= & \left\langle\mathcal{L}_{3}(\xi), \xi \psi_{1}\right\rangle+\left\langle\mathcal{R}_{\xi}, \xi \psi_{1}\right\rangle \\
\frac{1}{2} \frac{d}{d t}\left\|D_{\beta} \xi \psi_{2}^{1 / 2}\right\|_{2}^{2}= & \left\langle D_{\beta} \mathcal{L}_{3}(\xi),\left(D_{\beta} \xi\right) \psi_{2}\right\rangle+\left\langle D_{\beta} \mathcal{R}_{\xi}, D_{\beta} \xi \psi_{2}\right\rangle .
\end{aligned}
$$

Recall the energy $E(R, 1)$ and the remaining term $\mathcal{R}(R, 1)$ in Definition 2.6.10.

$$
E(R, 1)=\left(\left\|\Omega \varphi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|\eta \varphi_{1}^{1 / 2}\right\|_{2}^{2}\right)^{1 / 2}, \quad \mathcal{R}(R, 1)=\left\langle\mathcal{R}_{\Omega}, \Omega \varphi_{1}\right\rangle+\left\langle\mathcal{R}_{\eta}, \eta \varphi_{1}\right\rangle .
$$

Combining the above reformulation, Propositions 2.6.8, 2.6.11, 2.6.12 and $R^{-2} \leq \rho 2.78$, we know that there is some absolute constant $\mu_{2}$, which is small enough, e.g., $\mu_{2} K_{3}<\frac{1}{100}$, such that the following estimate holds

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(E(R, 0)^{2}+\mu_{1} E(\beta, 1)^{2}+\mu_{2} E(R, 1)^{2}+\left\|\xi \psi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|D_{\beta} \xi \psi_{2}^{1 / 2}\right\|_{2}^{2}\right) \\
\leq & -\left(\frac{1}{9}-C \alpha\right)\left(E(R, 0)^{2}+\mu_{1} E(\beta, 1)^{2}+\mu_{2} E(R, 1)^{2}+\left\|\xi \psi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|D_{\beta} \xi \psi_{2}^{1 / 2}\right\|_{2}^{2}\right) \\
& -(3-C \alpha) L_{12}^{2}(\Omega)(0)-\left(\frac{1}{5}-C \alpha\right)\left\|\tilde{L}_{12}^{2} \rho^{1 / 2}\right\|_{L^{2}(R)}^{2}+\mathcal{R}_{0}(\Omega, \eta, \xi), \tag{2.111}
\end{align*}
$$

where $\mathcal{R}_{0}$ is defined below. We define the following weighted $L^{2}$ energy and the remaining term $\mathcal{R}_{0}{ }^{2}$
$E_{0}(\Omega, \eta, \xi) \triangleq\left(E(R, 0)^{2}+\mu_{1} E(\beta, 1)^{2}+\mu_{2} E(R, 1)^{2}+\left\|\xi \psi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|D_{\beta} \xi \psi_{2}^{1 / 2}\right\|_{2}^{2}\right)^{1 / 2}$,
$\mathcal{R}_{0}(\Omega, \eta, \xi) \triangleq \mathcal{R}(R, 0)+\mu_{1} \mathcal{R}(\beta, 1)+\mu_{2} \mathcal{R}(R, 1)+\left\langle\mathcal{R}_{\xi}, \xi \psi_{1}\right\rangle+\left\langle D_{\beta} \mathcal{R}_{\xi},\left(D_{\beta} \xi\right) \psi_{2}\right\rangle$,
where $(E(R, 0), \mathcal{R}(R, 0)),(E(\beta, 1), \mathcal{R}(\beta, 1)),(E(R, 1), \mathcal{R}(R, 1))$ are defined in (2.79), (2.67) and 2.103), respectively, and $\mu_{i}$ are some fixed absolute constants.

We do not need the extra damping for $\tilde{L}_{12}(\Omega) \rho^{1 / 2}$ and $L_{12}(\Omega)(0)$ in 2.111 due to Lemma A.0.4 and the fact that $E_{0}$ is stronger than $\left\|\Omega \frac{(1+R)^{2}}{R^{2}}\right\|_{L^{2}}$. Using (A.9), we know that $C \alpha\left\|\tilde{L}_{12}(\Omega) \rho^{1 / 2}\right\|_{L^{2}(R)}^{2}, C \alpha\left|L_{12}(\Omega)(0)\right|^{2}$ can be bounded by $C \alpha E_{0}^{2}$. Hence, using the notation $E_{0}, \mathcal{R}_{0}$, we derive the following result from (2.111).

Corollary 2.6.13. Let $E_{0}(\Omega, \eta, \xi), \mathcal{R}_{0}(\Omega, \eta, \xi)$ be the energy and the remaining term defined in 2.112. Under the assumptions of Propositions 2.6.6, 2.6.11 and 2.6.12, we have

$$
\frac{1}{2} \frac{d}{d t} E_{0}^{2} \leq-\left(\frac{1}{9}-C \alpha\right) E_{0}^{2}+\mathcal{R}_{0}
$$

### 2.7 Higher order estimates and the energy functional

In this section, based on the weighted $L^{2}$ estimates established in Corollary 2.6 .13 , we proceed to perform the higher order estimates in the spirit of Propositions 2.6.11, 2.6.12 so that we can complete the nonlinear analysis. In subsection 2.7.1, we perform the weighted $H^{1}$ estimates of $\mathcal{L}_{i}$ and illustrate how to apply several lemmas to control different terms in $D_{R} \mathcal{L}_{i}$. In Section 2.7.2, we use a similar argument to establish weighted $H^{2}$ and $H^{3}$ estimates. In these estimates, we treat the nonlocal terms as perturbations and apply Lemma 2.6.3 recursively.

Since $\bar{\xi}(x, y)$ does not decay in the $x$ direction when $y$ is fixed (see the estimates of $\bar{\xi}$ in Lemma A.0.8, we cannot obtain the decay estimate for its perturbation $\xi$. Hence, in order to obtain the $L^{\infty}$ control of $\xi$ and its derivatives, which will be used later to estimate the nonlinear terms, we cannot apply a $H^{k} \hookrightarrow$ $L^{\infty}$ type Sobolev embedding. We perform the $L^{\infty}$ estimates of $\xi$ and its

[^0]derivative directly in Section 2.7.3. This difficulty is not present in 42 by removing the swirl. The coefficient of the damping term in 2.54 is given by $I_{1}=-2-\frac{3}{1+R} \leq-2$. This simple inequality is actually related to the flow structure. In fact, $I_{1}$ is the leading order term of $-2-\bar{v}_{y}$ (see 2.48) and (2.45), and the positive sign of $\bar{v}_{y}$ is related to the hyperbolic flow structure $\bar{u}<0, \bar{v}>0$ and $\bar{v}(x, 0)=0$. See more discussions after Lemma 2.4.1. The fact that $I_{1}$ is bounded uniformly away from 0 enables us to establish the $L^{\infty}$ estimate of $\xi$.

### 2.7.1 Weighted $H^{1}$ estimates

We remark that the weighted $H^{1}$ estimate with angular derivatives is already established in Section 2.6 .4 about $D_{\beta} \Omega, D_{\beta} \eta$ and Section 2.6 .8 about $D_{\beta} \xi$. Recall the weighted differential operator $D_{R}=R \partial_{R}$ in Definition 2.6.1. We define an energy and a remaining term

$$
\begin{align*}
& E(R, 2)(\Omega, \eta, \xi) \triangleq\left(\left\|D_{R} \Omega \varphi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|D_{R} \eta \varphi_{1}^{1 / 2}\right\|_{2}+\left\|D_{R} \xi \psi_{1}^{1 / 2}\right\|_{2}^{2}\right)^{1 / 2} \\
& \mathcal{R}(R, 2)(\Omega, \eta, \xi) \triangleq\left\langle D_{R} \mathcal{R}_{\Omega}, D_{R} \Omega \varphi_{1}\right\rangle+\left\langle D_{R} \mathcal{R}_{\eta}, D_{R} \eta \varphi_{1}\right\rangle+\left\langle D_{R} \mathcal{R}_{\xi}, D_{R} \xi \psi_{1}\right\rangle \tag{2.113}
\end{align*}
$$

where $\varphi_{1}, \psi_{1}$ are defined in (2.61).
Proposition 2.7.1. Under the assumption of Corollary 2.6.13 and that $\varphi_{1}^{1 / 2} D_{R} \Omega$, $\varphi_{1}^{1 / 2} D_{R} \eta, \psi_{1}^{1 / 2} D_{R} \xi \in L^{2}$, for some fixed absolute constant $K_{4}$, we have

$$
\begin{aligned}
& \left\langle D_{R} \mathcal{L}_{1}(\Omega, \eta),\left(D_{R} \Omega\right) \varphi_{1}\right\rangle+\left\langle D_{R} \mathcal{L}_{2}(\Omega, \eta),\left(D_{R} \eta\right) \varphi_{1}\right\rangle+\left\langle D_{R} \mathcal{L}_{3}(\xi),\left(D_{R} \xi\right) \psi_{1}\right\rangle \\
\leq & -\frac{1}{6} E^{2}(R, 2)+K_{4} E_{0}^{2}
\end{aligned}
$$

where $E_{0}, E(R, 2)$ are defined in (2.112) and (2.113).
Proof. Since $D_{R}$ commutes with $D_{R}, D_{\beta}$ in $\mathcal{L}_{i}, \mathcal{L}_{i 0}$ (Definition 2.6.1), we have

$$
\begin{aligned}
D_{R} \mathcal{L}_{1}(\Omega, \eta)= & \mathcal{L}_{10}\left(D_{R} \Omega, D_{R} \eta\right)-D_{R} \frac{3}{1+R} \cdot D_{\beta} \Omega+c_{\omega} D_{R}\left(\bar{\Omega}-R \partial_{R} \bar{\Omega}\right) \\
= & \mathcal{L}_{10}\left(D_{R} \Omega, D_{R} \eta\right)+\sum_{i=1}^{2} I_{i} \\
D_{R} \mathcal{L}_{2}(\Omega, \eta)= & \mathcal{L}_{20}\left(D_{R} \eta\right)-D_{R} \frac{3}{1+R} \cdot D_{\beta} \eta+D_{R}\left(-2+\frac{3}{1+R}\right) \cdot \eta \\
& +\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \cdot D_{R} \bar{\eta}+\frac{2}{\pi \alpha} D_{R} \tilde{L}_{12}(\Omega) \cdot \bar{\eta}+c_{\omega} D_{R}\left(\bar{\eta}-R \partial_{R} \bar{\eta}\right) \\
= & \mathcal{L}_{20}\left(D_{R} \eta\right)+\sum_{i=1}^{5} I I_{i}
\end{aligned}
$$

$$
\begin{aligned}
D_{R} \mathcal{L}_{3}(\Omega, \xi)= & \mathcal{L}_{30}\left(D_{R} \xi\right)-D_{R} \frac{3}{1+R} \cdot D_{\beta} \xi+D_{R}\left(-2-\frac{3}{1+R}\right) \cdot \xi \\
& -\frac{2}{\pi \alpha} \tilde{L}_{12}(\Omega) \cdot D_{R} \bar{\xi}-\frac{2}{\pi \alpha} D_{R} \tilde{L}_{12}(\Omega) \cdot \bar{\xi}+c_{\omega} D_{R}\left(3 \bar{\xi}-R \partial_{R} \bar{\xi}\right) \\
= & \mathcal{L}_{30}\left(D_{R} \xi\right)+\sum_{i=1}^{5} I I I_{i}
\end{aligned}
$$

Applying (2.63) with $\varphi=\varphi_{1}$ (see (2.61)), and (2.64) with $\psi=\psi_{1}$ (see (2.61)) in Lemma 2.6.3, and $3|1-\sigma|<\frac{1}{30}$, we yield

$$
\begin{aligned}
&\left\langle\mathcal{L}_{10}\left(D_{R} \Omega, D_{R} \eta\right),\left(D_{R} \Omega\right) \varphi_{1}\right\rangle+\left\langle\mathcal{L}_{20}\left(D_{R} \eta\right),\left(D_{R} \eta\right) \varphi_{1}\right\rangle \\
& \leq-\frac{1}{5}\left(\left\|D_{R} \Omega \varphi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|D_{R} \eta \varphi_{1}^{1 / 2}\right\|_{2}^{2}\right) \\
&\left\langle\mathcal{L}_{20}\left(D_{R} \xi\right),\left(D_{R} \xi\right) \psi_{1}\right\rangle \leq-\frac{3}{8}\left\|D_{R} \xi \psi_{1}^{1 / 2}\right\|_{2}^{2}
\end{aligned}
$$

Notice that $\varphi_{2}, \psi_{2}(2.61)$ satisfy $\varphi_{1} \leq \varphi_{2}, \psi_{1} \leq \psi_{2}$. For the terms not involving $\tilde{L}_{12}(\Omega), c_{\omega}$, we use $E_{0}$ defined in 2.112) to control the weighted $L^{2}$ norm of $D_{\beta} \Omega, D_{\beta} \eta$. It is easy to see that

$$
\begin{aligned}
\left\|I_{1} \varphi_{1}^{1 / 2}\right\|_{L^{2}} & \lesssim\left\|D_{\beta} \Omega \varphi_{2}^{1 / 2}\right\|_{L^{2}} \lesssim E_{0}, \quad\left\|I I_{1} \varphi_{1}^{1 / 2}\right\|_{L^{2}} \lesssim\left\|D_{\beta} \eta \varphi_{2}^{1 / 2}\right\|_{L^{2}} \lesssim E_{0} \\
\left\|I I_{2} \varphi_{1}^{1 / 2}\right\|_{L^{2}} & \lesssim\left\|\eta \varphi_{1}^{1 / 2}\right\|_{L^{2}} \lesssim E_{0}, \quad\left\|I I I_{1} \psi_{1}^{1 / 2}\right\|_{L^{2}} \lesssim\left\|D_{\beta} \xi \psi_{2}^{1 / 2}\right\|_{L^{2}} \lesssim E_{0} \\
\left\|I I I_{2} \psi_{1}^{1 / 2}\right\|_{L^{2}} & \lesssim\left\|\xi \psi_{1}^{1 / 2}\right\|_{L^{2}} \lesssim E_{0}
\end{aligned}
$$

Recall $c_{\omega}=-\frac{2}{\pi \alpha} L_{12}(\Omega)(0)$. Applying A.16) in Lemma A.14 to $I_{2}, I I_{5}$ and (A.26) in Lemma A.0.8 to $I I I_{5}$, we obtain

$$
\begin{aligned}
\left\|I_{2} \varphi_{1}^{1 / 2}\right\|_{L^{2}} & \lesssim\left|L_{12}(\Omega)(0)\right| \lesssim E_{0}, \quad\left\|I I_{5} \varphi_{1}^{1 / 2}\right\|_{L^{2}} \lesssim\left|L_{12}(\Omega)(0)\right| \lesssim E_{0} \\
\left\|I I I_{5} \psi_{1}^{1 / 2}\right\|_{L^{2}} & \lesssim \alpha\left|L_{12}(\Omega)(0)\right| \lesssim \alpha E_{0}
\end{aligned}
$$

Finally, for the $\tilde{L}_{12}(\Omega)$ terms, we apply Lemma A.0.3. To apply Lemma A.0.3. we need the $L^{\infty}$ norm of some angular integrals, whose estimates are given in A.15) in Lemma A.0.6 about $\bar{\Omega}, \bar{\eta}$ and A.25) in Lemma A.0.8 about $\bar{\xi}$. Using these estimates, we obtain

$$
\begin{aligned}
&\left\|I I_{3} \varphi_{1}^{1 / 2}\right\|_{L^{2}} \lesssim\left\|\tilde{L}_{12}(\Omega) R^{-1}\right\|_{L^{2}(R)} \lesssim E_{0}, \quad\left\|I I_{4} \varphi_{1}^{1 / 2}\right\|_{L^{2}} \lesssim\left\|R^{-1} \Omega\right\|_{L^{2}} \lesssim E_{0} \\
&\left\|I I I_{3} \psi_{1}^{1 / 2}\right\|_{L^{2}} \lesssim \alpha\left\|\tilde{L}_{12}(\Omega) R^{-1}\right\|_{L^{2}(R)} \lesssim \alpha E_{0}, \quad\left\|I I I_{4} \psi_{1}^{1 / 2}\right\|_{L^{2}} \lesssim \alpha\left\|R^{-1} \Omega\right\|_{L^{2}} \lesssim \alpha E_{0}
\end{aligned}
$$

The result now follows using the Cauchy-Schwarz inequality (notice that $-\frac{1}{5}<$ $-\frac{1}{6}, \alpha<1$ ) and applying the energy notation (2.113).

Using the reformulation (2.59), we have

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} E^{2}(R, 2)= & \frac{1}{2} \frac{d}{d t}\left(\left\|D_{R} \Omega \varphi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|D_{R} \eta \varphi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|D_{R} \xi \psi_{1}^{1 / 2}\right\|_{2}^{2}\right)^{1 / 2} \\
= & \left\langle D_{R} \mathcal{L}_{1}(\Omega, \eta),\left(D_{R} \Omega\right) \varphi_{1}\right\rangle+\left\langle D_{R} \mathcal{L}_{2}(\Omega, \eta),\left(D_{R} \eta\right) \varphi_{1}\right\rangle \\
& +\left\langle D_{R} \mathcal{L}_{3}(\xi),\left(D_{R} \xi\right) \psi_{1}\right\rangle+\mathcal{R}(R, 2)
\end{aligned}
$$

Therefore, it is not difficult to combine the above reformulation, Corollary 2.6.13 and Proposition 2.7.1 to prove the following results.

Corollary 2.7.2. Suppose that $\Omega, \eta, \xi$ satisfy $E_{0}(\Omega, \eta, \xi), E(R, 2)(\Omega, \eta, \xi)<$ $+\infty$, where $E_{0}, E(R, 2)$ are defined in (2.112) and (2.113), respectively. Then there exists an absolute constant $\mu_{3}$, such that, the following statement holds true. The weighted $H^{1}$ energy $E_{1}$ and its associated remaining term $\mathcal{R}_{1}$ defined by

$$
\begin{align*}
& E_{1}(\Omega, \eta, \xi) \triangleq\left(E_{0}^{2}(\Omega, \eta, \xi)+\mu_{3} E^{2}(R, 2)(\Omega, \eta, \xi)\right)^{1 / 2}  \tag{2.114}\\
& \mathcal{R}_{1}(\Omega, \eta, \xi) \triangleq \mathcal{R}_{0}+\mu_{3} \mathcal{R}(R, 2)
\end{align*}
$$

where $\mathcal{R}_{0}, \mathcal{R}(R, 2)$ are defined in 2.112) and 2.113, satisfy

$$
\frac{1}{2} \frac{d}{d t} E_{1}^{2} \leq\left(-\frac{1}{10}+C \alpha\right) E_{1}^{2}+\mathcal{R}_{1}
$$

### 2.7.2 Weighted $H^{2}$ and $H^{3}$ estimates

Recall the weights $\varphi_{i}, \psi_{i}$ in Definition 2.6.2. For $D_{R}^{k} \Omega, D_{R}^{k} \eta, k=2,3$, we use weight $\varphi_{1}$; for other second or third derivative terms $D_{R}^{i} D_{\beta}^{j} \Omega, D_{R}^{i} D_{\beta}^{j} \eta, j \geq 1$ we use weight $\varphi_{2}$. For $D_{R}^{k} \xi, k=2,3$, we use weight $\psi_{1}$; for other second or third derivative terms $D_{R}^{i} D_{\beta}^{j} \xi, j \geq 1$, we use weight $\psi_{3}$.

In the same spirit of the weighted $H^{1}$ estimates established in Sections 2.6.4 and 2.7.1, we perform the weighted $H^{2}$ and $H^{3}$ estimates. We estimate the second and third derivative terms in the order of $D_{\beta}^{2}, D_{\beta} D_{R}, D_{R}^{2}, D_{\beta}^{3}, D_{\beta}^{2} D_{R}$, $D_{\beta} D_{R}^{2}, D_{R}^{3}$. The motivation to first estimate the angular derivative terms is the same as that in Sections 2.6.1.2 and 2.6.4. This order of energy estimates has been used in 42 . In these estimates, we treat the nonlocal terms as perturbations and apply Lemma 2.6.3 recursively.

Similar to the weighted $H^{1}$ energy function $E_{1}$ and Corollary 2.7.2, there exist some absolute constants $\mu_{j, k}$, which can be determined in the order $(j, k)=$ $(2,0),(2,1),(2,2),(3,0),(3,1),(3,2),(3,3)$, such that the weighted $H^{3}$ energy functional $E_{3} \geq 0$ and its associated remaining term $\mathcal{R}_{3}$ defined below satisfy
the estimates stated in Corollary 2.7.3.

$$
\begin{align*}
E_{3}^{2}(\Omega, \eta, \xi) \triangleq & E_{1}^{2}+\sum_{l=2,3} \sum_{0 \leq k \leq l} \mu_{l, k}\left(\left\|D_{R}^{k} D_{\beta}^{l-k} \Omega \varphi_{i}^{1 / 2}\right\|_{2}^{2}\right. \\
& \left.+\left\|D_{R}^{k} D_{\beta}^{l-k} \eta \varphi_{i}^{1 / 2}\right\|_{2}^{2}+\left\|D_{R}^{k} D_{\beta}^{l-k} \xi \psi_{i}^{1 / 2}\right\|_{2}^{2}\right) \\
\mathcal{R}_{3}(\Omega, \eta, \xi) \triangleq & \mathcal{R}_{1}+\sum_{l=2,3} \sum_{0 \leq k \leq l} \mu_{l, k}\left(\left\langle D_{R}^{k} D_{\beta}^{l-k} \mathcal{R}_{\Omega},\left(D_{R}^{k} D_{\beta}^{l-k} \Omega\right) \varphi_{i}\right\rangle\right. \\
& \left.+\left\langle D_{R}^{k} D_{\beta}^{l-k} \mathcal{R}_{\eta},\left(D_{R}^{k} D_{\beta}^{l-k} \eta\right) \varphi_{i}\right\rangle+\left\langle D_{R}^{k} D_{\beta}^{l-k} \mathcal{R}_{\xi},\left(D_{R}^{k} D_{\beta}^{l-k} \xi\right) \psi_{i}\right\rangle\right) \tag{2.115}
\end{align*}
$$

where $E_{1}, \mathcal{R}_{1}$ are defined in (2.114), $\left(\varphi_{i}, \psi_{i}\right)=\left(\varphi_{3}, \psi_{3}\right)$ for $k=0,1,2$ and $\left(\varphi_{1}, \psi_{1}\right)$ otherwise.

Corollary 2.7.3. Suppose $E_{3}(\Omega, \eta, \xi)<+\infty$. Then the energy $E_{3}$ satisfies

$$
\frac{1}{2} \frac{d}{d t} E_{3}^{2}(\Omega, \eta, \xi) \leq\left(-\frac{1}{12}+C \alpha\right) E_{3}^{2}+\mathcal{R}_{3}
$$

We refer the weighted $H^{2}$ estimates to the arXiv version of [16]. The weighted $H^{3}$ estimates can be generalized in a straightforward manner.

### 2.7.3 $\mathcal{C}^{1}$ estimates

We introduce the following weights for the weighted $C^{1}$ estimates

$$
\begin{equation*}
\phi_{1}=\frac{1+R}{R}, \quad \phi_{2}=1+\left(R \sin (2 \beta)^{\alpha}\right)^{-\frac{1}{40}} \tag{2.116}
\end{equation*}
$$

and the following $\mathcal{C}^{1}$ norm

$$
\begin{align*}
\|f\|_{\mathcal{C}^{1}} & \triangleq\|f\|_{\infty}+\left\|\phi_{1} D_{R} f\right\|_{\infty}+\left\|\phi_{2} D_{\beta} f\right\|_{\infty} \\
& =\|f\|_{\infty}+\left\|\frac{1+R}{R} D_{R} f\right\|_{\infty}+\left\|\left(1+\left(R \sin (2 \beta)^{\alpha}\right)^{-\frac{1}{40}}\right) D_{\beta} f\right\|_{\infty} \tag{2.117}
\end{align*}
$$

To close the nonlinear estimates, we need to control the $L^{\infty}$ norm of $\Omega, \eta, \xi$ and their derivatives. For $\Omega, \eta$, the weighted $H^{3}$ estimates that we have obtained guarantee that $\Omega, \eta \in \mathcal{C}^{1}$, which will be established precisely in later sections. For $\xi$, however, since the weight $\psi_{2}$ (see Definition 2.6.2) is less singular in $\beta$ for $\beta$ close to 0 , the weighted $H^{3}$ space associated to $\xi$ is not embedded continuously into $\mathcal{C}^{1}$. Alternatively, we perform $\mathcal{C}^{1}$ estimates on $\xi$ directly. This difficulty is absent in [42] by removing the swirl.

Firstly, the transport term in the $\xi$ equation in (2.48), including the nonlinear part in $N_{\xi}$, is given by

$$
\begin{equation*}
\mathcal{A}(\xi) \triangleq(1+3 \alpha) D_{R} \xi+\alpha c_{l} D_{R} \xi+(\overline{\mathbf{u}} \cdot \nabla) \xi+(\mathbf{u} \cdot \nabla) \xi \tag{2.118}
\end{equation*}
$$

The main damping term in the $\xi$ equation is $\left(-2-\bar{v}_{y}\right) \xi$. (2.45) shows that $-\bar{v}_{y}=-\frac{3}{1+R}+$ l.o.t. Therefore, we consider

$$
\begin{equation*}
\left(-2-\bar{v}_{y}\right) \xi=\left(-2-\frac{3}{1+R}\right) \xi+\Xi_{1}, \quad \Xi_{1} \triangleq\left(\frac{3}{1+R}-\bar{v}_{y}\right) \xi \tag{2.119}
\end{equation*}
$$

We further introduce $\Xi_{2}$ to denote the lower order terms in the $\xi$ equation (2.48)

$$
\begin{equation*}
\Xi_{2}=-v_{y} \bar{\xi}+c_{\omega}\left(2 \bar{\xi}-R \partial_{R} \bar{\xi}\right)+\left(\alpha c_{\omega} R \partial_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\xi}-\left(u_{y} \bar{\eta}+\bar{u}_{y} \eta\right) \tag{2.120}
\end{equation*}
$$

Then the $\xi$ equation in 2.48 can be simplified as

$$
\begin{equation*}
\partial_{t} \xi+A(\xi)=\left(-2-\frac{3}{1+R}\right) \xi+\Xi_{1}+\Xi_{2}+\bar{F}_{\xi}+N_{o} \tag{2.121}
\end{equation*}
$$

where we have moved part of the nonlinear term $N_{\xi}$ defined in (2.49) to the transport term $A(\xi)$ and $N_{o}$ is given by

$$
\begin{equation*}
N_{o}=\left(2 c_{\omega}-v_{y}\right) \xi-u_{y} \eta \tag{2.122}
\end{equation*}
$$

Notice that $-\frac{3}{1+R} \leq 0$. Multiplying $\xi$ on both sides and then performing $L^{\infty}$ estimate yield

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\xi\|_{\infty}^{2} \leq-2\|\xi\|_{\infty}^{2}+\|\xi\|\left(\left\|\Xi_{1}\right\|_{L^{\infty}}+\left\|\Xi_{2}\right\|_{\infty}+\left\|\bar{F}_{\xi}\right\|_{\infty}+\left\|N_{\xi}\right\|_{\infty}\right) \tag{2.123}
\end{equation*}
$$

where the transport term $A(\xi)$ vanishes.
Before we perform weighted $C^{1}$ estimates, we rewrite $\mathcal{A}(\xi)$ defined in (2.118) as follows

$$
\begin{equation*}
\mathcal{A}(\xi)=\left(\left(1+3 \alpha+\alpha c_{l}\right) D_{R} \xi+\frac{3}{1+R} D_{\beta} \xi\right)+\left(\left((\mathbf{u}+\overline{\mathbf{u}}) \cdot \nabla-\frac{3}{1+R} D_{\beta}\right) \xi\right) \triangleq \mathcal{A}_{1}(\xi)+\mathcal{A}_{2}(\xi) \tag{2.124}
\end{equation*}
$$

Recall the weights $\phi_{1}, \phi_{2}$ in 2.116). Observe that $D_{\beta}$ commutes with $\mathcal{A}_{1}$ and $D_{R}$ commutes with $D_{R}, D_{\beta}$. Denote by $[P, Q]$ the commutator $P Q-Q P$. A direct calculation shows that

$$
\begin{align*}
& \phi_{1} D_{R} \mathcal{A} \xi-\mathcal{A}\left(\phi_{1} D_{R} \xi\right) \\
= & \phi_{1} D_{R} \frac{3}{1+R} \cdot D_{\beta} \xi-\left(1+3 \alpha+\alpha c_{l}\right) D_{R} \phi_{1} \cdot D_{R} \xi+\left[\phi_{1} D_{R}, \mathcal{A}_{2}\right] \xi, \\
= & -\frac{3}{1+R} D_{\beta} \xi+\left(1+3 \alpha+\alpha c_{l}\right) \frac{1}{1+R} \phi_{1} D_{R} \xi+\left[\phi_{1} D_{R}, \mathcal{A}_{2}\right] \xi  \tag{2.125}\\
& \phi_{2} D_{\beta} \mathcal{A} \xi-\mathcal{A}\left(\phi_{2} D_{\beta} \xi\right)=-\mathcal{A}_{1}\left(\phi_{2}-1\right) \cdot D_{\beta} \xi+\left[\phi_{2} D_{\beta}, \mathcal{A}_{2}\right] \xi,
\end{align*}
$$

where we have used $\mathcal{A}_{1}(1)=0$ in the last equality. Hence, using (2.121) and the above calculation, we obtain the equation of $\phi_{1} D_{R} \xi$

$$
\begin{aligned}
\partial_{t}\left(\phi_{1} D_{R} \xi\right)+\mathcal{A}\left(\phi_{1} D_{R} \xi\right) & =\frac{3}{1+R} D_{\beta} \xi-\left(1+3 \alpha+\alpha c_{l}\right) \frac{1}{1+R} \phi_{1} D_{R} \xi-\left[\phi_{1} D_{R}, \mathcal{A}_{1} \xi\right] \\
& +\phi_{1} D_{R}\left(\left(-2-\frac{3}{1+R}\right) \xi\right)+\phi_{1} D_{R}\left(\Xi_{1}+\Xi_{2}+\bar{F}_{\xi}+N_{o}\right)
\end{aligned}
$$

We remark that $-(1+3 \alpha) \frac{1}{1+R} \phi_{1} D_{R} \xi$ is a damping term, though we will not use it. Performing $L^{\infty}$ estimate for $\phi_{1} D_{\beta} \xi$, we obtain the following estimate, which is similar to 2.123

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\phi_{1} D_{R} \xi\right\|_{\infty}^{2} \leq-\left(2-\left|\alpha c_{l}\right|\right)\left\|\phi_{1} D_{R} \xi\right\|_{\infty}^{2}+3\left\|\phi_{1} D_{R} \xi\right\|_{\infty}\|\xi\|_{\infty} \\
& +\left\|\phi_{1} D_{R} \xi\right\|_{L^{\infty}}\left(3\left\|D_{\beta} \xi\right\|_{\infty}+\left\|\left[\phi_{1} D_{R}, \mathcal{A}_{2}\right] \xi\right\|_{\infty}+\left\|\phi_{1} D_{R}\left(\Xi_{1}+\Xi_{2}+\bar{F}_{\xi}+N_{o}\right)\right\|_{L^{\infty}}\right) \tag{2.126}
\end{align*}
$$

where we have used $\left|\frac{3}{1+R}\right| \leq 3$ and

$$
\begin{aligned}
\phi_{1} D_{R} \xi \cdot \phi_{1} D_{R}\left(-2-\frac{3}{1+R}\right) \xi & =\phi_{1} D_{R} \xi \cdot\left(\left(-2-\frac{3}{1+R}\right) \phi_{1} D_{R} \xi+\phi_{1} \frac{3 R \xi}{(1+R)^{2}}\right) \\
& \leq-2\left(\phi_{1} D_{R} \xi\right)^{2}+3\left\|\phi_{1} D_{R} \xi\right\|_{\infty}\|\xi\|_{\infty}
\end{aligned}
$$

Similarly, using (2.121), 2.125) and performing $L^{\infty}$ estimate on $\phi_{2} D_{\beta} \xi$ yield

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\|\phi_{2} D_{\beta} \xi\right\|_{\infty}^{2} \leq-2\left\|\phi_{2} D_{\beta} \xi\right\|_{\infty}^{2}+\left\|\phi_{2} D_{\beta} \xi\right\|_{\infty}\left\|\mathcal{A}_{1}\left(\phi_{2}-1\right) \cdot D_{\beta} \xi\right\|_{L^{\infty}}  \tag{2.127}\\
& +\left\|\phi_{2} D_{\beta} \xi\right\|_{\infty}\left(\left\|\left[\phi_{2} D_{\beta}, \mathcal{A}_{2}\right] \xi\right\|_{\infty}+\left\|\phi_{2} D_{\beta}\left(\Xi_{1}+\Xi_{2}+\bar{F}_{\xi}+N_{o}\right)\right\|_{L^{\infty}}\right)
\end{align*}
$$

where we have used

$$
\phi_{2} D_{\beta} \xi \cdot \phi_{2} D_{\beta}\left(-2-\frac{3}{1+R}\right) \xi \leq-2\left(\phi_{2} D_{\beta} \xi\right)^{2}
$$

We defer the estimates of the remaining terms in (2.123), (2.126), (2.127) which are small, to Section 2.9.

### 2.7.4 The energy functional and the $\mathcal{H}^{m}$ norm

Using all the energy notations (2.67), (2.79), (2.103), (2.112), (2.113), 2.114) and (2.115), we obtain the full expression of $E_{3}$ 2.115

$$
\begin{align*}
E_{3}^{2} & =\left\|\Omega \varphi_{0}^{1 / 2}\right\|_{2}^{2}+\left\|\eta \psi_{0}^{1 / 2}\right\|_{2}^{2}+\frac{81}{4 \pi c} L_{12}^{2}(\Omega)(0)+\left\|D_{\beta} \xi \psi_{2}^{1 / 2}\right\|_{2}^{2} \\
& +\mu_{1}\left(\left\|D_{\beta} \Omega \varphi_{2}^{1 / 2}\right\|_{2}^{2}+\left\|D_{\beta} \eta \psi_{2}^{1 / 2}\right\|_{2}^{2}\right)+\mu_{2}\left(\left\|\Omega \varphi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|\eta \psi_{1}^{1 / 2}\right\|_{2}^{2}\right)+\left\|\xi \psi_{1}^{1 / 2}\right\|_{2}^{2} \\
& +\mu_{3}\left(\left\|D_{R} \Omega \varphi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|D_{R} \eta \psi_{1}^{1 / 2}\right\|_{2}^{2}+\left\|D_{R} \xi \psi_{1}^{1 / 2}\right\|_{2}^{2}\right) \\
& +\sum_{l=2,3} \sum_{0 \leq k \leq l} \mu_{l, k}\left(\left\langle\left\|D_{R}^{k} D_{\beta}^{l-k} \Omega \varphi_{i}^{1 / 2}\right\|_{2}^{2}+\left\|D_{R}^{k} D_{\beta}^{l-k} \eta \varphi_{i}^{1 / 2}\right\|_{2}^{2}+\left\|D_{R}^{k} D_{\beta}^{l-k} \xi \psi_{i}^{1 / 2}\right\|_{2}^{2}\right)\right. \tag{2.128}
\end{align*}
$$

where $\left(\varphi_{i}, \psi_{i}\right)=\left(\varphi_{1}, \psi_{1}\right)$ for $k=l,\left(\varphi_{i}, \psi_{i}\right)=\left(\varphi_{2}, \psi_{2}\right)$ for $k \neq l$ and $l=2,3$.
Recall $\varphi_{i}, \psi_{i}$ in Definition 2.6.2. We define the $\mathcal{H}^{m}(\rho)$ norm with $m \geq 0$ as follows

$$
\begin{equation*}
\|f\|_{\mathcal{H}^{m}(\rho)} \triangleq \sum_{0 \leq k \leq m}\left\|D_{R}^{k} f \rho_{1}^{1 / 2}\right\|_{L^{2}}+\sum_{i+j \leq m-1}\left\|D_{R}^{i} D_{\beta}^{j+1} f \rho_{2}^{1 / 2}\right\|_{L^{2}} \tag{2.129}
\end{equation*}
$$

The $\mathcal{H}^{0}(\varphi)$ norm is the same as $L^{2}\left(\varphi_{1}\right)$ norm. For the $\mathcal{H}^{3}(\varphi)$ norm, we use (2.129) with $\rho_{i}=\varphi_{i}$; for the $\mathcal{H}^{3}(\psi)$ norm, we use 2.129) with $\rho_{i}=\psi_{i}, i=1,2$. We simplify $\mathcal{H}^{3}(\varphi)$ as $\mathcal{H}^{3}$. We apply the $\mathcal{H}^{3}$ norm for $\Omega, \eta$ and the $\mathcal{H}^{3}(\psi)$ norm for $\xi$. We use the $\mathcal{H}^{m}$ norm to establish the elliptic estimate in the next Section. We will only use the $\mathcal{H}^{2}, \mathcal{H}^{2}(\psi)$ and $\mathcal{H}^{3}, \mathcal{H}^{3}(\psi)$ norms. Remark that the $\mathcal{H}^{m}$ norm is different from the canonical Sobolev $H^{m}$ norm.

From the Definition 2.6.2 of $\varphi_{i}, \psi_{i}$, we have a simple relationship between $\mathcal{H}^{m}$ and $\mathcal{H}^{m}(\psi)$.

Lemma 2.7.4. For $\frac{\gamma-\sigma}{2} \leq \lambda \leq \frac{1}{2}$ and $m \leq 3$, we have

$$
\begin{equation*}
\|f\|_{\mathcal{H}^{m}(\psi)} \lesssim\|f\|_{\mathcal{H}^{m}}, \quad\left\|\sin (\beta)^{\lambda} f\right\|_{\mathcal{H}^{m}} \lesssim\|f\|_{\mathcal{H}^{m}(\psi)} \tag{2.130}
\end{equation*}
$$

The proof follows from simple inequalities $\psi_{i} \lesssim \varphi_{i}, \sin (\beta)^{\lambda} \varphi_{i} \lesssim \psi_{i}, D_{\beta}^{i} \sin (\beta)^{\lambda}$. $\varphi_{2}=2 \lambda \cos ^{2}(\beta) \sin (\beta)^{\lambda} \varphi_{2} \lesssim \psi_{1}$ for $i \leq 3$, and expanding the norm.

We also define the corresponding inner products on $\mathcal{H}^{3}$ and $\mathcal{H}^{3}(\psi)$, which are equivalent to $\mathcal{H}^{3}, \mathcal{H}^{3}(\psi)$

$$
\begin{align*}
\langle f, g\rangle_{\mathcal{H}^{3}} & \triangleq \mu_{1}\left\langle D_{\beta} f, D_{\beta} g \varphi_{2}\right\rangle+\mu_{2}\left\langle f, g \varphi_{1}\right\rangle+\mu_{3}\left\langle D_{R} f, D_{R} g \varphi_{1}\right\rangle \\
& +\sum_{k=2,3} \mu_{k, k}\left\|D_{R}^{k} f \varphi_{1}^{1 / 2}\right\|_{L^{2}}+\sum_{j \geq 1,} \mu_{i+j, i}\left\langle D_{R}^{i} D_{\beta}^{j} f, D_{R}^{i} D_{\beta}^{j} g \varphi_{2}\right\rangle, \\
\langle f, g\rangle_{\mathcal{H}^{3}(\psi)} & \triangleq\left\langle D_{\beta} f, D_{\beta} g \psi_{2}\right\rangle+\left\langle f, g \psi_{1}\right\rangle+\mu_{3}\left\langle D_{R} f, D_{R} g \psi_{1}\right\rangle \\
& +\sum_{k=2,3} \mu_{k, k}\left\|D_{R}^{k} f \psi_{1}^{1 / 2}\right\|_{L^{2}}+\sum_{j \geq 1,2 \leq i+j \leq 3} \mu_{i+j, i}\left\langle D_{R}^{i} D_{\beta}^{j} f, D_{R}^{i} D_{\beta}^{j} g \psi_{2}\right\rangle . \tag{2.131}
\end{align*}
$$

Clearly, using these notations and (2.112), (2.113), (2.114), (2.115), we have

$$
\begin{align*}
E_{3}^{2}= & \frac{81}{4 \pi c} L_{12}^{2}(\Omega)(0)+\left\langle\Omega^{2}, \varphi_{0}\right\rangle+\left\langle\eta^{2}, \psi_{0}\right\rangle+\langle\Omega, \Omega\rangle_{\mathcal{H}^{3}}+\langle\eta, \eta\rangle_{\mathcal{H}^{3}}+\langle\xi, \xi\rangle_{\mathcal{H}^{3}(\psi)}, \\
\mathcal{R}_{3}= & \left\langle\mathcal{R}_{\Omega}, \Omega \varphi_{0}\right\rangle+\left\langle\mathcal{R}_{\eta}, \eta \psi_{0}\right\rangle+\frac{81}{4 \pi c} L_{12}(\Omega)(0)\left\langle\mathcal{R}_{\Omega}, \sin (2 \beta) R^{-1}\right\rangle \\
& +\left\langle\mathcal{R}_{\Omega}, \Omega\right\rangle_{\mathcal{H}^{3}}+\left\langle\mathcal{R}_{\eta}, \eta\right\rangle_{\mathcal{H}^{3}}+\left\langle\mathcal{R}_{\xi}, \xi\right\rangle_{\mathcal{H}^{3}(\psi)} . \tag{2.132}
\end{align*}
$$

We also have the following simple inequality

$$
\begin{equation*}
\|\Omega\|_{\mathcal{H}^{3}}^{2}+\|\eta\|_{\mathcal{H}^{3}}^{2}+\|\xi\|_{\mathcal{H}^{3}(\psi)}^{2} \lesssim E_{3}^{2}(\Omega, \eta, \xi) . \tag{2.133}
\end{equation*}
$$

### 2.8 Elliptic regularity estimates and estimate of nonlinear terms

In this section, we first follow the argument in [42] to establish the $\mathcal{H}^{3}$ estimates for the elliptic operator and justify that the leading order term of the (modified) stream function can be written as (2.31) in subsection 2.8.1. Then to simplify our nonlinear estimates, we will generalize several estimates derived in [42] in subsection 2.8.2.

The fact that $\bar{\xi}$ (see Lemma A.0.8) and $\xi$ do not decay in certain direction makes the estimates of nonlinear terms complicated since we cannot apply the same weighted Sobolev norm to $\Omega, \eta, \xi$. More precisely, the $\mathcal{H}^{k}(\psi)$ norm for $\xi$ is weaker than the $\mathcal{H}^{k}$ norm for $\Omega, \eta$ (see (2.130)). To compensate this, we use a combination of $\mathcal{C}^{1}$ norm and $\mathcal{H}^{k}(\psi)$ norm for $\xi$. We will establish several estimates for $\xi$ in subsection 2.8.2. Moreover, estimating the $\mathcal{H}^{k}$ norm of $v_{x} \xi$ in the $\eta$ equation 2.48 will be more difficult since $\xi$ is in a weaker Sobolev space. In subsection 2.8.3, we will estimate the nonlinear term $v_{x} \xi$ in the $\eta$ equation (2.48). We will also perform a new estimate of the transport term with weighted $H^{3}$ data.

Recall that the Biot-Savart law in $\mathbb{R}_{+}^{2}$ is given by (2.18), which can be reformulated using the polar coordinates as

$$
-\partial_{r r} \psi-\frac{1}{r} \partial_{r} \psi-\frac{1}{r^{2}} \partial_{\beta \beta} \psi=\omega,
$$

where $r=\sqrt{x^{2}+y^{2}}, \beta=\arctan (y / x)$. We introduce $R=r^{\alpha}$ and $\Psi(R, \beta)=$ $\frac{1}{r^{2}} \psi(r, \beta), \Omega(R, \beta)=\omega(r, \beta)$. It is easy to verify that the above elliptic equation is equivalent to

$$
\begin{equation*}
\mathcal{L}_{\alpha}(\Psi) \triangleq-\alpha^{2} R^{2} \partial_{R R} \Psi-\alpha(4+\alpha) R \partial_{R} \Psi-\partial_{\beta \beta} \Psi-4 \Psi=\Omega . \tag{2.134}
\end{equation*}
$$

The boundary condition of $\Psi$ is given by

$$
\begin{equation*}
\Psi(R, 0)=\Psi(R, \pi / 2)=0, \quad \lim _{R \rightarrow \infty} \Psi(R, \beta)=0 \tag{2.135}
\end{equation*}
$$

### 2.8.1 $\quad \mathcal{H}^{3}$ estimates

Recall that the $\mathcal{H}^{m}, m \geq 0$ norm defined in Section 2.7.4 is given by

$$
\begin{equation*}
\|f\|_{\mathcal{H}^{m}} \triangleq \sum_{0 \leq k \leq m}\left\|D_{R}^{k} f \frac{(1+R)^{2}}{R^{2} \sin (2 \beta)^{\sigma / 2}}\right\|_{L^{2}}+\sum_{i+j \leq m-1}\left\|D_{R}^{i} D_{\beta}^{j+1} f \frac{(1+R)^{2}}{R^{2} \sin (2 \beta)^{\gamma / 2}}\right\|_{L^{2}}, \tag{2.136}
\end{equation*}
$$

where $\sigma=99 / 100, \gamma=1+\alpha / 10$ and we have used the definition of $\varphi_{i}$ in Definition 2.6.2. The $\mathcal{H}^{0}$ norm is the same as $L^{2}\left(\varphi_{1}\right)$ norm.

Proposition 2.8.1. Assume that $0<\alpha \leq \frac{1}{4}, 1<\gamma \leq \frac{5}{4}$, and $\Omega$ satisfies $\|\Omega\|_{\mathcal{H}^{3}}<+\infty$ with

$$
\begin{equation*}
\int_{0}^{\pi / 2} \Omega(R, \beta) \sin (2 \beta) d \beta=0 \tag{2.137}
\end{equation*}
$$

for every $R$. The solution of (2.134) satisfies

$$
\alpha^{2}\left\|R^{2} \partial_{R R} \Psi\right\|_{\mathcal{H}^{3}}+\alpha\left\|R \partial_{R \beta} \Psi\right\|_{\mathcal{H}^{3}}+\left\|\partial_{\beta \beta} \Psi\right\|_{\mathcal{H}^{3}} \leq C\|\Omega\|_{\mathcal{H}^{3}}
$$

for some absolute constant $C$ independent of $\alpha$ and $\gamma$.
Remark 2.8.2. We need the orthogonality assumption (2.137) since $\sin (2 \beta)$ is in the null space of the self-adjoint operator $L_{0}(\Psi)=-\partial_{\beta \beta} \Psi-4 \Psi$ with boundary condition $\Psi(0)=\Psi(\pi / 2)=0$, which is the limiting operator in (2.134) as $\alpha \rightarrow 0$. See more discussion on the connection between this orthogonality assumption and the elliptic estimate in the arXiv version of [16].

Since the $\mathcal{H}^{2}$ norm is the same as that in 42] and the $\mathcal{H}^{2}$ estimates can be easily extended to the $\mathcal{H}^{3}$ estimates, the complete proof follows from the same argument in 42]. Here, the proof is even simpler since there is no first order angular derivative term in 2.134 , i.e. $\partial_{\beta}(\tan (\beta) \Psi)$, which is one of the major difficulties in obtaining the elliptic estimate in [42].

The singular term In general the vorticity $\Omega$ does not satisfy the assumption 2.137) in Proposition 2.8.1. Suppose that $\Psi$ is the solution of (2.134). Consider $\tilde{\Psi}=\Psi+G \sin (2 \beta)$. The goal is to construct $G$ so that $\mathcal{L}_{\alpha}(\tilde{\Psi})$ satisfies (2.137), i.e. $\int_{0}^{\pi / 2} \mathcal{L}_{\alpha}(\tilde{\Psi}) \sin (2 \beta) d \beta=0$. Recall the notation $L_{12}(\Omega)$ in 2.31). Following the argument in [42], in Appendix A.0.3, we derive

$$
\begin{equation*}
G=-\frac{1}{\pi \alpha} L_{12}(\Omega)(R)+\bar{G}, \quad \bar{G} \triangleq-\frac{1}{\alpha \pi} R^{-\frac{4}{\alpha}} \int_{0}^{R} \int_{0}^{\pi / 2} \Omega(s, \beta) \sin (2 \beta) s^{\frac{4}{\alpha}-1} d s . \tag{2.138}
\end{equation*}
$$

Although there is a large factor $1 / \alpha$ in $\bar{G}$, it can be proved that $\|\bar{G}\|_{\mathcal{H}^{3}}$ can be bounded by $C\left|\mid \Omega \|_{\mathcal{H}^{3}}\right.$ using a Hardy-type inequality. We refer the reader to [42] and 44] for more details.

Using Proposition 2.8.1 and an argument similar to that in [42], we have the following result, which is similar to Theorem 2 in [42].

Proposition 2.8.3. Assume that $\alpha \leq \frac{1}{4}$ and $\Omega \in \mathcal{H}^{3}$. Let $\Psi$ be the solution to (2.134) with boundary condition 2.135). Then we have
$\alpha^{2}\left\|R^{2} \partial_{R R} \Psi\right\|_{\mathcal{H}^{3}}+\alpha\left\|R \partial_{R \beta} \Psi\right\|_{\mathcal{H}^{3}}+\left\|\partial_{\beta \beta}\left(\Psi-\frac{1}{\alpha \pi} \sin (2 \beta) L_{12}(\Omega)\right)\right\|_{\mathcal{H}^{3}} \leq C| | \Omega \|_{\mathcal{H}^{3}}$
for some absolute constant $C$ independent of $\alpha, \gamma$ in the definition (2.136).
Remark 2.8.4. The $\mathcal{H}^{3}$ norm of $\alpha D_{R} \partial_{\beta} \Psi$ is not included in Theorem 2 in 42]. Yet, the estimate of such term can be derived easily from Proposition 2.8.1 and the estimate of $G$ defined in (2.138).

### 2.8.2 Estimates of nonlinear terms

In this subsection, we generalize several estimates of nonlinear terms derived in [42], which will be used in our nonlinear stability estimate in the next section.

We define the $\mathcal{W}^{l, \infty}$ norm:

$$
\begin{equation*}
\|f\|_{\mathcal{W}^{l, \infty}} \triangleq \sum_{0 \leq k+j \leq l, j \neq 0}\left\|\sin (2 \beta)^{-\frac{\alpha}{5}} D_{R}^{k} \frac{\left(\sin (2 \beta) \partial_{\beta}\right)^{j}}{\frac{\alpha}{10}+\sin (2 \beta)} f\right\|_{L^{\infty}}+\sum_{0 \leq k \leq l}\left\|D_{R}^{k} f\right\|_{L^{\infty}} \tag{2.139}
\end{equation*}
$$

A similar $\mathcal{W}^{l, \infty}$ has been used in 42] and our $\mathcal{W}^{l, \infty}$ norm is slightly different from that in 42. We replace the operator $(R+1)^{k} \partial_{R}^{k}$ by $D_{R}^{k}=\left(R \partial_{R}\right)^{k}$. The reason for doing this is that the stronger weight $(R+1)^{k}$ is not necessary in the derivation of the product rule in 42 related to $\mathcal{W}^{l, \infty}$, and that the differential operator $D_{R}$ commutes with $\mathcal{L}_{\alpha}$ in the elliptic equation (2.134), while $\partial_{R}$ does not. Therefore, the higher order elliptic estimates related to $\partial_{R}$ can depend on the value of $\alpha$. We will only use these estimates when $\alpha$ is very small.

Functions in $\mathcal{W}^{7, \infty}$ From Proposition A.0.7 in Appendix A we know that $\Gamma(\beta), \bar{\Omega}, \bar{\eta} \in \mathcal{W}^{7, \infty}$.
Remark 2.8.5. We do not apply the $\mathcal{W}^{l, \infty}$ norm to $\bar{\xi}$, $\xi$.
Recall the $\mathcal{C}^{1}$ norm in 2.117). For the $\mathcal{C}^{1}$ and $\mathcal{W}^{1, \infty}$ norms, we have a simple result.

Proposition 2.8.6. For any $f, g \in \mathcal{C}^{1}$ and $\frac{1+R}{R} p \in \mathcal{W}^{1, \infty}$, we have

$$
\|f g\|_{\mathcal{C}^{1}} \leq\|f\|_{\mathcal{C}^{1}}\|g\|_{\mathcal{C}^{1}}, \quad\|p\|_{\mathcal{C}^{1}} \lesssim\left\|\frac{1+R}{R} p\right\|_{\mathcal{W}^{1, \infty}}
$$

The $\mathcal{W}^{4, \infty}$ version of the following result has been established in [42], whose generalization to $\mathcal{W}^{l, \infty}$ is straightforward.

Proposition 2.8.7. Assume that $f, g \in \mathcal{W}^{l, \infty}$. Then we have

$$
\|f g\|_{\mathcal{W}^{l, \infty}} \lesssim_{l}\|f\|_{\mathcal{W}^{l, \infty}}\|g\|_{\mathcal{W}^{l}, \infty}
$$

Recall from 2.45 that $L_{12}(\bar{\Omega})=\frac{3 \pi \alpha}{2} \frac{1}{1+R}$. We define $\bar{\Psi}$ by

$$
\mathcal{L}_{\alpha}(\bar{\Psi})=-\alpha^{2} R^{2} \partial_{R R} \bar{\Psi}-\alpha(4+\alpha) R \partial_{R} \bar{\Psi}-\partial_{\beta \beta} \bar{\Psi}-4 \Psi=\bar{\Omega},
$$

where $\mathcal{L}_{\alpha}$ is the operator in (2.134). We have the following estimates.
Proposition 2.8.8. For $\alpha \leq \frac{1}{4}$, we have

$$
\begin{aligned}
& \left\|\frac{1+R}{R} \partial_{\beta \beta}\left(\bar{\Psi}-\frac{\sin (2 \beta)}{\pi \alpha} L_{12}(\bar{\Omega})\right)\right\|_{\mathcal{W}^{7, \infty}} \lesssim \alpha, \quad\left\|L_{12}(\bar{\Omega})\right\|_{\mathcal{W}^{7}, \infty} \lesssim \alpha \\
& \alpha\left\|\frac{1+R}{R} D_{R}^{2} \bar{\Psi}\right\|_{\mathcal{W}^{5}, \infty}+\alpha\left\|\frac{1+R}{R} \partial_{\beta} D_{R} \bar{\Psi}\right\|_{\mathcal{W}^{5, \infty}} \\
& +\left\|\frac{1+R}{R} \partial_{\beta \beta}\left(\bar{\Psi}-\frac{\sin (2 \beta)}{\pi \alpha} L_{12}(\bar{\Omega})\right)\right\|_{\mathcal{W}^{5, \infty}} \lesssim \alpha .
\end{aligned}
$$

The proof of the first inequality follows from the same argument in 42. The proof of the second inequality follows from $L_{12}(\bar{\Omega})=\frac{3 \pi \alpha}{2(1+R)}$ in 2.45) and a direct calculation. The third inequality follows from the first two inequalities. We refer more details to the arXiv version of [16].

### 2.8.2.1 Some embedding Lemmas

A similar version of the following estimate has been established in [42]. We remark that we have modified the weight for the $R$ variable in the $\mathcal{W}^{l, \infty}$ norm. We refer the proof to the arXiv version of [16].

Proposition 2.8.9. Assume that $\frac{(1+R)^{3}}{R^{2}} f \in \mathcal{W}^{3, \infty}$, then we have $f \in \mathcal{H}^{3}$ and

$$
\|f\|_{\mathcal{H}^{3}} \lesssim\left\|\frac{(1+R)^{3}}{R^{2}} f\right\|_{\mathcal{W}^{3}, \infty}
$$

We have the following decay estimate.
Lemma 2.8.10. Suppose that $\xi \in \mathcal{H}^{2}(\psi)$, we have

$$
\left\|R^{1 / 2} \sin (2 \beta)^{1 / 4} \xi\right\|_{L^{\infty}} \lesssim\|\xi\|_{\mathcal{H}^{2}(\psi)}
$$

The above estimate also holds for $\xi \in \mathcal{H}^{2}$ since $\mathcal{H}^{2}$ is stronger than $\mathcal{H}^{2}(\psi)$ (see Lemma 2.7.4.

Proof. Using a direct calculation yields

$$
\begin{aligned}
&\left\|\sin (2 \beta)^{1 / 2} R \xi^{2}\right\|_{L^{\infty}} \lesssim\left\|\partial_{R} \partial_{\beta}\left(\sin (2 \beta)^{1 / 2} R \xi^{2}\right)\right\|_{L^{1}}=\left\|\partial_{\beta}\left(\sin (2 \beta)^{1 / 2}\left(\xi^{2}+2 \xi D_{R} \xi\right)\right)\right\|_{L^{1}} \\
& \lesssim\left\|\sin (2 \beta)^{-1 / 2}\left(\xi^{2}+2 \xi D_{R} \xi\right)\right\|_{L^{1}}+\left\|\sin (2 \beta)^{1 / 2}\left(2 \xi \partial_{\beta} \xi+2 \partial_{\beta} \xi D_{R} \xi+2 \xi \partial_{\beta} D_{R} \xi\right)\right\|_{L^{1}}
\end{aligned}
$$

Recall the definition of $\mathcal{H}^{2}(\psi) 2.129$ and the weights in Definition 2.6.2. Using the Cauchy-Schwarz inequality concludes the proof.

Lemma 2.8.11. We have

$$
\begin{aligned}
\|f\|_{L^{\infty}} & \lesssim \alpha^{-1 / 2}\|f\|_{\mathcal{H}^{2}} \\
\|f\|_{\mathcal{C}^{1}} & =\|f\|_{L^{\infty}}+\left\|\frac{1+R}{R} D_{R} f\right\|_{L^{\infty}}+\left\|\left(1+\left(R \sin (2 \beta)^{\alpha}\right)^{-\frac{1}{40}}\right) D_{\beta} f\right\|_{L^{\infty}} \lesssim \alpha^{-1 / 2}\|f\|_{\mathcal{H}^{3}},
\end{aligned}
$$

provided that the right hand side is bounded.

The first inequality has been established in 42]. Recall the definition of $\mathcal{H}^{3}$ and its associated weights in 2.136). The second inequality follows from the argument in the proof of Lemma 2.8.10, the Cauchy-Schwarz inequality and

$$
\left\|\frac{1}{1+R} \sin (2 \beta)^{\gamma / 2-1}\right\|_{L^{2}} \lesssim \alpha^{-1 / 2}, \quad\left\|\frac{R^{1-\frac{\alpha}{40}}}{(1+R)^{2}} \sin (2 \beta)^{\gamma / 2-1-\frac{\alpha}{40}}\right\|_{L^{2}} \lesssim \alpha^{-1 / 2}
$$

### 2.8.2.2 The product rules

In this subsection, we generalize the estimates of nonlinear terms and the transport terms derived in 42 to the $\mathcal{H}^{3}(\psi)$ norm.

Denote the sum space $X \triangleq \mathcal{H}^{3} \oplus \mathcal{W}^{5, \infty}$ with sum norm

$$
\begin{equation*}
\|f\|_{X} \triangleq \infty\left\{\|g\|_{\mathcal{H}^{3}}+\|h\|_{\mathcal{W}^{5}, \infty}: f=g+h\right\} \tag{2.140}
\end{equation*}
$$

We use the following product rules to estimate the nonlinear terms.
Proposition 2.8.12. For all $f \in X, g \in \mathcal{H}^{3}, \xi \in \mathcal{H}^{3}(\psi) \cap \mathcal{C}^{1}$, we have

$$
\begin{align*}
\|f g\|_{\mathcal{H}^{3}} & \lesssim \alpha^{-1 / 2}\|f\|_{X}\|g\|_{\mathcal{H}^{3}}, \\
\|f \xi\|_{\mathcal{H}^{3}(\psi)} & \lesssim \alpha^{-1 / 2}\|f\|_{X}\left(\alpha^{1 / 2}\|\xi\|_{\mathcal{C}^{1}}+\|\xi\|_{\mathcal{H}^{3}(\psi)}\right) \tag{2.141}
\end{align*}
$$

The first inequality has been proved in [42]. We will focus on the product rule with $\mathcal{H}^{3}(\psi)$ norm.

Proof. If $f \in \mathcal{W}^{5, \infty}$, applying the same argument in 42 yields

$$
\|f \xi\|_{\mathcal{H}^{3}(\psi)} \lesssim \alpha^{-1 / 2}\|f\|_{\mathcal{W}^{5}, \infty}\|\xi\|_{\mathcal{H}^{3}(\psi)}
$$

Now, we assume $f \in \mathcal{H}^{3}$. We consider the third derivative $D^{3}=D_{R}^{i} D_{\beta}^{j}$ terms since other are terms are easier. If $\left(D^{3}, \psi_{i}\right)=\left(D_{R}^{3}, \psi_{1}\right),\left(D_{\beta}^{3}, \psi_{2}\right)$, we use a $L^{2} \times L^{\infty}$ interpolation

$$
\begin{aligned}
\left\|D^{3}(f \xi) \psi_{i}^{1 / 2}\right\|_{2}^{2} & \lesssim \sum_{k=0,1}\left\|D^{k} f D^{3-k} \xi \psi_{i}^{1 / 2}\right\|_{2}^{2}+\sum_{k=2,3}\left\|D^{k} f D^{3-k} \xi \psi_{i}^{1 / 2}\right\|_{2}^{2} \\
& \lesssim\|f\|_{\mathcal{C}^{1}}\|\xi\|_{\mathcal{H}^{3}(\psi)}+\|f\|_{\mathcal{H}^{3}(\psi)}\|\xi\|_{\mathcal{C}^{1}} \\
& \lesssim \alpha^{-1 / 2}\|f\|_{\mathcal{H}^{3}}\|\xi\|_{\mathcal{H}^{3}(\psi)}+\|f\|_{\mathcal{H}^{3}}\|\xi\|_{\mathcal{C}^{1}}
\end{aligned}
$$

where we have applied Lemma 2.8 .11 to $\|f\|_{\mathcal{C}^{1}}$ and Lemma 2.7 .4 to obtain the last inequality.

If $D^{3}=D_{R}^{2} D_{\beta}$ or $D_{\beta}^{2} D_{R}$, the corresponding singular weight in the $\mathcal{H}^{3}(\psi)$ norm is $\psi_{2}$. We consider the term $D_{R}^{2} \xi D_{\beta} f \psi_{2}^{1 / 2}$ in the $L^{2}$ estimate of $D^{3}(f \xi) \psi_{2}^{1 / 2}$, which is a typical and the most difficult term. The previous $L^{2} \times L^{\infty}$ estimate fails since $D_{R}^{2} \xi \psi_{2}^{1 / 2} \notin L^{2}(R, \beta)$. Recall the Definition 2.6.2 of $\psi_{2}, \varphi_{2}$. Denote

$$
\begin{align*}
W & =\frac{(1+R)^{4}}{R^{4}}, \quad P=\sin (\beta)^{-\sigma} \cos (\beta)^{-\gamma}  \tag{2.142}\\
Q & =\sin (2 \beta)^{-\gamma}, \quad S=\sin (2 \beta)^{-\sigma}, \lambda=\gamma-\sigma
\end{align*}
$$

Clearly, we have $\varphi_{2}=W Q, \psi_{2}=W P, \psi_{1} \asymp W S$ and $P \lesssim \sin (\beta)^{\lambda} Q$. We use a $L^{2}\left(R, L^{\infty}(\beta)\right) \times L^{\infty}\left(R, L^{2}(\beta)\right)$ estimate $3^{3}$

$$
\begin{align*}
\left\|D_{R}^{2} \xi D_{\beta} f(W P)^{1 / 2}\right\|_{2}^{2} & \leq\| \| \sin (\beta)^{\lambda / 2} D_{R}^{2} \xi(R, \cdot)\left\|_{L^{\infty}(\beta)}^{2}\right\| D_{\beta} f Q^{1 / 2}(R, \cdot)\left\|_{L^{2}(\beta)}^{2} W\right\|_{L^{1}(R)} \\
& \triangleq\left\|A(R)^{2} B(R)^{2} W\right\|_{L^{1}(R)} \tag{2.143}
\end{align*}
$$

We further estimate the integrands $A(R), B(R)$. Applying the Poincare inequality yields

$$
\begin{aligned}
A(R) & \lesssim\left\|\partial_{\beta}\left(\sin (\beta)^{\lambda / 2} D_{R}^{2} \xi(R, \cdot)\right)\right\|_{L^{1}(\beta)}+\left\|\sin (\beta)^{\lambda / 2} D_{R}^{2} \xi(R, \cdot)\right\|_{L^{2}(\beta)} \\
& \triangleq A_{1}(R)+A_{2}(R)
\end{aligned}
$$

[^1]Using the Cauchy-Schwarz inequality, we can bound the first term as follows

$$
\begin{aligned}
A_{1}(R) & \lesssim\left\|\sin (\beta)^{\lambda / 2-1} D_{R}^{2} \xi(R, \cdot)\right\|_{L^{1}(\beta)}+\left\|\sin (\beta)^{\lambda / 2} \sin (2 \beta)^{-1} D_{\beta} D_{R}^{2} \xi(R, \cdot)\right\|_{L^{1}(\beta)} \\
& \lesssim\left\|S^{1 / 2} D_{R}^{2} \xi(R, \cdot)\right\|_{L^{2}(\beta)}\left\|S^{-1 / 2} \sin (\beta)^{\lambda / 2-1}\right\|_{L^{2}} \\
& +\left\|P^{1 / 2} D_{\beta} D_{R}^{2} \xi(R, \cdot)\right\|_{L^{2}(\beta)}\left\|P^{-1 / 2} \sin (\beta)^{\lambda / 2} \sin (2 \beta)^{-1}\right\|_{L^{2}} .
\end{aligned}
$$

Recall $P, S, \lambda$ defined in 2.142) and $\gamma=1+\frac{\alpha}{10}$. A simple calculation yields

$$
\begin{aligned}
\left\|S^{-1 / 2} \sin (\beta)^{\lambda / 2-1}\right\|_{L^{2}} & \lesssim\left\|\sin (\beta)^{\gamma / 2-1}\right\|_{L^{2}(\beta)} \lesssim \alpha^{-1 / 2} \\
\left\|P^{-1 / 2} \sin (\beta)^{\lambda / 2} \sin (2 \beta)^{-1}\right\|_{L^{2}} & \lesssim\left\|\sin (\beta)^{\gamma / 2-1} \cos (\beta)^{\gamma / 2-1}\right\|_{L^{2}(\beta)} \lesssim \alpha^{-1 / 2}
\end{aligned}
$$

Combining the above estimates, we derive

$$
\begin{aligned}
A & \lesssim A_{1}(R)+A_{2}(R) \\
& \lesssim \alpha^{-1 / 2}\left(\left\|S^{1 / 2} D_{R}^{2} \xi(R, \cdot)\right\|_{L^{2}(\beta)}+\left\|P^{1 / 2} D_{\beta} D_{R}^{2} \xi(R, \cdot)\right\|_{L^{2}(\beta)}\right)+\left\|D_{R}^{2} \xi(R, \cdot)\right\|_{L^{2}(\beta)}
\end{aligned}
$$

Recall $W S \lesssim \psi_{1}, W P \lesssim \psi_{2}$. Consequently, we have

$$
\left\|A^{2}(R) W\right\|_{L^{1}(R)} \lesssim \alpha^{-1}\|\xi\|_{\mathcal{H}^{3}(\psi)}^{2} .
$$

Recall $B(R)$ in (2.143). Since $D_{\beta} f Q^{1 / 2} W^{1 / 2}, D_{R} D_{\beta} f Q^{1 / 2} W^{1 / 2} \in L^{2}$, we have $\lim \infty_{R \rightarrow 0} B(R)=0$ and yield

$$
\left\|B^{2}\right\|_{L^{\infty}(R)} \leq\left\|\partial_{R} B^{2}\right\|_{L^{1}(R)} \lesssim\left\|\partial_{R} D_{\beta} f Q^{1 / 2}\right\|_{L^{2}}\left\|D_{\beta} f Q^{1 / 2}\right\|_{L^{2}} \lesssim\|f\|_{\mathcal{H}^{3}}^{2},
$$

where we have used $\partial_{R}=R^{-1} D_{R}, R^{-1} \lesssim W^{1 / 2}$ and $W Q=\varphi_{2}$ to obtain the last inequality. Plugging the estimates of $A$ and $B$ in (2.143), we yield the desired estimate on $\left\|D_{R}^{2} \xi D_{\beta} f \psi_{2}^{1 / 2}\right\|_{L^{2}}$.

We generalize the $\mathcal{H}^{2}$ estimate of transport term derived in the earlier arXiv version of 42 as follows.

Proposition 2.8.13. Assume that $u, \partial_{\beta} u, D_{R} u \in \mathcal{H}^{3}$ and $\Omega \in \mathcal{H}^{3}, \xi \in \mathcal{H}^{3}(\psi) \cap$ $\mathcal{C}^{1}$ we have

$$
\begin{aligned}
\left|\left\langle\Omega, u D_{R} \Omega\right\rangle_{\mathcal{H}^{3}}\right| & \lesssim \alpha^{-\frac{1}{2}}\left(\|u\|_{\mathcal{H}^{3}}+| | \partial_{\beta} u\left\|_{\mathcal{H}^{3}}+\right\| D_{R} u \|_{\mathcal{H}^{3}}\right)\|\Omega\|_{\mathcal{H}^{3}}^{2}, \\
\left|\left\langle\xi, u D_{R} \xi\right\rangle_{\mathcal{H}^{3}(\psi)}\right| & \lesssim \alpha^{-\frac{1}{2}}\left(\|u\|_{\mathcal{H}^{3}}+| | \partial_{\beta} u\left\|_{\mathcal{H}^{3}}+\right\| D_{R} u \|_{\mathcal{H}^{3}}\right)\left(\|\xi\|_{\mathcal{H}^{3}(\psi)}+\alpha^{1 / 2}| | \xi \|_{\mathcal{C}^{1}}\right)^{2} .
\end{aligned}
$$

Moreover, for all $u, D_{R} u \in X=\mathcal{H}^{3} \oplus \mathcal{W}^{5, \infty}$ and $\Omega \in \mathcal{H}^{3}, \xi \in \mathcal{H}^{3}(\psi) \cap \mathcal{C}^{1}$, we have

$$
\begin{aligned}
\left|\left\langle\Omega, u D_{\beta} \Omega\right\rangle_{\mathcal{H}^{3}}\right| & \left.\lesssim \alpha^{-1 / 2}\left(\|u\|_{X}+\left\|D_{R} u\right\|_{X}\right)\right)\|\Omega\|_{\mathcal{H}^{3}}^{2}, \\
\left|\left\langle\xi, u D_{\beta} \xi\right\rangle_{\mathcal{H}^{3}(\psi)}\right| & \left.\lesssim \alpha^{-1 / 2}\left(\|u\|_{X}+\left\|D_{R} u\right\|_{X}\right)\right)\left(\|\xi\|_{\mathcal{H}^{3}(\psi)}+\alpha^{1 / 2}\|\xi\|_{\mathcal{C}^{1}}\right)^{2} .
\end{aligned}
$$

The proof follows from the argument in the proof of Proposition 2.8.12 and that in the earlier arXiv version of [42]. Here, the proof is easier since the data is more regular $\left(\operatorname{than} \mathcal{H}^{2}\right)$, i.e. $\mathcal{H}^{3}$ or $\mathcal{H}^{3}(\psi)$, and then the estimate of several nonlinear terms can be done by applying $L^{\infty}$ estimate on one term. To estimate the mixed derivative terms, e.g., $\left\langle D_{R}^{2} D_{\beta} \xi, D_{R}^{2} D_{\beta}\left(u D_{\beta} \xi\right) \psi_{2}\right\rangle$, we apply the $L^{2}\left(R, L^{\infty}(\beta)\right) \times L^{\infty}\left(R, L^{2}(\beta)\right)$ argument similar to that in the proof of Proposition 2.8.12.

The following result is a simple $\mathcal{H}^{3}, \mathcal{H}^{3}(\psi)$ generalization of another transport estimate in the earlier arXiv version of [42].

Proposition 2.8.14. Let $\mathcal{H}^{3}(\rho)$ be either $\mathcal{H}^{3}$ or $\mathcal{H}^{3}(\psi)$. For all $g \in \mathcal{H}^{3}(\rho)$, $u$ with $\left\|D_{R}^{i} u\right\|_{L^{\infty}}<\infty$ for $i \leq 3$ and $\left\|D_{R}^{i} D_{\beta}^{j} \partial_{\beta} u\right\|_{L^{\infty}}<\infty$ for $i+j \leq 2$, we have

$$
\left|\left\langle g, u D_{R} g\right\rangle_{\mathcal{H}^{3}(\rho)}\right| \lesssim \alpha^{-1 / 2}\left(\sum_{0 \leq i \leq 3}\left\|D_{R}^{i} u\right\|_{L^{\infty}}+\sum_{i+j \leq 2}\left\|D_{R}^{i} D_{\beta}^{j} \partial_{\beta} u\right\|_{L^{\infty}}\right)\|g\|_{\mathcal{H}^{3}(\rho)}^{2}
$$

The proof follows simply from applying $L^{\infty}$ estimate on the $u$ term and integration by parts.

### 2.8.3 A new estimate of the transport term and the estimate of $v_{x} \xi$

 In this subsection, we establish a new estimate of the transport term which is necessary to close the nonlinear estimate and estimate $\left\|v_{x} \xi\right\|_{\mathcal{H}^{3}}$ which is not covered by Proposition 2.8.12.Proposition 2.8.15. Let $\Psi$ be a solution of 2.134. Suppose that $g, \Omega \in$ $\mathcal{H}^{3}, \xi \in \mathcal{H}^{3}(\psi) \cap \mathcal{C}^{1}$. We have

$$
\begin{aligned}
\left|\left\langle g, \frac{1}{\sin (2 \beta)} D_{R} \Psi D_{\beta} g\right\rangle_{\mathcal{H}^{3}}\right| & \lesssim \alpha^{-3 / 2}| | \Omega\left\|_{\mathcal{H}^{3}}\right\| g \|_{\mathcal{H}^{3}}^{2}, \\
\left|\left\langle\xi, \frac{1}{\sin (2 \beta)} D_{R} \Psi D_{\beta} \xi\right\rangle_{\mathcal{H}^{3}(\psi)}\right| & \lesssim \alpha^{-3 / 2}| | \Omega \|_{\mathcal{H}^{3}}\left(\|\xi\|_{\mathcal{H}^{3}(\psi)}+\alpha^{1 / 2}\|\xi\|_{\mathcal{C}^{1}}\right)^{2}
\end{aligned}
$$

If one apply Proposition 2.8 .13 with $u=\frac{D_{R} \Psi}{\sin (2 \beta)},\left\|D_{R} u\right\|_{\mathcal{H}^{3}}$ in the upper bound cannot be bounded by $\|\bar{\Omega}\|_{\mathcal{H}^{3}}$.

Proof. Denote $u=\frac{D_{R} \Psi}{\sin (2 \beta)}$. The estimate of the transport term is similar to that in Proposition 2.8.12 except that we need to perform integration by parts for the terms $\left\langle D^{3} g, u D^{3} D_{\beta} \varphi\right\rangle$ in the estimate. We focus on a typical and difficult term $\left\langle D_{R}^{2} D_{\beta} \xi, D_{R}^{2} u D_{\beta}^{2} \xi \psi_{2}\right\rangle$ to see why we can improve the estimate in Proposition 2.8.13. Other terms can be estimated similarly.

For this term, it suffices to estimate the $L^{2}$ norm of $D_{R}^{2} u D_{\beta}^{2} \xi \psi_{2}^{1 / 2}$. Recall $\psi_{2}=W P$ with $W, P$ defined in (2.142). We have

$$
\left\|D_{R}^{2} u D_{\beta}^{2} \xi \psi_{2}^{1 / 2}\right\|_{2} \leq\left\|D_{R}^{2} u W^{1 / 2}\right\|_{L^{2}\left(R, L^{\infty}(\beta)\right)}\left\|D_{\beta}^{2} \xi P^{1 / 2}\right\|_{L^{\infty}\left(R, L^{2}(\beta)\right)} \triangleq A \cdot B
$$

The term $A$ can be bounded by $C \alpha^{-1 / 2}\|u\|_{\mathcal{H}^{3}}$, which is further bounded by $C \alpha^{-3 / 2}\|\Omega\|_{\mathcal{H}^{3}}$ using Proposition 2.8.3. The term $B$ is bounded by $C\|\xi\|_{\mathcal{H}^{3}(\psi)}$. It is similar to the argument in the proof of Proposition 2.8 .12 and we omit the detail.

Finally, we estimate the nonlinear term $v_{x} \xi$ in the $\eta$ equation (2.48).
Proposition 2.8.16. Let $\Psi, \bar{\Psi}$ be a solution of (2.134) with source term $\Omega, \bar{\Omega}$, respectively, and $V_{1}(\Psi)$ be the operator which is related to $v_{x}$ and is to be defined in 2.150. Assume that $\xi \in \mathcal{H}^{3}(\psi) \cap \mathcal{C}^{1}, \Omega \in \mathcal{H}^{3}$. We have

$$
\begin{align*}
& \left\|V_{1}(\Psi) \xi\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{-1 / 2}\|\Omega\|_{\mathcal{H}^{3}}\left(\alpha^{1 / 2}\|\xi\|_{\mathcal{C}^{1}}+\|\xi\|_{\mathcal{H}^{3}(\psi)}\right),  \tag{2.144}\\
& \left\|V_{1}(\bar{\Psi}) \xi\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{1 / 2}\|\xi\|_{\mathcal{H}^{3}(\psi)} .
\end{align*}
$$

The difficulty lies in that $\mathcal{H}^{3}(\psi)$ is weaker than $\mathcal{H}^{3}$ (see Lemma 2.7.4). We can not apply Proposition 2.8 .12 directly to estimate $v_{x} \xi$. We need to use a key fact that $v_{x}$ vanishes on $\beta=0$.

Proof. We use the formula of $V_{1}(\Psi)$ 2.152 to be derived

$$
\begin{aligned}
V_{1}(\Psi)= & \alpha\left(1+2 \cos ^{2} \beta\right) D_{R} \Psi-\alpha D_{R} D_{\beta} \Psi-D_{\beta} \Psi_{*}+2 \Psi_{*}+\sin ^{2}(\beta) \partial_{\beta}^{2} \Psi_{*} \\
& +\alpha^{2} \cos ^{2}(\beta) D_{R}^{2} \Psi \triangleq A(\Psi)+\alpha^{2} \cos ^{2}(\beta) D_{R}^{2} \Psi .
\end{aligned}
$$

where $\Psi_{*}=\Psi-\frac{\sin (2 \beta)}{\pi \alpha} L_{12}(\Omega)$. We first consider the second inequality in (2.144). Notice that $V_{1}(\bar{\Psi})$ vanishes on $\beta=0$. More precisely, Proposition 2.8.8 implies $\sin (\beta)^{-1 / 2} V_{1}(\bar{\Psi}) \in \mathcal{W}^{5, \infty}$. Applying the product rule in $\mathcal{H}^{3}$ norm in Proposition 2.8.12, Lemma 2.7.4 and then Proposition 2.8.8, we yield

$$
\left\|V_{1}(\bar{\Psi}) \xi\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{-1 / 2}\left\|\sin (\beta)^{-1 / 2} V_{1}(\bar{\Psi})\right\|_{\mathcal{W}^{5, \infty}}\left\|\sin (\beta)^{1 / 2} \xi\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{1 / 2}\|\xi\|_{\mathcal{H}^{3}(\psi)} .
$$

Next, we consider the first inequality in (2.144). From Proposition 2.8.3, we know that $\sin (\beta)^{-1 / 2} A(\Psi) \in \mathcal{H}^{3}$. Applying Propositions 2.8.12, 2.8.3 and Lemma 2.7.4, we derive

$$
\|A(\Psi) \xi\|_{\mathcal{H}^{3}} \lesssim \alpha^{-1 / 2}\left\|A(\Psi) \sin (\beta)^{-1 / 2}\right\|_{\mathcal{H}^{3}}\left\|\xi \sin (\beta)^{1 / 2}\right\|_{\mathcal{H}^{3}(\psi)} \lesssim \alpha^{-1 / 2}\|\Omega\|_{\mathcal{H}^{3}}\|\xi\|_{\mathcal{H}^{3}(\psi)} .
$$

Finally, we focus on the term $g \triangleq \alpha^{2} D_{R}^{2} \Psi$ in $V_{1}(\Psi)$. We consider the third derivative terms $D^{3}\left(D_{R}^{2} \Psi \cdot \xi\right)$ with $D^{3}=D_{R}^{i} D_{\beta}^{j}, i+j=3$ in the $\mathcal{H}^{3}$ estimate since other terms are easier. If $D^{3}=D_{R}^{3}$, we need to estimate the $L^{2}$ norm of $D_{R}^{3}(g \xi) \varphi_{1}^{1 / 2}$. Since $\varphi_{1} \asymp \psi_{1}$, the estimate follows from the argument in the proof of Proposition 2.8.12 and we obtain

$$
\left\|D_{R}^{3}\left(\alpha^{2} D_{R}^{2} \Psi \xi\right) \varphi_{1}^{1 / 2}\right\|_{2}^{2} \lesssim \alpha^{3 / 2}\|\Omega\|_{\mathcal{H}^{3}}\left(\|\xi\|_{\mathcal{H}^{3}(\psi)}+\alpha^{1 / 2}\|\xi\|_{\mathcal{C}^{1}}\right) .
$$

Otherwise, we need to estimate the $L^{2}$ norm of $D^{2} D_{\beta}(g \cdot \xi) \varphi_{2}^{1 / 2}$ with $D^{2}=$ $D_{R}^{i} D_{\beta}^{j}, i+j=2$ (note that $D_{\beta}$ commutes with $D_{R}$ ). We rewrite $D_{\beta}(g \xi)$ as follows

$$
\begin{aligned}
D_{\beta}(g \xi) & =\partial_{\beta} g(\sin (2 \beta) \xi)+g D_{\beta} \xi \\
& =\sin (2 \beta)^{3 / 4} \partial_{\beta} g\left(\sin (2 \beta)^{1 / 4} \xi\right)+\sin (2 \beta)^{1 / 4}\left(\sin (2 \beta)^{-1 / 2} g\right) \sin (2 \beta)^{1 / 4} D_{\beta} \xi
\end{aligned}
$$

Notice that $\sin (2 \beta)^{1 / 4} \varphi_{2} \lesssim \varphi_{1}, \psi_{1}$. Using the idea in the discussion of Lemma 2.7.4 and expanding the $\mathcal{H}^{2}$ norm, one can verify easily that

$$
\begin{aligned}
\left\|D^{2}\left(D_{\beta}(g \xi)\right) \varphi_{2}^{1 / 2}\right\|_{L^{2}} \lesssim & \left\|\sin (2 \beta)^{1 / 2} \partial_{\beta} g \cdot \sin (2 \beta)^{1 / 4} \xi\right\|_{\mathcal{H}^{2}} \\
& +\left\|\sin (2 \beta)^{-1 / 2} g \sin (2 \beta)^{1 / 4} D_{\beta} \xi\right\|_{\mathcal{H}^{2}} .
\end{aligned}
$$

Applying the $\mathcal{H}^{2}$ version of the product rule in Proposition 2.8.12 (it is given in [42]), Proposition 2.8.3 to $g=\alpha^{2} D_{R}^{2} \Psi$, and Lemma 2.7.4. we obtain

$$
\begin{aligned}
\left\|D^{2}\left(D_{\beta}(g \xi)\right) \varphi_{2}^{1 / 2}\right\|_{L^{2}} \lesssim & \alpha^{-1 / 2}\left\|\sin (2 \beta)^{1 / 2} \partial_{\beta} g\right\|_{\mathcal{H}^{2}}\left\|\sin (2 \beta)^{1 / 4} \xi\right\|_{\mathcal{H}^{2}} \\
& +\alpha^{-1 / 2}\left\|\sin (2 \beta)^{-1 / 2} g\right\|_{\mathcal{H}^{2}}\left\|\sin (2 \beta)^{1 / 4} D_{\beta} \xi\right\|_{\mathcal{H}^{2}} \\
\lesssim & \alpha^{3 / 2}\|\Omega\|_{\mathcal{H}^{3}}\|\xi\|_{\mathcal{H}^{3}(\psi)} .
\end{aligned}
$$

Combining the estimates of $A(\Psi)$ and $\alpha^{2} D_{R}^{2} \Psi$ completes the proof.

### 2.9 Nonlinear stability

In this section, we complete the estimates of the remaining terms $\mathcal{R}_{3}$ in Corollary 2.7 .3 and in $(2.123),(2.126),(2.127)$. We will prove the following for the energy $E_{3}$ in 2.115 and $E(\xi, \infty)$

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} E_{3}^{2} \leq & -\frac{1}{12} E_{3}^{2}+C \alpha^{1 / 2}\left(E_{3}^{2}+\alpha\|\xi\|_{\mathcal{C}^{1}}^{2}\right) \\
& +C \alpha^{-3 / 2}\left(E_{3}+\alpha^{1 / 2}\|\xi\|_{\mathcal{C}^{1}}^{3}+C \alpha^{2} E_{3}\right.  \tag{2.145}\\
\frac{1}{2} \frac{d}{d t} E(\xi, \infty)^{2} \leq & -E(\xi, \infty)^{2}+C\|\xi\|_{\mathcal{C}^{1}}\left(\alpha^{1 / 2} E_{3}+\alpha\|\xi\|_{\mathcal{C}^{1}}\right) \\
& +C\|\xi\|_{\mathcal{C}^{1}}\left(\alpha^{-1} E_{3}^{2}+\alpha^{-1} E_{3}\|\xi\|_{\mathcal{C}^{1}}\right)+C \alpha^{2} E(\xi, \infty) \tag{2.146}
\end{align*}
$$

for any initial perturbation $\Omega, \eta, \xi$ with $E_{3}(\Omega, \eta, \xi)<+\infty$ and $E(\xi, \infty)<+\infty$, where

$$
\begin{equation*}
E(\xi, \infty) \triangleq\left(\|\xi\|_{\infty}^{2}+\left\|\phi_{2} D_{\beta} \xi\right\|_{\infty}^{2}+\mu_{4}\left\|\phi_{1} D_{R} \xi\right\|_{\infty}^{2}\right)^{1 / 2} \tag{2.147}
\end{equation*}
$$

for some absolute constants $\mu_{4} . E(\xi, \infty)$ is equivalent to $\|\xi\|_{\mathcal{C}^{1}}$ (2.117) once we determine the absolute constants $\mu_{4}$.

The major step is the linear stability that gives the damping term $\left(-\frac{1}{12}+\right.$ $C \alpha) E_{2}^{3}$ and $(-1+C \alpha) E(\xi, \infty)^{2}$. We have already established the linear stability in Corollary 2.7 .3 and estimates (2.123), 2.126), (2.127). The remaining terms $\mathcal{R}_{3}$ in Corollary 2.7 .3 and in (2.123), 2.126), 2.127) contribute other terms in 2.145)-2.146). We will further construct an energy $E^{2}(\Omega, \eta, \xi) \triangleq \alpha E(\xi, \infty)^{2}+E_{3}^{2}(\Omega, \eta, \xi)$ and these remaining terms are relatively small at the threshold $E=O\left(\alpha^{2}\right)$. Then we can close the nonlinear estimate.

We will first derive several formulas for later use in subsection 2.9.1. Then we estimate the remaining terms mentioned above. In subsection 2.9.2 and 2.9.3, we will apply the product rules obtained in subsection 2.8 .2 to estimate the transport terms and nonlinear terms and then complete the estimate 2.145. We will derive the $\mathcal{C}^{1}$ estimate 2.146 in subsection 2.9.5 and prove finite time blowup in subsection 2.9.6. We remark that estimates similar to the $\mathcal{C}^{1}$ estimates (2.146) are not required in [42] since there is no swirl.

Notations Throughout this section, $\chi$ is the radial cutoff function in Lemma A.0.4 We use $\Psi_{*}, \bar{\Psi}_{*}$ to denote the lower order terms in $\Psi, \bar{\Psi}$, i.e.

$$
\begin{equation*}
\Psi_{*} \triangleq \Psi-\frac{\sin (2 \beta)}{\pi \alpha} L_{12}(\Omega), \quad \bar{\Psi}_{*} \triangleq \bar{\Psi}-\frac{\sin (2 \beta)}{\pi \alpha} L_{12}(\bar{\Omega}) . \tag{2.148}
\end{equation*}
$$

$\Psi_{*}$ and $\Psi$ enjoys the elliptic estimate in Proposition 2.8.1 and $\bar{\Psi}, \bar{\Psi}_{*}$ satisfy Proposition 2.8.8.

### 2.9.1 Formulas of the velocity and related terms

In this subsection, we derive the formulas of the velocity in terms of the stream function in the $(R, \beta)$ coordinates to be used later and then collect the remaining terms to be estimated in the nonlinear stability analysis.

Denote

$$
\begin{align*}
& u \triangleq U(\Psi), \quad v \triangleq V(\Psi), \quad u_{x} \triangleq U_{1}(\Psi) \\
& u_{y} \triangleq U_{2}(\Psi), \quad v_{x} \triangleq V_{1}(\Psi), \quad v_{y} \triangleq V_{2}(\Psi) \tag{2.149}
\end{align*}
$$

The formula of $U, V$ in terms of $\Psi$ are given in (2.25). We also collect them below. Using (2.24)-2.25), $D_{R}=R \partial_{R}, r \partial_{r}=\alpha D_{R}$ and the incompressible condition $u_{x}+v_{y}=0$, we compute

$$
\begin{align*}
U(\Psi)= & -2 r \sin \beta \Psi-\alpha r \sin \beta D_{R} \Psi-r \cos \beta \partial_{\beta} \Psi, \\
V(\Psi)= & 2 r \cos \beta \Psi+\alpha r \cos \beta D_{R} \Psi-r \sin \beta \partial_{\beta} \Psi \\
U_{1}(\Psi)= & -\frac{1}{2} \alpha^{2} \sin (2 \beta) D_{R}^{2} \Psi-\frac{\alpha}{2} \sin (2 \beta) D_{R} \Psi+\frac{\sin (2 \beta)}{2} \partial_{\beta}^{2} \Psi \\
& -\cos (2 \beta) \partial_{\beta} \Psi-\alpha \cos (2 \beta) \partial_{\beta} D_{R} \Psi \\
U_{2}(\Psi)= & \alpha\left(-1-2 \sin ^{2} \beta\right) D_{R} \Psi-\alpha D_{R} D_{\beta} \Psi-D_{\beta} \Psi-2 \Psi  \tag{2.150}\\
& -\alpha^{2} \sin ^{2}(\beta) D_{R}^{2} \Psi-\cos ^{2}(\beta) \partial_{\beta}^{2} \Psi \\
V_{1}(\Psi)= & \alpha\left(1+2 \cos ^{2} \beta\right) D_{R} \Psi-\alpha D_{R} D_{\beta} \Psi-D_{\beta} \Psi+2 \Psi \\
& +\alpha^{2} \cos ^{2}(\beta) D_{R}^{2} \Psi+\sin ^{2}(\beta) \partial_{\beta}^{2} \Psi \\
V_{2}(\Psi)= & -U_{1}(\Psi) .
\end{align*}
$$

Recall $\Psi=\frac{\sin (2 \beta)}{\pi \alpha} L_{12}(\Omega)+\Psi_{*}$. For the terms not involving the $R$-derivative, e.g., $\Psi, \partial_{\beta} \Psi$, we compute the contributions from the leading order part of $\Psi$, i.e. $\frac{\sin (2 \beta)}{\pi \alpha} L_{12}(\Omega)$, and $\Psi_{*}$ separately,

$$
\begin{align*}
U(\Psi)= & -\frac{2 r \cos (\beta)}{\pi \alpha} L_{12}(\Omega)-2 r \sin (\beta) \Psi_{*}-\alpha r \sin \beta D_{R} \Psi-r \cos \beta \partial_{\beta} \Psi_{*} \\
\triangleq & -\frac{2 r \cos (\beta)}{\pi \alpha} L_{12}(\Omega)+U\left(\Psi, \Psi_{*}\right), \\
V(\Psi)= & \frac{2 r \sin (\beta)}{\pi \alpha} L_{12}(\Omega)+2 r \cos \beta \Psi_{*}+\alpha r \cos \beta D_{R} \Psi-r \sin \beta \partial_{\beta} \Psi_{*} \\
\triangleq & \frac{2 r \sin (\beta)}{\pi \alpha} L_{12}(\Omega)+V\left(\Psi, \Psi_{*}\right) \\
U_{1}(\Psi)= & -\frac{2}{\pi \alpha} L_{12}(\Omega)-\frac{\alpha^{2}}{2} \sin (2 \beta) D_{R}^{2} \Psi-\frac{\alpha}{2} \sin (2 \beta) D_{R} \Psi-\cos (2 \beta) \partial_{\beta} \Psi_{*} \\
& -\alpha \cos (2 \beta) \partial_{\beta} D_{R} \Psi+\frac{\sin (2 \beta)}{2} \partial_{\beta}^{2} \Psi_{*} \triangleq-\frac{2}{\pi \alpha} L_{12}(\Omega)+U_{1}\left(\Psi, \Psi_{*}\right), \\
V_{2}(\Psi)= & -U_{1}(\Psi)=\frac{2}{\pi \alpha} L_{12}(\Omega)-U_{1}\left(\Psi, \Psi_{*}\right) . \tag{2.151}
\end{align*}
$$

The first term in the formulas of $U, V, U_{1}, V_{2}$ is the leading order term. Observe that

$$
\begin{aligned}
& -D_{\beta} \sin (2 \beta)-2 \sin (2 \beta)-\cos ^{2}(\beta) \partial_{\beta}^{2} \sin (2 \beta)=0 \\
& -D_{\beta} \sin (2 \beta)+2 \sin (2 \beta)+\sin ^{2}(\beta) \partial_{\beta}^{2} \sin (2 \beta)=0
\end{aligned}
$$

For the terms not involving the $R$-derivative in $U_{2}(\Psi), V_{1}(\Psi)$ 2.150, the contributions from $\sin (2 \beta) L_{12}(\Omega)$ cancel each other. Hence, we have

$$
\begin{align*}
U_{2}(\Psi)= & \alpha\left(-1-2 \sin ^{2} \beta\right) D_{R} \Psi-\alpha D_{R} D_{\beta} \Psi-D_{\beta} \Psi_{*} \\
& -2 \Psi_{*}-\alpha^{2} \sin ^{2}(\beta) D_{R}^{2} \Psi-\cos ^{2}(\beta) \partial_{\beta}^{2} \Psi_{*}  \tag{2.152}\\
V_{1}(\Psi)= & \alpha\left(1+2 \cos ^{2} \beta\right) D_{R} \Psi-\alpha D_{R} D_{\beta} \Psi-D_{\beta} \Psi_{*} \\
& +2 \Psi_{*}+\alpha^{2} \cos ^{2}(\beta) D_{R}^{2} \Psi+\sin ^{2}(\beta) \partial_{\beta}^{2} \Psi_{*} .
\end{align*}
$$

We decompose $U, V$ in (2.151)-2.152) so that we can apply the elliptic estimate in Propositions 2.8.3, 2.8.8 to $U\left(\Psi, \Psi_{*}\right), V\left(\Psi, \Psi_{*}\right), U_{1}\left(\Psi, \Psi_{*}\right), V_{2}\left(\Psi, \Psi_{*}\right), U_{2}(\Psi), V_{1}(\Psi)$.

Recall the formula of $\mathbf{u} \cdot \nabla$ in (2.27)

$$
u \cdot \nabla=-\left(\alpha R \partial_{\beta} \Psi\right) \partial_{R}+\left(2 \Psi+\alpha R \partial_{R} \Psi\right) \partial_{\beta} .
$$

Since $\Psi=\frac{\sin (2 \beta)}{\pi \alpha} L_{12}(\Omega)+\Psi_{*}, D_{\beta}=\sin (2 \beta) \partial_{\beta}$, we have

$$
\begin{align*}
u \cdot \nabla & =\left(-\frac{2 \cos (2 \beta)}{\pi} L_{12}(\Omega)-\alpha \partial_{\beta} \Psi_{*}\right) D_{R}+\left(\frac{2}{\pi \alpha} L_{12}(\Omega)+\frac{2 \Psi_{*}+\alpha D_{R} \Psi}{\sin (2 \beta)}\right) D_{\beta} \\
& \triangleq \frac{2}{\pi \alpha} L_{12}(\Omega) D_{\beta}+\mathcal{T}(\Omega) \\
\mathcal{T}(\Omega) & \triangleq-\frac{2 \cos (2 \beta)}{\pi} L_{12}(\Omega) D_{R}-\alpha \partial_{\beta} \Psi_{*} D_{R}+\frac{2 \Psi_{*}+\alpha D_{R} \Psi}{\sin (2 \beta)} D_{\beta} \tag{2.153}
\end{align*}
$$

Using (2.45), we have $\frac{2}{\pi \alpha} L_{12}(\bar{\Omega})=\frac{3}{1+R}$ and

$$
\overline{\mathbf{u}} \cdot \nabla=\frac{3}{1+R} D_{\beta}+\mathcal{T}(\bar{\Omega})
$$

Recall the formulations $(2.52)-(\sqrt{2.54})$ and their equivalence $(2.59)$. We use the notations (2.149) to rewrite $u_{x}, u_{y}$ and so on, and the above computations to expand the remaining terms $\mathcal{R}$ in (2.52)-(2.54). $\mathcal{R}$ consists of three parts: the lower order terms in the linearized equation (denote as $P$ ), the error term $\bar{F}$
(2.46) and the nonlinear term $N$ (2.49). The formula of $P$ is given below

$$
\begin{align*}
\mathcal{R}_{\Omega}= & P_{\Omega}+\bar{F}_{\Omega}+N_{\Omega}, \quad \mathcal{R}_{\eta}=P_{\eta}+\bar{F}_{\eta}+N_{\eta}, \quad \mathcal{R}_{\xi}=P_{\xi}+\bar{F}_{\xi}+N_{\xi} \\
P_{\Omega}= & \left(-3 \alpha D_{R}-\mathcal{T}(\bar{\Omega})\right) \Omega+\left(\alpha c_{\omega} D_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\Omega}, \\
P_{\eta}= & \left(-3 \alpha D_{R}-\mathcal{T}(\bar{\Omega})\right) \eta+\left(\alpha c_{\omega} D_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\eta}-\left(U_{1}(\bar{\Psi})+\frac{3}{1+R}\right) \eta \\
& -\left(U_{1}(\Psi)+\frac{2}{\pi \alpha} L_{12}(\Omega)\right) \bar{\eta}-\left(V_{1}(\bar{\Psi}) \xi+V_{1}(\Psi) \bar{\xi}\right), \\
P_{\xi}= & \left(-3 \alpha D_{R}-\mathcal{T}(\bar{\Omega})\right) \xi+\left(\alpha c_{\omega} D_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\xi}+\left(-V_{2}(\bar{\Psi})+\frac{3}{1+R}\right) \xi \\
& +\left(-V_{2}(\Psi)+\frac{2}{\pi \alpha} L_{12}(\Omega)\right) \bar{\xi}-\left(U_{2}(\Psi) \bar{\eta}+U_{2}(\bar{\Psi}) \eta\right) . \tag{2.154}
\end{align*}
$$

We remark that $P$ is the difference between the linear part of (2.48) and (2.52)-(2.54).

Recall $\bar{c}_{\omega}=-1, \bar{c}_{l}=\frac{1}{\alpha}+3$ and $\bar{\Omega}, \bar{\eta}$ in (2.44). Notice that $c_{l}=\frac{1}{\alpha}, \Omega_{*}=$ $\frac{3 \alpha}{c} \frac{R}{(1+R)^{2}}, \eta_{*}=\frac{6 \alpha}{c} \frac{R}{(1+R)^{3}}, \Gamma=\cos (\beta)^{\alpha}$ is a solution of 2.40) and $\bar{\Omega}, \bar{\eta}$ satisfy $\bar{\Omega}=\Omega_{*} \Gamma(\beta), \bar{\eta}=\eta_{*} \Gamma(\beta), \frac{c}{\alpha} \int_{R}^{\infty} \frac{\Omega_{*}}{s} d s=\frac{3}{1+R}$. Hence, we have

$$
D_{R} \bar{\Omega}=\bar{c}_{\omega} \bar{\Omega}+\bar{\eta}, \quad D_{R} \bar{\eta}=2 \bar{c}_{\omega} \bar{\Omega}+\frac{3}{1+R} \bar{\eta} .
$$

Hence, we can simplify $\bar{F}_{\Omega}, \bar{F}_{\eta}$ in 2.46) as

$$
\begin{align*}
\bar{F}_{\Omega} & =\left(-3 \alpha D_{R}-\overline{\mathbf{u}} \cdot \nabla\right) \bar{\Omega}, \\
\bar{F}_{\eta} & =\left(-\frac{3}{1+R}-U_{1}(\bar{\Psi})\right) \bar{\eta}-V_{1}(\bar{\Psi}) \bar{\xi}+\left(-3 \alpha D_{R}-\overline{\mathbf{u}} \cdot \nabla\right) \bar{\eta}, \tag{2.155}
\end{align*}
$$

where we have used the notations in 2.149) for $\bar{u}_{x}, \bar{u}_{y}, \bar{v}_{x}, \bar{v}_{y}$.
Recall the definition of the $\mathcal{H}^{3}, \mathcal{H}^{3}(\psi)$ inner product in 2.131) and the remaining terms $\mathcal{R}_{3}$ in 2.115), 2.132). See also the full expression of the weighted $H^{3}$ energy $E_{3}(2.128)$ related to $\mathcal{R}_{3}$ Clearly, we have

$$
\begin{align*}
\mathcal{R}_{3}= & \left\langle\mathcal{R}_{\Omega}, \Omega \varphi_{0}\right\rangle+\left\langle\mathcal{R}_{\eta}, \eta \psi_{0}\right\rangle+\frac{81}{4 \pi c} L_{12}(\Omega)(0)\left\langle\mathcal{R}_{\Omega}, \sin (2 \beta) R^{-1}\right\rangle  \tag{2.156}\\
& +\left\langle\mathcal{R}_{\Omega}, \Omega\right\rangle_{\mathcal{H}^{3}}+\left\langle\mathcal{R}_{\eta}, \eta\right\rangle_{\mathcal{H}^{3}}+\left\langle\mathcal{R}_{\xi}, \xi\right\rangle_{\mathcal{H}^{3}(\psi)}
\end{align*}
$$

We remark that $\langle\cdot, \cdot\rangle$ in the first three terms is the $L^{2}$ inner product defined in (2.15). We assume that $\Omega, \eta \in \mathcal{H}^{3}, \Omega \in L^{2}(\varphi), \eta \in L^{2}(\psi), \xi \in \mathcal{H}^{3}(\psi), \xi \in \mathcal{C}^{1}$. We will choose initial perturbations $\Omega, \eta, \xi$ in these classes. In subsection 2.9.2, we estimate the transport terms in the last three terms in $\mathcal{R}_{3}$. In subsection 2.9.3, we estimate the nonlinear terms in the last three terms in $\mathcal{R}_{3}$. In subsection 2.9.4, we estimate the first three terms in $\mathcal{R}_{3}$.

### 2.9.2 Analysis of the transport terms in $P, N, F$

In this subsection, we estimate the transport terms in $P, N$ and $F$ in $\mathcal{H}^{3}$ or $\mathcal{H}^{3}(\psi)$ norm. Our main tools in this and the next few subsections are the product rules, the elliptic estimates obtained in Section 2.8 and Lemma A.0.4 on $L_{12}(\Omega)$.

The reader should pay attention to the subtle cancellation near $R=0$ in the estimates in subsections 2.9.2.3, 2.9.2.4.

### 2.9.2.1 Transport terms I : $\left(-3 \alpha D_{R}-\mathcal{T}(\bar{\Omega})\right) g$ in $P$

We estimate

$$
\begin{aligned}
I_{1} & =\left|\left\langle\left(-3 \alpha D_{R}-\mathcal{T}(\bar{\Omega})\right) \Omega, \Omega\right\rangle_{\mathcal{H}^{3}}\right|, \quad I_{2}=\left|\left\langle\left(-3 \alpha D_{R}-\mathcal{T}(\bar{\Omega})\right) \eta, \eta\right\rangle_{\mathcal{H}^{3}}\right|, \\
I_{3} & =\left|\left\langle\left(-3 \alpha D_{R}-\mathcal{T}(\bar{\Omega})\right) \xi, \xi\right\rangle_{\mathcal{H}^{3}(\psi)}\right| .
\end{aligned}
$$

Recall $\mathcal{T}(\bar{\Omega})$ in 2.153)
$3 \alpha D_{R}+\mathcal{T}(\bar{\Omega})=3 \alpha D_{R}-\frac{2 \cos (2 \beta)}{\pi} L_{12}(\bar{\Omega}) D_{R}-\alpha \partial_{\beta} \bar{\Psi}_{*} D_{R}+\frac{1}{\sin (2 \beta)}\left(2 \bar{\Psi}_{*}+\alpha D_{R} \bar{\Psi}\right) D_{\beta}$.
Applying Proposition 2.8 .8 to estimate the above coefficients, then Proposition 2.8 .13 to the $D_{\beta}$ transport terms and Proposition 2.8 .14 to the $D_{R}$ transport terms yield

$$
I_{1} \lesssim \alpha^{1 / 2}\|\Omega\|_{\mathcal{H}^{3}}^{2}, \quad I_{2} \lesssim \alpha^{1 / 2}\|\eta\|_{\mathcal{H}^{3}}^{2}, \quad I_{3} \lesssim \alpha^{1 / 2}\|\xi\|_{\mathcal{H}^{3}(\psi)}^{2} .
$$

### 2.9.2.2 Transport term $I I:-\alpha c_{l} R \partial_{R} g-(\mathbf{u} \cdot \nabla) g$ in $N$ 2.49)

We are going to estimate

$$
\begin{aligned}
& \left|\left\langle\left(-\alpha c_{l} D_{R}-(\mathbf{u} \cdot \nabla)\right) \Omega, \Omega\right\rangle_{\mathcal{H}^{2}}\right|, \quad\left|\left\langle\left(-\alpha c_{l} D_{R}-(\mathbf{u} \cdot \nabla)\right) \eta, \eta\right\rangle_{\mathcal{H}^{2}}\right|, \\
& \left|\left\langle\left(-\alpha c_{l} D_{R}-(\mathbf{u} \cdot \nabla)\right) \xi, \xi\right\rangle_{\mathcal{H}^{2}(\psi)}\right| .
\end{aligned}
$$

Recall $\alpha c_{l}=-\frac{2(1-\alpha)}{\pi \alpha} L_{12}(\Omega)(0)$ in 2.47 and the computation about $\mathbf{u} \cdot \nabla$ in (2.153)

$$
\begin{aligned}
\left(-\alpha c_{l} D_{R}-(\mathbf{u} \cdot \nabla)\right) & =\left(\frac{2(1-\alpha)}{\pi \alpha} L_{12}(\Omega)(0)+\frac{2 \cos (2 \beta)}{\pi} L_{12}(\Omega)+\alpha \partial_{\beta} \Psi_{*}\right) D_{R} \\
& -\left(\frac{2}{\pi \alpha} L_{12}(\Omega)+\frac{2 \Psi_{*}}{\sin (2 \beta)}+\frac{\alpha D_{R} \Psi}{\sin (2 \beta)}\right) D_{\beta}
\end{aligned}
$$

For the first two $D_{R}$ transport terms, we apply Proposition 2.8.14 and Lemma A.0.4 to estimate $\left\|D_{R}^{k} L_{12}(\Omega)\right\|_{L^{\infty}}$ for $k \leq 3$. For the third, fourth $\left(\left(\frac{2}{\pi \alpha} L_{12}(\Omega)\right) D_{\beta}\right)$
and fifth $\left(\frac{2 \Psi_{*}}{\sin (2 \beta)}\right) D_{\beta}$ ) transport terms, we apply Proposition 2.8.13. Proposition 2.8 .3 to $\partial_{\beta} \Psi_{*}, \frac{\Psi_{*}}{\sin (2 \beta)}$ and A.10 in Lemma A.0.4 to $L_{12}(\Omega)$. For the last transport term, we use Proposition 2.8.15. Hence, we derive

$$
\begin{aligned}
& \left|I_{1}\right| \lesssim \alpha^{-3 / 2}\|\Omega\|_{\mathcal{H}^{3}}^{3}, \quad\left|I_{2}\right| \lesssim \alpha^{-3 / 2}\|\Omega\|_{\mathcal{H}^{3}}\|\eta\|_{\mathcal{H}^{3}}^{2}, \\
& \left|I_{3}\right| \lesssim \alpha^{-3 / 2}\|\Omega\|_{\mathcal{H}^{3}}\left(\|\xi\|_{\mathcal{H}^{3}(\psi)}+\alpha^{1 / 2}\|\xi\|_{\mathcal{C}^{1}}\right)^{2}
\end{aligned}
$$

The largest term is $\frac{2}{\pi \alpha} L_{12}(\Omega) D_{\beta}$, which leads to $\alpha^{-3 / 2}$ in the upper bound.

### 2.9.2.3 Transport term III : $\left(\alpha c_{\omega} D_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{g}$ in $P$

Next, we estimate
$\left.\left.\left.\| \alpha c_{\omega} D_{R}-(u \cdot \nabla)\right) \bar{\Omega}\left\|_{\mathcal{H}^{3}}, \quad\right\| \alpha c_{\omega} D_{R}-(u \cdot \nabla)\right) \bar{\eta}\left\|_{\mathcal{H}^{3}}, \quad\right\| \alpha c_{\omega} D_{R}-(u \cdot \nabla)\right) \bar{\xi} \|_{\mathcal{H}^{3}(\psi)}$.
Recall that $\mathcal{H}^{3}$ contains a singular weight $\frac{(1+R)^{4}}{R^{4}}$. We use the explicit form $\Gamma(\beta)=\cos (\beta)^{\alpha}$ and a careful calculation to cancel the singular weight $R^{-4}$ near $R=0$. Using the formula for $c_{\omega}$ in (2.47) and the computation in 2.153), we have

$$
\begin{align*}
& \left(\alpha c_{\omega} D_{R}-(u \cdot \nabla)\right) g \\
= & \left(-\frac{2}{\pi} L_{12}(\Omega)(0) D_{R}+\frac{2 \cos (2 \beta)}{\pi} L_{12}(\Omega) D_{R}-\frac{2}{\pi \alpha} L_{12}(\Omega) D_{\beta}\right) g  \tag{2.157}\\
& +\left(\alpha \partial_{\beta} \Psi_{*} D_{R}-(\sin (2 \beta))^{-1}\left(2 \Psi_{*}+\alpha D_{R} \Psi\right) D_{\beta}\right) g \triangleq I(g)+I I(g)
\end{align*}
$$

Denote $Q=L_{12}(\Omega)-\chi L_{12}(\Omega)(0)$. We use $L_{12}(\Omega)=Q+\chi L_{12}(\Omega)(0)$ to rewrite $I(g)$

$$
\begin{align*}
I & =\frac{2}{\pi} L_{12}(\Omega)(0)\left(-D_{R} g+\cos (2 \beta) \chi D_{R} g-\frac{1}{\alpha} \chi D_{\beta} g\right)+\frac{2}{\pi} Q\left(\cos (2 \beta) D_{R} g-\frac{1}{\alpha} D_{\beta} g\right) \\
& \triangleq I_{1}+I_{2} . \tag{2.158}
\end{align*}
$$

Using (2.69) and the formula of $g=\bar{\Omega}, \bar{\eta}$ in (2.44), we have

$$
D_{\beta} \Gamma=-2 \alpha \sin ^{2}(\beta) \Gamma, \quad D_{\beta} g=-2 \alpha \sin ^{2}(\beta) g
$$

It follows that

$$
\begin{align*}
I_{1} & =\frac{2}{\pi} L_{12}(\Omega)(0)\left(-D_{R} g+\cos (2 \beta) \chi D_{R} g+2 \sin ^{2}(\beta) \chi g\right)  \tag{2.159}\\
& =\frac{2}{\pi} L_{12}(\Omega)(0)\left(-(1-\chi) D_{R} g+2 \sin ^{2}(\beta) \chi\left(-D_{R} g+g\right)\right) .
\end{align*}
$$

Since the smooth cutoff function $\chi$ satisfies $1-\chi(R)=0$ for $R \leq 1 . I_{1}$ vanishes quadratically near $R=0$. For $\left(g, \mathcal{H}^{3}(\rho)\right)=\left(\bar{\Omega}, \mathcal{H}^{3}\right),\left(\bar{\eta}, \mathcal{H}^{3}\right)$ or $\left(\bar{\xi}, \mathcal{H}^{3}(\psi)\right)$, applying Lemma A.0.6 to $g=\bar{\Omega}, \bar{\eta}$, A.26 in Lemma A.0.8 to $g=\bar{\xi}$ and using a direct calculation yield

$$
\begin{aligned}
\left\|I_{1}(g)\right\|_{\mathcal{H}^{3}(\rho)} & \lesssim\left|L_{12}(\Omega)(0)\right|\left(\|(1-\chi) g\|_{\mathcal{H}^{3}(\rho)}+\left\|D_{R} g-g\right\|_{\mathcal{H}^{3}(\rho)}\right) \\
& \lesssim \alpha\left|L_{12}(\Omega)(0)\right| \lesssim \alpha\|\Omega\|_{\mathcal{H}^{3}},
\end{aligned}
$$

where we have used A.9) in Lemma A.0.4 in the last inequality.
Recall $Q=L_{12}(\Omega)-\chi L_{12}(\Omega)(0)$ and $I_{2}, I I(g)$ in 2.157), 2.158). For $g=\bar{\Omega}, \bar{\eta}$, applying the product estimate in Proposition 2.8.12, we get

$$
\begin{aligned}
\| I_{2}\left(g \|_{\mathcal{H}^{3}}\right. & \lesssim \alpha^{-1 / 2}\|Q\|_{\mathcal{H}^{3}}\left(\left\|D_{R} g\right\|_{\mathcal{W}^{5, \infty}}+\alpha^{-1}\left\|D_{\beta} g\right\|_{\mathcal{W}^{5}, \infty}\right) \lesssim \alpha^{1 / 2}\|\Omega\|_{\mathcal{H}^{3}}, \\
\|I I(g)\|_{\mathcal{H}^{3}} & \lesssim \alpha^{-1 / 2}\|\Omega\|_{\mathcal{H}^{3}}\left(\alpha\left\|D_{R} g\right\|_{\mathcal{W}^{5}, \infty}+\left\|D_{\beta} g\right\|_{\mathcal{W}^{5}, \infty}\right) \lesssim \alpha^{3 / 2}\|\Omega\|_{\mathcal{H}^{3}},
\end{aligned}
$$

where we have applied Proposition 2.8.3 to $\Psi$, Lemma A.0.4 to $Q$ and Proposition A.0.7 to $g=\bar{\Omega}, \bar{\eta}$. For $g=\bar{\xi}$, applying Proposition 2.8.12 yields ${ }^{4}$

$$
\begin{aligned}
\left\|I_{2}(\bar{\xi})\right\|_{\mathcal{H}^{3}(\psi)} \lesssim & \alpha^{-1 / 2}\|Q\|_{\mathcal{H}^{3}}\left(\alpha^{1 / 2}\left\|D_{R} \bar{\xi}\right\|_{\mathcal{C}^{1}}+\left\|D_{R} \bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)}\right. \\
& \left.+\alpha^{1 / 2}\left\|D_{\beta} \bar{\xi}\right\|_{\mathcal{C}^{1}}+\left\|D_{\beta} \bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)}\right) \lesssim \alpha^{1 / 2}\|\Omega\|_{\mathcal{H}^{3}} \\
\|I(\bar{\xi})\|_{\mathcal{H}^{3}(\psi)} \lesssim & \alpha^{-1 / 2}\|\Omega\|_{\mathcal{H}^{3}}\left(\alpha^{3 / 2}\left\|D_{R} \bar{\xi}\right\|_{\mathcal{W}^{\mathcal{C}^{1}}}+\alpha\left\|D_{R} \bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)}\right. \\
& \left.+\alpha^{1 / 2}\left\|D_{\beta} \bar{\xi}\right\|_{\mathcal{C}^{1}}+\left\|D_{\beta} \bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)}\right) \lesssim \alpha^{1 / 2}\|\Omega\|_{\mathcal{H}^{3}}
\end{aligned}
$$

where we have used Lemma A.0.8 to estimate the norm of $\bar{\xi}$. Hence, we prove

$$
\begin{aligned}
& \left.\left.\| \alpha c_{\omega} D_{R}-(u \cdot \nabla)\right) \bar{\Omega}\left\|_{\mathcal{H}^{3}}+\right\| \alpha c_{\omega} D_{R}-(u \cdot \nabla)\right) \bar{\eta} \|_{\mathcal{H}^{3}} \\
& \left.+\| \alpha c_{\omega} D_{R}-(u \cdot \nabla)\right) \bar{\xi}\left\|_{\mathcal{H}^{3}(\psi)} \lesssim \alpha^{1 / 2}\right\| \Omega \|_{\mathcal{H}^{3}} .
\end{aligned}
$$

### 2.9.2.4 Transport term $I V:\left(-3 \alpha D_{R}-\overline{\mathbf{u}} \cdot \nabla\right) g$ in $\bar{F}_{\Omega}, \bar{F}_{\eta}, \bar{F}_{\xi}$

We will prove for $\left(g, \mathcal{H}^{3}(\rho)\right)=\left(\bar{\Omega}, \mathcal{H}^{3}\right),\left(\bar{\eta}, \mathcal{H}^{3}\right),\left(\bar{\xi}, \mathcal{H}^{3}(\psi)\right)$

$$
\begin{equation*}
\left\|\left(-3 \alpha D_{R}-\overline{\mathbf{u}} \cdot \nabla\right) g\right\|_{\mathcal{H}^{3}(\rho)} \lesssim \alpha^{2} \tag{2.160}
\end{equation*}
$$

[^2]From (2.45), we have $\frac{2}{\pi} L_{12}(\bar{\Omega})(0)=3 \alpha$. Hence, we can apply the decomposition in (2.157)-2.158) to $\left(-3 \alpha D_{R}-\overline{\mathbf{u}} \cdot \nabla\right) g$ to get

$$
\begin{align*}
& \left(-3 \alpha D_{R}-\overline{\mathbf{u}} \cdot \nabla\right) g=I_{1}(g)+I_{2}(g)+I I(g) \\
& I I(g)=\left(\alpha \partial_{\beta} \bar{\Psi}_{*} D_{R}-(\sin (2 \beta))^{-1}\left(2 \bar{\Psi}_{*}+\alpha D_{R} \bar{\Psi}\right) D_{\beta}\right) g \\
& I_{1}(g)=\frac{2}{\pi} L_{12}(\bar{\Omega})(0)\left(-D_{R} g+\cos (2 \beta) \chi D_{R} g-\frac{1}{\alpha} \chi D_{\beta} g\right),  \tag{2.161}\\
& I_{2}(g)=\frac{2}{\pi} \bar{Q}\left(\cos (2 \beta) D_{R} g-\frac{1}{\alpha} D_{\beta} g\right)
\end{align*}
$$

where $\bar{Q}=L_{12}(\bar{\Omega})-\chi L_{12}(\bar{\Omega})(0)$. Notice that the computation (2.159) still holds for $g=\bar{\Omega}, \bar{\eta}$

$$
I_{1}(g)=\frac{2}{\pi} L_{12}(\bar{\Omega})(0)\left(-(1-\chi) D_{R} g+2 \sin ^{2}(\beta) \chi\left(-D_{R} g+g\right)\right.
$$

Recall $L_{12}(\bar{\Omega})=\frac{3 \alpha \pi}{2(1+R)}$. Notice that $(1-\chi) D_{R} g, D_{R} g-g, Q D_{R} g, Q D_{\beta} g$ vanish quadratically near $R=0$. Applying Lemma A.0.6 to $g=\bar{\Omega}, \bar{\eta}$ and using a direct calculation yield

$$
\left\|I_{1}(g)\right\|_{\mathcal{H}^{3}} \lesssim \alpha\left|L_{12}(\bar{\Omega})(0)\right| \lesssim \alpha^{2}, \quad\left\|I_{2}(g)\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{2}
$$

Since $\bar{\xi}$ already vanishes quadratically near $R=0$, using Lemma A.0.8 for $\bar{\xi}$ and a direct calculation give

$$
\left\|I_{1}(\bar{\xi})\right\|_{\mathcal{H}^{3}(\psi)} \lesssim \alpha\left|L_{12}(\bar{\Omega})(0)\right| \lesssim \alpha^{2}, \quad\left\|I_{2}(\bar{\xi})\right\|_{\mathcal{H}^{3}(\psi)} \lesssim \alpha^{2}
$$

For $I I(g)$ with $g=\bar{\Omega}, \bar{\eta}$, we apply Propositions 2.8.9, 2.8.7 and the triangle inequality to yield

$$
\begin{aligned}
\|I I(g)\|_{\mathcal{H}^{3}} & \lesssim\left\|\frac{(1+R)^{3}}{R^{2}} I I(g)\right\|_{\mathcal{W}^{3, \infty}} \lesssim\left\|\frac{1+R}{R} \alpha \partial_{\beta} \bar{\Psi}_{*}\right\|_{\mathcal{W}^{5}, \infty}\left\|\frac{(1+R)^{2}}{R} D_{R} g\right\|_{\mathcal{W}^{3, \infty}} \\
& +\left\|\frac{1+R}{R}(\sin (2 \beta))^{-1}\left(2 \bar{\Psi}_{*}+\alpha D_{R} \bar{\Psi}\right)\right\|_{\mathcal{W}^{5}, \infty}\left\|\frac{(1+R)^{2}}{R} D_{\beta} g\right\|_{\mathcal{W}^{3, \infty}} \lesssim \alpha^{2},
\end{aligned}
$$

where we have applied Proposition 2.8 .8 to $\bar{\Psi}, \bar{\Psi}_{*}$ and Proposition A.0.7 to $g=\bar{\Omega}, \bar{\eta}$.
For $I I(\bar{\xi})$, we use Propositions 2.8.12, 2.8.8 and Lemma A.0.8 to get

$$
\begin{aligned}
& \|I I(\bar{\xi})\|_{\mathcal{H}^{3}(\psi)} \lesssim \alpha^{-1 / 2}\left\|\partial_{\beta} \bar{\Psi}_{*}\right\|_{\mathcal{W}^{5, \infty}}\left(\alpha^{3 / 2}\left\|D_{R} \bar{\xi}\right\|_{\mathcal{W}^{1}}+\alpha\left\|D_{R} \bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)}\right) \\
& +\alpha^{-1 / 2}\left\|(\sin (2 \beta))^{-1}\left(2 \bar{\Psi}_{*}+\alpha D_{R} \bar{\Psi}\right)\right\|_{\mathcal{W}^{5, \infty}}\left(\alpha^{1 / 2}\left\|D_{\beta} \bar{\xi}\right\|_{\mathcal{C}^{1}}+\left\|D_{\beta} \bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)}\right) \lesssim \alpha^{5 / 2}
\end{aligned}
$$

### 2.9.3 Nonlinear forcing terms in $P, N, F$

The estimates in this subsection are obtained by applying the product estimates in subsection 2.8 .2 directly.

### 2.9.3.1 Nonlinear forcing term in $P_{\eta}, P_{\xi}$

We are going to estimate

$$
\begin{aligned}
I_{1} & =\left\|-\left(U_{1}(\bar{\Psi})+\frac{3}{1+R}\right) \eta-\left(U_{1}(\Psi)+\frac{2}{\pi \alpha} L_{12}(\Omega)\right) \bar{\eta}\right\|_{\mathcal{H}^{3}} \\
I I_{1} & =\left\|\left(-V_{2}(\bar{\Psi})+\frac{3}{1+R}\right) \xi+\left(-V_{2}(\Psi)+\frac{2}{\pi \alpha} L_{12}(\Omega)\right) \bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)} \\
I_{2} & =\left\|V_{1}(\bar{\Psi}) \xi+V_{1}(\Psi) \bar{\xi}\right\|_{\mathcal{H}^{3}}, \quad I I_{2}=\left\|U_{2}(\Psi) \bar{\eta}+U_{2}(\bar{\Psi}) \eta\right\|_{\mathcal{H}^{3}(\psi)} .
\end{aligned}
$$

From (2.45), $\frac{2}{\pi \alpha} L_{12}(\bar{\Omega})=\frac{3}{1+R}$. Recall the formula of $U_{i}, V_{j}$ in 2.151)-2.152. Applying Propositions 2.8.8, 2.8.3, we obtain

$$
\begin{align*}
& \left\|U_{1}(\bar{\Psi})+\frac{2}{\pi \alpha} L_{12}(\bar{\Omega})\right\|_{\mathcal{W}^{5, \infty}}=\left\|-V_{2}(\bar{\Psi})+\frac{2}{\pi \alpha} L_{12}(\bar{\Omega})\right\|_{\mathcal{W}^{5, \infty}} \lesssim \alpha \\
& \left\|U_{1}(\Psi)+\frac{2}{\pi \alpha} L_{12}(\Omega)\right\|_{\mathcal{H}^{3}}=\left\|-V_{2}(\Psi)+\frac{2}{\pi \alpha} L_{12}(\Omega)\right\|_{\mathcal{W}^{5, \infty}} \lesssim\|\Omega\|_{\mathcal{H}^{3}},  \tag{2.162}\\
& \left\|U_{2}(\bar{\Psi})\right\|_{\mathcal{W}^{5, \infty}} \lesssim \alpha, \quad\left\|U_{2}(\Psi)\right\|_{\mathcal{H}^{3}} \lesssim\|\Omega\|_{\mathcal{H}^{3}} .
\end{align*}
$$

Applying Proposition 2.8.12, Lemma A.0.7 to $\bar{\eta}$ and Lemma A.0.8 to $\bar{\xi}$, we yield

$$
\begin{aligned}
I_{1} & \lesssim \alpha^{1 / 2}\|\eta\|_{\mathcal{H}^{3}}+\alpha^{-1 / 2}\|\Omega\|_{\mathcal{H}^{3}}\|\bar{\eta}\|_{\mathcal{W}^{5}, \infty} \lesssim \alpha^{1 / 2}\left(\|\eta\|_{\mathcal{H}^{3}}+\|\Omega\|_{\mathcal{H}^{3}}\right) \\
I I_{1} & \lesssim \alpha^{1 / 2}\left(\alpha^{1 / 2}\|\xi\|_{\mathcal{C}^{1}}+\|\xi\|_{\mathcal{H}^{3}(\psi)}\right)+\alpha^{-1 / 2}\|\Omega\|_{\mathcal{H}^{3}}\left(\alpha^{1 / 2}\|\bar{\xi}\|_{\mathcal{C}^{1}}+\|\bar{\xi}\|_{\mathcal{H}^{3}(\psi)}\right) \\
& \lesssim \alpha^{1 / 2}\left(\alpha^{1 / 2}\|\xi\|_{\mathcal{C}^{1}}+\|\xi\|_{\mathcal{H}^{3}(\psi)}\right)+\alpha^{3 / 2}\|\Omega\|_{\mathcal{H}^{3}},
\end{aligned}
$$

where we have used Lemma A.0.8 in the last inequality. Using Lemma 2.7.4 and Proposition 2.8.12, we derive

$$
\begin{aligned}
I I_{2} & \lesssim\left\|U_{2}(\Psi) \bar{\eta}+U_{2}(\bar{\Psi}) \eta\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{-1 / 2}\left(\|\Omega\|_{\mathcal{H}^{3}}\|\bar{\eta}\|_{\mathcal{W}^{5}, \infty}+\left\|U_{2}(\bar{\Psi})\right\|_{\mathcal{W}^{5}, \infty}\|\eta\|_{\mathcal{H}^{3}}\right) \\
& \lesssim \alpha^{1 / 2}\left(\|\Omega\|_{\mathcal{H}^{3}}+\|\eta\|_{\mathcal{H}^{3}}\right) .
\end{aligned}
$$

For $I_{2}$, we use Proposition 2.8.16 and Lemma A.0.8 to obtain

$$
I_{2} \lesssim \alpha^{1 / 2}\|\xi\|_{\mathcal{H}^{3}(\psi)}+\alpha^{-1 / 2}\|\Omega\|_{\mathcal{H}^{3}}\left(\alpha^{1 / 2}\|\bar{\xi}\|_{\mathcal{C}^{1}}+\|\bar{\xi}\|_{\mathcal{H}^{3}(\psi)}\right) \lesssim \alpha^{1 / 2}\|\xi\|_{\mathcal{H}^{3}(\psi)}+\alpha^{3 / 2}\|\Omega\|_{\mathcal{H}^{3}} .
$$

### 2.9.3.2 Nonlinear forcing term in $N$ (2.49)

Recall the formula of $U_{1}, V_{2}$ in (2.151). We use the following decomposition

$$
-V_{2}(\Psi)=U_{1}(\Psi)=\left(U_{1}(\Psi)+\frac{2}{\pi \alpha} L_{12}(\Omega)\right)-\frac{2}{\pi \alpha} L_{12}(\Omega)=I+I I
$$

Applying Proposition 2.8 .3 to $I$ and Lemma A.0.4 to $I I$, we obtain

$$
\begin{equation*}
\left\|V_{2}(\Psi)\right\|_{X}=\left\|U_{1}(\Psi)\right\|_{X} \lesssim\|I\|_{\mathcal{H}^{3}}+\alpha^{-1}\left\|L_{12}(\Omega)\right\|_{X} \lesssim \alpha^{-1}\|\Omega\|_{\mathcal{H}^{3}} \tag{2.163}
\end{equation*}
$$

Applying Propositions 2.8.12, 2.8.3, we get

$$
\begin{aligned}
\left\|U_{1}(\Psi) \eta\right\|_{\mathcal{H}^{3}} & \lesssim \alpha^{-3 / 2}\|\Omega\|_{\mathcal{H}^{3}}\|\eta\|_{\mathcal{H}^{3}}, \\
\|\left(V_{2}(\Psi) \xi \|_{\mathcal{H}^{3}(\psi)}\right. & \lesssim \alpha^{-3 / 2}\|\Omega\|_{\mathcal{H}^{3}}\left(\|\xi\|_{\mathcal{H}^{3}(\psi)}+\alpha^{1 / 2}\|\xi\|_{\mathcal{C}^{1}}\right)
\end{aligned}
$$

Applying Proposition 2.8.16 to $V_{1} \xi$, Proposition 2.8.12 and Lemma 2.7.4 to $U_{2} \eta$ yields

$$
\begin{aligned}
\left\|-V_{1}(\Psi) \xi\right\|_{\mathcal{H}^{3}} & \lesssim \alpha^{-1 / 2}\|\Omega\|_{\mathcal{H}^{3}}\left(\|\xi\|_{\mathcal{H}^{3}(\psi)}+\alpha^{1 / 2}\|\xi\|_{\mathcal{C}^{1}},\right. \\
\left\|-U_{2}(\Psi) \eta\right\|_{\mathcal{H}^{3}(\psi)} & \lesssim\left\|U_{2}(\Psi) \eta\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{-1 / 2}\|\Omega\|_{\mathcal{H}^{3}}\|\eta\|_{\mathcal{H}^{3}} .
\end{aligned}
$$

Finally, from (2.47), A.9), the scalar $c_{\omega}$ satisfies $\left|c_{\omega}\right| \lesssim \alpha^{-1}| | \Omega \|_{\mathcal{H}^{3}}$. Hence, we obtain

$$
\begin{aligned}
& \left\|c_{\omega} \Omega\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{-1}\|\Omega\|_{\mathcal{H}^{3}}^{2},\left\|c_{\omega} \eta\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{-1}\|\Omega\|_{\mathcal{H}^{3}}\|\eta\|_{\mathcal{H}^{3}} \\
& \left\|c_{\omega} \xi\right\|_{\mathcal{H}^{3}(\psi)} \lesssim \alpha^{-1}\|\Omega\|_{\mathcal{H}^{3}}\|\xi\|_{\mathcal{H}^{3}(\psi)}
\end{aligned}
$$

### 2.9.3.3 Nonlinear forcing terms in $F$

Recall that we have estimated the transport term $\left(-3 \alpha D_{R}-\overline{\mathbf{u}} \nabla\right) g$ in $F_{\Omega}, F_{\eta}, F_{\xi}$ in (2.160). The remaining terms in $\bar{F}_{\eta}$ and $\bar{F}_{\xi}$ (see (2.46), 2.155) are

$$
\begin{equation*}
I=\left(-\frac{3}{1+R}-U_{1}(\bar{\Psi})\right) \bar{\eta}-V_{1}(\bar{\Psi}) \bar{\xi}, \quad I I=\left(2 \bar{c}_{\omega}-V_{2}(\bar{\Psi})\right) \bar{\xi}-U_{2}(\bar{\Psi}) \bar{\eta}-D_{R} \bar{\xi} \tag{2.164}
\end{equation*}
$$

where we have used $-\alpha \bar{c}_{l} D_{R}=-D_{R}-3 \alpha D_{R}$ since $\bar{c}_{l}=\frac{1}{\alpha}+3$ (2.44). From (2.45), we have $\frac{2}{\pi \alpha} L_{12}(\bar{\Omega})=\frac{3}{1+R}$. Using $U_{i}, V_{j}$ in (2.151)-2.152), $\bar{\eta}$ (2.44) and Proposition 2.8.8, we have

$$
\begin{aligned}
& \left\|\frac{1+R}{R}\left(U_{1}(\bar{\Psi})+\frac{3}{1+R}\right)\right\|_{\mathcal{W}^{5, \infty}} \lesssim \alpha \\
& \left\|\frac{1+R}{R} U_{2}(\bar{\Psi})\right\|_{\mathcal{W}^{5, \infty}} \lesssim \alpha, \quad\left\|\frac{(1+R)^{2}}{R} \bar{\eta}\right\|_{\mathcal{W}^{5, \infty}} \lesssim \alpha
\end{aligned}
$$

Applying the embedding in Proposition 2.8 .9 and then the algebra property of $\mathcal{W}^{3, \infty}$ in Proposition 2.8.7 to $\bar{\eta}$ and the above estimates, we get

$$
\left\|\left(-\frac{3}{1+R}-U_{1}(\bar{\Psi})\right) \bar{\eta}\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{2}, \quad\left\|U_{2}(\bar{\Psi}) \bar{\eta}\right\|_{\mathcal{H}^{3}(\psi)} \lesssim\left\|U_{2}(\bar{\Psi}) \bar{\eta}\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{2}
$$

where we have used 2.130) in the second inequality. Applying the product estimates in Propositions 2.8.12, 2.8.16, Proposition 2.8.8 to $V_{2}(\bar{\Psi})$ and Lemma A.0.8 to $\bar{\xi}$, we yield

$$
\begin{aligned}
&\left\|\left(V_{2}(\bar{\Psi})-\frac{3}{1+R}\right) \bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)} \lesssim \alpha^{-1 / 2} \cdot \alpha\left(\alpha^{1 / 2}\|\bar{\xi}\|_{\mathcal{C}^{1}}+\|\bar{\xi}\|_{\mathcal{H}^{3}(\psi)}\right) \lesssim \alpha^{5 / 2} \\
&\left\|V_{1}(\bar{\Psi}) \bar{\xi}\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{1 / 2}\|\bar{\xi}\|_{\mathcal{H}^{3}(\psi)} \\
& \lesssim \alpha^{5 / 2}
\end{aligned}
$$

For the remaining part in $I I$, we simply use $\bar{c}_{\omega}=-1$ and Lemma A.0.8 to get

$$
\left\|2 \bar{c}_{\omega} \bar{\xi}-D_{R} \bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)}+\left\|\frac{3}{1+R} \bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)} \lesssim \alpha^{2} .
$$

Therefore, combining the formula of $\bar{F}$ in (2.46), 2.155), the estimate 2.160) and the above estimates of $I, I I$, we prove

$$
\begin{equation*}
\left\|\bar{F}_{\Omega}\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{2}, \quad\left\|\bar{F}_{\eta}\right\|_{\mathcal{H}^{3}} \lesssim \alpha^{2}, \quad\left\|\bar{F}_{\xi}\right\|_{\mathcal{H}^{3}(\psi)} \lesssim \alpha^{2} \tag{2.165}
\end{equation*}
$$

### 2.9.4 Analysis of the remaining terms in $\mathcal{R}_{3}$

It remains to estimate

$$
\begin{equation*}
\left\langle\mathcal{R}_{\Omega}, \Omega \varphi_{0}\right\rangle, \quad\left\langle\mathcal{R}_{\eta}, \eta \psi_{0}\right\rangle, \quad \frac{81}{4 \pi c} L_{12}(\Omega)(0)\left\langle\mathcal{R}_{\Omega}, \sin (2 \beta) R^{-1}\right\rangle \tag{2.166}
\end{equation*}
$$

in $\mathcal{R}_{3}$ 2.156. Recall the definition of $\varphi_{0}, \psi_{0}$ in Definition 2.78 and $\varphi_{1}$ in Definition 2.6.2. Note that $\psi_{0}(R, \beta)$ grows linearly for large $R$. Clearly, we have

$$
\begin{aligned}
\varphi_{0} & \lesssim \varphi_{1} \\
\psi_{0} & =\frac{9}{32} R \Gamma(\beta)^{-1}+\frac{3}{16}\left(\frac{(1+R)^{3}}{R^{4}}+\frac{3}{2} \frac{(1+R)^{4}}{R^{3}}-\frac{3}{2} R\right) \Gamma(\beta)^{-1} \triangleq \psi_{0,1}+\psi_{0,2}
\end{aligned}
$$

Since the weights $\varphi_{0}, \psi_{0,2}, R^{-1} \sin (2 \beta)$ are much weaker than the weights $\varphi_{1}$, the estimates of

$$
\left\langle\mathcal{R}_{\Omega}, \Omega \varphi_{0}\right\rangle, \quad\left\langle\mathcal{R}_{\eta}, \eta \psi_{0,2}\right\rangle, \quad \frac{81}{4 \pi c} L_{12}(\Omega)(0)\left\langle\mathcal{R}_{\Omega}, \sin (2 \beta) R^{-1}\right\rangle
$$

follows from the same argument as that in the last two sections and a similar bound can be derived. It remains to estimate $\left\langle R_{\eta}, \eta R \Gamma(\beta)^{-1}\right\rangle$. Compared to $\varphi_{1}, R \Gamma(\beta)^{-1}$ is much less singular in $R$ and $\beta$. We focus on how to control the growing factor $R$. We use the decay estimate of $\bar{\eta}$ in Lemma A.0.6 and $\bar{\xi}$ in Lemma A.0.8. In particular, for $i+j \leq 7$ we have

$$
\begin{equation*}
\left|D_{R}^{i} D_{\beta}^{j} \bar{\eta}\right| \lesssim \alpha(1+R)^{-2}, \quad\left|D_{R}^{i} D_{\beta}^{j} \bar{\xi}\right| \lesssim|\bar{\xi}| \lesssim \alpha^{2}(1+R)^{-2} \sin (\beta)^{-2 \alpha} \tag{2.167}
\end{equation*}
$$

Recall the decomposition of $\mathcal{R}_{\eta}$ in 2.154) and the error $\bar{F}_{\eta}$ defined in 2.155). We use argument similar to that in the last subsection to estimate $\left\|\bar{F}_{\eta}\left(R \Gamma(\beta)^{-1}\right)^{1 / 2}\right\|_{2}$. A typical term in $\bar{F}_{\eta}$ can be estimated as follows

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{\pi / 2} V_{1}(\bar{\Psi})^{2} \bar{\xi}^{2} R \Gamma(\beta)^{-1} d R d \beta \\
\lesssim & \alpha^{2} \int_{0}^{\infty} \int_{0}^{\pi / 2} \alpha^{4}(1+R)^{-4} \sin (\beta)^{-4 \alpha} R \Gamma(\beta)^{-1} d R d \beta \lesssim \alpha^{6} \lesssim \alpha^{4}
\end{aligned}
$$

where we have applied Proposition 2.8 .8 to estimate $V_{1}(\bar{\Psi})$ and used $\alpha<\frac{1}{8}$ (we will choose $\alpha$ sufficiently small). Similarly, we have $\left\|\bar{F}_{\eta}\left(R \Gamma(\beta)^{-1}\right)^{1 / 2}\right\|_{2}^{2} \lesssim \alpha^{4}$. Hence, using the Cauchy-Schwarz inequality, we get

$$
\left|\left\langle\bar{F}_{\eta}, \eta R \Gamma(\beta)^{-1}\right\rangle\right| \lesssim\left\|\bar{F}_{\eta}\left(R \Gamma(\beta)^{-1}\right)^{1 / 2}\right\|_{2}\left\|\eta\left(R \Gamma(\beta)^{-1}\right)^{1 / 2}\right\|_{2} \lesssim \alpha^{2}\left\|\eta \psi_{0}^{1 / 2}\right\|_{2} \lesssim \alpha^{2} E_{3},
$$

where we have used 2.132 to derive the last inequality.
Recall $P_{\eta}$ in (2.154), $N_{\eta}$ in (2.49) and the formula of $\mathbf{u} \cdot \nabla$ in (2.153). We use integration by parts and then a $L^{\infty}$ estimate to estimate the transport terms in $P_{\eta}, N_{\eta}$. A typical term in these transport terms can be estimated as follows

$$
\begin{aligned}
\left|\left\langle\frac{2}{\pi \alpha} L_{12}(\Omega) D_{\beta} \eta, \eta R \Gamma^{-1}\right\rangle\right| & =\left|\left\langle\frac{2}{\pi \alpha} L_{12}(\Omega) \partial_{\beta}\left(\sin (2 \beta) \Gamma^{-1}\right), \eta^{2} R\right\rangle\right| \\
& \lesssim \alpha^{-1}| | L_{12}(\Omega)\left\|_{\infty}\right\| \eta\left(R \Gamma^{-1}\right)^{1 / 2} \|_{2}^{2} \\
& \lesssim \alpha^{-1}| | \Omega \varphi_{1}^{1 / 2}\left\|_{L^{2}}\right\| \eta \psi_{0}^{1 / 2} \|_{2}^{2} \lesssim \alpha^{-1} E_{3}^{3}
\end{aligned}
$$

where we have used $\Gamma(\beta)=\cos (\beta)^{\alpha},\left|\sin (2 \beta) \partial_{\beta} \Gamma(\beta)^{-1}\right| \lesssim \Gamma(\beta)^{-1}$ in the first inequality, Lemma A.0.4 in the second inequality and 2.132 in the last inequality.

For the nonlinear terms related to $\eta$, i.e. $\left(2 c_{\omega}-U_{1}(\Psi)\right) \eta$ in $N_{\eta}$ 2.49) and $-\left(U_{1}(\Psi)+\frac{3}{1+R}\right) \eta$ in $P_{\eta}(2.154)$, we also apply a $L^{\infty}$ estimate. For example, we have

$$
\begin{aligned}
\left|\left\langle\left(2 c_{\omega}-U_{1}(\Psi)\right) \eta, \eta R \Gamma(\beta)^{-1}\right\rangle\right| & \lesssim\left\|2 c_{\omega}-U_{1}(\Psi)\right\|_{L^{\infty}}\left\|\eta \psi_{0}^{1 / 2}\right\|_{2}^{2} \\
& \lesssim \alpha^{-1}\|\Omega\|_{\mathcal{H}^{3}}\left\|\eta \psi_{0}^{1 / 2}\right\|_{2}^{2} \lesssim \alpha^{-1} E_{3}^{3},
\end{aligned}
$$

where we have used 2.163 ) and $\left|c_{\omega}\right|=\frac{2}{\pi \alpha}\left|L_{12}(\Omega)(0)\right| \lesssim \alpha^{-1}| | \Omega \|_{\mathcal{H}^{3}}$ (see Lemma A.0.4) in the last inequality.

For the terms related to $\bar{\eta}, \bar{\xi}$ in $P_{\eta}(2.154)$, i.e. $\left.\left(U_{1}(\Psi)+\frac{2}{\pi \alpha} L_{12}(\Omega)\right) \bar{\eta}, V_{1}(\Psi) \bar{\xi}\right)$, they can be estimated easily by using the fast decay of $\bar{\xi}, \bar{\eta}$ (2.167).

Finally, for the terms related to $\xi$, i.e. $V_{1}(\Psi) \xi$ in $N_{\eta} 2.49$ and $V_{1}(\bar{\Psi}) \xi$ in (2.154), we get

$$
\begin{aligned}
& \left|\left\langle V_{1}(\bar{\Psi}) \xi, \eta R \Gamma^{-1}\right\rangle\right|+\left|\left\langle V_{1}(\Psi) \xi, \eta R \Gamma^{-1}\right\rangle\right| \\
\lesssim & \left\|\eta, R^{1 / 2} \Gamma^{-1 / 2}\right\|_{L^{2}}\left\|\xi R^{1 / 2} \sin (2 \beta)^{1 / 4}\right\|_{L^{\infty}} \\
& \cdot\left(\left\|V_{1}(\bar{\Psi}) \sin (2 \beta)^{-1 / 4} \Gamma^{-1 / 2}\right\|_{L^{2}}+\left\|V_{1}(\Psi) \sin (2 \beta)^{-1 / 4} \Gamma^{-1 / 2}\right\|_{L^{2}}\right) \\
\lesssim & \left\|\eta \psi_{0}^{1 / 2}\right\|_{L^{2}}\|\xi\|_{\mathcal{H}^{3}(\psi)}\left(\left\|V_{1}(\bar{\Psi}) \sin (2 \beta)^{-\sigma / 2}\right\|_{L^{2}}+\left\|V_{1}(\Psi) \sin (2 \beta)^{-\sigma / 2}\right\|_{L^{2}}\right) \\
\lesssim & E_{3}^{2}\left(\left\|\bar{\Omega} \sin (2 \beta)^{-\sigma / 2}\right\|_{L^{2}}+\left\|\Omega \sin (2 \beta)^{-\sigma / 2}\right\|_{L^{2}}\right) \lesssim E_{3}^{2}\left(\alpha+E_{3}\right),
\end{aligned}
$$

where we have applied Lemma 2.8 .10 in the second inequality, the weighted $L^{2}$ (with weight $\sin (2 \beta)^{-\sigma}, \sigma=\frac{99}{100}$ ) version of Proposition 2.8.3 in the third inequality and a direct computation using (2.44) in the last inequality.

Combining the estimates of $\bar{F}_{\eta}, P_{\eta}, N_{\eta}$, we have

$$
\left|\left\langle\mathcal{R}_{\eta}, \eta R \Gamma^{-1}\right\rangle\right| \lesssim \alpha^{-3 / 2} E_{3}^{3}+\alpha^{1 / 2} E_{3}^{2}+\alpha^{2} E_{3}
$$

### 2.9.4.1 Completing the $\mathcal{H}^{3}$ and $\mathcal{H}^{3}(\psi)$ estimates

From (2.133), we can use $E_{3}$ to bound $\|\Omega\|_{\mathcal{H}^{3}},\|\eta\|_{\mathcal{H}^{3}},\|\xi\|_{\mathcal{H}^{3}(\psi)}$. Combining the estimates in the last few subsections, we prove

$$
\begin{aligned}
& \left|\left\langle\mathcal{R}_{\Omega}, \Omega\right\rangle_{\mathcal{H}^{3}}\right|+\left|\left\langle\mathcal{R}_{\eta}, \eta\right\rangle_{\mathcal{H}^{3}}\right|+\left|\left\langle\mathcal{R}_{\xi}, \xi\right\rangle_{\mathcal{H}^{3}(\psi)}\right| \\
\lesssim & \alpha^{1 / 2}\left(E_{3}^{2}+\alpha\|\xi\|_{\mathcal{C}^{1}}^{2}\right)+\alpha^{-3 / 2}\left(E_{3}+\alpha^{1 / 2}| | \xi \|_{\mathcal{C}^{1}}\right)^{3}+\alpha^{2} E_{3}
\end{aligned}
$$

where $E_{3}$ is defined in 2.115. Combining Corollary 2.7.3 and the above estimates, we prove 2.145).

### 2.9.5 Remaining terms in the $\mathcal{C}^{1}$ estimate of $\xi$

Recall that we perform $L^{\infty}$ estimates on $\xi$ and its derivatives in subsection 2.7.3. In this subsection, we complete the estimate of the remaining terms in these estimates and derive 2.146). We group together the remaining terms in (2.123), 2.126, 2.127), which remain to be estimated. They can be bounded by

$$
\begin{aligned}
& \|\xi\|_{\mathcal{C}^{1}}\left(\left\|\Xi_{1}\right\|_{\mathcal{C}^{1}}+\left\|\Xi_{2}\right\|_{\mathcal{C}^{1}}+\left\|\bar{F}_{\xi}\right\|_{\mathcal{C}^{1}}+\left\|N_{o}\right\|_{\mathcal{C}^{1}}\right), \quad\|\xi\|_{\mathcal{C}^{1}}\left\|\left[\phi_{1} D_{R}, \mathcal{A}_{2}\right] \xi\right\|_{\infty}, \\
& \|\xi\|_{\mathcal{C}^{1}}\left\|\left[\phi_{2} D_{\beta}, \mathcal{A}_{2}\right] \xi\right\|_{\infty}, \quad \mid \alpha c_{l}\| \| \phi_{1} D_{R} \xi\left\|_{L^{\infty}}^{2}, \quad\right\| \phi_{2} D_{\beta} \xi\left\|_{\infty}\right\| \mathcal{A}_{1}\left(\phi_{2}-1\right) \cdot D_{\beta} \xi \|_{L^{\infty}} .
\end{aligned}
$$

### 2.9.5.1 Analysis of $\Xi_{1}, \Xi_{2}, N_{o}$

Recall $\Xi_{1}, \Xi_{2}, N_{o}$ in 2.119), 2.120, 2.122)

$$
\begin{aligned}
& \Xi_{1}=\left(\frac{3}{1+R}-V_{2}(\bar{\Psi})\right) \xi, \quad N_{o}=\left(2 c_{\omega}-V_{2}(\Psi)\right) \xi-U_{2}(\Psi) \eta \\
& \Xi_{2}=-V_{2}(\Psi) \bar{\xi}+c_{\omega}\left(2 \bar{\xi}-R \partial_{R} \bar{\xi}\right)+\left(\alpha c_{\omega} R \partial_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\xi}-\left(U_{2}(\Psi) \bar{\eta}+U_{2}(\bar{\Psi}) \eta\right)
\end{aligned}
$$

where we have used $V_{2}(\Psi)=v_{y}, U_{2}(\Psi)=u_{y}$ (2.149). Recall 2.45, 2.47, (2.148). We have

$$
\frac{2}{\pi \alpha} L_{12}(\bar{\Omega})=\frac{3}{1+R}, c_{\omega}=-\frac{2}{\pi \alpha} L_{12}(\Omega)(0), \Psi_{*}=\Psi-\frac{\sin (2 \beta)}{\pi \alpha} L_{12}(\Omega) .
$$

Then we obtain $V_{2}(\bar{\Psi})-\frac{3}{1+R}=-U_{1}\left(\bar{\Psi}, \bar{\Psi}_{*}\right)($ see 2.151$)$ ).
For the transport term $\left(\alpha c_{\omega} D_{R}-(\mathbf{u} \cdot \nabla)\right) \bar{\xi}$, we use the decomposition 2.153). Then each term in $\Xi_{1}, \Xi_{2}, N_{o}$ depends only on $L_{12}(\Omega), \Psi, \eta, \xi$ and their approximate steady state, e.g., $V_{2}(\bar{\Psi})$. To estimate the $\mathcal{C}^{1}$ norm of the product in $\Xi_{1}, \Xi_{2}, N_{o}$, using Proposition 2.8.6, we only need to estimate the $\mathcal{C}^{1}$ norm of each single term.

For the terms depending on $\Psi$, $\Psi_{*}$, e.g., $V_{2}(\Psi)-\frac{2}{\pi \alpha} L_{12}(\Omega)$ (see 2.151)-2.152), we apply Proposition 2.8.3 and Lemma 2.8.11 to obtain the $\mathcal{C}^{1}$ estimate. For the terms depending on $\bar{\Psi}, \bar{\Psi}_{*}$, we apply Propositions 2.8.8 and 2.8.6 to estimate the $\mathcal{C}^{1}$ norm.

For the terms depending on $L_{12}(\Omega)$, we use A.10) in Lemma A.0.4 to estimate the $\mathcal{C}^{1}$ norm.

The slightly difficult term is $V_{2}(\Psi)$. Using the formula of $V_{2}(\Psi)$ in 2.151, (2.152), Propositions 2.8.3, and Lemmas 2.8.11, A.0.4, we get

$$
\begin{align*}
\left\|V_{2}(\Psi)\right\|_{\mathcal{C}^{1}} & \lesssim\left\|V_{2}(\Psi)-\frac{2}{\pi \alpha} L_{12}(\Omega)\right\|_{\mathcal{C}^{1}}+\frac{2}{\pi \alpha}\left\|L_{12}(\Omega)\right\|_{\mathcal{C}^{1}}  \tag{2.168}\\
& \lesssim\left(\alpha^{-1 / 2}+\alpha^{-1}\right)\|\Omega\|_{\mathcal{H}^{3}} \lesssim \alpha^{-1}\|\Omega\|_{\mathcal{H}^{3}} .
\end{align*}
$$

Using A.23)-A.24 in Lemma A.0.8 and Lemma A.0.6, we have $\|\bar{\xi}\|_{\mathcal{C}^{1}}+$ $\left\|D_{R} \bar{\xi}\right\|_{\mathcal{C}^{1}} \lesssim \alpha^{2},\|\bar{\eta}\|_{\mathcal{C}^{1}} \lesssim \alpha$. From (2.45), we know $\left\|L_{12}(\bar{\Omega})\right\|_{\mathcal{C}^{1}} \lesssim \alpha$. Therefore, we get

$$
\begin{aligned}
& \left\|\Xi_{1}\right\|_{\mathcal{C}^{1}} \lesssim \alpha\|\xi\|_{\mathcal{C}^{1}}, \quad\left\|\Xi_{2}\right\|_{\mathcal{C}^{1}} \lesssim \alpha^{1 / 2}\|\Omega\|_{\mathcal{H}^{3}}+\alpha^{1 / 2}\|\eta\|_{\mathcal{H}^{3}}, \\
& \left\|N_{o}\right\|_{\mathcal{C}^{1}} \lesssim \alpha^{-1}\|\xi\|_{\mathcal{C}^{1}}\|\Omega\|_{\mathcal{H}^{3}}+\alpha^{-1}\|\Omega\|_{\mathcal{H}^{3}}\|\eta\|_{\mathcal{H}^{3}} .
\end{aligned}
$$

The largest term in $\Xi_{2}$ is given by $\left(U_{2}(\Psi) \bar{\eta}+U_{2}(\bar{\Psi}) \eta\right)$, which leads to the above upper bound.

### 2.9.5.2 Analysis of $\bar{F}_{\xi}$

Recall $\bar{F}_{\xi}$ and $\overline{\mathbf{u}} \cdot \nabla$ defined in (2.46) and (2.153)
$\bar{F}_{\xi}=\left(2 \bar{c}_{\omega}-V_{2}(\bar{\Psi})\right) \bar{\xi}-U_{2}(\bar{\Psi}) \bar{\eta}-\alpha \bar{c}_{l} R \partial_{R} \bar{\xi}-(\overline{\mathbf{u}} \cdot \nabla) \bar{\xi}$,
$\overline{\mathbf{u}} \cdot \nabla \bar{\xi}=\left(-\frac{2 \cos (2 \beta)}{\pi} L_{12}(\Omega)-\alpha \partial_{\beta} \Psi_{*}\right) D_{R} \bar{\xi}+\left(\frac{2}{\pi \alpha} L_{12}(\Omega)+\frac{2 \Psi_{*}+\alpha D_{R} \Psi}{\sin (2 \beta)}\right) D_{\beta} \bar{\xi}$.
For $\bar{\xi}$ terms, we use $\left\|D_{R}^{i} D_{\beta}^{j} \bar{\xi}\right\|_{\mathcal{C}^{1}} \lesssim \alpha^{2}, i+j \leq 2$ from A.23)-(A.24) in Lemma A.0.8. For other terms, we use $\|\bar{\eta}\|_{\mathcal{C}^{1}} \lesssim \alpha$ from Lemma A.0.6 and apply the
strategy in the last subsection to estimate the $\mathcal{C}^{1}$ norm. We get

$$
\left\|\bar{F}_{\xi}\right\|_{\mathcal{C}^{1}} \lesssim \alpha^{2}
$$

2.9.5.3 $\left\|\left[\phi_{2} D_{\beta}, \mathcal{A}_{2}\right] \xi\right\|_{\infty},\left\|\left[\phi_{1} D_{R}, \mathcal{A}_{2}\right] \xi\right\|_{\infty}$

Recall $\mathcal{A}_{2}$ defined in (2.124). Using (2.153), we have

$$
\begin{aligned}
\mathcal{A}_{2}(\xi)= & \frac{2}{\pi \alpha} L_{12}(\Omega) D_{\beta} \xi+(\mathcal{T}(\bar{\Omega})+\mathcal{T}(\Omega)) \xi \\
= & \frac{2}{\pi \alpha} L_{12}(\Omega) D_{\beta} \xi-\frac{2}{\pi} \cos (2 \beta)\left(L_{12}(\Omega)+L_{12}(\bar{\Omega})\right) D_{R} \xi \\
& -\alpha\left(\partial_{\beta} \Psi_{*}+\partial_{\beta} \bar{\Psi}_{*}\right) D_{R} \xi+\frac{2 \Psi_{*}+\alpha D_{R} \Psi+2 \bar{\Psi}_{*}+\alpha D_{R} \bar{\Psi}}{\sin (2 \beta)} D_{\beta} \xi \\
\triangleq & \left(H_{1} D_{\beta}+H_{2} D_{R}+H_{3} D_{R}+H_{4} D_{\beta}\right) \xi
\end{aligned}
$$

Recall $\phi_{1}, \phi_{2}$ defined in 2.116. For $D=D_{R}, D_{\beta}$ and $\phi=\phi_{1}, \phi_{2}$, a direct computation yields

$$
\begin{equation*}
\left|\phi^{-1} D \phi\right| \lesssim 1 \tag{2.169}
\end{equation*}
$$

Let $H \tilde{D}$ be a term in the above formula of $\mathcal{A}_{2}$ and $(D, \phi)=\left(D_{R}, \phi_{1}\right)$ or $\left(D_{\beta}, \phi_{2}\right)$. Using (2.169) and the $\mathcal{C}^{1}$ norm defined in 2.117) to control the $L^{\infty}$ norm of $\phi D H, \phi D \xi, \tilde{D} \xi, H$, we obtain

$$
\begin{aligned}
|[\phi D, H \tilde{D}] \xi| & =|\phi D H \cdot \tilde{D} \xi-H \tilde{D} \phi \cdot D \xi| \\
& \leq\|H\|_{\mathcal{C}^{1}}\|\xi\|_{\mathcal{C}^{1}}+\|H\|_{L^{\infty}}\left\|\phi^{-1} \tilde{D} \phi\right\|_{L^{\infty}}\|\phi D \xi\|_{L^{\infty}} \lesssim\|H\|_{\mathcal{C}^{1}}\|\xi\|_{\mathcal{C}^{1}}
\end{aligned}
$$

Applying the strategy in Section 2.9.5.1 to estimate the $\mathcal{C}^{1}$ norm of $\Psi, \bar{\Psi}, L_{12}(\Omega)$ terms, we get

$$
\begin{aligned}
& \left\|H_{1}\right\|_{\mathcal{C}^{1}} \lesssim \alpha^{-1}\|\Omega\|_{\mathcal{H}^{3}}, \quad\left\|H_{2}\right\|_{\mathcal{C}^{1}} \lesssim\|\Omega\|_{\mathcal{H}^{3}}+\alpha, \\
& \left\|H_{3}\right\|_{\mathcal{C}^{1}} \lesssim \alpha^{1 / 2}\|\Omega\|_{\mathcal{H}^{3}}+\alpha^{2}, \quad\left\|H_{4}\right\|_{\mathcal{C}^{1}} \lesssim \alpha^{-1 / 2}\|\Omega\|_{\mathcal{H}^{3}}+\alpha .
\end{aligned}
$$

The largest term is $\alpha^{-1} L_{12}(\Omega)$ in $H_{1}$, which is estimated by A.10 in Lemma A.0.4 and using $D_{\beta} L_{12}(\Omega)=0$.

Combining the above estimates, we conclude that

$$
\left\|\left[D_{R}, \mathcal{A}_{2}\right] \xi\right\|_{\infty},\left\|\left[D_{\beta}, \mathcal{A}_{2}\right] \xi\right\|_{\infty} \lesssim\|\xi\|_{\mathcal{C}^{1}}\left(\alpha^{-1}\|\Omega\|_{\mathcal{H}^{3}}+\alpha\right) .
$$

2.9.5.4 Analysis of $\left|\alpha c_{l}\right|,\left\|\mathcal{A}_{1}\left(\phi_{2}-1\right) \cdot D_{\beta} \xi\right\|_{L^{\infty}}$

Using (2.47) and (A.9) in Lemma A.0.4, we obtain

$$
\left|\alpha c_{l}\right| \leq C \alpha^{-1}\left|L_{12}(\Omega)(0)\right| \leq C \alpha^{-1}| | \Omega \|_{\mathcal{H}^{3}} .
$$

Using the formulas of $\phi_{2}, \mathcal{A}_{1}$ in (2.116), (2.124), we get

$$
\begin{aligned}
\left|\phi_{2}^{-1} \mathcal{A}_{1}\left(\phi_{2}-1\right)\right| & =\left|\phi_{2}^{-1}\left(\left(1+3 \alpha+\alpha c_{l}\right) D_{R}+\frac{3}{1+R} D_{\beta}\right)\left(R \sin (2 \beta)^{\alpha}\right)^{-1 / 40}\right| \\
& \leq \phi_{2}^{-1}\left(\frac{1}{40}\left(1+3 \alpha+\alpha c_{l}\right)+C \alpha\right)\left(R \sin (2 \beta)^{\alpha}\right)^{-1 / 40} \\
& \leq \frac{1}{40}\left(1+3 \alpha+C \alpha^{-1}| | \Omega \|_{\mathcal{H}^{3}}\right)+C \alpha
\end{aligned}
$$

where we have used $D_{R}\left(R \sin (2 \beta)^{\alpha}\right)^{-1 / 40}=-\frac{1}{40}\left(R \sin (2 \beta)^{\alpha}\right)^{-1 / 40}$, $\left|D_{\beta}\left(R \sin (2 \beta)^{\alpha}\right)^{-1 / 40}\right| \lesssim \alpha\left|\left(R \sin (2 \beta)^{\alpha}\right)^{-1 / 40}\right|$ in the first inequality. Therefore, we get

$$
\left\|\mathcal{A}_{1}\left(\phi_{2}-1\right) \cdot D_{\beta} \xi\right\|_{L^{\infty}} \leq\left(\frac{1}{40}+C \alpha+C \alpha^{-1}\|\Omega\|_{\mathcal{H}^{3}}\right)\left\|\phi_{2} D_{\beta} \xi\right\|_{L^{\infty}}
$$

### 2.9.5.5 Completing the $\mathcal{C}^{1}$ estimates

From (2.133), we can use $E_{3}$ to further bound $\|\Omega\|_{\mathcal{H}^{3}},\|\eta\|_{\mathcal{H}^{3}},\|\xi\|_{\mathcal{H}^{3}(\psi)}$. Plugging all the above estimates of the remaining terms in 2.123, 2.126, 2.127, we prove

$$
\begin{gathered}
\frac{1}{2} \frac{d}{d t}\|\xi\|_{\infty}^{2} \leq-2\|\xi\|_{\infty}^{2}+C \alpha^{2}\|\xi\|_{\infty} \\
+C\|\xi\|_{\mathcal{C}^{1}}\left(\alpha^{1 / 2} E_{3}+\alpha\|\xi\|_{\mathcal{C}^{1}}+\alpha^{-1} E_{3}^{2}+\alpha^{-1} E_{3}\|\xi\|_{\mathcal{C}^{1}}\right) \\
\frac{1}{2} \frac{d}{d t}\left\|\phi_{2} D_{\beta} \xi\right\|_{\infty}^{2} \leq-\left(2-\frac{1}{40}\right)\left\|\phi_{2} D_{\beta} \xi\right\|_{\infty}^{2}+C \alpha^{2}\left\|\phi_{2} D_{\beta} \xi\right\|_{\infty} \\
+C\|\xi\|_{\mathcal{C}^{1}}\left(\alpha^{1 / 2} E_{3}+\alpha\|\xi\|_{\mathcal{C}^{1}}+\alpha^{-1} E_{3}^{2}+\alpha^{-1} E_{3}\|\xi\|_{\mathcal{C}^{1}}\right) \\
\frac{1}{2} \frac{d}{d t}\left\|\phi_{1} D_{R} \xi\right\|_{\infty}^{2} \leq-2\left\|\phi_{1} D_{R} \xi\right\|_{\infty}^{2}+3\left\|\phi_{1} D_{R} \xi\right\|_{\infty}\left(\left\|\phi_{2} D_{\beta} \xi\right\|_{\infty}+\|\xi\|_{\infty}\right) \\
+C\|\xi\|_{\mathcal{C}^{1}}\left(\alpha^{1 / 2} E_{3}+\alpha\|\xi\|_{\mathcal{C}^{1}}+\alpha^{-1} E_{3}^{2}+\alpha^{-1} E_{3}\|\xi\|_{\mathcal{C}^{1}}\right)+C \alpha^{2}\left\|\phi_{1} D_{R} \xi\right\|_{\infty}
\end{gathered}
$$

Hence, for some absolute constant $\mu_{4}$, e.g., $\mu_{4}=\frac{1}{10}$, the energy defined in (2.147) satisfies 2.146).

### 2.9.6 Finite time blowup with finite energy velocity field

### 2.9.6.1 The bootstrap argument

Now, we construct the energy

$$
\begin{equation*}
E(\Omega, \eta, \xi)=\left(E_{3}(\Omega, \eta, \xi)^{2}+\alpha E(\xi, \infty)^{2}\right)^{1 / 2} \tag{2.170}
\end{equation*}
$$

Adding the estimates 2.145 and $\alpha \times 2.146$, we have

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E^{2}(\Omega, \eta, \xi) \leq-\frac{1}{12} E^{2}+K \alpha^{1 / 2} E^{2}+K \alpha^{-3 / 2} E^{3}+K \alpha^{2} E \tag{2.171}
\end{equation*}
$$

for some universal constant $K$, where we have used the fact that $E(\xi, \infty)$ is equivalent to $\|\xi\|_{\mathcal{C}^{1}}$ since $\mu_{4}$ is an absolute constant. We know that there exists a small absolute constant $\alpha_{1}<\frac{1}{1000}$ and $K_{*}$, such that, for any $\alpha<\alpha_{1}$ and $E=K_{*} \alpha^{2}$, we have

$$
\begin{equation*}
-\frac{1}{12} E^{2}+K \alpha^{1 / 2} E^{2}+K \alpha^{-3 / 2} E^{3}+K \alpha^{2} E<0 \tag{2.172}
\end{equation*}
$$

If $E(\Omega(\cdot, 0), \eta(\cdot, 0), \xi(\cdot, 0))<K_{*} \alpha^{2}$, we have

$$
\begin{equation*}
E(\Omega(t), \eta(t), \xi(t))<K_{*} \alpha^{2} \tag{2.173}
\end{equation*}
$$

for all time $t>0$, where we have used the time-dependent normalization condition 2.47 ) for $c_{\omega}(t), c_{l}(t)$. Applying Lemma A.0.4 to $L_{12}(\Omega)(0)$ and Lemma 2.8.11 to $\Omega, \eta$, we derive

$$
\begin{aligned}
& \left.\left|c_{\omega}(t)\right|=\frac{2}{\pi \alpha}\left|L_{12}(\Omega)(0)\right|<C \alpha^{-1} \right\rvert\,\|\Omega\|_{\mathcal{H}^{3}} \leq C \alpha^{-1} E \leq K_{9} \alpha \\
& \left|c_{l}(t)\right|=\left|\frac{1-\alpha}{\alpha} \frac{2}{\pi \alpha} L_{12}(\Omega)(0)\right|<C \alpha^{-2} E \leq K_{9} \\
& \|\Omega\|_{L^{\infty}}+\|\eta\|_{L^{\infty}}<C E \leq C \alpha^{2} \leq K_{9} \alpha \min \left(\|\bar{\Omega}\|_{L^{\infty}},\|\bar{\eta}\|_{L^{\infty}}\right) \\
& \|\xi\|_{L^{\infty}}<C \alpha^{-1 / 2} E \leq K_{9} \alpha^{3 / 2}
\end{aligned}
$$

where we have used $\|\bar{\Omega}\|_{L^{\infty}},\|\bar{\eta}\|_{L^{\infty}} \geq C \alpha$ according to (2.44) and Lemma A.0.1 in the last inequality, and $K_{9}>0$ is some absolute constant. We further take

$$
\begin{equation*}
\alpha_{0}=\min \left(\alpha_{1}, \frac{3 \pi}{4 K_{*}}, \frac{K_{*}^{2}}{4 K_{10}^{2}}, \frac{1}{16\left(K_{9}+1\right)^{4}}\right), \tag{2.174}
\end{equation*}
$$

where $K_{10}$ is the constant defined in Lemma A.0.11. For $\alpha<\alpha_{0}$, using $\bar{c}_{\omega}=$ $-1, \bar{c}_{l}=\frac{1}{\alpha}+3$ and the formula of $\bar{\Omega}, \bar{\eta}$ in (2.44), we further yield

$$
\begin{align*}
& -\frac{3}{2}<c_{\omega}+\bar{c}_{\omega}<-\frac{1}{2}, \quad c_{l}+\bar{c}_{l}>\frac{1}{2 \alpha}+3 \\
& \|\Omega+\bar{\Omega}\|_{L^{\infty}} \asymp\|\bar{\Omega}\|_{L^{\infty}} \asymp \alpha, \quad\|\eta+\bar{\eta}\|_{L^{\infty}} \asymp\|\bar{\eta}\|_{L^{\infty}} \asymp \alpha, \quad\|\xi\|_{L^{\infty}} \leq \frac{1}{2} \alpha^{3 / 2} \tag{2.175}
\end{align*}
$$

### 2.9.6.2 Finite time blowup

For Hölder initial data, the local well-posedness of the solutions follows from the argument in [11 for the 2D Boussinesq equations. The Beale-Kato-Majda
type blowup criterion still applies to the Boussinesq equations in the specified domain. The time integral of $\|\nabla \theta\|_{L^{\infty}}$ controls the breakdown of the solutions in the 2D Boussinesq equations [11]. We will control this quantity and show that there exists $T_{0}$ such that $\int_{0}^{T_{0}}\|\nabla \theta(\cdot, s)\|_{\infty} d s=\infty$ in the 2D Boussinesq equations. The solutions remain in the same regularity class as that of the initial data before the blowup time. In particular, the velocity field is in $C^{1, \alpha}$ before the blowup time.

Let $\chi(\cdot):[0, \infty) \rightarrow[0,1]$ be a smooth cutoff function, such that $\chi(R)=1$ for $R \leq 1$ and $\chi(R)=0$ for $R \geq 2$. We choose perturbation $\Omega=(\chi(R / \lambda)-$ 1) $\bar{\Omega}, \theta(R, \beta)=(\chi(R / \lambda)-1) \bar{\theta}$ and $\eta=\theta_{x}, \xi=\theta_{y}$ can be obtained accordingly, where $\bar{\theta}(x, y)$ is recovered from $\bar{\theta}_{x}$ by integration A.20. Obviously, $\Omega, \eta, \xi \equiv 0$ for $R \leq \lambda$. Using Lemma A.0.11 for $\Omega, \eta, \xi$ and $\alpha<\alpha_{0}$ (see 2.174), we obtain that these initial perturbations satisfy $E(\Omega(0), \eta(0), \xi(0))<2 K_{10} \alpha^{5 / 2} \leq K_{*} \alpha^{2}$ for sufficiently large $\lambda$. We remark that the initial perturbation is of size $C \alpha^{5 / 2}$ even for extremely large $\lambda$ because $\bar{\xi}$ does not decay in the $\mathcal{C}^{1}$ norm for large $R$. It is important to add a small weight $\alpha$ in $E(\xi, \infty)$ when we define the final energy in 2.170).

In particular, the initial data $\bar{\Omega}+\Omega=\chi(R / \lambda) \bar{\Omega}($ recall $\Omega(R, \beta)=\omega(x, y))$, $\bar{\theta}+\theta=\chi(R / \lambda) \bar{\theta}$ have compact support and thus we have finite energy $\| u+$ $\bar{u}\left\|_{L^{2}}<+\infty,\right\| \theta+\bar{\theta} \|_{L^{2}}<+\infty . c_{\omega}(t), c_{l}(t)$ are determined by (2.47).

Denote by $\omega_{p h y}, \theta_{p h y}$ the corresponding solutions in the original Boussinesq equation (2.16)-(2.17), which are related to the rescaled variables $\omega, \theta$ via the rescaling formula (2.9), 2.11)

$$
\begin{align*}
& \omega_{p h y}(x, t(\tau))=C_{\omega}(\tau)^{-1}(\omega+\bar{\omega})\left(C_{l}(\tau)^{-1} x, \tau\right) \\
& \theta_{p h y}(x, t(\tau))=C_{\theta}(\tau)^{-1}(\theta+\bar{\theta})\left(C_{l}(\tau)^{-1} x, \tau\right) \\
& C_{\omega}(\tau)=\exp \left(\int_{0}^{\tau} c_{\omega}(s)+\bar{c}_{\omega} d s\right)  \tag{2.176}\\
& C_{l}(\tau)=\exp \left(-\int_{0}^{\tau} c_{l}(s)+\bar{c}_{l} d s\right), \quad t(\tau)=\int_{0}^{\tau} C_{\omega}(\tau) d \tau .
\end{align*}
$$

We remark that the scaling parameters in (2.11) become $\left(c_{\omega}+\bar{c}_{\omega}, c_{l}+\bar{c}_{l}\right)$. Denote

$$
M(\tau) \triangleq \int_{0}^{t(\tau)}\left\|\nabla \theta_{p h y}(s)\right\|_{L^{\infty}} d s
$$

Using a change of variable $s=t(p)$ and $\partial_{x}(\theta+\bar{\theta})=(\eta+\bar{\eta}), \partial_{y}(\theta+\bar{\theta})=(\xi+\bar{\xi})$, we obtain

$$
\begin{aligned}
M(\tau) & =\int_{0}^{\tau}\left\|\nabla \theta_{p h y}(t(p))\right\|_{L^{\infty}} C_{\omega}(p) d p \\
& =\int_{0}^{\tau} C_{\omega}(p)^{-1}\left(\|(\eta+\bar{\eta})(p)\|_{L^{\infty}}+\|(\xi+\bar{\xi})(p)\|_{L^{\infty}}\right) d p
\end{aligned}
$$

where we have used the formula (2.176) and $C_{\theta}^{-1}(p) C_{l}^{-1}(p)=C_{\omega}(p)^{-2}$ according to (2.11), (2.12) in the second equality. Using the bootstrap estimates 2.175) and Lemma A.0.8 about $\bar{\xi}$, we obtain

$$
M(\tau) \asymp \alpha \int_{0}^{\tau} C_{\omega}(p)^{-1} d p
$$

Using (2.175) and 2.176), we have $e^{-3 p / 2}<C_{\omega}(p)<e^{-p / 2}$. Therefore, we obtain $M(\tau)<+\infty \quad \forall \tau<+\infty$ and

$$
\int_{0}^{\infty} M(\tau) d \tau \geq C \alpha \int_{0}^{\infty} \int_{0}^{\tau} e^{p / 2} d p d \tau=\infty, \quad t(\infty) \leq \int_{0}^{\infty} e^{-p / 2} d p<+\infty
$$

Denote $T^{*}=t(\infty)$. Applying the BKM type blowup criterion in [11], we obtain that the solutions remain in the same regularity class as that of the initial data before $T^{*}$ and develop a finite time singularity at $T^{*}$. Similarly, by rescaling the time variable, we prove that $\left\|\omega_{p h y}\right\|_{L^{\infty}}$ and $\left\|\nabla \theta_{\text {phy }}\right\|_{L^{\infty}}$ blowup at $T^{*}$.

Remark 2.9.1. The crucial nonlinear estimate (2.171) and $a$ priori estimate (2.173), i.e. the bootstrap estimate for small perturbation, offer strong control on the perturbation and the exact solution before the blowup time. In particular, it allows us to truncate the far field of the approximate steady state, which leads to a small perturbation only, to obtain initial data with finite energy.

### 2.9.6.3 Convergence to the self-similar solution

Taking the time derivative of (2.48, using the $a$ priori estimate (2.173) for the small perturbation and analysis similar to that in the previous Section, we can further perform $\mathcal{H}^{2}$ estimates on $\Omega_{t}, \eta_{t}, \mathcal{H}^{2}(\psi)$ and $L^{\infty}$ estimates on $\xi_{t}$. In particular, following the argument in our previous joint work with Hou and Huang [19], we can further obtain that there exists an exact self-similar solution $\Omega_{\infty}, \eta_{\infty} \in \mathcal{H}^{3}$, $\xi_{\infty} \in \mathcal{H}^{3}(\psi) \cap L^{\infty}$, such that the solution of the dynamic rescaling equation with initial data constructed in Subsection 2.9.6.2 converges
to $\left(\Omega_{\infty}, \eta_{\infty}, \xi_{\infty}\right)$ exponentially fast. The convergence is in the $\mathcal{H}^{2}$ norm for the variables $\Omega, \eta$ and both $\mathcal{H}^{2}(\psi)$ and $L^{\infty}$ norm for the variable $\xi$.

Using the $a$-priori estimate (2.173) and Lemma A.0.8, we have $\|\bar{\xi}+\xi(t)\|_{\mathcal{C}^{1}} \leq$ $C \alpha^{3 / 2}$ for all time in the dynamic rescaling equation. Using Lemma A.0.13, we know that the space $\mathcal{C}^{1}$ (the weighted $C^{1}$ space) can be embedded continuously into the standard Hölder space $C^{\alpha / 40}$. Therefore, the $\mathcal{C}^{1}$ estimate of $\bar{\xi}+\xi$ implies that $\bar{\xi}+\xi(t) \in C^{\alpha / 40}$ with uniform Hölder norm. Since $\bar{\xi}+\xi(t)$ converges to $\xi_{\infty}$ in $L^{\infty}$, we have $\xi_{\infty} \in C^{\alpha / 40}$. Finally, using the same argument, the fact that $\Omega_{\infty}, \eta_{\infty} \in \mathcal{H}^{3}$ and the embedding $\mathcal{H}^{3} \hookrightarrow \mathcal{C}^{1}$ in Lemma 2.8.11, we conclude $\Omega_{\infty}, \eta_{\infty}, \xi_{\infty} \in C^{\alpha / 40}$.

Notice that $c_{l}+\bar{c}_{l}>\frac{1}{2 \alpha}$ from (2.175). Thus, the self-similar blowup is focusing. This completes the proof of Theorem 2.1.

### 2.10 Finite time blowup of 3D axisymmetric Euler equations

In this section, we prove Theorem 2.2. We first review the setup of the problem. In Section 2.10.1, we reformulate the 3D Euler equations and discuss the connection between the 3D Euler and 2D Boussinesq; see e.g., 89. In Section 2.10 .2 , we establish the elliptic estimates. In Section 2.10.3, we will construct initial data and control the support of the solution under some bootstrap assumptions. With these estimates, the rest of the proof follows essentially the nonlinear stability analysis of the 2D Boussinesq equations and is sketched in the same subsection.

Notations In this section, we use $x_{1}, x_{2}, x_{3}$ to denote the Cartesian coordinates in $\mathbb{R}^{3}$, and

$$
\begin{equation*}
r=\sqrt{x_{1}^{2}+x_{2}^{2}}, \quad z=x_{3}, \quad \vartheta=\arctan \left(x_{2} / x_{1}\right) \tag{2.177}
\end{equation*}
$$

to denote the cylindrical coordinates. The reader should not confuse $r$ with the radial variable in the 2D Boussinesq.

Let $\mathbf{u}$ be the axi-symmetric velocity and $\omega=\nabla \times \mathbf{u}$ be the vorticity vector. In the cylindrical coordinates, we have the following representation
$\mathbf{u}(r, z)=u^{r}(r, z) \mathbf{e}_{r}+u^{\theta}(r, z) \mathbf{e}_{\theta}+u^{z}(r, z) \mathbf{e}_{z}, \omega=\omega^{r}(r, z) \mathbf{e}_{r}+\omega^{\theta}(r, z) \mathbf{e}_{\theta}+\omega^{z}(r, z) \mathbf{e}_{z}$,
where $\mathbf{e}_{r}, \mathbf{e}_{\theta}$ and $\mathbf{e}_{z}$ are the standard orthonormal vectors defining the cylindrical coordinates,

$$
\mathbf{e}_{r}=\left(\frac{x_{1}}{r}, \frac{x_{2}}{r}, 0\right)^{T}, \quad \mathbf{e}_{\theta}=\left(\frac{x_{2}}{r},-\frac{x_{1}}{r}, 0\right)^{T}, \quad \mathbf{e}_{z}=(0,0,1)^{T},
$$

and $r=\sqrt{x_{1}^{2}+x_{2}^{2}}$ and $z=x_{3}$.
We study the 3D axisymmetric Euler equations in a cylinder $D=\{(r, z): r \in$ $[0,1], z \in \mathbb{T}\}, \mathbb{T}=\mathbb{R} /(2 \mathbb{Z})$ that is periodic in $z$. The equations are given below:

$$
\begin{align*}
\partial_{t}\left(r u^{\theta}\right)+u^{r}\left(r u^{\theta}\right)_{r}+u^{z}\left(r u^{\theta}\right)_{z} & =0, \\
\partial_{t} \frac{\omega^{\theta}}{r}+u^{r}\left(\frac{\omega^{\theta}}{r}\right)_{r}+u^{z}\left(\frac{\omega^{\theta}}{r}\right)_{z} & =\frac{1}{r^{4}} \partial_{z}\left(\left(r u^{\theta}\right)^{2}\right) . \tag{2.178}
\end{align*}
$$

The radial and axial components of the velocity can be recovered from the Biot-Savart law

$$
\begin{equation*}
-\left(\partial_{r r}+\frac{1}{r} \partial_{r}+\partial_{z z}\right) \tilde{\psi}+\frac{1}{r^{2}} \tilde{\psi}=\omega^{\theta}, \quad u^{r}=-\tilde{\psi}_{z}, \quad u^{z}=\tilde{\psi}_{r}+\frac{1}{r} \tilde{\psi} \tag{2.179}
\end{equation*}
$$

with a no-flow boundary condition on the solid boundary $r=1$

$$
\begin{equation*}
\tilde{\psi}(1, z)=0 \tag{2.180}
\end{equation*}
$$

and a periodic boundary condition in $z$.
We consider solution $\omega^{\theta}$ with odd symmetry in $z$, which is preserved by the equations dynamically. Then $\tilde{\psi}$ is also odd in $z$. Moreover, since $\tilde{\psi}$ is 2 -periodic in $z$, we obtain

$$
\begin{equation*}
\tilde{\psi}(r, 2 k-1)=0 . \quad \text { for all } k \in \mathbb{Z} \tag{2.181}
\end{equation*}
$$

This setup of the problem is essentially the same as that in [86, 87.
Equation 2.179) is equivalent to $-\Delta(\tilde{\psi} \sin (\vartheta))=\omega \sin (\vartheta)$, where
$\vartheta=\arctan \left(x_{2} / x_{1}\right)$ and $\Delta$ is the Laplace operator in $\mathbb{R}^{3}$. We further assume that $\omega^{\theta} \in C^{\alpha}(D)$ with support away from $r=0$. It follows $\omega^{\theta} \sin (\vartheta) \in C^{\alpha}(D)$. Note that the cylinder $D_{k, l} \triangleq\{(r, z): r \in[0,1], 2 k-1 \leq z \leq 2 l-1\}$ satisfies the exterior sphere condition. Under the boundary condition 2.180)(2.181), using Theorems 4.3, 4.6 in [54] we obtain a unique solution $\tilde{\psi} \sin \vartheta \in$ $C^{2, \alpha}\left(D_{k, l}\right) \cap C\left(\bar{D}_{k, l}\right)$ for any $k<l, k, l \in \mathbb{Z}$. This further implies the existence and the uniqueness of solution of (2.179)-2.181).

Due to the periodicity in $z$ direction, it suffices to consider the equations in the first period $D_{1}=\{(r, z): r \in[0,1],|z| \leq 1\}$. We have the following pointwise estimate on $\tilde{\psi}$, which will be used to estimate $\tilde{\psi}$ away from the $\operatorname{supp}\left(\omega^{\theta}\right)$ in Section 2.10.2.

Lemma 2.10.1. Let $\tilde{\psi}$ be a solution of (2.179)-(2.180), and $\omega^{\theta} \in C^{\alpha}\left(D_{1}\right)$ for some $\alpha>0$ be odd in $z$ with $\operatorname{supp}\left(\omega^{\theta}\right) \cap D_{1} \subset\left\{(r, z):(r-1)^{2}+z^{2}<1 / 4\right\}$. For $\frac{1}{4}<r \leq 1,|z| \leq 1$, we have

$$
|\tilde{\psi}(r, z)| \lesssim \int_{D_{1}}\left|\omega^{\theta}\left(r_{1}, z_{1}\right)\right|\left(1+\left|\log \left(\left(r-r_{1}\right)^{2}+\left(z-z_{1}\right)^{2}\right)\right|\right) r_{1} d r_{1} d z_{1}
$$

If the domain of the equation 2.179 is $\mathbb{R}^{3}$, the estimate is straightforward by using the Green function. For the domain we consider, the Green function would be complicated. The proof is based on comparing $\tilde{\psi} \sin (\vartheta)$ with the solutions of $-\Delta\left(\psi_{ \pm} \sin (\vartheta)\right)=f_{ \pm}(r, z) \sin (\vartheta)$ in $\mathbb{R}^{3}$, where $f_{ \pm}$are some functions related to $\omega^{\theta}$. We defer the proof to Appendix A.0.7.

If the initial data $u^{\theta}$ of $(2.178)-(2.180)$ is non-negative, $u^{\theta}$ remains non-negative before the blowup, if it exists. Then, $u^{\theta}$ can be uniquely determined by $\left(u^{\theta}\right)^{2}$. We introduce the following variables

$$
\begin{equation*}
\tilde{\theta} \triangleq\left(r u^{\theta}\right)^{2}, \quad \tilde{\omega}=\omega^{\theta} / r \tag{2.182}
\end{equation*}
$$

We reformulate (2.178)-2.180) as

$$
\left.\begin{array}{rl}
\partial_{t} \tilde{\theta}+u^{r} \tilde{\theta}_{r}+u^{z} \tilde{\theta}_{z} & =0, \quad \partial_{t} \tilde{\omega}+u^{r} \tilde{\omega}_{r}+u^{z} \tilde{\omega}_{z}
\end{array}=\frac{1}{r^{4}} \tilde{\theta}_{z}, ~ 子 \quad \tilde{u}^{2}+\frac{1}{r} \partial_{r}+\partial_{z}^{2}-\frac{1}{r^{2}}\right) \tilde{\psi}=r \tilde{\omega}, \quad \tilde{\psi}(1, z)=0, \quad u^{r}=-\tilde{\psi}_{z}, \quad u^{z}=\frac{1}{r} \tilde{\psi}+\tilde{\psi}_{r} .
$$

### 2.10.1 Dynamic rescaling formulation

We introduce new coordinates $(x, y)$ centered at $r=1, z=0$ and its related polar coordinates

$$
\begin{align*}
& x=C_{l}(\tau)^{-1} z, \quad y=(1-r) C_{l}(\tau)^{-1} \\
& \rho=\sqrt{x^{2}+y^{2}}, \quad \beta=\arctan (y / x), \quad R=\rho^{\alpha} \tag{2.184}
\end{align*}
$$

where $C_{l}(\tau)$ is defined below 2.187). The reader should not confuse $\rho$ with the notations for the weights, and the relation $R=\rho^{\alpha}$ with $R=r^{\alpha}$ in the 2 D Boussinesq. By definition, we have

$$
\begin{equation*}
z=C_{l}(\tau) x, \quad r=1-C_{l}(\tau) y=1-C_{l}(\tau) \rho \sin (\beta) \tag{2.185}
\end{equation*}
$$

Consider the following dynamic rescaling formulation centered at $r=1, z=0$

$$
\begin{align*}
\theta(x, y, \tau) & =C_{\theta}(\tau) \tilde{\theta}\left(1-C_{l}(\tau) y, C_{l}(\tau) x, t(\tau)\right) \\
\omega(x, y, \tau) & =C_{\omega}(\tau) \tilde{\omega}\left(1-C_{l}(\tau) y, C_{l}(\tau) x, t(\tau)\right)  \tag{2.186}\\
\psi(x, y, \tau) & =C_{\omega}(\tau) C_{l}(\tau)^{-2} \tilde{\psi}\left(1-C_{l}(\tau) y, C_{l}(\tau) x, t(\tau)\right)
\end{align*}
$$

where $C_{l}(\tau), C_{\theta}(\tau), C_{\omega}(\tau), t(\tau)$ are given by $C_{\theta}=C_{l}^{-1}(0) C_{\omega}^{2}(0) \exp \left(\int_{0}^{\tau} c_{\theta}(s) d \tau\right)$,

$$
\begin{align*}
& C_{\omega}(\tau)=C_{\omega}(0) \exp \left(\int_{0}^{\tau} c_{\omega}(s) d \tau\right)  \tag{2.187}\\
& C_{l}(\tau)=C_{l}(0) \exp \left(\int_{0}^{\tau}-c_{l}(s) d s\right), \quad t(\tau)=\int_{0}^{\tau} C_{\omega}(\tau) d \tau
\end{align*}
$$

and the rescaling parameter $c_{l}(\tau), c_{\theta}(\tau), c_{\omega}(\tau)$ satisfies $c_{\theta}(\tau)=c_{l}(\tau)+2 c_{\omega}(\tau)$. We remark that $C_{\theta}(\tau)$ is determined by $C_{l}, C_{\omega}$ via $C_{\theta}=C_{\omega}^{2} C_{l}^{-1}$. We have this relation due to the same reason as that of 2.12 . We choose $(r, z)=(1,0)$ as the center of the above transform since the singular solution is concentrated near this point. We have $0 \leq y \leq C_{l}^{-1},|x| \leq C_{l}^{-1}$ since $r \in[0,1],|z| \leq 1$. We have a minus sign for $\partial_{y}$

$$
\partial_{y} \theta=-C_{\theta} C_{l}(\tau) \tilde{\theta}_{r}, \quad \partial_{y} \omega=-C_{\omega} C_{l}(\tau) \tilde{\omega}_{r}, \quad \partial_{y} \psi=-C_{\omega} C_{l}(\tau)^{-1} \tilde{\psi}_{r}
$$

Let $(\tilde{\theta}, \tilde{\omega})$ be a solutions of 2.183 . It is easy to show that $\omega, \theta$ satisfy $\theta_{t}+c_{l} \mathbf{x} \cdot \nabla \theta+\left(-u^{r}\right) \theta_{y}+u^{z} \theta_{x}=c_{\theta} \theta, \quad \omega_{t}+c_{l} \mathbf{x} \cdot \nabla \omega+\left(-u^{r}\right) \omega_{y}+u^{z} \omega_{x}=c_{\omega} \omega+\frac{1}{r^{4}} \theta_{x}$. The Biot-Savart law in 2.183) depends on the rescaling parameter $C_{l}, \tau$ $-\left(\partial_{x x}+\partial_{y y}\right) \psi+\frac{1}{r} C_{l} \partial_{y} \psi+\frac{1}{r^{2}} C_{l}^{2} \psi=r \omega, u^{r}(r, x)=-\psi_{x}, u^{z}(r, x)=\frac{1}{r} C_{l} \psi-\psi_{y}$, where $r=1-C_{l}(\tau) y(2.185)$. We introduce $u=u^{z}, v=-u^{r}$. Then, we can further simplify

$$
\begin{align*}
& \theta_{t}+\left(c_{l} \mathbf{x}+\mathbf{u} \cdot \nabla\right) \theta=c_{\theta} \theta, \quad \omega_{t}+\left(c_{l} \mathbf{x}+\mathbf{u} \cdot \nabla\right) \omega=\theta_{x}+\frac{1-r^{4}}{r^{4}} \theta_{x} \\
& -\left(\partial_{x x}+\partial_{y y}\right) \psi+\frac{1}{r} C_{l} \partial_{y} \psi+\frac{1}{r^{2}} C_{l}^{2} \psi=r \omega, \quad u(x, y)=-\psi_{y}+\frac{1}{r} C_{l} \psi, \quad v=\psi_{x}, \tag{2.188}
\end{align*}
$$

with boundary condition $\psi(x, 0) \equiv 0$. If $C_{l}$ is extremely small, we expect that the above equations are essentially the same as the dynamic rescaling formulation (2.10) of the Boussinesq equations. We look for solutions of (2.188) with the following symmetry

$$
\omega(x, y)=-\omega(-x, y), \quad \theta(x, y)=\theta(-x, y)
$$

Obviously, the equations preserve these symmetries and thus it suffices to solve (2.188) on $x, y \geq 0$ with boundary condition $\psi(x, 0)=\psi(y, 0)=0$ for the elliptic equation.

### 2.10.2 The elliptic estimates

In this Section, we use the ideas in Section 2.2.3.2 to estimate the timedependent elliptic equation in 2.188 . We first estimate $\psi$ away from $\operatorname{supp}(\omega)$. In Section 2.10.2.1, we outline the estimates. In the remaining subsections, we localize the elliptic equation and establish the $\mathcal{H}^{3}$ elliptic estimates.

Under the polar coordinates 2.184$) \rho=\sqrt{x^{2}+y^{2}}, \beta=\arctan (y / x)$, we reformulate 2.188) as

$$
\begin{equation*}
-\partial_{\rho \rho} \psi-\frac{1}{\rho} \partial_{\rho} \psi-\frac{1}{\rho^{2}} \partial_{\beta \beta} \psi+\frac{C_{l}}{r} \sin (\beta) \partial_{\rho} \psi+\frac{C_{l}}{r} \frac{\cos (\beta)}{\rho} \partial_{\beta} \psi+\frac{C_{l}^{2}}{r^{2}} \psi=r \omega . \tag{2.189}
\end{equation*}
$$

Recall $R=\rho^{\alpha}$ from 2.184. Denote

$$
\begin{align*}
& \Psi(R, \beta)=\frac{1}{\rho^{2}} \psi(\rho, \beta), \quad \Omega(R, \beta)=\omega(\rho, \beta)  \tag{2.190}\\
& \eta(R, \beta)=\left(\theta_{x}\right)(\rho, \beta), \quad \xi(R, \beta)=\left(\theta_{y}\right)(\rho, \beta)
\end{align*}
$$

Since we rescale the cylinder $D_{1}=\{(r, z): r \leq 1,|z| \leq 1\}$, the domain for $(x, y)$ is

$$
\begin{equation*}
\tilde{D}_{1} \triangleq\left\{(x, y):|x| \leq C_{l}^{-1}, y \in\left[0, C_{l}^{-1}\right]\right\} \tag{2.191}
\end{equation*}
$$

We focus on the sector $\rho \leq C_{l}^{-1}$, or equivalently $R \leq C_{l}^{-\alpha}$, and $\beta \in[0, \pi / 2]$ due to the symmetry of the solutions. Notice that $\rho \partial_{\rho}=\alpha R \partial_{R}=\alpha D_{R}$. It is easy to verify that 2.189 is equivalent to

$$
\begin{align*}
& -\alpha^{2} R^{2} \partial_{R R} \Psi-\alpha(4+\alpha) R \partial_{R} \Psi-\partial_{\beta \beta} \Psi-4 \Psi \\
& +\frac{C_{l} \rho}{r}\left(\sin (\beta)\left(2+\alpha D_{R}\right) \Psi+\cos (\beta) \partial_{\beta} \Psi\right)+\frac{C_{l}^{2} \rho^{2}}{r^{2}} \Psi=r \Omega \tag{2.192}
\end{align*}
$$

We keep the notation $\rho=R^{1 / \alpha}, r=1-C_{l} \rho \sin (\beta)$ to simplify the formulation. The boundary condition of $\Psi$ is given by (in the sector $R \leq C_{l}^{-\alpha}$ )

$$
\begin{equation*}
\Psi(R, 0)=\Psi(R, \pi / 2)=0 \tag{2.193}
\end{equation*}
$$

Definition 2.10.2. We define the size of support of $(\theta, \omega)$ of 2.188

$$
S(\tau)=\operatorname{ess} \infty\left\{\rho: \theta(x, y, \tau)=0, \omega(x, y, \tau)=0 \text { for } x^{2}+y^{2} \geq \rho^{2}\right\}
$$

Obviously, the support of $\Omega, \eta$ defined in (2.190) is $S(\tau)^{\alpha}$. After rescaling the spatial variable, the support of $(\tilde{\theta}, \tilde{\omega})$ of (2.183) satisfies

$$
\operatorname{supp} \tilde{\theta}(t(\tau)), \operatorname{supp} \tilde{\omega}(t(\tau)) \subset\left\{(r, z):\left((r-1)^{2}+z^{2}\right)^{1 / 2} \leq C_{l}(\tau) S(\tau)\right\}
$$

We will construct initial data of 2.188 with compact support $S(0)<+\infty$ and use the idea described in Section 2.2.3.1 to prove that $C_{l}(\tau) S(\tau)$ remains sufficiently small for all $\tau>0$.

Remark 2.10.3. There are several small parameters $\alpha, C_{l}(\tau), C_{l}(\tau) S(\tau)$ in the following estimates. We will choose $\alpha$ to be small. For most estimates, the constants are independent of $C_{l}(\tau)$. We will choose $C_{l}(0)$ to be much smaller than $\alpha$ at the final step. This allows us to prove that $C_{l}(\tau), C_{l}(\tau) S(\tau),\left(C_{l}(\tau) S(\tau)\right)^{\alpha}$ are very small. One can regard $C_{l}(\tau) \approx 0$. Recall the relation 2.185 about $r$. In the support of the solution, we have $r=1-C_{l} \rho \sin (\beta) \approx 1$. We treat the error terms in these approximations as small perturbations.

Recall the $L^{2}$ inner product defined in (2.15). Using the estimate in Lemma 2.10.1, we obtain in the following Lemma that the $L^{2}$ norm of $\Psi$ away from the support of the solution is small. It will be used later to localize (2.192).

Lemma 2.10.4. Suppose that the assumptions in Lemma 2.10.1 hold true. Let $S(\tau)$ be the support size of $\omega(\tau), \theta(\tau)$. Assume $C_{l}(\tau) S(\tau)<\frac{1}{4}$. For any $M>(2 S(\tau))^{\alpha}$, we have

$$
\begin{aligned}
& \left\|\Psi \mathbf{1}_{M \leq R \leq\left(2 C_{l}\right)^{-\alpha}}\right\|_{L^{2}} \lesssim C(M) \cdot\|\Omega\|_{L^{2}} \\
& C(M) \triangleq\left(1+\left|\log \left(C_{l} M^{1 / \alpha}\right)\right|\right) S M^{-1 / \alpha}\|\Omega\|_{L^{2}} .
\end{aligned}
$$

The proof follows from the estimate in Lemma 2.10.1, the Cauchy-Schwarz inequality and a direct calculation, which is standard. We refer it to the arXiv version of [16]. We will choose $M$ so that $C(M)$ is small, e.g., $C(M) \lesssim 1$ or $C(M) \lesssim 3^{-1 / \alpha}$. If we use an estimate similar to Proposition 2.8.3 and then restrict it to $M \leq R \leq\left(2 C_{l}\right)^{-\alpha}$, the constant in the upper bound is $\alpha^{-1}$, which is not sufficient for our purpose.

Remark 2.10.5. We restrict the domain of the integral $D_{I}$ to $R \leq\left(2 C_{l}\right)^{-\alpha}$, which is equivalent to $\rho \leq\left(2 C_{l}\right)^{-1}$ due to 2.184), so that $D_{I}$ is in $\tilde{D}_{1}$ (2.191). We impose $R \geq M>(2 S(\tau))^{\alpha}$ so that $D_{I}$ is away from the support of the solution. Since $S(\tau), C_{l}(\tau)$ are the variables defined in $(x, y)$ coordinates, when we pass to $(R, \beta)$ coordinates, we have a $\alpha$ power for these variables, e.g., $(S(\tau))^{\alpha},\left(C_{l}(\tau)\right)^{\alpha}$.

### 2.10.2.1 Outline of the estimates

In Section 2.10.2.2, we use (2.192) to derive the elliptic equation (2.196) for $\chi \Psi$ with some cutoff function $\chi$. The equation is similar to (2.134) in the 2D Boussinesq and has an extra error term $Z_{\chi}$. We first establish the $L^{2}$ estimate of $\chi_{1} \Psi$ in the same Section 2.10.2.2. To estimate the terms involving derivatives of $\chi$, e.g., $D_{R}^{2} \chi \Psi$, we use Lemma 2.10.4. The $L^{2}$ estimate enables us to estimate the error term $Z_{\chi}$. The advantage of localizing (2.192) is that $\chi \Psi$ can be treated as a solution of the elliptic equation 2.134) in $\mathbb{R}_{2}^{+}$. Then, in Section 2.10.2.3, we apply the $\mathcal{H}^{k}$ version of the key elliptic estimate in Proposition 2.8.3 recursively to $\chi_{i} \Psi$ with $\chi_{i}$ that has smaller support, and establish the higher order elliptic estimates.

### 2.10.2.2 Localizing the elliptic equation

We will take advantage of the fact that $C_{l}(\tau) S(\tau)$ can be extremely small and localize the elliptic equation. Firstly, we assume that $C_{l}(\tau) S(\tau)<\frac{1}{4}$. Recall the relation 2.185 about $r$. Then we have $r=1-C_{l} \rho \sin (\beta) \geq \frac{3}{4}, r^{-1} \lesssim 1$.

Let $\chi_{1}(\cdot):[0, \infty) \rightarrow[0,1]$ be a smooth cutoff function, such that $\chi_{1}(R)=1$ for $R \leq 1, \chi_{1}(R)=0$ for $R \geq 2$ and $\left(D_{R} \chi_{1}\right)^{2} \lesssim \chi_{1}$. This assumption can be satisfied if $\chi_{1}=\chi_{0}^{2}$ where $\chi_{0}$ is another smooth cutoff function. Denote $\chi_{\lambda}(R)=\chi_{1}(R / \lambda)$. It is easy to verify that

$$
\begin{equation*}
\left(D_{R} \chi_{\lambda}\right)^{2}=\left(R / \lambda \partial_{R} \chi_{1}(R / \lambda)\right)^{2} \lesssim \chi_{1}(R / \lambda)=\chi_{\lambda}(R), \quad\left|D_{R}^{k} \chi_{\lambda}\right| \lesssim \mathbf{1}_{\lambda \leq R \leq 2 \lambda} \tag{2.194}
\end{equation*}
$$

for $k \leq 5$, where we have used $\left|D_{R}^{2} \chi_{1}\right| \lesssim \chi_{1}$ in the first inequality. Denote

$$
\Psi_{\chi}=\Psi_{\lambda}, \quad \Omega_{\chi}=\Omega_{\chi_{\lambda}}
$$

At this moment, we just simplify $\chi_{\lambda}$ as $\chi$. Note that $R^{2} \partial_{R R}+R \partial_{R}=D_{R}^{2}$ and

$$
\begin{align*}
r \Omega_{\chi} & =\left(1-C_{l} \rho \sin (\beta)\right) \Omega_{\chi}=\Omega_{\chi}-C_{l} \rho \sin (\beta) \Omega_{\chi}, \\
\alpha D_{R}(\chi \Psi) & =\alpha D_{R} \chi \Psi+\alpha \chi D_{R} \Psi  \tag{2.195}\\
\alpha^{2} D_{R}^{2}(\chi \Psi) & =\alpha^{2} \chi D_{R}^{2} \Psi+2 \alpha D_{R} \chi \cdot \alpha D_{R} \Psi+\alpha^{2} D_{R}^{2} \chi \Psi .
\end{align*}
$$

Multiplying $\chi$ on both sides of 2.192, and using 2.195 and a direct calculation yield

$$
\begin{equation*}
-\alpha^{2} D_{R}^{2} \Psi_{\chi}-4 \alpha D_{R} \Psi_{\chi}-\partial_{\beta \beta} \Psi_{\chi}-4 \Psi_{\chi}=\Omega_{\chi}+Z_{\chi}, \quad Z_{\chi}=Z_{1}+Z_{2}+Z_{3} \tag{2.196}
\end{equation*}
$$

with boundary condition 2.193 , where $Z_{1}, Z_{2}$ and $Z_{3}$ are given below

$$
\begin{align*}
& Z_{1}=-\frac{C_{l} \rho}{r}\left(\sin (\beta)\left(2 \Psi_{\chi}+\alpha D_{R} \Psi_{\chi}\right)+\cos (\beta) \partial_{\beta} \Psi_{\chi}\right)-\frac{C_{l}^{2} \rho^{2}}{r^{2}} \Psi_{\chi} \\
& Z_{2}=\frac{C_{l} \sin (\beta) \rho}{r} \alpha D_{R} \chi \Psi-\left(\alpha^{2} D_{R}^{2} \chi+4 \alpha D_{R} \chi\right) \Psi-2 \alpha^{2} D_{R} \chi D_{R} \Psi  \tag{2.197}\\
& Z_{3}=-C_{l} \rho \sin (\beta) \Omega_{\chi}
\end{align*}
$$

Recall that $R=\rho^{\alpha}, r=1-C_{l} y=1-C_{l} \rho \sin (\beta)$ from 2.184), 2.185 and $L_{12}(f)(0)$ from (2.31). Next, we derive $L_{12}\left(Z_{\chi_{\lambda}}\right)(0)$. It will be used in Section 2.10.2.3 when we apply Proposition 2.8.3.

Firstly, for sufficiently smooth $\Omega, \Psi$ with $\Omega$ vanishing at least linear near $R=0$, we show that $L_{12}\left(Z_{\chi_{\lambda}}\right)(0)$ is independent of the cutoff radial $\lambda$ for $\lambda \geq(S(\tau))^{\alpha}$. From $\lambda \geq(S(\tau))^{\alpha}$, we have $\Omega=\Omega \cdot \chi_{\lambda}=\Omega_{\chi_{\lambda}}$. For any $\varepsilon>0$, using integration by parts, we get

$$
\begin{aligned}
\left\langle\partial_{\beta \beta} \Psi_{\chi}+4 \Psi_{\chi}, \sin (2 \beta) R^{-1} \mathbf{1}_{R \geq \varepsilon}\right\rangle & =\left\langle-4 \Psi_{\chi}+4 \Psi_{\chi}, \sin (2 \beta) R^{-1} \mathbf{1}_{R \geq \varepsilon}\right\rangle=0 \\
\left\langle\alpha^{2} D_{R}^{2} \Psi_{\chi}+4 \alpha D_{R} \Psi_{\chi}, \sin (2 \beta) R^{-1}\right\rangle & =\left\langle\alpha^{2} \partial_{R}\left(D_{R} \Psi_{\chi}\right)+4 \alpha \partial_{R} \Psi_{\chi}, \sin (2 \beta)\right\rangle \\
& =-4 \alpha \int_{0}^{\pi / 2} \Psi(0, \beta) \sin (2 \beta) d \beta
\end{aligned}
$$

Note that $\Psi$ may not vanish at $R=0$. Since $\rho=R^{1 / \alpha}$ vanishes at $R=0$, it is easy to see that $Z_{\chi}$ vanishes at $R=0$. Therefore, integrating both sides of (2.196) with $\sin (2 \beta) R^{-1} \mathbf{1}_{R \geq \varepsilon}$, and then using the above computations and taking $\varepsilon \rightarrow 0$, for $\lambda \geq\left(S(\tau)^{\alpha}\right)$, we have

$$
\begin{equation*}
L_{12}\left(Z_{\chi_{\lambda}}\right)(0)=-L_{12}(\Omega)(0)+4 \alpha \int_{0}^{\pi / 2} \Psi(0, \beta) \sin (2 \beta) d \beta \tag{2.198}
\end{equation*}
$$

Next, we perform $L^{2}$ estimate for $\Psi_{\chi}$. It will be used later to estimate $Z_{\chi}$ in (2.196).

Lemma 2.10.6. There exists $\alpha_{2}>0$ such that if $\alpha<\alpha_{2}, C_{l} S<4^{-1 / \alpha-1}$, for $\lambda=\frac{1}{4} C_{l}^{-\alpha}$, the solution of 2.196 satisfies

$$
\alpha^{2}\left\|D_{R} \Psi_{\chi_{\lambda}}\right\|_{L^{2}}^{2}+\alpha\left\|\Psi_{\chi_{\lambda}}\right\|_{L^{2}}^{2}+\alpha\left\|\partial_{\beta} \Psi_{\chi_{\lambda}}\right\|_{L^{2}}^{2} \lesssim \alpha^{-1}\|\Omega\|_{L^{2}}^{2} .
$$

Firstly, we have $\lambda=\frac{1}{4} C_{l}^{-\alpha}>S^{\alpha}$ and $\Omega_{\chi}=\Omega_{\lambda}=\Omega$. We impose $C_{l} S<$ $4^{-1 / \alpha-1}$ so that $\lambda>(2 S)^{\alpha}$ and $C(M) \lesssim C \alpha^{-1}$ in Lemma 2.10.4 with $M=\lambda$. At this step, this bound is good enough for us to treat $Z_{2}$ in 2.196-2.197) as perturbation. In the following estimates, we treat the small factor $C_{l}$ in $Z_{\chi}$ approximately equal to zero and $r \approx 1$. See also Remark 2.10.3.

Proof. We simplify $\chi_{\lambda}$ as $\chi$. Multiplying (2.196) by $\Psi_{\chi}$ and using integration by parts, we get

$$
\begin{align*}
I & \triangleq \alpha^{2}\left\|R \partial_{R} \Psi_{\chi}\right\|_{L^{2}}^{2}+\frac{4 \alpha-\alpha^{2}}{2}\left\|\Psi_{\chi}\right\|_{L^{2}}^{2}+\left\|\partial_{\beta} \Psi_{\chi}\right\|_{L^{2}}^{2}-4\left\|\Psi_{\chi}\right\|_{L^{2}}^{2}  \tag{2.199}\\
& =\left\langle\Omega, \Psi_{\chi}\right\rangle+\left\langle Z_{1}+Z_{3}, \Psi_{\chi}\right\rangle+\left\langle Z_{2}, \Psi_{\chi}\right\rangle
\end{align*}
$$

Using the Fourier series expansion with basis $\{\sin (2 n \beta)\}_{n \geq 1}$, one can verify that

$$
\left\|\partial_{\beta} \Psi_{\chi}\right\|_{L^{2}}^{2} \geq 4\left\|\Psi_{\chi}\right\|_{L^{2}}
$$

which is sharp with equality when $\Psi_{\chi}=\sin (2 \beta)$. Therefore, multiplying the above inequality by $1-\frac{\alpha}{4}$ and then applying it to the left hand side of 2.199 yields

$$
\begin{aligned}
I & \geq \alpha^{2}\left\|D_{R} \Psi_{\chi}\right\|_{L^{2}}^{2}+\frac{2 \alpha-\alpha^{2}}{2}\left\|\Psi_{\chi}\right\|_{L^{2}}^{2}+\frac{\alpha}{4}\left\|\partial_{\beta} \Psi_{\chi}\right\|_{L^{2}}^{2} \\
& \geq \alpha^{2}\left\|D_{R} \Psi_{\chi}\right\|_{L^{2}}^{2}+\frac{\alpha}{2}\left\|\Psi_{\chi}\right\|_{L^{2}}^{2}+\frac{\alpha}{4}\left\|\partial_{\beta} \Psi_{\chi}\right\|_{L^{2}}^{2}
\end{aligned}
$$

where we have used $\alpha \leq 1$.
Within the support of $\chi=\chi_{\lambda}$, we have $R \leq 2 \lambda$. By assumption, we have $\lambda=\frac{1}{4} C_{l}^{-\alpha}>4^{\alpha} S^{\alpha}$. It follows that

$$
\begin{align*}
& C_{l} \rho \mathbf{1}_{R \leq 2 \lambda}=C_{l} R^{\frac{1}{\alpha}} \mathbf{1}_{R \leq 2 \lambda} \leq C_{l}(2 \lambda)^{\frac{1}{\alpha}}=2^{-\frac{1}{\alpha}} \lesssim \alpha^{2} \\
& \left|\log \left(C_{l} \lambda^{\frac{1}{\alpha}}\right)\right| \lesssim \alpha^{-1}, \quad 2 S \leq \lambda^{1 / \alpha} \tag{2.200}
\end{align*}
$$

The $Z_{1}, Z_{3}$ terms (2.197) contain the small factor $C_{l} \rho$. Since $r^{-1} \lesssim 1$, we get

$$
\begin{aligned}
& \left\|Z_{1}\right\|_{L^{2}} \lesssim \alpha^{2}\left(\left\|\Psi_{\chi}\right\|_{L^{2}}+\left\|\alpha D_{R} \Psi_{\chi}\right\|_{L^{2}}+\left\|\partial_{\beta} \Psi_{\chi}\right\|_{L^{2}}\right) \lesssim \alpha^{2} \alpha^{-1 / 2} I^{1 / 2} \lesssim \alpha^{3 / 2} I^{1 / 2} \\
& \left\|Z_{3}\right\|_{L^{2}} \lesssim \alpha^{2}\|\Omega\|_{L^{2}} \lesssim\|\Omega\|_{L^{2}} .
\end{aligned}
$$

We perform integration by parts for the last term $-2 \alpha^{2} D_{R} \chi D_{R} \Psi$ in $Z_{2}$ 2.197)

$$
\begin{aligned}
-2 \alpha^{2}\left\langle D_{R} \chi D_{R} \Psi, \Psi \chi\right\rangle & =-\alpha^{2}\left\langle R \chi D_{R} \chi, \partial_{R} \Psi^{2}\right\rangle=\alpha^{2}\left\langle\left(R \chi D_{R} \chi\right)_{R}, \Psi^{2}\right\rangle \\
& =\alpha^{2}\left\langle\left(D_{R} \chi\right)^{2}+\chi D_{R}^{2} \chi+\chi D_{R} \chi, \Psi^{2}\right\rangle
\end{aligned}
$$

Using the above identity, (2.194) for $\left|D_{R}^{k} \chi\right|$ and (2.200), we obtain

$$
\left|\left\langle Z_{2}, \Psi_{\chi}\right\rangle\right| \lesssim\left(\alpha^{2}+\alpha\right)\left\|\Psi \mathbf{1}_{\lambda \leq R \leq 2 \lambda}\right\|_{L^{2}}^{2} \lesssim \alpha\left\|\Psi \mathbf{1}_{\lambda \leq R \leq 2 \lambda}\right\|_{L^{2}}^{2} \lesssim \alpha\left\|\Psi \mathbf{1}_{\lambda \leq R \leq\left(2 C_{l}\right)^{-\alpha}}\right\|_{L^{2}}^{2}
$$

where we have used $2 \lambda<\left(2 C_{l}\right)^{-\alpha}$ in the last inequality. Since $(2 S)^{\alpha} \leq \lambda$ and $S \lambda^{-1 / \alpha} \lesssim 1$ (see 2.200) , we apply Lemma 2.10.4 with $M=\lambda$ and (2.200) to get

$$
\left|\left\langle Z_{2}, \Psi_{\chi}\right\rangle\right| \lesssim \alpha\left(1+\left|\log \left(C_{l} \lambda^{1 / \alpha}\right)\right|\right)^{2}\left(S \lambda^{-1 / \alpha}\right)^{2}\|\Omega\|_{L^{2}}^{2} \lesssim \alpha^{-1}\|\Omega\|_{L^{2}}^{2}
$$

Plugging the estimates of $Z_{1}, Z_{2}, Z_{3}$ and $\left\|\Psi_{\chi}\right\|_{L^{2}} \lesssim \alpha^{-1 / 2} I^{1 / 2}$ into (2.199) and then using the Cauchy-Schwarz inequality, we prove

$$
I \leq C \alpha^{-1 / 2} I^{1 / 2}\|\Omega\|_{L^{2}}+C \alpha \cdot I+C \alpha^{-1}\|\Omega\|_{L^{2}}^{2}
$$

Now we choose

$$
\begin{equation*}
\alpha_{2}=\min \left((2 C)^{-1}, 4^{-1}\right) . \tag{2.201}
\end{equation*}
$$

Then for $\alpha<\alpha_{2}$, we have $C \alpha<\frac{1}{2}$. Solving the above inequality yields $I \lesssim \alpha^{-1}\|\Omega\|_{L^{2}}^{2}$.

### 2.10.2.3 Localized $\mathcal{H}^{3}$ estimates

Notice that the elliptic equation (2.196) is localized to $R \leq 2 \lambda \leq \frac{1}{2} C_{l}^{-\alpha}$, which is away from the boundary of the rescaled domain $\tilde{D}_{1}=\left[0, C_{l}^{-1}\right] \times\left[-C_{l}^{-1}, C_{l}^{-1}\right]$. Therefore, $\Psi_{\chi}$ can be treated as a solution of (2.196) in the whole space $R \geq$ $0, \beta \in[0, \pi / 2]$ with source term $\Omega_{\chi}+Z_{\chi}$. We can apply Proposition 2.8.3 to improve the elliptic estimate in Lemma 2.10.6. In this estimate, we need to further estimate $\Omega_{\chi}+Z_{\chi}$ and $L_{12}\left(\Omega_{\chi}+Z_{\chi}\right)$.

The term in $Z_{\chi}$ (2.196), 2.197) either has a small factor $C_{l} \rho \approx 0$ (see Remark 2.10.3), or is localized to $\lambda \leq R \leq 2 \lambda$ due to the factor $\left(D_{R} \chi\right)^{k}$, where $\lambda$ is the parameter in the cutoff function $\chi(R / \lambda)$. To show that the second type of term is small, we use Lemma 2.10 .4 and interpolation. Using the smallness of these variables and Lemmas 2.10.4 and 2.10.6, we can treat $Z_{\chi}$ as a small perturbation. Since $\rho=R^{1 / \alpha}$ and $D_{R} \chi=0$ for $|R| \leq 1$, the singular weight $W=\frac{(1+R)^{k}}{R^{k}}, k=1,2$ is treated approximately as 1 in the following estimates of terms involving $\rho, D_{R} \chi$.

Proposition 2.10.7. Let $\Psi$ be the solution of (2.192) and $W=\frac{(1+R)^{k}}{R^{k}}$ for $k=1$ or 2 . If $\alpha<\alpha_{2}$ 2.201), $C_{l} S<\alpha \cdot 8^{-1 / \alpha-1}$, for $\lambda=\frac{1}{8} C_{l}^{-\alpha}$, we have

$$
\begin{aligned}
& \alpha^{2}\left\|R^{2} \partial_{R R} \Psi_{\chi_{\lambda}} W\right\|_{L^{2}}+\alpha\left\|R \partial_{R \beta} \Psi_{\chi_{\lambda}} W\right\|_{L^{2}} \\
& +\left\|\partial_{\beta \beta}\left(\Psi_{\chi_{\lambda}}-\frac{\sin (2 \beta)}{\alpha \pi}\left(L_{12}(\Omega)+\chi_{1} L_{12}\left(Z_{\chi_{\lambda}}\right)(0)\right)\right) W\right\|_{L^{2}} \lesssim\|\Omega W\|_{L^{2}}
\end{aligned}
$$

where $Z_{\chi}$ is defined in (2.196), (2.197) and $\chi_{1}$ is the cutoff function. Moreover, for $\nu \geq(S(\tau))^{\alpha}, L_{12}\left(Z_{\chi_{\nu}}\right)(0)$ does not depend on $\nu$ and satisfies
$\left|L_{12}\left(Z_{\chi_{\lambda}}\right)(0)\right|=\left|L_{12}\left(Z_{\chi_{\nu}}\right)(0)\right| \lesssim\left(4^{-\frac{1}{\alpha}} \alpha^{-1}+\min \left(\alpha,\left(8^{1 / \alpha} C_{l} S\right)^{1 / 2}\right)\right)| | \Omega \frac{1+R}{R} \|_{L^{2}}$.

Remark 2.10.8. Let $\chi_{\lambda_{1}}$ be the cutoff function in Lemma 2.10.6. We choose $\lambda=\frac{1}{8} C_{l}^{-\alpha}$ so that $\chi_{\lambda_{1}} \equiv 1$ in $\operatorname{supp}\left(\chi_{\lambda}\right)$. This allows us to apply Lemma 2.10.6 to estimate various terms in $\operatorname{supp}\left(\chi_{\lambda}\right)$. We use $L_{12}\left(Z_{\chi_{\lambda}}\right)(0)$ to correct $\Psi$ so that $\Psi_{\chi_{\lambda}}-\frac{\sin (2 \beta)}{\pi \alpha}\left(L_{12}(\Omega)-\chi_{1} L_{12}\left(Z_{\chi_{\lambda}}\right)(0)\right)$ vanishes near $R=0$. Choosing small $C_{l} S, \alpha$ later, we use 2.202 to show that $L_{12}\left(Z_{\chi_{\lambda}}\right)(0)$ is very small.

Proof. Step 1. We apply the elliptic estimate in Proposition 2.8.3 in the weighted $L^{2}$ case, which can be proved using the same argument in [42], to obtain

$$
\begin{align*}
I \triangleq & \alpha^{2}\left\|R^{2} \partial_{R R} \Psi_{\chi_{\lambda}} W\right\|_{L^{2}}+\alpha\left\|R \partial_{R \beta} \Psi_{\chi_{\lambda}} W\right\|_{L^{2}} \\
& +\| \partial_{\beta \beta}\left(\Psi_{\chi_{\lambda}}-\frac{\sin (2 \beta)}{\alpha \pi}\left(L_{12}\left(\Omega_{\chi}+Z_{\chi}\right)\right) W\left\|_{L^{2}} \lesssim\right\|\left(\Omega_{\chi}+Z_{\chi}\right) W \|_{L^{2}}\right. \tag{2.203}
\end{align*}
$$

Under the assumption $C_{l} S<\alpha 8^{-1 / \alpha-1}$, we have $(2 S)^{\alpha}<\frac{1}{8} C_{l}^{-\alpha}=\lambda$. Thus, $\Omega_{\chi}=\chi_{\lambda} \Omega=\Omega$. Recall $Z_{\chi}=Z_{1}+Z_{2}+Z_{3}$ in 2.197) and $\rho=R^{1 / \alpha}$. Within the support of $\chi$, we have

$$
\begin{equation*}
C_{l} \rho W=C_{l} R^{1 / \alpha-2}(1+R)^{2} \lesssim C_{l}(2 \lambda)^{1 / \alpha} \leq 4^{-1 / \alpha} \tag{2.204}
\end{equation*}
$$

We can apply Lemma 2.10.6 to estimate the $L^{2}\left(W^{2}\right)$ norm of $Z_{1}$

$$
\begin{equation*}
\left\|Z_{1} W\right\|_{L^{2}} \lesssim\left\|C_{l} \rho W \chi\right\|_{L^{\infty}}\left(\left\|\Psi_{\chi}\right\|_{L^{2}}+\alpha\left\|D_{R} \Psi_{\chi}\right\|_{L^{2}}+\left\|\partial_{\beta} \Psi_{\chi}\right\|_{L^{2}}\right) \lesssim 4^{-1 / \alpha} \alpha^{-1}\|\Omega\|_{L^{2}} \tag{2.205}
\end{equation*}
$$

Estimate of $Z_{3}$ defined in (2.197) is trivial

$$
\begin{equation*}
\left\|Z_{3} W\right\|_{L^{2}} \lesssim 4^{-1 / \alpha}\|\Omega\|_{L^{2}} \tag{2.206}
\end{equation*}
$$

Recall $Z_{2}$ defined in (2.197). Notice that the support of $Z_{2}$ lies in $\lambda \leq R \leq 2 \lambda$ due to the $D_{R} \chi$ term. Within this annulus, we get $W \lesssim 1$. Due to the smallness of $C_{l} \rho$ from (2.204), we have

$$
\begin{equation*}
\left\|Z_{2} W\right\|_{L^{2}} \lesssim \alpha\left\|\Psi \mathbf{1}_{\lambda \leq R \leq 2 \lambda}\right\|_{L^{2}}+\alpha^{2}\left\|D_{R} \chi D_{R} \Psi\right\|_{L^{2}} . \tag{2.207}
\end{equation*}
$$

Using $\lambda=\frac{1}{8} C_{l}^{-\alpha}$ and $C_{l} S<\alpha 8^{-1 / \alpha-1}$, we obtain

$$
\begin{equation*}
\left|\log \left(C_{l} \lambda^{1 / \alpha}\right)\right|=\left|\log \left(8^{-1 / \alpha}\right)\right| \lesssim \alpha^{-1}, \quad S \lambda^{-1 / \alpha}=8^{1 / \alpha} C_{l} S<\alpha . \tag{2.208}
\end{equation*}
$$

Since $\lambda \geq(2 S(\tau))^{\alpha}$, applying Lemma 2.10.4 with $M=\lambda$ and (2.208) to $C(M)$, we get

$$
\begin{equation*}
\left\|\Psi \mathbf{1}_{\lambda \leq R \leq 2 \lambda}\right\|_{L^{2}} \lesssim \alpha^{-1} 8^{1 / \alpha} C_{l} S\|\Omega\|_{L^{2}} \lesssim\|\Omega\|_{L^{2}} \tag{2.209}
\end{equation*}
$$

Applying Lemma 2.10.6 to $D_{R} \Psi_{\chi}$, and using (2.207), 2.209), we yield

$$
\begin{equation*}
\left\|Z_{2} W\right\|_{L^{2}} \lesssim \alpha\|\Omega\|_{L^{2}}+\alpha^{1 / 2}\|\Omega\|_{L^{2}} \lesssim \alpha^{1 / 2}\|\Omega\|_{L^{2}} \tag{2.210}
\end{equation*}
$$

Plugging (2.205)-(2.210) into $(2.203)$ and using $4^{-1 / \alpha} \alpha^{-1} \lesssim 1$, we prove

$$
\begin{equation*}
I \lesssim\left\|\Omega_{\chi} W\right\|_{L^{2}} \lesssim\|\Omega W\|_{L^{2}}, \tag{2.211}
\end{equation*}
$$

Step 2: Smallness of $Z_{2}$. We use interpolation and the smallness of $\left\|\Psi \mathbf{1}_{\lambda \leq R \leq 2 \lambda}\right\|_{L^{2}}$ 2.209) to refine the estimate of $Z_{2}$ in 2.210). The refinement is used to estimate the term $\alpha^{-1} L_{12}\left(Z_{\chi}\right)$ in $I(2.203)$, and is important to prove (2.202). Using integration by parts, we obtain

$$
\begin{align*}
J & \triangleq\left\|\alpha^{2} D_{R} \chi D_{R} \Psi\right\|_{2}^{2}=\alpha^{4}\left\langle R\left(D_{R} \chi\right)^{2} D_{R} \Psi, \partial_{R} \Psi\right\rangle \\
& =-\alpha^{4}\left\langle\partial_{R}\left(R\left(D_{R} \chi\right)^{2}\right) D_{R} \Psi, \Psi\right\rangle-\alpha^{4}\left\langle R\left(D_{R} \chi\right)^{2} \partial_{R} D_{R} \Psi, \Psi\right\rangle \tag{2.212}
\end{align*}
$$

Using (2.194), we get $\left|\partial_{R}\left(R\left(D_{R} \chi\right)^{2}\right)\right| \lesssim\left|D_{R} \chi\right| \mathbf{1}_{\lambda \leq R \leq 2 \lambda},\left(D_{R} \chi\right)^{2} \leq \chi \mathbf{1}_{\lambda \leq R \leq 2 \lambda}$. Using the Cauchy-Schwarz inequality, we yield

$$
\begin{equation*}
J \lesssim \alpha^{2}\left(\alpha^{2}\left\|D_{R} \chi D_{R} \Psi\right\|_{2}+\alpha^{2}\left\|\chi D_{R}^{2} \Psi\right\|_{L^{2}}\right)\left\|\Psi \mathbf{1}_{\lambda \leq R \leq 2 \lambda}\right\|_{L^{2}} . \tag{2.213}
\end{equation*}
$$

We further estimate $\alpha^{2}\left\|\chi D_{R}^{2} \Psi\right\|_{L^{2}}$. Using $\left|D_{R}^{2} \chi\right| \lesssim \mathbf{1}_{\lambda \leq R \leq 2 \lambda}$ and 2.195), we obtain

$$
\alpha^{2}\left\|\chi_{\lambda} D_{R}^{2} \Psi\right\|_{L^{2}} \lesssim \alpha^{2}\left\|D_{R}^{2} \Psi_{\chi}\right\|_{L^{2}}+\alpha^{2}\left\|D_{R} \chi D_{R} \Psi\right\|_{L^{2}}+\alpha^{2}\left\|\Psi \mathbf{1}_{\lambda \leq R \leq 2 \lambda}\right\|_{L^{2}}
$$

By definition, we have $\alpha^{2}\left\|D_{R} \chi D_{R} \Psi\right\|_{L^{2}}=J^{1 / 2}$. Using (2.203), (2.211), 2.209), we obtain

$$
\begin{equation*}
\alpha^{2}\left\|\chi_{\lambda} D_{R}^{2} \Psi\right\|_{2} \lesssim\|\Omega W\|_{2}+J^{1 / 2}+\alpha^{2}\|\Omega\|_{2} \lesssim\|\Omega W\|_{2}+J^{1 / 2} \tag{2.214}
\end{equation*}
$$

Plugging $\alpha^{2}\left\|D_{R} \chi D_{R} \Psi\right\|_{L^{2}}=J^{1 / 2}$, the first inequality in 2.209) and the estimate (2.214) in 2.213), we establish

$$
\begin{aligned}
J & \lesssim \alpha^{2}\left(J^{1 / 2}+\|\Omega W\|_{2}+J^{1 / 2}\right) \alpha^{-1} 8^{1 / \alpha} C_{l} S\|\Omega\|_{L^{2}} \\
& \lesssim \alpha\left(J^{1 / 2}+\|\Omega W\|_{2}\right) 8^{1 / \alpha} C_{l} S\|\Omega W\|_{L^{2}} .
\end{aligned}
$$

The above inequality is a quadratic inequality on $B=J^{1 / 2} /\|\Omega W\|_{2}: B^{2} \lesssim$ $A(B+1), A=\alpha 8^{1 / \alpha} C_{l} S \leq \alpha$, which implies $B \lesssim A^{1 / 2}$. Thus, we prove

$$
J^{1 / 2} \lesssim \alpha^{1 / 2}\left(8^{1 / \alpha} C_{l} S\right)^{1 / 2}\|\Omega W\|_{L^{2}}
$$

Combining the above estimate of $J$ and $(2.207)-(\sqrt{2.208})$, we yield

$$
\begin{align*}
\left\|Z_{2} W\right\|_{L^{2}} & \lesssim\left(8^{1 / \alpha} C_{l} S+\alpha^{\frac{1}{2}}\left(8^{1 / \alpha} C_{l} S\right)^{1 / 2}\right)\|\Omega W\|_{L^{2}}  \tag{2.215}\\
& \lesssim \min \left(\alpha,\left(8^{1 / \alpha} C_{l} S\right)^{1 / 2}\right)\|\Omega W\|_{L^{2}}
\end{align*}
$$

Using Lemma A.0.4 (2.205), (2.206) and (2.215), we establish

$$
\begin{align*}
& \left\|L_{12}\left(Z_{\chi_{\lambda}}\right)-\chi_{1} L_{12}\left(Z_{\chi_{\lambda}}\right)(0) W\right\|_{L^{2}} \lesssim\left\|Z_{\chi} W\right\|_{L^{2}}  \tag{2.216}\\
\lesssim & \left\|\left(Z_{1}+Z_{2}+Z_{3}\right) W\right\|_{L^{2}} \lesssim \alpha\|\Omega W\|_{L^{2}},
\end{align*}
$$

where we have used $4^{-1 / \alpha} \alpha^{-1} \lesssim \alpha$. Combining (2.203), (2.211) and (2.216), we complete the proof of the first estimate. We remark that we only need the bound $\left\|Z_{2} W\right\|_{L^{2}} \lesssim \alpha\|\Omega W\|_{L^{2}}$ from (2.215) in this estimate.

Step 3: Estimate of $L_{12}\left(Z_{\chi_{\lambda}}\right)(0)$. Note that the previous estimates hold true for the weights $W=W_{k} \triangleq \frac{(1+R)^{k}}{R^{k}}$ with $k=1$ or 2 . Recall $Z_{\chi_{\lambda}}=Z_{1}+Z_{2}+Z_{3}$ (2.196). Using Lemma A.0.4, (2.205), (2.206) and (2.215), we prove

$$
\begin{aligned}
\left|L_{12}\left(Z_{\chi_{\lambda}}\right)(0)\right| & \lesssim\left\|Z_{\chi_{\lambda}} W_{1}\right\|_{L^{2}} \lesssim\left\|\left(Z_{1}+Z_{2}+Z_{3}\right) W\right\|_{L^{2}} \\
& \lesssim\left(4^{-\frac{1}{\alpha}} \alpha^{-1}+\min \left(\alpha,\left(8^{1 / \alpha} C_{l} S\right)^{1 / 2}\right)\right)\left\|\Omega W_{1}\right\|_{L^{2}},
\end{aligned}
$$

which is 2.202). Using (2.198), we yield that $L_{12}\left(Z_{\chi_{\nu}}\right)$ is independent of $\nu$ for $\nu \geq S(\tau)^{\alpha}$.

Proposition 2.10.9. Suppose that $\Psi$ is the solution of 2.192 and $\Omega \in \mathcal{H}^{3}$. If $\alpha<\alpha_{2}$ 2.201, $\lambda=2^{-13} C_{l}^{-\alpha}, C_{l} S<\alpha \cdot\left(2^{13}\right)^{-1 / \alpha-1}$, then we have

$$
\begin{aligned}
& \alpha^{2}\left\|R^{2} \partial_{R R} \Psi_{\chi_{\lambda}}\right\|_{\mathcal{H}^{3}}+\alpha| | R \partial_{R \beta} \Psi_{\chi_{\lambda}} \|_{\mathcal{H}^{3}} \\
& \quad+\left\|\partial_{\beta \beta}\left(\Psi_{\chi_{\lambda}}-\frac{\sin (2 \beta)}{\alpha \pi}\left(L_{12}(\Omega)+\chi_{1} L_{12}\left(Z_{\chi_{\lambda}}\right)(0)\right)\right)\right\|_{\mathcal{H}^{3}} \lesssim\|\Omega\|_{\mathcal{H}^{3}}, \\
& \left|L_{12}\left(Z_{\chi_{\lambda}}\right)(0)\right| \lesssim 3^{-\frac{1}{\alpha}}| | \Omega \frac{1+R}{R} \|_{L^{2}} .
\end{aligned}
$$

Moreover, $L_{12}\left(Z_{\chi_{\nu}}\right)(0)$ does not depend on $\nu$ for $\nu \geq(S(\tau))^{\alpha}$.

The small factor $3^{-1 / \alpha}$ will be used later to absorb $\alpha^{-k}$ for several $k \in Z_{+}$, i.e. $3^{-1 / \alpha} \alpha^{-k} \lesssim_{k} 1$. The estimate of $L_{12}\left(Z_{\chi_{\lambda}}\right)(0)$ follows from (2.202). The proof of the first inequality follows from the idea discussed at the beginning of Section 2.10.2.3 and estimates similar to the Step 1 in the proof of Proposition 2.10.7. Suppose that $\Omega$ has size 1. Using the smallness of $C_{l}, C_{l} S$ (see Remark 2.10.3), Lemma 2.10.4 and Proposition 2.10.7, formally, we get that $C_{l} \rho \Omega$ has size 0 ,
$C_{l} \rho \mathcal{T} \Psi_{\chi}$ has size $\approx 0$ for $\mathcal{T}=\partial_{\beta}, D_{R}$ or $I d, \alpha^{2} D_{R} \chi D_{R} \Psi$ has size $\alpha^{2} \alpha^{-1}=\alpha$ and $D_{R}^{k} \chi \Psi$ has size $\approx 0$. Hence, $Z_{\chi}, \frac{1}{\alpha}\left(L_{12}\left(Z_{\chi}\right)-\chi_{1} L_{12}\left(Z_{\chi}\right)(0)\right)$ have size less than $\alpha, 1$, respectively, which enables us to treat them as perturbation. Moreover, the terms $Z_{1}, Z_{2}$ in $Z_{\chi}$ 2.196 have derivatives whose orders are lower than $D_{R}^{2} \Psi_{\chi}, \partial_{\beta}^{2} \Psi_{\chi}$. The term $Z_{3}=-C_{l} \rho \sin (\beta) \Omega$ in 2.197) does not involve $\Psi$ and its estimate is trivial. These allow us to use induction to establish higher order estimates.

Denote $\Psi_{\chi_{\lambda}, *}=\Psi_{\chi_{\lambda}}-\frac{\sin (2 \beta)}{\alpha \pi}\left(L_{12}(\Omega)+\chi_{1} L_{12}\left(Z_{\chi_{\lambda}}\right)(0)\right)$. To simplify our discussions, we introduce some notations for different elliptic estimates. Recall $\mathcal{H}^{m}$ defined in 2.136) and $\mathcal{H}^{0}=L^{2}\left(\varphi_{1}\right)$. For some weight $\widetilde{W}$, differential operator $\mathcal{T}=D_{\beta}^{j} D_{R}^{i}$ and constant $\mu$, we denote by $\mathcal{P}\left(\widetilde{W}, \mathcal{T}, \mu, \alpha, C_{l}, \Psi, \Omega\right)$ the following elliptic estimate for the solution $\Psi$ of (2.193)

$$
\begin{align*}
& \alpha^{2}\left\|\mathcal{T} D_{R}^{2} \Psi_{\chi_{\lambda}} \widetilde{W}^{\frac{1}{2}}\right\|_{2}+\alpha\left\|\mathcal{T} D_{R} \partial_{\beta} \Psi_{\chi_{\lambda}} \widetilde{W}^{\frac{1}{2}}\right\|_{2}+\left\|\mathcal{T} \partial_{\beta}^{2} \Psi_{\chi_{\lambda}, *} \widetilde{W}^{\frac{1}{2}}\right\|_{2}  \tag{2.217}\\
\lesssim & \left\|D_{R}^{i} \Omega\right\|_{\mathcal{H}^{j}}+\|\Omega\|_{\mathcal{H}^{j}}
\end{align*}
$$

where $\lambda=\mu C_{l}^{-\alpha}$ is the parameter for the cutoff function. We put $D_{R}^{i} \Omega$ in the upper bound since $D_{R}$ commutes with the elliptic operator $\mathcal{L}_{\alpha}$ 2.134), which was observed in [42]. The upper bound controls the $D_{\beta}^{j}$ derivatives of $D_{R}^{i} \Omega$. We simplify $\mathcal{P}\left(\widetilde{W}, \mathcal{T}, \mu, \alpha, C_{l}, \Psi, \Omega\right)$ as $\mathcal{P}(\widetilde{W}, \mathcal{T}, \mu)$.

Recall the weights $\varphi_{i}$ 2.6.2) and the $\mathcal{H}^{3}$ norm (2.136). Denote

$$
\begin{align*}
& \mathcal{P}_{0}=\mathcal{P}\left(\frac{(1+R)^{4}}{R^{4}}, I d, 2^{-3}\right), \mathcal{P}_{1+j}=\mathcal{P}\left(\varphi_{1},\left(D_{R}\right)^{j}, 2^{-4-j]}\right), 0 \leq j \leq 3, \\
& \mathcal{P}_{5+j}=\mathcal{P}\left(\varphi_{2},\left(D_{R}\right)^{j} D_{\beta}, 2^{-8-j}\right), 0 \leq j \leq 2,  \tag{2.218}\\
& \mathcal{P}_{8+j}=\mathcal{P}\left(\varphi_{2},\left(D_{R}\right)^{j} D_{\beta}^{2}, 2^{-11-j}\right), j=0,1, \quad \mathcal{P}_{10}=\mathcal{P}\left(\varphi_{2}, D_{\beta}^{3}, 2^{-13}\right),
\end{align*}
$$

We establish $\mathcal{P}_{i}$ in an increasing order by induction. In other words, we first establish 2.217) for $\mathcal{T}$ being $D_{R}$ derivatives, then for $\mathcal{T}$ including one $D_{\beta}$ derivatives, and so on. Estimate $\mathcal{P}_{0}$ is established in Proposition 2.10.7, and it serves as the base case. This order of estimates has been used in 42]. The support of the cutoff function in $\mathcal{P}_{l}$ satisfies

$$
\begin{equation*}
\chi^{(l)} \equiv 1 \quad \text { in } \quad \operatorname{supp}\left(\chi^{(l+1)}\right) \cup \operatorname{supp}(\Omega), \quad \chi^{(l)} \triangleq \chi_{1}\left(R /\left(2^{-3-l} C_{l}^{-\alpha}\right)\right) \tag{2.219}
\end{equation*}
$$

Hence, to prove $\mathcal{P}_{n}$, we can apply $\mathcal{P}_{l}, l \leq n-1$. The $\mathcal{H}^{3}$ elliptic estimate follows from all $\mathcal{P}_{i}$.

Proof. We demonstrate the ideas in the induction by mainly proving the $L^{2}\left(\varphi_{1}\right)$ elliptic estimate $\mathcal{P}_{1}$. To establish $\mathcal{P}_{n}, n \geq 1$, in step I, we use the $\mathcal{P}_{n}$ version of the elliptic estimates in Proposition 2.8.3 with source term $\Omega+Z_{\chi}$, which can be proved by the argument in [42]. We simplify $\chi^{(n)}$ as $\chi$. In the case of $n=1$, using the $\mathcal{P}_{1}$ elliptic estimates (or the $L^{2}\left(\varphi_{1}\right)$ estimates), we obtain

$$
\begin{align*}
& \alpha^{2}\left\|R^{2} \partial_{R R} \Psi_{\chi_{\lambda}} \varphi_{1}^{1 / 2}\right\|_{L^{2}}+\alpha\left\|R \partial_{R \beta} \Psi_{\chi_{\lambda}} \varphi_{1}^{1 / 2}\right\|_{L^{2}} \\
& +\| \partial_{\beta \beta}\left(\Psi_{\chi_{\lambda}}-(\pi \alpha)^{-1} \sin (2 \beta)\left(L_{12}\left(\Omega_{\chi}+Z_{\chi}\right)\right) \cdot \varphi_{1}^{1 / 2}\left\|_{L^{2}} \lesssim\right\|\left(\Omega_{\chi}+Z_{\chi}\right) \varphi_{1}^{1 / 2} \|_{L^{2}}\right. \tag{2.220}
\end{align*}
$$

In step II, we apply Lemma A.0.4 to the $L_{12}(\cdot)$ terms and the elliptic estimate we have obtained, i.e. $\mathcal{P}_{i}, i \leq n-1$, to control the $Z_{\chi}$ terms. In the case of $n=1, \mathcal{P}_{i}, i \leq n-1$ is $\mathcal{P}_{0}$, which has been established in Proposition 2.10.7. Our goal is to establish

$$
\begin{align*}
\left\|Z_{\chi} \varphi_{1}^{1 / 2}\right\|_{L^{2}} & \lesssim\left\|\Omega \varphi_{1}^{1 / 2}\right\|_{L^{2}}  \tag{2.221}\\
\left\|\partial_{\beta \beta}\left(\frac{\sin (2 \beta)}{\alpha \pi}\left(L_{12}\left(Z_{\chi}\right)-\chi_{1} L_{12}\left(Z_{\chi}\right)(0)\right)\right) \varphi_{1}^{1 / 2}\right\|_{L^{2}} & \lesssim\left\|\Omega \varphi_{1}^{1 / 2}\right\|_{L^{2}}, \tag{2.222}
\end{align*}
$$

in the case of $n=1$, and similar estimates in the case of $n>1$.
Recall $Z_{\chi}=Z_{1}+Z_{2}+Z_{3}$ and (2.197). By triangle inequality, it suffices to establish the above estimates for $Z_{i}$ separately. Note that $Z_{3}$ in 2.197) does not involve $\Psi$ and contains the small factor $C_{l} \rho$ (see (2.224) below). The above estimates (and similar estimates in the case of $n>1$ ) for $Z_{3}$ are straightforward by applying Lemma A.0.4 to estimate the $L_{12}(\cdot)$ term. The above estimates (and similar estimates appeared in the proof of $\mathcal{P}_{n}, n>1$ ) for $Z_{1}, Z_{2}$ are established by the following substeps.

Firstly, $Z_{1}, Z_{2}$ defined in 2.197) only contain the first order derivative $D_{R}, \partial_{\beta}$ of $\Psi_{\chi}$, which are lower order than the leading terms $D_{R}^{2} \Psi_{\chi}, \partial_{\beta}^{2} \Psi_{\chi}$ in 2.196). Hence, we can apply the previous elliptic estimates, e.g., $\mathcal{P}_{0}$ or Proposition 2.10.7 for $n=1$, to estimate the norm of higher order derivatives of $Z_{1}, Z_{2}$ or the norm of $Z_{1}, Z_{2}$ with more singular weight. To estimate the $\Psi$ terms in $Z_{1}, Z_{2}$ that do not involve $D_{R}$ derivative, e.g., $\partial_{\beta} \Psi_{\chi}, \Psi_{\chi}$, we decompose $\Psi_{\chi}$ into

$$
\begin{align*}
& \Psi_{\chi, *} \triangleq \Psi_{\chi}-\frac{\sin (2 \beta)}{\pi \alpha}\left(L_{12}(\Omega)+\chi_{1} L_{12}\left(Z_{\chi}\right)(0)\right) \\
& \Psi_{\chi, 2} \triangleq \frac{\sin (2 \beta)}{\pi \alpha}\left(L_{12}(\Omega)+\chi_{1} L_{12}\left(Z_{\chi}\right)(0)\right) \tag{2.223}
\end{align*}
$$

We apply the elliptic estimates to estimate $\Psi_{\chi, *}$, Lemma A.0.4 and Proposition 2.10 .7 for $L_{12}\left(Z_{\chi}\right)(0)$ to estimate $\Psi_{\chi, 2}$. Formally, compared to $\Omega, \Psi_{\chi, *}$ and $\Psi_{\chi, 2}$ have size $1, \alpha^{-1}$, respectively.

Secondly, $Z_{1}$ and $Z_{2}$ contain small factors. For $Z_{1}$ 2.197, since $\lambda=C C_{l}^{-\alpha}$ for $C \in\left[2^{-13}, 2^{-4}\right]$, in $\operatorname{supp}(\chi)$, we get a small factor

$$
\begin{equation*}
C_{l} \rho \chi \leq \mathbf{1}_{R \leq 2 \lambda} C_{l} \rho \leq C_{l}(2 \lambda)^{1 / \alpha} \leq 8^{-1 / \alpha} \lesssim_{k} \alpha^{k} \tag{2.224}
\end{equation*}
$$

for any $k \in Z_{+}$. For $Z_{2}$ defined in (2.197), the first term in $Z_{2}$ also contains the small factor $C_{l} \rho$, the second and the fourth terms contains a small factor $\alpha^{2}$ and the third term contains $\alpha$. These small factors cancel the factor $\alpha^{-1}$ in $\Psi_{\chi, 2}$ in (2.223). In the case of $n=1$, we estimate typical terms, $C_{l} \rho r^{-1} \partial_{\beta} \Psi_{\chi}, \alpha D_{R} \chi \Psi$, in $Z_{\chi}$ (2.197). Denote

$$
\begin{equation*}
W=\frac{(1+R)^{2}}{R^{2}} \tag{2.225}
\end{equation*}
$$

Recall $\varphi_{1}=(f(\beta) W)^{2}, f(\beta)=\sin (2 \beta)^{-\sigma / 2}, \sigma=\frac{99}{100}$ 2.6.2). Using

$$
\|g(R, \beta) f(\beta)\|_{L^{2}(\beta)} \lesssim\|g(R, \beta)\|_{L^{\infty}(\beta)} \lesssim\left\|\partial_{\beta} g(R, \cdot)\right\|_{L^{2}(\beta)}, \quad g=\partial_{\beta} \Psi_{\chi}, \Psi
$$ $\rho=R^{1 / \alpha}, D_{R} \chi=0$ for $|R| \leq 1$, Proposition 2.10.7 and Lemma A.0.4, we get $\left\|C_{l} \rho r^{-1} \partial_{\beta} \Psi_{\chi} \varphi_{1}^{1 / 2}\right\|_{2} \lesssim \alpha^{4}\left\|\partial_{\beta} \Psi_{\chi} f\right\|_{2} \lesssim \alpha^{4}\left\|\partial_{\beta \beta} \Psi_{\chi}\right\|_{2} \lesssim \alpha^{3}\|\Omega W\|_{2} \lesssim \alpha^{3}\left\|\Omega \varphi_{1}^{1 / 2}\right\|_{L^{2}}$, $\left\|\alpha D_{R} \chi \Psi \varphi_{1}^{1 / 2}\right\|_{2} \lesssim \alpha\left\|D_{R} \chi \Psi f\right\|_{2} \lesssim \alpha\left\|D_{R} \chi \partial_{\beta} \Psi\right\|_{2} \lesssim \alpha \cdot \alpha^{-1}\|\Omega W\|_{2} \lesssim\left\|\Omega \varphi_{1}^{1 / 2}\right\|_{L^{2}}$, where we have used 2.219) with $l=0$ so that we can apply Proposition 2.10.7 to estimate $D_{R} \chi \partial_{\beta} \Psi$. Other terms in $Z_{\chi}$ can be estimated similarly. We prove (2.221). Estimates similar to (2.221) in the case of $n>1$ are proved similarly.

Thirdly, we consider 2.222 and similar estimates appeared in the proof of $\mathcal{P}_{n}$ with $n>1$, which are more difficult to prove since they contain $\alpha^{-1}$. Recall $\varphi_{1}, \varphi_{2}$ in (2.78) and $W$ in (2.225). Using Lemma A.0.4 and A.12) in its proof, for any $p, l \geq 0$ and $q=1,2$, we obtain

$$
\begin{align*}
& \left\|D_{\beta}^{p} D_{R}^{l} \partial_{\beta}^{2} \frac{\sin (2 \beta)}{\pi \alpha}\left(L_{12}\left(Z_{1}+Z_{2}\right)-\chi_{1} L_{12}\left(Z_{1}+Z_{2}\right)(0)\right) \varphi_{q}^{1 / 2}\right\|_{2} \\
\lesssim & \alpha^{-1} \sum_{i \leq \max (l-1,0)}\left\|D_{R}^{i}\left(Z_{1}+Z_{2}\right) W\right\|_{2} \tag{2.226}
\end{align*}
$$

We need to further estimate the right hand side. The most difficult term in $Z_{1}, Z_{2}(2.196),(2.197)$ is $\alpha D_{R} \chi \Psi$, since other terms contain smaller factors
$\alpha^{2}, C_{l} \rho$ and their weighted Sobolev norm can be bounded by $\alpha\left(\left\|D_{R}^{l} \Omega\right\|_{\mathcal{H}^{p}}+\right.$ $\|\Omega\|_{\mathcal{H}^{p}}$ ) using the same argument as that in Step 2. Formally, $\alpha \Psi$ has size 1 compared to $\Omega$. Exploiting the factor $D_{R} \chi$, we show that $\alpha D_{R} \chi \Psi$ has size $\alpha$.

To estimate $\alpha D_{R}^{i}\left(D_{R} \chi \Psi\right)$, we have two types of terms $I_{1} \triangleq \alpha D_{R}^{i+1} \chi \Psi$ and $I_{j, m} \triangleq \alpha D_{R}^{j} \chi D_{R}^{m} \Psi$ with $j, m \geq 1$ and $j+m=i+1$. Note that $\left|\log \left(C_{l} \lambda^{1 / \alpha}\right)\right| \lesssim$ $\alpha^{-1}, S \lambda^{-1 / \alpha} \leq 2^{13 / \alpha} C_{l} S \lesssim \alpha$. Applying Lemma 2.10.4 with $M=\lambda$ to $D_{R}^{i+1} \chi \Psi$, we get

$$
\begin{equation*}
\left\|\alpha D_{R}^{i+1} \chi \Psi W\right\|_{2} \lesssim\left\|\alpha D_{R}^{i+1} \chi \Psi\right\|_{2} \lesssim \alpha\|\Omega\|_{2} . \tag{2.227}
\end{equation*}
$$

When $i=0$, we do not have $I_{j, m}$. Recall $i \leq \max (l-1,0)$ in the summation in (2.226). Thus, in the case of $n=1$, combining (2.226) and (2.227) implies (2.222). The same argument applies to the case of $l \leq 1$.

It remains to estimate $I_{j, m}$ with $j, m \geq 1$, in the case of $l \geq 2$. Recall $L_{12}(\cdot)$ from (2.31), $\Psi_{\chi, 2}$ from 2.223) and $\chi=\chi^{(n)}$. Since $\operatorname{supp}\left(D_{R}^{j} \chi\right)=\left\{\lambda_{n} \leq R \leq\right.$ $\left.2 \lambda_{n}\right\}$ is away from $\operatorname{supp}(\Omega) \cup \operatorname{supp}\left(\chi_{1}\right) \subset\left\{R \leq S^{\alpha}\right\}($ see 2.219$)$, we get

$$
\begin{aligned}
& D_{R}^{j} \chi D_{R}^{m} \Psi_{\chi^{(m), 2}} \\
= & D_{R}^{j} \chi \cdot \frac{\sin (2 \beta)}{\pi \alpha}\left(-\int_{0}^{\pi / 2} D_{R}^{m-1} \Omega(R, \beta) \sin (2 \beta) d \beta+D_{R}^{m} \chi_{1} L_{12}\left(Z_{\chi^{(m)}}\right)(0)\right)=0 .
\end{aligned}
$$

Thus, we can subtract the singular term from $D_{R}^{j} \chi D_{R}^{m} \Psi$

$$
\begin{equation*}
D_{R}^{j} \chi D_{R}^{m} \Psi=D_{R}^{j} \chi D_{R}^{m}\left(\Psi-\Psi_{\chi^{(m), 2}}\right) \tag{2.228}
\end{equation*}
$$

Formally, compared to $\Omega, D_{R}^{j} \chi D_{R}^{m} \Psi$ has size 1. In the summation in (2.226), we have $i \leq l-1$. Since $j+m=i+1$ and $j \geq 1$, we get $m=i+1-j \leq l-1$. By definition 2.218), the weighted $D_{\beta}^{p} D_{R}^{l}$ elliptic estimates appear in $\mathcal{P}_{n}$, if $n \geq l$ and $l \leq 3$. Thus, using the elliptic estimate $\mathcal{P}_{m}(m \leq l-1 \leq n-1)$ in the induction hypothesis, i.e. $\mathcal{T}=D_{R}^{m}, \tilde{W}=\varphi_{1}$ in (2.217), we yield

$$
\begin{align*}
\left\|\alpha D_{R}^{j} \chi D_{R}^{m}\left(\Psi-\Psi_{\chi^{(m)}, 2}\right) W\right\|_{2} & \lesssim \alpha\left\|D_{R}^{m}\left(\Psi_{\chi^{(m)}}-\Psi_{\chi^{(m)}, 2}\right) W\right\|_{2}  \tag{2.229}\\
& \lesssim \alpha\left(\left\|D_{R}^{m} \Omega\right\|_{\mathcal{H}^{0}}+\|\Omega\|_{\mathcal{H}^{0}}\right)
\end{align*}
$$

where $\mathcal{H}^{0}=L^{2}\left(\varphi_{1}\right)$. Combining (2.226)-(2.229), we establish the $\mathcal{P}_{n}$ version of (2.222) for $Z_{1}+Z_{2}$.

Therefore, combining (2.220)-2.222), we obtain the $L^{2}\left(\varphi_{1}\right)$ elliptic estimate, i.e. $\mathcal{P}_{1}$. Repeating this argument, we can obtain the $\mathcal{P}_{l}, 2 \leq l \leq 10$ and $\mathcal{H}^{3}$ elliptic estimates.

Note that the assumption on $\lambda, C_{l}, S$, i.e. $C_{l} S<\alpha \cdot\left(2^{13}\right)^{-1 / \alpha-1}$, implies $\lambda \geq S^{\alpha}$ and

$$
4^{-1 / \alpha} \alpha^{-1} \lesssim 3^{-1 / \alpha}, \quad\left(8^{1 / \alpha} C_{l} S\right)^{1 / 2} \leq\left(\left(2^{10}\right)^{-1 / \alpha}\right)^{1 / 2} \leq 3^{-1 / \alpha}
$$

Since the estimate 2.202 in Proposition 2.10 .7 does not depend on $\lambda$ as long as $\lambda \geq(S(\tau))^{\alpha}$, using 2.202 and the above calculation, we establish the desired estimate on $L_{12}\left(Z_{\chi_{\lambda}}\right)(0)$.
Remark 2.10.10. The term $D_{R}^{j} \chi D_{R}^{m} \Psi$ can also be estimated using an argument similar to that in the Step 2 of the proof of Proposition 2.10.7. We find the above approach simpler.

Recall $\bar{\Omega}$ in (2.44). We have a result similar to Proposition 2.8.8.
Proposition 2.10.11. Let $\bar{\Psi}_{0}(t)$ be the solution of (2.192) with source term $\bar{\Omega}_{0}=\bar{\Omega} \chi(R / \nu)$. If $\alpha<\alpha_{2}(2.201), \lambda=2^{-13} C_{l}^{-\alpha}, C_{l} S<\alpha\left(2^{13}\right)^{-1 / \alpha-1}, 2 \nu<\lambda$, then we have

$$
\begin{aligned}
& \alpha\left\|\frac{1+R}{R} D_{R}^{2} \bar{\Psi}_{0, \chi_{\lambda}}\right\|_{\mathcal{W}^{5, \infty}}+\alpha\left\|\frac{1+R}{R} R \partial_{R \beta} \bar{\Psi}_{0, \chi_{\lambda}}\right\|_{\mathcal{W}^{5}, \infty} \\
& +\left\|\frac{1+R}{R} \partial_{\beta \beta}\left(\bar{\Psi}_{0, \chi_{\lambda}}-\frac{\sin (2 \beta)}{\alpha \pi}\left(L_{12}\left(\bar{\Omega}_{0}\right)+\chi_{1} L_{12}\left(\bar{Z}_{\chi_{\lambda}}\right)(0)\right)\right)\right\|_{\mathcal{W}^{5, \infty}} \lesssim \alpha, \\
& \left|L_{12}\left(\bar{Z}_{\chi_{\lambda}}\right)(0)\right| \lesssim 3^{-\frac{1}{\alpha}},
\end{aligned}
$$

where $\bar{Z}_{\chi_{\lambda}}$ associated to $\bar{\Psi}_{0}$ is defined in 2.196), 2.197). Moreover, $L_{12}\left(\bar{Z}_{\chi_{\mu}}\right)(0)$ does not depend on $\mu$ for $\mu \geq(S(\tau))^{\alpha}$ and enjoys the above estimate for $L_{12}\left(\bar{Z}_{\chi \lambda}\right)$.

Remark 2.10.12. Although $\bar{\Omega}_{0}=\bar{\Omega} \chi_{\nu}$ is time-independent, the equation 2.179 is not and $\bar{\Psi}_{0}(t)$ depends on how we rescale the space. The factor $2 \nu$ is the support size of $\bar{\Omega}_{0}$. We impose $\lambda>2 \nu$ so that $\chi_{\lambda}=1$ in the support of $\bar{\Omega}_{0}$.

The proof follows from the argument in the proof of Propositions 2.8.8, 2.10.7 and 2.10.9

### 2.10.3 Nonlinear stability

We apply the nonlinear stability analysis of the 2D Boussinesq equations to prove Theorem 2.2. In Section 2.10.3.1, we impose the bootstrap assumption on the support size. In Section 2.10.3.2, we construct the approximate steady state and impose the normalization conditions, which are small perturbations to those in the 2D Boussinesq. In Section 2.10.3.3, we estimate the terms
in the 3D Euler 2.188 that are different from the 2D Boussinesq 2.42. These terms contain factors that are much smaller than $\alpha$ and we treat them as perturbations. In Section 2.10.3.4, we generalize the nonlinear stability estimates in the 2D Boussinesq to the 3D Euler. In Section 2.10.3.5, we use the ideas described in Section 2.2.3.1 to control the growth of the support. In Section 2.10.3.6, we prove finite time blowup.

### 2.10.3.1 Bootstrap assumption on the support size

Recall $\alpha_{2}$ defined in 2.201) in Lemma 2.10.6. We first require $\alpha<\alpha_{2}$. We impose the first bootstrap assumption: for $t \geq 0$, we have

$$
\begin{equation*}
C_{l}(t) \max (S(t), S(0))<\alpha \cdot\left(2^{13}\right)^{-\frac{1}{\alpha}-1} \triangleq K(\alpha) \tag{2.230}
\end{equation*}
$$

Under the above Bootstrap assumption, the support of $\omega, \theta$ in $D_{1}$ does not touch the symmetry axis and $z= \pm 1$, and the assumption in Proposition 2.10 .9 is satisfied. We will choose $C_{l}(0)$ at the final step, which guarantees the smallness in 2.230.

### 2.10.3.2 Approximate steady state and the normalization condition

Since the rescaled domain $\tilde{D}_{1}$ (2.191) is bounded, we construct approximate steady state with bounded support. We localize $\bar{\Omega}, \bar{\theta}$ defined in (2.44) to construct the approximate steady state for (2.188)

$$
\begin{equation*}
\bar{\Omega}_{0} \triangleq \chi_{\nu} \bar{\Omega}, \quad \bar{\theta}_{0} \triangleq \chi_{\nu} \bar{\theta}=\chi_{\nu}(1+x J(\bar{\eta})) \tag{2.231}
\end{equation*}
$$

where $\chi_{\nu}=\chi_{1}(R / \nu)$ and we have applied the integral operator $J(f)$ in Lemma A.0.11. We can choose $\chi_{1}=\tilde{\chi}_{1}^{2}$ for another smooth cutoff function $\tilde{\chi}_{1}$ such that $\chi_{1}^{1 / 2}=\tilde{\chi}_{1}$ is smooth. We use $\bar{\omega}_{0}$ to denote $\bar{\Omega}_{0}$ in the $(x, y)$ coordinates. Clearly, the support size of $\bar{\Omega}_{0}, \bar{\theta}_{0}$ is $2 \nu$. Using the computation in A.44, we have

$$
\begin{align*}
& \bar{\eta}_{0}=\partial_{x}\left(\chi_{\nu} \bar{\theta}\right)=\alpha \cos ^{2}(\beta) D_{R} \chi_{\nu} \cdot J(\bar{\eta})+\alpha \cos (\beta) r^{-1} D_{R} \chi_{\nu}+\chi_{\nu} \bar{\eta} \\
& \bar{\xi}_{0}(R, \beta)=\partial_{y}\left(\chi_{\nu} \bar{\theta}\right)=\alpha \sin (\beta) \cos (\beta) D_{R} \chi_{\nu} \cdot J(\bar{\eta})+\alpha \sin (\beta) r^{-1} D_{R} \chi_{\nu}+\chi_{\nu} \bar{\xi} \tag{2.232}
\end{align*}
$$

Let $\bar{\Psi}_{0}(t)$ be the solution of 2.196 with source term $\bar{\Omega}_{0}$. Applying Lemma A.0.11 and the analysis in its proof, we know that $\bar{\Omega}_{0}, \bar{\eta}_{0}, \bar{\xi}_{0}$ enjoys the same estimates as that of $\bar{\Omega}, \bar{\eta}, \bar{\xi}$ in Lemmas A.0.6 and A.0.8.

We need to adjust the time-dependent normalization condition for $c_{\omega}(t), c_{l}(t)$. Firstly, we choose the time-dependent cutoff radial $\lambda(t)=2^{-13}\left(C_{l}(t)\right)^{-\alpha}$ according to Proposition 2.10.9.

Define $\bar{Z}_{\chi_{\lambda(0)}}(t)$ according to (2.197), or equivalently (2.198), with $\Psi=\bar{\Psi}_{0}(t)$, $\Omega=\bar{\Omega}_{0}$ and $\chi=\chi_{\lambda(0)}$. It does not depend on the cutoff radial if $\lambda(0) \geq(2 \nu)^{\alpha}$, where $2 \nu$ is the size of support of $\bar{\Omega}_{0}$. We use the following conditions

$$
\begin{align*}
\bar{c}_{\omega}(t) & =-1-\frac{2}{\pi \alpha} L_{12}\left(\bar{\Omega}_{0}-\bar{\Omega}+\bar{Z}_{\chi_{\lambda(0)}}\right)(0) \\
\bar{c}_{l}(t) & =\frac{1}{\alpha}+3-\frac{1-\alpha}{\alpha} \frac{2}{\pi \alpha} L_{12}\left(\bar{\Omega}_{0}-\bar{\Omega}+\bar{Z}_{\chi_{\lambda(0)}}\right)(0) . \tag{2.233}
\end{align*}
$$

We remark that $\bar{c}_{\omega}(t), \bar{c}_{l}(t)$ is time-dependent. Without the $Z$ term, the above conditions for $\bar{c}_{\omega}, \bar{c}_{l}$ are the same as that in (2.44) with a correction due to the difference between the profiles $(\bar{\Omega}, \bar{\eta})$ in (2.44) and $\bar{\Omega}_{0}, \bar{\eta}_{0}$ in 2.231)-2.232). For this difference, we use (2.47) to correct $\bar{c}_{\omega}, \bar{c}_{l}$.

For any perturbation $\Omega(t)$, we use the following conditions for $c_{\omega}(t), c_{l}(t)$

$$
\begin{equation*}
c_{\omega}(t)=-\frac{2}{\pi \alpha} L_{12}\left(\Omega(t)+Z_{\chi_{\lambda(t)}}(t)\right)(0), \quad c_{l}(t)=\frac{1-\alpha}{\alpha} c_{\omega}(t) . \tag{2.234}
\end{equation*}
$$

Without the $Z$ term, the above conditions for $c_{\omega}(t), c_{l}(t)$ are the same as that in (2.47).

We add the $Z$ terms in (2.233), (2.234) since the behavior of $\Psi$, which is the solution of 2.192), is characterized by $L_{12}\left(\Omega+Z_{\chi}\right)(0)$ for $R$ close to 0 according to the elliptic estimate in Proposition 2.10.9. For the 2D Boussinesq equation, we use $L_{12}(\Omega)(0)$ to determine $c_{\omega}, c_{l}$ since it also characterizes the behavior of $\Psi$ near $R=0$ according to Proposition 2.8.3.

We choose the above conditions so that the error of the approximate steady state vanishes quadratically in $R$ near $R=0$ and that the update of $\Omega(t), \eta(t)$ $\left(\omega, \theta_{x}\right)$ in equation 2.188) also vanishes quadratically in $R$ near $R=0$ if the initial perturbation $\Omega(\cdot, 0), \eta(\cdot, 0)\left(\theta_{x}(0)\right)$ vanishes quadratically. We also determine $\bar{c}_{\omega}, \bar{c}_{l}$ in (2.44) and $c_{\omega}, c_{l}$ in (2.47) based on this principle.

Remark 2.10.13. We will choose $\nu$ to be very large, relative to $\alpha^{-1}$. Therefore, we treat $\bar{\Omega}_{0} \approx \bar{\Omega}, \bar{\theta}_{0} \approx \bar{\theta}$. Due to the small factor $3^{-1 / \alpha}$ in Propositions 2.10.9, 2.10.11, we treat $L_{12}\left(Z_{\chi}\right)(0), L_{12}\left(\bar{Z}_{\chi}\right)(0) \approx 0$. From Remark 2.10 .3 and the bootstrap assumption 2.230), we also have $C_{l} \approx 0, C_{l} S \approx 0, r \approx 1$. We treat the error terms in these approximations as perturbation.

### 2.10.3.3 Estimate of the lower order terms

The equations (2.188) are slightly different from (2.42 for the Boussinesq systems. We show how to estimate their differences. Suppose that $\omega(t), \theta(t)$ are the perturbations and the support size of $\bar{\omega}_{0}+\omega(t), \bar{\theta}_{0}+\theta(t)$ is $S(t)$.

Assume that the bootstrap assumption (2.230) holds true. For the term $\frac{1-r^{4}}{r^{4}} \theta_{x}$, within the support of $\omega, \theta$, we have $\rho \leq S(t), r=1-C_{l} \rho \sin (\beta) \in[3 / 4,1]$. We get

$$
\begin{equation*}
\left|\frac{1-r^{4}}{r^{4}}\right| \lesssim 1-r \leq C_{l} \rho \leq C_{l} S(t)<\alpha\left(2^{13}\right)^{-1 / \alpha-1} \tag{2.235}
\end{equation*}
$$

which is extremely small compared to $\alpha$. Since $\rho=R^{1 / \alpha}$, the factor $C_{l} \rho, 1-r^{4}$ vanish high order in $R$ near $R=0$. Hence, $\frac{1-r^{4}}{r^{4}} \theta_{x}$ is a smooth (near $R=0$ ) small error term.

For the term $\frac{1}{r} C_{l} \psi$ in $u=-\psi_{y}+\frac{1}{r} C_{l} \psi$ defined in 2.188). Under the $(R, \beta)$ coordinates, it becomes $\frac{C_{C} \rho}{r}(\rho \Psi(R, \beta))$. Compared to $-\psi_{y}=-\left(\rho^{2} \Psi\right)_{y}$ in (2.25), $\frac{C_{l} \rho}{r}(\rho \Psi(R, \beta))$ vanishes on $\beta=0, \pi / 2$ and contains a small smooth factor $C_{l} \rho=C_{l} R^{1 / \alpha}$ within the support of $\omega, \theta$.

The last difference is the elliptic estimate between Propositions 2.8.3 and 2.10.9. Notice that in 2.188), we only use $\Psi(R, \beta)$ for $(R, \beta)$ within the support of $\omega, \theta$. We have $\Psi_{\chi_{\lambda(t)}}(R, \beta)=\Psi(R, \beta)$ for $\lambda(t)=2^{-13} C_{l}^{-\alpha}, R \leq S(t)$. Finally, $\chi_{1} L_{12}\left(Z_{\chi_{\lambda(t)}}\right)(0)$ in Proposition 2.10 .9 only affects the equation near $R=0$. Since $\frac{1+R}{R} \bar{\Omega} \in L^{2}$, using the estimate in Proposition 2.10.9, we get

$$
\begin{align*}
& \left|L_{12}\left(\bar{Z}_{\chi_{\lambda(0)}}\right)(0)\right|=\left|L_{12}\left(\bar{Z}_{\chi_{\lambda(t)}}\right)(0)\right| \lesssim \alpha 3^{-1 / \alpha} \\
& \left|L_{12}\left(Z_{\chi_{\lambda(t)}}\right)(0)\right| \lesssim 3^{-1 / \alpha}\left\|\frac{1+R}{R} \Omega\right\|_{L^{2}} \tag{2.236}
\end{align*}
$$

where we have used $\lambda(t) \geq(S(t))^{\alpha}$ due to 2.230 to obtain the first identity, and used (2.44), (2.231) and $\left\|\frac{1+R}{R} \bar{\Omega}_{0}\right\|_{L^{2}} \lesssim \alpha$ to obtain the first inequality. The terms in (2.236) are treated as small terms with amplitude close to 0 .

Using the argument in Section 2.9, we can estimate these lower order terms in $\mathcal{H}^{3}, \mathcal{H}^{3}(\psi)$ or $\mathcal{C}^{1}$ norm accordingly and obtain a small constant in the estimate bounded by $C\left(1+\alpha^{-\kappa}\right)\left(3^{-1 / \alpha}+C_{l} S\right)$, where $\kappa, C>0$ are some absolute constant.

### 2.10.3.4 Nonlinear stability

Notice that the domain $\tilde{D}_{1}(2.191)$ of the dynamic rescaling equation is bounded and is different from $\mathbb{R}_{2}^{+}$. We cannot apply directly the estimates in Sections
$2.6-2.9$ because in these estimates, we linearize the equations around $\bar{\Omega}, \bar{\eta}, \bar{\xi}$ which are defined globally.

We consider the system of $\theta_{x}, \theta_{y}, \omega$ obtained from (2.188) and then linearize it around the approximate steady state $\bar{\Omega}_{0}, \bar{\eta}_{0}, \bar{\xi}_{0}, \bar{c}_{\omega}, \bar{c}_{l}$ constructed in Section 2.10.3.2 to obtain a system similar to (2.52- 2.54 for the perturbation $(\Omega, \eta, \xi)$ with $\bar{\Omega}, \bar{\eta}, \bar{\xi}, \frac{3}{1+R}\left(=\frac{2}{\pi \alpha} L_{12}(\bar{\Omega})\right)$ replaced by $\bar{\Omega}_{0}, \bar{\eta}_{0}, \bar{\xi}_{0}, \frac{2}{\pi \alpha} L_{12}\left(\bar{\Omega}_{0}\right)$. We also put the lower order terms discussed in Section 2.10.3.3 into the remaining terms $\mathcal{R}_{\Omega}, \mathcal{R}_{\eta}, \mathcal{R}_{\xi}$.

According to Lemma A.0.11, we know that $\bar{\Omega}_{0}, \bar{\eta}_{0}, \bar{\xi}_{0}$ converges to $\bar{\Omega}, \bar{\eta}, \bar{\xi}$ in the $\mathcal{H}^{3}, \mathcal{H}^{3}(\psi)$ norm as $\nu \rightarrow \infty(\nu$ is the cutoff radial in (2.231). Moreover, we can easily generalize the $\mathcal{H}^{3}, \mathcal{H}^{3}(\psi)$ convergence to the higher order convergence. We choose the same weights and the same energy norm as that in Section 2.6-2.9. Then for sufficient large $\nu$, due to these convergence results, under the bootstrap assumption 2.230, we can obtain the following $\mathcal{H}^{3}, \mathcal{H}^{3}(\psi)$ estimates similar to that in Corollary 2.7.3

$$
\frac{1}{2} \frac{d}{d t} E_{3}^{2}(\Omega, \eta, \xi) \leq\left(-\frac{1}{13}+C \alpha\right) E_{3}^{2}+\mathcal{R}_{3}
$$

where $E_{3}, \mathcal{R}_{3}$ are defined in 2.115 . We have a slightly weaker estimate $\left(\frac{1}{13}<\right.$ $\left.\frac{1}{12}\right)$ due to the small difference between $\left(\bar{\Omega}_{0}, \bar{\eta}_{0}, \bar{\xi}_{0}\right)$ and $(\bar{\Omega}, \bar{\eta}, \bar{\xi})$.
Remark 2.10.14. The choice of $\nu$ is independent of $C_{l}(0)$. We will choose initial data with the size of the support $S(0) \geq 2 \nu$. Though $S(0)>\nu$ is large, we choose $C_{l}(0)$ small enough at the final step and verify 2.230 .

Recall the equation (2.121) for the 2D Boussinesq equation in the $\mathcal{C}^{1}$ estimate of $\xi$. The damping part in (2.121) is $\left(-2-\frac{3}{1+R}\right) \xi$. For the 3D Euler equation, it is replaced by $\left(-2-\frac{2}{\pi \alpha} L_{12}\left(\bar{\Omega}_{0}\right)\right) \xi$. For sufficient large $\nu$, using the convergence results, we can obtain estimates similar to (2.123), 2.126), 2.127) with slightly larger constants, e.g., $-2,3$ are replaced by $-2+\frac{1}{100}, 3+\frac{1}{100}$.

There exists a large absolute constant $\nu_{0}$, such that for $\nu>\nu_{0}, \nu$ satisfies the above requirements, and we have

$$
\begin{equation*}
\left|\frac{2}{\pi \alpha} L_{12}\left(\bar{\Omega}-\bar{\Omega}_{0}\right)(0)\right| \leq \frac{1}{100} . \tag{2.237}
\end{equation*}
$$

To estimate the $\mathcal{H}^{3}$ norm of $\mathcal{R}_{\Omega}, \mathcal{R}_{\eta}$ and $\mathcal{H}^{3}(\psi), \mathcal{C}^{1}$ norms of $\mathcal{R}_{\xi}$, we apply the estimates in Section 2.9 and the argument in Section 2.10.3.3. Therefore,
for $\nu>\nu_{0}$, under the bootstrap assumption, we obtain the following nonlinear estimate for compactly supported perturbations $\Omega(t), \eta(t), \xi(t)$ around $\left(\bar{\Omega}_{0}, \bar{\eta}_{0}, \bar{\xi}_{0}\right)$, which is similar to (2.171),

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} E^{2}(\Omega, \eta, \xi) \leq & -\frac{1}{13} E^{2}+C\left(\alpha^{1 / 2} E^{2}+\alpha^{-3 / 2} E^{3}+\alpha^{2} E\right)  \tag{2.238}\\
& +C\left(\alpha, C_{l}(t), S(t)\right)\left(E^{2}+E+E^{3}\right)
\end{align*}
$$

where the energy $E$ is defined in 2.170). The last term is from the estimates of the lower order terms discussed in Section 2.10.3.3, e.g., $\frac{1-r^{4}}{r^{4}} \theta_{x}, \frac{1}{r} C_{l} \psi$, and $\left.C\left(\alpha, C_{l}(t), S(t)\right)=C\left(1+\alpha^{-\kappa}\right)\left(3^{-1 / \alpha}+C_{l}(t) S(t)\right)\right)$, for some universal constant $C$. Under the bootstrap assumption 2.230, we further obtain

$$
\begin{equation*}
C\left(\alpha, C_{l}(t), S(t)\right) \lesssim\left(1+\alpha^{-\kappa}\right) 3^{-1 / \alpha} \lesssim \alpha^{3} . \tag{2.239}
\end{equation*}
$$

Combining (2.238), 2.239), we obtain that there exist $\alpha_{3}$ with $0<\alpha_{3}<\alpha_{2}\left(\alpha_{2}\right.$ is the constant in (2.201) in Lemma 2.10.6) and an absolute constant $\tilde{K}>0$, such that if $E(\Omega(0), \eta(0), \xi(0))<\tilde{K} \alpha^{2}$, under the bootstrap assumption 2.230. we have

$$
\begin{equation*}
E(\Omega(t), \eta(t), \xi(t))<\tilde{K} \alpha^{2} \tag{2.240}
\end{equation*}
$$

Recall $c_{\omega}, c_{l}, \bar{c}_{\omega}, \bar{c}_{l}$ defined in (2.233), (2.234). Using (2.236), (2.237), $\left|L_{12}(\Omega)(0)\right| \lesssim$ $\|\Omega\|_{\mathcal{H}^{3}} \lesssim E \lesssim \alpha^{2}$, we obtain $\left|c_{\omega}+\bar{c}_{\omega}+1\right|<\frac{1}{100}+C 3^{-1 / \alpha}+C \alpha, \quad c_{l}+\bar{c}_{l}>\frac{1}{\alpha}+3-\frac{1}{100 \alpha}-C 3^{-1 / \alpha} \alpha^{-1}-C$.

We further choose $\alpha_{4}$ with $0<\alpha_{4}<\alpha_{3}$, such that for $\alpha<\alpha_{4}$,

$$
\begin{equation*}
-\frac{3}{2}<c_{\omega}+\bar{c}_{\omega}<-\frac{1}{2}, \quad c_{l}+\bar{c}_{l}>\frac{3}{4 \alpha} . \tag{2.241}
\end{equation*}
$$

### 2.10.3.5 Growth of the support

Recall Definition 2.10 .2 of $S(\tau)$. Finally, we use the idea in Section 2.2.3.1 to estimate the growth of the support $S(\tau)$ of the solutions $\omega+\bar{\omega}_{0}, \theta+\bar{\theta}_{0}$. Denote

$$
\widehat{\mathbf{u}}(t)=\mathbf{u}(t)+\overline{\mathbf{u}}(t), \widehat{\Psi}(t)=\Psi(t)+\bar{\Psi}_{0}(t), \widehat{c}_{l}(t)=c_{l}(t)+\bar{c}_{l}
$$

Applying (2.24)-2.25) and (2.27) to $\widehat{\Psi}$, we can rewrite the transport term $\widehat{\mathbf{u}} \cdot \nabla$ in 2.188) as

$$
\begin{aligned}
\widehat{\mathbf{u}} \cdot \nabla & =\left(-\partial_{y} \widehat{\psi}+C_{l} r^{-1} \widehat{\psi}\right) \partial_{x}+\partial_{x} \widehat{\psi} \partial_{y} \\
& =\left(\frac{\alpha C_{l} \rho \cos (\beta)}{r} R \widehat{\Psi}-\alpha R \partial_{\beta} \widehat{\Psi}\right) \partial_{R}+\left(2 \widehat{\Psi}+\alpha R \partial_{R} \widehat{\Psi}-\frac{C_{l} \rho \sin (\beta)}{r} \widehat{\Psi}\right) \partial_{\beta}
\end{aligned}
$$

where $\rho=R^{1 / \alpha}, r=1-C_{l} \rho \sin (\beta)$. The above formula is different from 2.27) due to the extra term $C_{l} r^{-1} \widehat{\psi} \partial_{x}$. Notice that $\widehat{c}_{l} \mathbf{x} \cdot \nabla$ becomes $\alpha \widehat{c}_{l} R \partial_{R}$ under the $(R, \beta)$ coordinates. For a point which is inside the support of $\omega+\bar{\omega}, \theta+\bar{\theta}$ and has coordinates $(R(t)),(\beta(t))$, its trajectory under the flow $\left(\widehat{c}_{l} \mathbf{x}+\widehat{\mathbf{u}}\right) \cdot \nabla$ is governed by

$$
\begin{align*}
\frac{d}{d t} R(t)= & \alpha \widehat{c}_{l} R(t)+\frac{\alpha C_{l}(t) \rho(t) \cos (\beta(t))}{r(t)} R(t) \widehat{\Psi}(R(t), \beta(t))  \tag{2.242}\\
& -\alpha R(t) \partial_{\beta} \widehat{\Psi}(R(t), \beta(t))
\end{align*}
$$

where the relation between $\widehat{c}_{l}(t), C_{l}(t)$ is given in 2.187).
Lemma 2.10.15. Under the assumption of Propositions 2.10.9, 2.10.11 and that $\Omega \in \mathcal{H}^{3}$, for $R \leq S(t)$, we have

$$
\begin{aligned}
&\left|\left(1+R^{1 / 3}\right) \widehat{\Psi}(R, \beta)\right|+\left|\left(1+R^{1 / 3}\right) \partial_{\beta} \widehat{\Psi}(R, \beta)\right| \\
& \lesssim \alpha^{-1}| | \Omega \|_{\mathcal{H}^{2}}+1 \lesssim \alpha^{-1} E(\Omega(t), \eta(t), \xi(t))+1
\end{aligned}
$$

Recall the weights $\varphi_{i}$ in Definition 2.6 .2 for the $\mathcal{H}^{3}$ norm 2.136). Denote by $\tilde{\mathcal{H}}^{3}$ the modified $\mathcal{H}^{3}$ space with radial weight $\frac{(1+R)^{2}}{R^{2}}$ in the $\mathcal{H}^{3}$ space replaced by $\frac{1+R}{R}$. The $\tilde{\mathcal{H}}^{3}$ version of the elliptic estimates in Proposition 2.10 .9 can be obtained by the same argument. Since $\bar{\Omega}_{0}+\Omega$ is in $\tilde{\mathcal{H}}^{3}$ space ( $\bar{\Omega}_{0}$ vanishes linearly near $R=0$ ), applying the $\tilde{\mathcal{H}}^{3}$ elliptic estimate to $\widehat{\Psi}-\widehat{\Psi}_{2}$ and $L_{12}\left(Z_{\chi}\right)(0)$, where $\widehat{\Psi}_{2}=\frac{\sin (2 \beta)}{\pi \alpha}\left(L_{12}(\Omega)+\chi_{1} L_{12}\left(Z_{\chi}\right)(0)\right)$, and Lemma A.0.4 to $\widehat{\Psi}_{2}$, we obtain

$$
\left\|\partial_{\beta \beta} \widehat{\Psi}\right\|_{\tilde{\mathcal{H}}^{3}} \lesssim \alpha^{-1}\left\|\Omega+\bar{\Omega}_{0}\right\|_{\tilde{\mathcal{H}}^{3}} \lesssim \alpha^{-1}\|\Omega\|_{\mathcal{H}^{3}}+1 \lesssim \alpha^{-1} E(\Omega(t), \eta(t), \xi(t))+1
$$

Applying the argument in the proof of Lemma 2.8.10, we establish the decay estimate.

Now we assume that the initial data satisfies $E(\Omega(0), \eta(0), \xi(0))<\tilde{K} \alpha^{2}$. Under the bootstrap assumption (2.230), we have $a$ priori estimates 2.240, 2.241).

Plugging the bootstrap assumption 2.230, 2.240 and Lemma 2.10.15 in 2.242, we derive

$$
\frac{d}{d t} R(t) \leq \alpha \widehat{c}_{l} R(t)+C \alpha\left(\alpha^{-1} E+1\right) R(t)^{2 / 3} \leq \alpha \widehat{c}_{l} R(t)+C \alpha R(t)^{2 / 3}
$$

where we have used $C_{l}(t) \rho(t) \leq C_{l}(t) S(t) \lesssim 1, r^{-1} \lesssim 1$. From the formula of $C_{l}(t)$, we know $\frac{d}{d t} C_{l}(t)=-\widehat{c}_{l}(t) C_{l}(t)$. Multiplying $C_{l}^{\alpha}(t)$ on both sides, we get

$$
\frac{d}{d t} C_{l}^{\alpha} R(t) \leq C \alpha C_{l}^{\alpha} R^{2 / 3}(t)=C \alpha\left(C_{l}^{\alpha} R\right)^{2 / 3} C_{l}(t)^{\alpha / 3}
$$

From the $a$ priori estimate (2.241) and the formula of $C_{l}$ in (2.187), we know $C_{l}^{\alpha}(t) \leq C_{l}^{\alpha}(0) \exp \left(-\frac{t}{2}\right)$. Then solving this ODE, we yield

$$
\begin{aligned}
\left(C_{l}^{\alpha} R(t)\right)^{1 / 3} & \leq\left(C_{l}(0)^{\alpha} S(0)^{\alpha}\right)^{1 / 3}+C \alpha \int_{0}^{\infty} C_{l}^{\alpha / 3}(0) \exp \left(-\frac{b}{6}\right) d b \\
& \leq C_{l}(0)^{\alpha / 3}\left(S(0)^{\alpha / 3}+C \alpha\right)
\end{aligned}
$$

Taking the supremum over ( $R(t), \beta(t))$ within the support of $\Omega, \theta$, we prove

$$
\begin{equation*}
C_{l}(t) S(t) \leq C(\alpha, S(0)) C_{l}(0) \tag{2.243}
\end{equation*}
$$

### 2.10.3.6 Finite time blowup

For fixed $\alpha<\alpha_{4}, \nu>\nu_{0}$, we choose zero initial perturbation $\Omega(0)=0, \eta(0)=$ $0, \xi(0)=0$. Then the initial data is $\left(\bar{\Omega}_{0}, \bar{\theta}_{0}\right)$ defined in 2.231) which has compact support with support size $S(0)=2 \nu$. We choose initial rescaling $C_{l}(0)$ such that $C(\alpha, S(0)) C_{l}(0)<K(\alpha) / 2$, where $K(\alpha)$ is defined in 2.230). Using the $a$ priori estimates (2.240), 2.241) and 2.243), we know that the bootstrap assumption in 2.230 can be continued. Thus these estimates hold true for all time.

Since $-\frac{3}{2}<c_{\omega}+\bar{c}_{\omega}<-\frac{1}{2}(2.241)$ and the solutions $\omega, \theta$ are close to $\bar{\omega}_{0}, \bar{\theta}_{0}$ for all time in the dynamic rescaling equation, using the argument in Subsection 2.9.6 and the BKM blowup criterion in [1], we prove that the solutions remain in the same regularity class as that of the initial data before $T^{*}<+\infty$ and develop a finite time singularity at $T^{*}$, where $T^{*}=t(\infty)=\int_{0}^{\infty} C_{\omega}(\tau) d \tau<$ $+\infty$.

Since $\bar{\theta}_{0}+\theta(t) \geq 0$ and the support of $\omega, \theta$ is away from the axis, we can recover $u^{\theta}=\tilde{\theta}^{1 / 2} / r, \omega^{\theta}$ from $\theta, \omega$ via (2.182), 2.186). From (2.231) and the discussion below 2.231, $\chi_{\nu}^{1 / 2}(R)=\tilde{\chi}_{1}(R / \nu)$ is smooth. Since $\bar{\theta}(x, y) \geq 1$ A.20), it is even in $x$, and $\bar{\theta} \in C^{1, \alpha}$, we get $\bar{\theta}^{1 / 2} \in C^{1, \alpha}$. It follows $\bar{\theta}_{0}^{1 / 2}=\chi_{\nu}^{1 / 2} \bar{\theta}^{1 / 2}=$ $\tilde{\chi}_{1}(R / \nu) \bar{\theta}^{1 / 2} \in C^{1, \alpha}$. Using $u_{0}^{\theta}=\tilde{\theta}_{0}^{1 / 2} / r$, the relation 2.186), and $r \geq \frac{1}{2}$ in $\operatorname{supp}\left(u_{0}^{\theta}\right)$, we get $u_{0}^{\theta} \in C^{1, \alpha}$. Due to the regularity on $u_{0}^{\theta}, \omega_{0}^{\theta}$ and the fact that in $D_{1}$, they are supported near $(r, z)=(1,0)$, the solutions have finite energy in $D_{1}$.

## FINITE TIME BLOWUP OF THE DE GREGORIO MODEL ON $\mathbb{R}$

In this chapter, we study the singularity formation of the De Gregorio (DG) model (3.1) and the generalized Constantin-Lax-Majda model (3.2) model on $\mathbb{R}$. To establish finite time blowup of the DG model on $\mathbb{R}$ from $C_{c}^{\infty}$ data, we will develop the important method of constructing the approximate steady state (approximate self-similar profile) with a small residual error numerically and incorporating the residual error as a small and lower order term in the energy estimate. We refer to Sections 1.4 and 1.4 .1 for the background and conjectures of these models.

### 3.1 Preliminaries for the 1D models

Recall the De Gregorio (DG) model

$$
\begin{equation*}
\omega_{t}+u \omega_{x}=u_{x} \omega, \quad u_{x}=H \omega . \tag{3.1}
\end{equation*}
$$

and the gCLM model discussed in Section 1.4

$$
\begin{equation*}
\omega_{t}+a u \omega_{x}=u_{x} \omega, \quad u_{x}=H \omega, \tag{3.2}
\end{equation*}
$$

where $H$ is the Hilbert transform defined below and the domain can be $\mathbb{R}$ or $S^{1}$ (periodic case)

$$
\begin{equation*}
H_{\mathbb{R}} \omega(x)=\frac{1}{\pi} P . V . \int_{\mathbb{R}} \frac{\omega(y)}{x-y} d y, \quad H_{S^{1}} \omega(x)=\frac{1}{L} P . V . \int_{0}^{L} \omega(y) \cot \left(\frac{(x-y) \pi}{L}\right) d y . \tag{3.3}
\end{equation*}
$$

Here $L$ is the period of the circle. If $a=1,(3.2)$ is the DG model. If $a=0$, (3.2) becomes the Constantin-Lax-Majda (CLM) model 26

$$
\begin{equation*}
\omega_{t}=u_{x} \omega, \quad u_{x}=H \omega . \tag{3.4}
\end{equation*}
$$

These models admit the same symmetry groups in Section2.1.2 as the 3D Euler equations: the Galilean invariance, the rotation symmetry, and the scaling symmetry. In 1D, the rotation symmetry reduces to the reflection symmetry: if $\omega(x, t)$ is a solution to (3.2), then $-\omega(-x, t)$ is also a solution to (3.2). As a result, the odd symmetry $\omega(x, t)=-\omega(-x, t)$ is preserved. The local
well-posedness of $(3.2)$ in $C^{k, \alpha}$ with any $k \in \mathbb{Z}_{+} \cup\{0\}$ and $\alpha \in(0,1)$ can be established by the particle trajectory method [89]. See also [97]. Solutions to these models satisfy the BKM blow-up criterion (2.2). See also [10] and 73 for the local well-posedness theory and the blow-up criterion.

Connections with the SQG equation In [5], Castro-Córdoba observed that a solution $\omega(y, t)$ of the De Gregorio model (3.1) can be extended to a solution of the surface quasi-geostrophic (SQG) equation

$$
\begin{equation*}
\theta_{t}+\mathbf{u} \cdot \nabla \theta=0, \quad \mathbf{u}=\nabla^{\perp}(-\Delta)^{-1 / 2} \theta \tag{3.5}
\end{equation*}
$$

with infinite energy via the connection $\theta(x, y, t)=x \omega(y, t)$.
Under the radial homogeneity ansatz $\theta(t, r, \beta)=r^{2-2 \alpha} g(t, \beta)$, Elgindi-Jeong [46] established a connection between a solution $\theta$ to the generalized SQG equation and a solution $g(t, \beta)$ to the gCLM model (3.2) with $a>1$ up to some lower order term in the velocity operator.

See Section 5.1.3 for more discussion on the connections between these models and incompressible fluids.

### 3.1.1 Existing results

The gCLM model (3.2) has been studied actively in recent years since it can characterize the competition between advection and vortex stretching in different scenarios and has concrete connection to fluids equations [5, 46]. For $a<0$, the advection would work together with the vortex stretching to produce a singularity. Indeed, Castro and Córdoba [5] proved the finite time blow-up for $a \leq 0$ based on a Lyapunov functional argument. The case of $a=0$ reduces to the CLM model and finite time singularity and finite time singularity was established in [26].

Smooth self-similar profiles of (3.2) for sufficiently small $a$ and $C^{\alpha}$ self-similar profiles for all $a \in \mathbb{R}$ with $|a \alpha|$ sufficiently smal were established in [44]. In joint work with Hou and Huang [19], we established finite time asymptotically selfsimilar blowup of 3.2 with small $|a|$ for $C_{c}^{\infty}$ initial data, and with arbitrary large $|a|$ for $C^{\alpha}$ initial data with small $|a \alpha|$. We will prove these results in this Chapter 3. Similar results were obtained independently by Elgindi-GhoulMasmoudi [49] on the stability of the self-similar solutions constructed in [44].

Regarding the global regularity of the De Gregorio model (3.1), Jia-StewartSverak [73] proved the nonlinear stability of a steady state $A \sin (2 x)$ of (3.1) with period $\pi$ using spectral theories. As a result of [73], there exists global solution to (3.1) from smooth initial data close to $A \sin (2 x)$. In [83], Lei-LiuRen discovered a novel equation (see (5.9) and a conserved quantity for initial data $\omega_{0}$ with a fixed sign and established the global regularity of (3.1) for such initial data. We note that for strictly positive or negative initial data $\omega_{0}$, the CLM model (3.4) does not blow up.

Lushnikov-Silantyev-Siegel [88] provided strong numerical evidence for singularity formation of (3.2) with various $a$ and obtained a critical value $a_{c} \approx$ 0.6890665 . For (3.2) on a circle, they discovered a new type of self-similar blowup solutions of the form $\omega(x, t)=\frac{1}{t_{c}-t} f(x)$ for $a_{c}<a \leq 0.95$, which is neither focusing nor expanding. The blowup results we established in [14] are inspired by these discoveries.

There are other 1D models for 3D Euler equations and the SQG equation, see e.g., 28] and Section 1.2, and we refer to [44] for an excellent survey.

### 3.2 Main results

Let $\Omega, c_{l}, c_{\omega}$ be the solution of the self-similar equation of (3.2) given below

$$
\begin{equation*}
\left(c_{l} x+a U\right) \Omega_{x}=\left(c_{\omega}+U_{x}\right) \Omega, \quad U_{x}=H \Omega \tag{3.6}
\end{equation*}
$$

with $c_{\omega}<0$ and a self-similar profile $\Omega \neq 0$ in some weighted $H^{1}$ space. Then for some given $T>0$,

$$
\begin{equation*}
\omega(x, t)=\frac{1}{(T-t)\left|c_{\omega}\right|} \Omega\left(\frac{x}{(T-t)^{\gamma}}\right), \quad \gamma=-\frac{c_{l}}{c_{\omega}}, \tag{3.7}
\end{equation*}
$$

is a self-similar singular solution of (3.2).
We define some notions about the self-similar singularities to be used in this chapter.

Definition 3.2.1 (Two types of asymptotically self-similar singularities). We say that a singular solution $\omega$ of (3.2) is asymptotically self-similar if there exists a solution of (3.6) $\left(\Omega, c_{l}, c_{\omega}\right)$ with $\Omega \neq 0$ in some weighted $H^{1}$ space and $c_{\omega}<0$ such that the following statement holds true. By rescaling $\omega$ dynamically, i.e. $C_{\omega}(t) \omega\left(C_{l}(t) x, t\right)$ for some time dependent scaling factors $C_{\omega}(t), C_{l}(t)>0$, it converges to $\Omega$ as $t \rightarrow T^{-}$in some weighted $L^{2}$ norm,
where $T>0$ is the blowup time. In addition, we say that the asymptotically self-similar singularity is of the expanding type if the self-similar solution (3.7) associated to ( $\Omega, c_{l}, c_{\omega}$ ) satisfies $\gamma<0$ and of the focusing type if $\gamma>0$. We call $\gamma$ the scaling exponent.

Remark 3.2.2. We will specify in later Sections the weighted $L^{2}$ norm in which the dynamically rescaled function of $\omega$ converges to the self-similar profile $\Omega$ in the following Theorems. We will also specify in later Sections the stronger weighted $H^{1}$ norm that the self-similar profile $\Omega$ belongs to, so that the Hilbert transform $U_{x}=H \Omega$ is well defined and $\left(\Omega, c_{l}, c_{\omega}\right)$ is a solution of (3.6). In the case of small $|a|$, we refer to Propositions 3.4.1, 3.4.2 and Section 3.4.3 for more precise statements. Similar statements also apply to other cases.

Our first main result is regarding the finite time singularity of the original De Gregorio model.

Theorem 3.1. There exist some $C_{c}^{\infty}$ initial data on $\mathbb{R}$ such that the solution of (3.2) with $a=1$ develops an expanding and asymptotically self-similar singularity in finite time with scaling exponent $\gamma=-1$ and compactly supported self-similar profile $\Omega \in H^{1}(\mathbb{R})$.

Although the initial data and the self-similar profile $\Omega$ have compact support, due to the expanding nature of the blowup, the support of the solution will become unbounded at the blowup time.
Remark 3.2.3. Surprisingly, the blowup solution in Theorem 3.1 satisfies the property that $\|\omega(x, t) / x\|_{L^{\infty}}$ is uniformly bounded up to the blowup time (that is, $\left.\sup _{t \in[0, T)}\|\omega(x, t) / x\|_{\infty}<+\infty\right)$, which can be seen from the special scaling exponent $\gamma=-1$ and the proof of Theorem 3.1.
Remark 3.2.4. The uniform boundedness of $\|\omega(t) / x\|_{L^{\infty}}$ over $[0, T)$ implies that $\omega(x, t)$ cannot blowup at any finite $x$, which is consistent with the expanding nature of the blowup.

The second result is finite time blowup of (3.2) for small $|a|$ with $C_{c}^{\infty}$ initial data.

Theorem 3.2. There exists a positive constant $\delta>0$ such that for $|a|<$ $\delta$, the solution of (3.2) with some $C_{c}^{\infty}$ initial data develops a focusing and asymptotically self-similar singularity in finite time with self-similar profile $\Omega \in H^{1}(\mathbb{R})$.

The third result is finite time blowup of (3.2) for all $a$ with $C_{c}^{\alpha}$ initial data.
Theorem 3.3. There exists $C_{1}>0$ such that for $0<\alpha<\min \left(1 / 4, C_{1} /|a|\right)$, the solution of (3.2) with some $C_{c}^{\alpha}$ initial data develops a focusing and asymptotically self-similar singularity in finite time with self-similar profile $\Omega$ satisfying $|x|^{-1 / 2} \Omega \in L^{2}$ and $|x|^{1 / 2} \Omega_{x} \in L^{2}$.

The blowup results in Theorem 3.2 and Theorem 3.3 also hold for the De Gregorio model on the circle.

Theorem 3.4. Consider (3.2) on the circle. (1) There exists $C_{1}>0$ such that if $|a|<C_{1}$, the solution of (3.2) develops a singularity in finite time for some $C_{c}^{\infty}$ initial data. (2) If $0<\alpha<\min \left(1 / 4, C_{1} /|a|\right)$, then the solution of (3.2) develops a finite time singularity for some initial data $\omega_{0} \in C^{\alpha}$ with compact support.

Remark 3.2.5. Due to the fact that (3.2) on a circle does not enjoy the perfect spatial scaling symmetry, we do not establish the result on the asymptotically self-similar singularity in the above theorem.

The initial data $\omega_{0}$ we constructed for the previous theorems satisfied the property that $\omega_{0}$ is odd and $\omega_{0} \leq 0$ for $x>0$. Theorem 5 in the arXiv version of [19] shows that for large $a>0$, the Hölder regularity with a small Hölder exponent $\alpha$ for $\omega_{0}$ in this class is crucial for the focusing asymptotically self-similar blow-up.

We remark that an important observation made by Elgindi and Jeong in 44] is that the advection term can be substantially weakened by choosing $C^{\alpha}$ data with small $\alpha$. We use this property in the proof of Theorem 3.3 .

The proof of Theorem 3.4 mainly follows from those of Theorems 3.2, 3.3. There are two additional steps. If the asymptotically self-similar blowup of (3.2) on $\mathbb{R}$ from compactly supported initial data is focusing, we can show that the support of the solution at the blow-up time remains finite. Moreover, we show that in the support of $\omega$, the difference between the velocities generated by the Hilbert transform on the real line and on $S^{1}$ can be arbitrarily small by choosing initial data with small support. Thus, the blowup mechanism of (3.2) on $\mathbb{R}$ generalizes to (3.2) on the circle. We have applied a similar argument to study finite time blowup of 3D Euler equations in Section 1.1. For these reasons, we refer to Section 5.2 in [19] for the proof of Theorem 3.4 .

Organization of this Chapter The rest of the chapter is organized as follows. In Section 3.3, we outline our general strategy that we use to prove nonlinear stability for various cases. In Section 3.4, we study the De Gregorio model with small $|a|$. In Section 3.5 , we construct an approximate self-similar profile with a small residual error numerically for the case of $a=1$ and apply our method of analysis to prove the finite time self-similar blowup for $C_{c}^{\infty}$ initial data. In Section 3.6, we study the case with any $a \in \mathbb{R}$ and prove finite time singularity for any $a \in \mathbb{R}$ on $\mathbb{R}$ for some $C^{\alpha}$ initial data with compact support. Finally, in Section 3.7, we use a Lyapunov functional argument to prove finite time blowup for all $a<0$ with smooth initial data.

Notations Since the functions that we consider in this chapter, e.g., $\omega, u$, have odd or even symmetry, we just need to consider $\mathbb{R}^{+}$. The inner product is defined on $\mathbb{R}^{+}$, i.e.

$$
\langle f, g\rangle \triangleq \int_{0}^{\infty} f g d x, \quad\|f\|_{L^{p}} \triangleq\left(\int_{0}^{\infty}|f|^{p} d x\right)^{1 / p}
$$

In Section 3.5, we further restrict the inner product and the norm to the interval $[0, L]$, e.g $\langle f, g\rangle=\int_{0}^{L} f g d x$, since the support of $\omega, \bar{\omega}$ lies in $[-L, L]$. We will use the basic notations introduced in Section 2.1.5. In addition, we use $\rightarrow$ to denote strong convergence and $\rightharpoonup$ to denote weak convergence in some norm. The upper bar notation is reserved for the approximate profile, e.g., $\bar{\omega}$. The letters $e, f, a_{1}, a_{2}, a_{3}$ are reserved for some parameters that we will choose in Section 3.5.

### 3.3 Ideas in establishing nonlinear stability

We will follow the general framework introduced in Section 1.3 . We use both analytic and numerical approaches to construct the approximate self-similar profile in various cases. The analytic approach is based on a class of self-similar profiles of the Constantin-Lax-Majda model (CLM) [26], or equivalent (3.2) with $a=0$, which are derived in [44]. In [44], the exact self-similar profiles of (3.2) with $a \neq 0$ are also constructed in various cases. We remark that our analysis does not rely on these profiles of (3.2) with $a \neq 0$.

This analytic approach does not apply to study (3.2) with $a=1$ and smooth data since it cannot be treated as a small perturbation to the CLM model. Instead, we will use the numerical construction in Section 1.3.6.1 to obtain a piecewise smooth approximate steady state $\bar{\omega}$ with a small residual error.

A very essential part of our analysis is to prove linear and nonlinear stability of the approximate steady state of the dynamic rescaling equation. The dynamic rescaling equation of (3.2) is given below

$$
\begin{equation*}
\omega_{t}+\left(c_{l}(t) x+a u\right) \omega_{x}=\left(c_{\omega}(t)+u_{x}\right) \omega \tag{3.8}
\end{equation*}
$$

where $c_{l}(t)$ and $c_{\omega}(t)$ are time-dependent scaling parameters. See (3.13)-3.15) and subsection 2.1 .4 for more discussion on the dynamic rescaling formulation. Let $\left(\bar{\omega}, \bar{u}, \bar{c}_{l}, \overline{c_{\omega}}\right)$ be an approximate steady state of the dynamic rescaling equation. We define the linearized operator $L(\omega)$

$$
\begin{align*}
L(\omega) & =-\left(\bar{c}_{l} x+a \bar{u}\right) \omega_{x}+\left(\bar{c}_{\omega}+\bar{u}_{x}\right) \omega+\left(u_{x}+c_{\omega}\right) \bar{\omega}-\left(a u+c_{l} x\right) \bar{\omega}_{x}  \tag{3.9}\\
u_{x} & =H \omega
\end{align*}
$$

where the scaling factors $c_{l}$ and $c_{\omega}$, which depend on $\omega$, will be chosen later. Let $\omega$ be the perturbation around the approximate steady state $\bar{\omega}$. The stability around $\bar{\omega}$ is reduced to analyzing the nonlinear stability of the dynamic equation

$$
\begin{equation*}
\omega_{t}=L(\omega)+N(\omega)+F \tag{3.10}
\end{equation*}
$$

around $\omega=0$. The perturbation $\omega$ lies in $\mathcal{H}(\Omega)$, a Hilbert space on a domain $\Omega$. Here $F=\left(\bar{c}_{\omega}+\bar{u}_{x}\right) \bar{\omega}-\left(\bar{c}_{l} x+a \bar{u}\right) \bar{\omega}_{x}$ is the residual error and $N(\omega)=$ $\left(c_{\omega}+u_{x}\right) \omega-\left(c_{l} x+u\right) \omega_{x}$ is the non-linear operator. We remark that $L(\omega)$ and $N(\omega)$ are nonlocal operators since $u_{x}=H(\omega)$ is nonlocal. Due to the presence of the non-linear operator $N$ and the error term $F$, it is not sufficient to only show that the spectrum of $L$ has negative real parts.

Our approach is to first perform the weighted $L^{2}$ estimate with appropriate weight function $\varphi$ to establish the linear stability (we drop the terms $N(\omega)$ and $F$ to illustrate the main ideas)

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\langle\varphi \omega, \omega\rangle=\langle\varphi \omega, L(\omega)\rangle \leq-\lambda\langle\varphi \omega, \omega\rangle, \quad \omega \in \mathcal{H}(\Omega) \tag{3.11}
\end{equation*}
$$

for some $\lambda>0$ and then extend the above estimates to the weighted $H^{1}$ estimates. We can use a bootstrap argument to establish the nonlinear stability of (3.10), provided that $F$ is sufficiently small in the energy norm.

We will focus on the linear stability (3.11) to illustrate the main ideas. The linearized equation around some approximate self-similar profile $\left(\bar{\omega}, \bar{u}, \bar{c}_{l}, \bar{c}_{\omega}\right)$ reads

$$
\begin{equation*}
\omega_{t}=-\left(\bar{c}_{l} x+a \bar{u}\right) \omega_{x}+\left(\bar{c}_{\omega}+\bar{u}_{x}\right) \omega+\left(u_{x}+c_{\omega}\right) \bar{\omega}-\left(a u+c_{l} x\right) \bar{\omega}_{x} \tag{3.12}
\end{equation*}
$$

The linear stability of the profile is mainly due to the damping effect from some local terms and cancellation among several nonlocal terms.

### 3.3.1 Derivation of the damping term

The damping effect of the equation comes from two parts that depend locally on $\omega$ : the stretching term $\left(\bar{c}_{l} x+a \bar{u}\right) \omega_{x}$ and the vortex stretching term $\left(\bar{c}_{\omega}+\right.$ $\left.\bar{u}_{x}\right) \omega$. An important observation of the approximate profile is that $\left(\bar{c}_{\omega}+\bar{u}_{x}\right)$ is negative for large $|x|$, thus the vortex stretching term $\left(\bar{c}_{\omega}+\bar{u}_{x}\right) \omega$ is a damping term for large $|x|$. This is the main source of the damping effect for large $|x|$. However, $\left(\bar{c}_{\omega}+\bar{u}_{x}\right) \omega$ is not a damping term for $x$ near 0 since $\bar{c}_{\omega}+\bar{u}_{x}$ is positive.

The profile we constructed satisfies $\bar{c}_{l} x+a \bar{u}>0$ for all $x>0$ within the support of the solution and $\bar{c}_{l} x+a \bar{u} \approx C x$ near $x=0$ for some $C>0$, which can be seen in later sections. Thus for $x$ close to 0 , we can follow the ideas in Section 1.3.1 to derive the damping term in the weighted $L^{2}$ estimate with singular weight from the local terms $\bar{c}_{l} x+a \bar{u}>0$.

Another subtlety in our analysis is that we do not use a singular weight to derive a damping term from $\left(\bar{c}_{l} x+\bar{u}\right) \omega_{x}$ in all cases with different $a$. In the case of $a=1$, we need to estimate the perturbation near the endpoints $x=0, \pm L$ carefully. We choose a singular weight $\varphi$ of order $O\left((x-L)^{-2}\right)$ near $x=L$ in order to obtain a sharp estimate of $u$. See more discussions in next Section.

### 3.3.2 Estimates of the nonlocal terms

The linearized equation (3.12) contains several nonlocal terms that are difficult to control. To estimate the vortex stretching term $\left(u_{x}+c_{\omega}\right) \bar{\omega}$ in (3.12), we take full advantage of the cancellation between $u_{x}$ and $\omega$, see Lemmas B.0.3 and B.0.4 To control the last term $-\left(a u+c_{l} x\right) \bar{\omega}_{x}$ in (3.12), we have to choose appropriate functional spaces $(X, Y)$ and develop several functional inequalities $\|u\|_{X} \leq C_{X Y}\|\omega\|_{Y}$ with a sharp constant $C_{X Y}$. For example, we need to make use of the isometry property of the Hilbert transform. We remark that an overestimate of the constant $C_{X Y}$ could lead to the failure of the linear stability analysis since the effect of the advection term can be overestimated. To implement the above ideas in obtaining the damping term and estimating the nonlocal terms, we need to design the singular weight very carefully. See (3.18) and (3.62) for some singular weights that are used in our analysis.

Singular weights similar to those in Sections $3.4,3.6$ and in the form of linear combination of $|x|^{-k}$ have also been designed independently in [42, 49] for the stability analysis.

Energy estimates with computer assistance In the case of $a=1$, we need to use computer-assisted analysis and refer to Section 1.3.7 for its role in our analysis. There is another computer-assisted approach to establishing stability by tracking the spectrum of a given operator and quantifying the spectral gap; see, e.g., [7]. The key difference between this approach and our approach is that we do not use computation to quantify the spectral gap of the linearized operator $L$ in (3.9), since $L$ is not a compact operator due to the Hilbert transform $u_{x}=H \omega$. We refer to [55] for an excellent survey of other computer-assisted proofs in PDE.

### 3.4 Finite time self-similar blowup for small $|a|$

In this section, we will present the proof of Theorem 3.2. We use this example to illustrate the main ideas in our method of analysis by carrying stability analysis around an approximate self-similar profile with a small residual error by using a dynamic rescaling formulation. In this case, we have an analytic expression for the approximate steady state $\bar{\omega}$.

### 3.4.1 Dynamic rescaling formulation

We will prove Theorem 3.2 by using a dynamic rescaling formulation. Let $\omega(x, t), u(x, t)$ be the solutions of the original equation (3.2). Following the ideas in Section 2.1.4, we obtain that

$$
\begin{equation*}
\tilde{\omega}(x, \tau)=C_{\omega}(\tau) \omega\left(C_{l}(\tau) x, t(\tau)\right), \quad \tilde{u}(x, \tau)=C_{\omega}(\tau) C_{l}(\tau)^{-1} u\left(C_{l}(\tau) x, t(\tau)\right) \tag{3.13}
\end{equation*}
$$

are the solutions to the dynamic rescaling equations

$$
\begin{equation*}
\tilde{\omega}_{\tau}(x, \tau)+\left(c_{l}(\tau) x+a \tilde{u}\right) \tilde{\omega}_{x}(x, \tau)=c_{\omega}(\tau) \tilde{\omega}+\tilde{u}_{x} \omega, \quad \tilde{u}_{x}=H \tilde{\omega} \tag{3.14}
\end{equation*}
$$

where
$C_{\omega}(\tau)=\exp \left(\int_{0}^{\tau} c_{\omega}(s) d \tau\right), C_{l}(\tau)=\exp \left(\int_{0}^{\tau}-c_{l}(s) d s\right), t(\tau)=\int_{0}^{\tau} C_{\omega}(\tau) d \tau$.
We have the freedom to choose the time-dependent scaling parameters $c_{l}(\tau)$ and $c_{\omega}(\tau)$ according to some normalization conditions. Suppose that $\tilde{\omega}(\tau)$ converges to $\Omega_{\infty}$ in some weighted $L^{2}$ norm and $c_{l}(\tau), c_{\omega}(\tau)$ converge to $c_{l, \infty}, c_{\omega, \infty}$,
respectively, as $\tau \rightarrow \infty$, with $\left(\Omega_{\infty}, c_{l, \infty}, c_{\omega, \infty}\right)$ being a steady state of (3.14) and $\Omega_{\infty} \neq 0$ in some weighted $H^{1}$ space. Since the steady state equation of (3.14) is the same as the self-similar equation (3.6), we can use (3.7) to obtain a self-similar singular solution of (3.2). We refer to Propositions 3.4.1, 3.4.2 and Section 3.4 .3 for more details about the convergence and the regularity of $\Omega_{\infty}$ in the case of small $|a|$. Similar statements apply to other cases.

To simplify our presentation, we still use $t$ to denote the rescaled time in the rest of the chapter.

### 3.4.2 Nonlinear stability of the approximate self-similar profile

Consider the dynamic rescaling equation

$$
\begin{equation*}
\omega_{t}+\left(c_{l} x+a u\right) \omega_{x}=\left(c_{\omega}+u_{x}\right) \omega, \quad u_{x}=H \omega . \tag{3.16}
\end{equation*}
$$

For $a=0$, we have the following analytic steady state obtained in 44

$$
\begin{equation*}
\bar{\omega}=\frac{-x}{b^{2}+x^{2}}, \quad \bar{u}_{x}=\frac{b}{b^{2}+x^{2}}, \quad c_{l}=1, \quad c_{\omega}=-1 \tag{3.17}
\end{equation*}
$$

where $b=1 / 2$. The above steady state can also be obtained by using the exact formula of the solution of (3.2) with $a=0$ given in [26] and analyzing the profile for smooth solution near the blowup time.

We will use the strategy and the general ideas outlined in Section 3.3 to establish the linear and nonlinear stability of the approximate self-similar profile.

Choosing an appropriate singular weight function plays a crucial role in the stability analysis. We will use the following weight functions in our $L^{2}$ and $H^{1}$ estimates:

$$
\begin{align*}
& \varphi=-\frac{1}{\bar{\omega} x^{3}}-\frac{1}{b^{2} \bar{\omega} x}=\frac{\left(b^{2}+x^{2}\right)^{2}}{b^{2} x^{4}}  \tag{3.18}\\
& \psi=x^{2} \varphi=-\frac{1}{\bar{\omega} x}-\frac{x}{b^{2} \bar{\omega}}=\frac{\left(b^{2}+x^{2}\right)^{2}}{b^{2} x^{2}} \tag{3.19}
\end{align*}
$$

where $\bar{\omega}$ is defined in (3.17) and $b=1 / 2$. Note that $\varphi \asymp x^{-4}+1$ and $\psi \asymp$ $x^{-2}+x^{2}$.

Theorem 3.2 is the consequence of the following two propositions.
Proposition 3.4.1. Let $\bar{\omega}, \varphi, \psi$ be the function and weights defined in (3.17), (3.18) and (3.19). There exist some absolute constants $a_{0}, \mu, c>0$, such that
if $|a|<a_{0}$ and the initial data $\bar{\omega}+\omega_{0}$ of (3.16) ( $\omega_{0}$ is the initial perturbation) satisfies that $\omega_{0}$ is odd, $\omega_{0} \in H^{2}, \omega_{0, x}(0)=0$ and $E(0)<c|a|$, where

$$
E^{2}(t) \triangleq\left\langle\omega^{2}(t), \varphi\right\rangle+\mu\left\langle\omega_{x}^{2}(t), \psi\right\rangle
$$

then we have (a) In the dynamic rescaling equation (3.16), the perturbation remains small for all time: $E(t)<c|a|$ for all $t>0$; (b) The physical equation (3.2) with initial data $\bar{\omega}+\omega_{0}$ develops a singularity in finite time.

Proposition 3.4.2. There exists some universal constant $\delta$ with $0<\delta<a_{0}$ such that, if $|a|<\delta$ and the initial perturbation $\omega_{0}$ satisfies the assumptions in Proposition 3.4.1, then the solution of the dynamic rescaling equation (3.16), $\left(\bar{\omega}+\omega, \bar{c}_{l}+c_{l}, \bar{c}_{\omega}+c_{\omega}\right)$, converges to $\left(\Omega_{\infty}, c_{l, \infty}, c_{\omega, \infty}\right)$ with $\Omega_{\infty}-\bar{\omega} \in$ $L^{2}(\varphi), \Omega_{\infty, x}-\bar{\omega}_{x} \in L^{2}(\psi), c_{l, \infty}>0, c_{\omega, \infty}<0$. Moreover, $\bar{\omega}+\omega$ converges to $\Omega_{\infty}$ in $L^{2}(\varphi)$ exponentially fast and $\left(\Omega_{\infty}, c_{l, \infty}, c_{\omega, \infty}\right)$ is the steady state of (3.16). In particular, the physical equation (3.2) with initial data $\bar{\omega}+\omega_{0}$ develops a focusing and asymptotically self-similar singularity in finite time with self-similar profile $\Omega_{\infty} \in H^{1}(\mathbb{R})$.

In Appendix B , we describe some properties of the Hilbert transform. We will use these properties to estimate the velocity.

Proof of Proposition 3.4.1. For any $|a| \leq a_{0}$, where $a_{0}>0$ is to be determined, we consider the following approximate self-similar profile by perturbing $c_{l}$ in (3.17) :

$$
\begin{align*}
& \bar{\omega}=\frac{-x}{b^{2}+x^{2}}, \quad \bar{u}_{x}=H \bar{\omega}=\frac{b}{b^{2}+x^{2}}, \quad \bar{u}=\arctan \frac{x}{b}  \tag{3.20}\\
& \bar{c}_{l}=1-a \bar{u}_{x}(0)=1-2 a, \quad \bar{c}_{\omega}=-1
\end{align*}
$$

where $b=1 / 2$. We consider the equation for perturbation $\omega, u$ around the above approximate self-similar profile

$$
\begin{equation*}
\omega_{t}+\left(\bar{c}_{l} x+a \bar{u}\right) \omega_{x}=\left(\bar{c}_{\omega}+\bar{u}_{x}\right) \omega+\left(u_{x}+c_{\omega}\right) \bar{\omega}-\left(a u+c_{l} x\right) \bar{\omega}_{x}+N(\omega)+F(\bar{\omega}) \tag{3.21}
\end{equation*}
$$

where $N$ and $F$ are the nonlinear terms and the error, respectively, and are defined below:

$$
\begin{equation*}
N(\omega)=\left(c_{\omega}+u_{x}\right) \omega-\left(c_{l} x+a u\right) \omega_{x}, \quad F(\bar{\omega})=-a\left(\bar{u}-\bar{u}_{x}(0) x\right) \bar{\omega}_{x} \tag{3.22}
\end{equation*}
$$

We choose the following normalization condition for $c_{l}$ and $c_{\omega}$

$$
\begin{equation*}
c_{l}(t)=-a u_{x}(t, 0), \quad c_{\omega}(t)=-u_{x}(t, 0) \tag{3.23}
\end{equation*}
$$

Note that $\bar{\omega}$ is smooth and odd, the initial data $\omega_{0}+\bar{\omega} \in H^{2}$ and the evolution of (3.16) preserves the odd symmetry of the solution. Standard local wellposedness results imply that $\omega(t, \cdot)+\bar{\omega}$ remains in $H^{2}$ locally in time, so does $\omega(t, \cdot)$. Using the above normalization condition, the original equation 3.16) and the fact that $\omega, u$ are odd, we can derive the evolution equation for $\omega_{x}(t, 0)$ as follows

$$
\begin{aligned}
\frac{d}{d t}\left(\omega_{x}(t, 0)+\bar{\omega}_{x}(0)\right)= & {\left.\left[\left(c_{\omega}+\bar{c}_{\omega}+u_{x}+\bar{u}_{x}\right)(\bar{\omega}+\omega)\right]_{x}\right|_{x=0} } \\
& -\left.\left[\left(\bar{c}_{l} x+a \bar{u}+c_{l} x+a u\right)\left(\omega_{x}+\bar{\omega}_{x}\right)\right]_{x}\right|_{x=0} \\
= & {\left.\left[\left(c_{\omega}+\bar{c}_{\omega}+u_{x}+\bar{u}_{x}\right)-\left(\bar{c}_{l}+c_{l}+a \bar{u}_{x}+a u_{x}\right)\right]\left(\bar{\omega}_{x}+\omega_{x}\right)\right|_{x=0} } \\
= & {\left.\left[\left(\bar{c}_{\omega}+\bar{u}_{x}\right)-\left(\bar{c}_{l}+a \bar{u}_{x}\right)\right]\left(\bar{\omega}_{x}+\omega_{x}\right)\right|_{x=0}=0 }
\end{aligned}
$$

where we have used 3.20 and $\bar{u}_{x}(0)=2$ to obtain the last equality. It follows

$$
\begin{equation*}
\frac{d}{d t} \omega_{x}(t, 0)=\frac{d}{d t}\left(\omega_{x}(t, 0)+\bar{\omega}_{x}(0)\right)=0 \tag{3.24}
\end{equation*}
$$

which implies $\omega_{x}(t, 0) \equiv \omega_{0, x}(0)$.
In the following discussion, our goal is to construct an energy functional $E^{2}(\omega) \triangleq\left\langle\omega^{2}, \varphi\right\rangle+\mu\left\langle\omega_{x}^{2}, \psi\right\rangle$ for some universal constant $\mu$ and show that $E$ satisfies an ODE inequality

$$
\frac{1}{2} \frac{d}{d t} E^{2}(\omega) \leq C E^{3}-(1 / 4-C|a|) E^{2}+C|a| E
$$

for some universal constant $C$. Then we will use a bootstrap argument to establish nonlinear stability.

Linear Stability We use $\varphi$ defined in (3.18) for the following weighted $L^{2}$ estimates. Note that $\varphi$ is singular and is of order $O\left(x^{-4}\right)$ near $x=0$. For an initial perturbation $\omega_{0} \in H^{2}$ that is odd and satisfies $\omega_{0, x}(0)=0, \omega(t, \cdot)$ preserves these properties locally in time (see (3.24)). We will choose $\omega_{0}(x)$ that has $O\left(|x|^{-1}\right)$ decay as $|x| \rightarrow \infty$ (same decay as $\bar{\omega}$ ). Hence, $\left\langle\omega^{2}, \varphi\right\rangle$ is finite. We perform the weighted $L^{2}$ estimate

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega^{2}, \varphi\right\rangle= & \left\langle-\left(\bar{c}_{l} x+a \bar{u}\right) \omega_{x}+\left(\bar{c}_{\omega}+\bar{u}_{x}\right) \omega, \omega \varphi\right\rangle+\left\langle\left(u_{x}+c_{\omega}\right) \bar{\omega}, \omega \varphi\right\rangle \\
& -\left\langle\left(a u+c_{l} x\right) \bar{\omega}_{x}, \omega \varphi\right\rangle+\langle N(\omega), \omega \varphi\rangle+\langle F(\bar{\omega}), \omega \varphi\rangle  \tag{3.25}\\
\triangleq & I+I I+I I I+N_{1}+F_{1} .
\end{align*}
$$

For $I$, we use integration by parts to obtain

$$
I=\left\langle\frac{1}{2 \varphi}\left(\left(\bar{c}_{l} x+a \bar{u}\right) \varphi\right)_{x}+\left(\bar{c}_{\omega}+\bar{u}_{x}\right), \omega^{2} \varphi\right\rangle
$$

Recall $\bar{c}_{l}=1-2 a(3.20)$. Using the explicit formula of profile (3.20) and weight (3.18), we can evaluate the terms in $I$ that do not involve $a$ as follows

$$
\begin{align*}
& \frac{1}{2 \varphi}(x \varphi)_{x}+\left(\bar{c}_{\omega}+\bar{u}_{x}\right)=\frac{b^{2} x^{4}}{2\left(b^{2}+x^{2}\right)^{2}}\left(\frac{\left(b^{2}+x^{2}\right)^{2}}{b^{2} x^{3}}\right)_{x}+\frac{b}{b^{2}+x^{2}}-1 \\
= & \frac{b^{2} x^{4}}{2\left(b^{2}+x^{2}\right)^{2}}\left(4 \frac{x\left(b^{2}+x^{2}\right)}{b^{2} x^{3}}-3 \frac{\left(b^{2}+x^{2}\right)^{2}}{b^{2} x^{4}}\right)+\frac{b}{b^{2}+x^{2}}-1=\frac{2 x^{2}+b}{x^{2}+b^{2}}-\frac{5}{2}=-\frac{1}{2}, \tag{3.26}
\end{align*}
$$

where we have used $b=1 / 2$. From (3.20) and (3.18), we have

$$
\begin{align*}
\left\|\frac{1}{2 \varphi}\left[\left(\bar{c}_{l} x-x+a \bar{u}\right) \varphi\right]_{x}\right\|_{L^{\infty}} & =|a|\left\|\frac{1}{2 \varphi}((-2 x+\bar{u}) \varphi)_{x}\right\|_{L^{\infty}} \\
& \leq|a|\left\|\frac{-2+\bar{u}_{x}}{2}+\frac{-2 x+\bar{u}}{x} \frac{x \varphi_{x}}{2 \varphi}\right\|_{L^{\infty}}  \tag{3.27}\\
& \leq|a|\left(1+\left\|\bar{u}_{x}\right\|_{\infty}\right)\left(1+\left\|\frac{x \varphi_{x}}{\varphi}\right\|_{\infty}\right) \lesssim|a|
\end{align*}
$$

Hence, we can estimate $I$ as follows

$$
\begin{equation*}
I=\left\langle\frac{1}{2 \varphi}\left(\left(\bar{c}_{l} x+a \bar{u}\right) \varphi\right)_{x}+\left(\bar{c}_{\omega}+\bar{u}_{x}\right), \omega^{2} \varphi\right\rangle \leq-\left(\frac{1}{2}-C|a|\right)\left\langle\omega^{2}, \varphi\right\rangle \tag{3.28}
\end{equation*}
$$

for some absolute constant $C$. Denote $\tilde{u} \triangleq u(x)-u_{x}(0) x$. (3.23) implies that

$$
c_{l} x+a u=a \tilde{u}, \quad \tilde{u}_{x}=u_{x}+c_{\omega} .
$$

Using the definition of $I I$ in $(3.25),(\sqrt{B} .5)$ and $(\overline{\mathrm{B} .6})$, we obtain

$$
\begin{equation*}
I I=-\left\langle\left(u_{x}-u_{x}(0)\right) \omega, \frac{1}{x^{3}}+\frac{1}{b^{2} x}\right\rangle=-\frac{\pi}{2 b^{2}} u_{x}^{2}(0) \leq 0 . \tag{3.29}
\end{equation*}
$$

For $I I I$, we use the Cauchy-Schwarz inequality to get

$$
\begin{equation*}
I I I=-a\left\langle\tilde{u} \omega, \bar{\omega}_{x} \varphi\right\rangle \leq|a|\left\|\tilde{u} \sqrt{x^{-6}+x^{-4}}\right\|_{2}\left\|\bar{\omega}_{x}\left(x^{-6}+x^{-4}\right)^{-1 / 2} \varphi \omega\right\|_{2} . \tag{3.30}
\end{equation*}
$$

For $\tilde{u}$, we use the Hardy inequality (B.8) to obtain

$$
\begin{equation*}
\left\langle\tilde{u}^{2}, x^{-6}+x^{-4}\right\rangle \lesssim\left\langle\tilde{u}_{x}^{2}, x^{-4}+x^{-2}\right\rangle \lesssim\left\langle\omega^{2}, x^{-4}+x^{-2}\right\rangle \lesssim\left\langle\omega^{2}, \varphi\right\rangle . \tag{3.31}
\end{equation*}
$$

Note that (3.20) and (3.18) implies

$$
\left|\bar{\omega}_{x}\left(x^{-6}+x^{-4}\right)^{-1 / 2} \varphi\right|=\left|\frac{-b^{2}+x^{2}}{\left(b^{2}+x^{2}\right)^{2}} \cdot \frac{x^{3}}{\left(x^{2}+1\right)^{1 / 2}} \cdot \frac{b^{2}+x^{2}}{b x^{2}} \varphi^{1 / 2}\right| \lesssim \varphi^{1 / 2}
$$

We get

$$
\begin{equation*}
I I I \leq C|a|\left\langle\omega^{2}, \varphi\right\rangle \tag{3.32}
\end{equation*}
$$

Combining the estimates (3.28), (3.29) and (3.32), we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega^{2}, \varphi\right\rangle \leq-(1 / 2-C|a|)\left\langle\omega^{2}, \varphi\right\rangle+N_{1}+F_{1} \tag{3.33}
\end{equation*}
$$

Weighted $H^{1}$ estimate The weighted $H^{1}$ estimate is similar to the $L^{2}$ estimate. We use the weight $\psi$ defined in (3.19) and perform the weighted $H^{1}$ estimates

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega_{x}^{2}, \psi\right\rangle= & \left\langle-\left(\left(\bar{c}_{l} x+a \bar{u}\right) \omega_{x}\right)_{x}+\left(\left(\bar{c}_{\omega}+\bar{u}_{x}\right) \omega\right)_{x}, \omega_{x} \psi\right\rangle \\
& +\left\langle\left(\left(u_{x}+c_{\omega}\right) \bar{\omega}\right)_{x}, \omega_{x} \psi\right\rangle-\left\langle\left(\left(a u+c_{l} x\right) \bar{\omega}_{x}\right)_{x}, \omega_{x} \psi\right\rangle  \tag{3.34}\\
& +\left\langle N(\omega)_{x}, \omega_{x} \psi\right\rangle+\left\langle F(\omega)_{x}, \omega_{x} \psi\right\rangle \\
\triangleq & I+I I+I I I+N_{2}+F_{2} .
\end{align*}
$$

For $I$, we obtain by using integration by parts that

$$
\begin{aligned}
I & =\left\langle-\left(\bar{c}_{l} x+a \bar{u}\right) \omega_{x x}+\left(-\bar{c}_{l}-a \bar{u}_{x}+\bar{c}_{\omega}+\bar{u}_{x}\right) \omega_{x}+\bar{u}_{x x} \omega, \omega_{x} \psi\right\rangle \\
& =\left\langle\frac{1}{2 \psi}\left(\left(\bar{c}_{l} x+a \bar{u}\right) \psi\right)_{x}+\left(\bar{c}_{\omega}-\bar{c}_{l}+(1-a) \bar{u}_{x}\right), \omega_{x}^{2} \psi\right\rangle-\left\langle\frac{1}{2}\left(\bar{u}_{x x} \psi\right)_{x}, \omega^{2}\right\rangle .
\end{aligned}
$$

Similar to (3.26), we use formula (3.20), (3.19) to evaluate the terms that do not involve $a$.

$$
\begin{aligned}
\frac{1}{2 \psi}(x \psi)_{x}+\left(\bar{c}_{\omega}-1+\bar{u}_{x}\right) & =\frac{b^{2} x^{2}}{2\left(b^{2}+x^{2}\right)^{2}}\left(\frac{\left(b^{2}+x^{2}\right)^{2}}{b^{2} x}\right)_{x}-2+\frac{b}{b^{2}+x^{2}}=-\frac{1}{2} \\
\left(\bar{u}_{x x} \psi\right)_{x} & =\left(-\frac{2 b x}{\left(b^{2}+x^{2}\right)^{2}} \cdot \frac{\left(b^{2}+x^{2}\right)^{2}}{b^{2} x^{2}}\right)_{x}=\frac{2}{b x^{2}}>0
\end{aligned}
$$

Similar to (3.27), we use (3.20) and (3.19) to show that the remaining terms in $I$ are small. We get

$$
\begin{aligned}
& \left\|\frac{1}{2 \psi}\left(\left(\bar{c}_{l} x-x+a \bar{u}\right) \psi\right)_{x}-\left(\bar{c}_{l}-1\right)-a \bar{u}_{x}\right\|_{L^{\infty}} \\
= & |a|\left\|\frac{1}{2 \psi}((-2 x+\bar{u}) \psi)_{x}+2-\bar{u}_{x}\right\|_{l^{\infty}} \lesssim|a|,
\end{aligned}
$$

where we have used $\bar{c}_{l}-1=-2 a$. Therefore, we can estimate $I$ as follows

$$
\begin{equation*}
I \leq-\left(\frac{1}{2}-C|a|\right)\left\langle\omega_{x}^{2}, \psi\right\rangle \tag{3.35}
\end{equation*}
$$

where $C$ is some absolute constant. For $I I$, we have

$$
\begin{align*}
I I & =\left\langle\left(\left(u_{x}+c_{\omega}\right) \bar{\omega}\right)_{x}, \omega_{x} \psi\right\rangle=\left\langle u_{x x} \bar{\omega}, \omega_{x} \psi\right\rangle+\left\langle\left(u_{x}+c_{\omega}\right) \bar{\omega}_{x}, \omega_{x} \psi\right\rangle \\
& =-\left\langle u_{x x} \omega_{x}, \frac{1}{x}+\frac{x}{b^{2}}\right\rangle-\left\langle\tilde{u}_{x}, \omega_{x} \bar{\omega}_{x} \psi\right\rangle \triangleq I I_{1}+I I_{2}, \tag{3.36}
\end{align*}
$$

where $\tilde{u}=u-u_{x}(0) x, \tilde{u}_{x}=u_{x}-u_{x}(0)$. Note that

$$
u_{x x}=H \omega_{x}, \quad \omega_{x}(0)=u_{x x}(0)=0 .
$$

Applying (B.5) with $\left(u_{x}, \omega\right)$ replaced by $\left(u_{x x}, \omega_{x}\right)$ and (B.7), we obtain

$$
\begin{equation*}
\left\langle u_{x x} \omega_{x}, \frac{1}{x}\right\rangle=0, \quad\left\langle u_{x x} \omega_{x}, x\right\rangle=0 \tag{3.37}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
I I_{1}=-\left\langle u_{x x} \omega_{x}, \frac{1}{x}\right\rangle-\frac{1}{b^{2}}\left\langle u_{x x} \omega_{x}, x\right\rangle=0 \tag{3.38}
\end{equation*}
$$

For $I I_{2}$ in (3.36), we use an argument similar to (3.30) to obtain

$$
\left|I I_{2}\right| \lesssim\left\langle\tilde{u}_{x}^{2}, x^{-4}+x^{-2}\right\rangle^{1 / 2} \cdot\left\langle\left(x^{-4}+x^{-2}\right)^{-1}\left(\bar{\omega}_{x} \psi\right)^{2}, \omega_{x}^{2}\right\rangle^{1 / 2} .
$$

(3.31) shows that this first term in the RHS is bounded by $\left\langle\omega^{2}, \varphi\right\rangle^{1 / 2}$. For the second term, we use the definition $(3.20$ and 3.19 to obtain

$$
\left|\left(x^{-4}+x^{-2}\right)^{-1}\left(\bar{\omega}_{x} \psi\right)^{2}\right|=\left|\frac{x^{4}}{x^{2}+1}\left(\frac{-b^{2}+x^{2}}{\left(b^{2}+x^{2}\right)^{2}}\right)^{2} \frac{\left(b^{2}+x^{2}\right)^{2}}{b^{2} x^{2}}\right| \psi \lesssim \psi
$$

Hence, we have

$$
\begin{equation*}
I I_{2} \lesssim\left\langle\omega^{2}, \varphi\right\rangle^{1 / 2}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2} \tag{3.39}
\end{equation*}
$$

For III in 3.34), we note that $c_{l} x+a u=a\left(u-u_{x}(0) x\right)$. Similarly, we have

$$
\begin{equation*}
|I I I| \lesssim|a|\left\langle\omega^{2}, \varphi\right\rangle^{1 / 2}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2} \tag{3.40}
\end{equation*}
$$

In summary, combining (3.35), (3.36), (3.38), (3.39) and (3.40), we prove that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega_{x}^{2}, \psi\right\rangle \leq C\left\langle\omega^{2}, \varphi\right\rangle^{1 / 2}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2}-\left(\frac{1}{2}-C|a|\right)\left\langle\omega_{x}^{2}, \psi\right\rangle+N_{2}+F_{2} \tag{3.41}
\end{equation*}
$$

where $C$ is some absolute constant.

Estimate of nonlinear and error terms We use the following estimate to control $\left\|u_{x}\right\|_{\infty}$

$$
\left\|u_{x}\right\|_{\infty} \leq C\left\|u_{x}\right\|_{2}^{1 / 2}\left\|u_{x x}\right\|_{2}^{1 / 2}=C\|\omega\|_{2}^{1 / 2}\left\|\omega_{x}\right\|_{2}^{1 / 2} \leq C\left\langle\omega^{2}, \varphi\right\rangle^{1 / 4}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 4} .
$$

Recall the definition of $N(\omega), F(\bar{\omega})$ in 3.22 . For the nonlinear part $N_{1}, N_{2}$, we have

$$
\begin{align*}
& N_{1}=\langle N(\omega), \omega \varphi\rangle \lesssim(|a|+1)\left\|u_{x}\right\|_{\infty}\left\langle\omega^{2}, \varphi\right\rangle \lesssim\left\|u_{x}\right\|_{\infty}\left\langle\omega^{2}, \varphi\right\rangle  \tag{3.42}\\
& N_{2}=\left\langle N(\omega)_{x}, \omega_{x} \psi\right\rangle \lesssim(|a|+1)\left\|u_{x}\right\|_{\infty}\left\langle\omega_{x}^{2}, \psi\right\rangle \lesssim\left\|u_{x}\right\|_{\infty}\left\langle\omega_{x}^{2}, \psi\right\rangle,
\end{align*}
$$

where we use that $|a|<1$ since we only consider small $|a|$ in Theorem 3.2. We note that $F(\bar{\omega})$ 3.22) satisfies $F(\bar{\omega})=O\left(x^{3}\right)$ near 0 and $F(\bar{\omega})=O\left(x^{-1}\right)$ for large $x$. From (3.18) and (3.19), we have $F(\bar{\omega}) \in L^{2}(\varphi)$ and $(F(\bar{\omega}))_{x} \in L^{2}(\psi)$. Then for the error terms $F_{1}, F_{2}$, we can use the Cauchy-Schwarz inequality to obtain

$$
\begin{align*}
& \left|F_{1}\right|=|\langle F(\bar{\omega}), \omega \varphi\rangle| \leq\left\langle F^{2}(\bar{\omega}), \varphi\right\rangle^{1 / 2}\left\langle\omega^{2}, \varphi\right\rangle^{1 / 2} \lesssim|a|\left\langle\omega^{2}, \varphi\right\rangle^{1 / 2},  \tag{3.43}\\
& \left|F_{2}\right|=\left|\left\langle(F(\bar{\omega}))_{x}, \omega_{x} \psi\right\rangle\right| \leq\left\langle(F(\bar{\omega}))_{x}^{2}, \psi\right\rangle^{1 / 2}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2} \lesssim|a|\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2} .
\end{align*}
$$

Nonlinear Stability Let $\mu<1$ be some positive parameter to be determined. We consider the following energy norm

$$
E^{2}(t) \triangleq\left\langle\omega^{2}, \varphi\right\rangle+\mu\left\langle\omega_{x}^{2}, \psi\right\rangle .
$$

Using the previous estimates on $u_{x}$ and the Cauchy-Schwarz inequality, we have

$$
\left\langle\omega^{2}, \varphi\right\rangle^{1 / 2}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2} \leq \mu^{-1 / 2} E^{2}, \quad\left\|u_{x}\right\|_{\infty} \leq C\left\langle\omega^{2}, \varphi\right\rangle^{1 / 4}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 4} \leq C \mu^{-1 / 4} E .
$$

Combining (3.33), (3.41), (3.42), (3.43) and the above estimate, we derive

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} E^{2}(t) & \leq-\left(\frac{1}{2}-C|a|\right) E^{2}+C \mu\left\langle\omega^{2}, \varphi\right\rangle^{1 / 2}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2}+C|a| E+C| | u_{x} \|_{\infty} E^{2} \\
& \leq-\left(\frac{1}{2}-C|a|-C \sqrt{\mu}\right) E^{2}+C|a| E+C \mu^{-1 / 4} E^{3}
\end{aligned}
$$

where $C$ is some absolute constant. Now we choose $\mu$ such that $C \sqrt{\mu}<1 / 4$. Note that $\mu$ is also a universal constant. It follows that

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E^{2}(t) \leq-\left(\frac{1}{4}-C_{1}|a|\right) E^{2}+C_{1}|a| E+C_{1} E^{3} \tag{3.44}
\end{equation*}
$$

where $C_{1}$ is a universal constant. For $c_{\omega}(t)$ and $c_{l}(t)$, they satisfy the following estimate

$$
\left|c_{\omega}(t)\right|=\left|u_{x}(t, 0)\right| \leq C_{2} E, \quad\left|c_{l}(t)\right|=\left|a u_{x}(0)\right| \leq C_{2} E
$$

for some absolute constant $C_{2}$. Hence there exist absolute constants $a_{0}, c>0$ with $C_{1} a_{0}<1 / 8$, such that for $|a|<a_{0}$, if $E(0)<c|a|$, using a bootstrap argument, we obtain

$$
\begin{equation*}
E(t)<c|a|, \quad\left|c_{\omega}(t)\right|,\left|c_{l}(t)\right| \leq C_{2} E(t)<C_{2} c|a| \tag{3.45}
\end{equation*}
$$

for all $t>0$. We can further require

$$
a_{0}<\min \left(\frac{1}{8 C_{1}}, \frac{1}{2 C_{2} c}\right),
$$

so that we get $\left|c_{\omega}(t)\right|,\left|c_{l}(t)\right|<C_{2} c|a|<\frac{1}{2}$, which implies

$$
\begin{equation*}
\bar{c}_{\omega}+c_{\omega}(t)<-1 / 2, \quad c_{l}(t)+\bar{c}_{l}>1 / 2 \tag{3.46}
\end{equation*}
$$

As a result, we can choose small initial perturbation $\omega_{0}$ which modifies $\bar{\omega}$ in the far field so that we have an initial data $\bar{\omega}+\omega_{0}$ with compact support. We can also require that $\omega_{0, x}(0)=0$ and $E(0)<c|a|$. Then the bootstrap result and $\bar{c}_{\omega}+c_{\omega}(\tau)<-1 / 2<0$ imply the finite time blowup. We conclude the proof of Proposition 3.4.1.

Based on the a-priori estimate, we can further obtain the convergence result.

### 3.4.3 Convergence to the self-similar solution

Proof of Proposition 3.4.2. An important observation is that the approximate self-similar profile is time-independent. Therefore, we take the time derivative in (3.21 to obtain

$$
\begin{align*}
\omega_{t t}+\left(\bar{c}_{l} x+a \bar{u}\right) \omega_{t x}= & \left(\bar{c}_{\omega}+\bar{u}_{x}\right) \omega_{t}+\left(u_{x, t}+c_{\omega, t}\right) \bar{\omega}  \tag{3.47}\\
& -\left(a u_{t}+c_{l, t} x\right) \bar{\omega}_{x}+N(\omega)_{t}
\end{align*}
$$

where the error term $F(\bar{\omega})$ vanishes since it depends on the approximate selfsimilar profile only. Note that the normalization condition also implies

$$
\frac{d}{d t} \omega_{x}(t, 0)=0
$$

Exponential convergence Note that the linearized operator in (3.47) is exactly the same as that in the weighted $L^{2}$ estimate (3.21). Therefore, we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega_{t}^{2}, \varphi\right\rangle \leq-(1 / 2-C|a|)\left\langle\omega_{t}^{2}, \varphi\right\rangle+\left\langle N(\omega)_{t}, \omega_{t} \varphi\right\rangle \tag{3.48}
\end{equation*}
$$

The nonlinear part reads

$$
\begin{align*}
N(\omega)_{t} & =\left(c_{\omega, t}+u_{x, t}\right) \omega+\left(c_{\omega}+u_{x}\right) \omega_{t}-\left(c_{l, t} x+a u_{t}\right) \omega_{x}-\left(c_{l} x+a u\right) \omega_{x, t} \\
& \triangleq I+I I+I I I+I V \tag{3.49}
\end{align*}
$$

where $c_{\omega, t}=-u_{x, t}(0), c_{l, t}=-a u_{x, t}(0)$ according to the 3.23). We are going to show that

$$
\begin{equation*}
\left|\left\langle N(\omega)_{t}, \omega_{t} \varphi\right\rangle\right| \lesssim E(t)\left\langle\omega_{t}^{2}, \varphi\right\rangle \tag{3.50}
\end{equation*}
$$

From previous estimates, we can control $\|\omega\|_{\infty},\left\|u_{x}\right\|_{\infty},\left\|\frac{u}{x}\right\|_{L^{\infty}},\left|c_{\omega}\right|,\left|c_{l}\right|$ by $E(t)$. Using (B.8) with $p=2,4, x^{-4}+x^{-2} \lesssim \varphi\left(\right.$ see (3.18) ) and the $L^{2}$ isometry of the Hilbert transform, we have

$$
\begin{aligned}
\left\|\left(u_{x}-u_{x}(0)\right)\left(x^{-4}+x^{-2}\right)^{1 / 2}\right\|_{2} & \lesssim\left\|\omega \varphi^{1 / 2}\right\|_{L^{2}} \lesssim E(t) \\
\left.\|\left(u_{x, t}-u_{x, t}(0)\right)\left(x^{-4}+x^{-2}\right)^{1 / 2}\right) \|_{2} & \lesssim\left\|\omega_{t} \varphi^{1 / 2}\right\|_{L^{2}}
\end{aligned}
$$

Moreover, we have

$$
\begin{align*}
\left|\frac{u_{t}(x)}{x}\right| & =\frac{1}{\pi}\left|\int_{y>0} \log \right| \frac{x+y}{x-y}\left|\frac{1}{x} \omega_{t}(y) d y\right|  \tag{3.51}\\
& \lesssim\left\langle\omega_{t}^{2}, \varphi\right\rangle^{1 / 2}\left\langle\left(\log \left|\frac{x+y}{x-y}\right| \frac{1}{x}\right)^{2}, \varphi^{-1}\right\rangle^{1 / 2} \lesssim\left\langle\omega_{t}^{2}, \varphi\right\rangle^{1 / 2}
\end{align*}
$$

Taking $x=0$ in the above estimate, we also yield the bound for $\left|u_{x, t}(0)\right|$ and thus that for $\left|c_{\omega, t}\right|,\left|c_{l, t}\right|$. The tail behavior of $\varphi$ (3.18) satisfies

$$
\varphi=\frac{b^{2}}{x^{4}}+\frac{2}{x^{2}}+\frac{1}{b^{2}}=O\left(x^{-2}\right)+b^{-2}, \quad \varphi-b^{-2}=\frac{b^{2}}{x^{4}}+\frac{2}{x^{2}}<\varphi
$$

Recall $\tilde{u}=u-u_{x}(0) x$ and (3.23). We can estimate different parts of $N(\omega)_{t}$ as follows

$$
\begin{aligned}
\left|\left\langle I, \omega_{t} \varphi\right\rangle\right| \leq & \left|\left\langle\left(c_{\omega, t}+u_{x, t}\right) \omega, \omega_{t}\left(\varphi-b^{-2}\right)\right\rangle\right|+b^{-2}\left|\left\langle\left(c_{\omega, t}+u_{x, t}\right) \omega, \omega_{t}\right\rangle\right| \\
\lesssim & \left\langle\tilde{u}_{x, t}^{2},\left(x^{-4}+x^{-2}\right\rangle^{1 / 2}\right|\left|\omega\left\|_{\infty}\left\langle\omega_{t}^{2}, \varphi\right\rangle^{1 / 2}+b^{-2}\left|c_{\omega, t}\right|\right\| \omega\left\|_{2}\right\| \omega_{t} \varphi^{1 / 2} \|_{2}\right. \\
& +b^{-2}\left\|u_{x, t} \mid\right\|_{2}\|\omega\|_{\infty}\left\|\omega_{t}\right\|_{2} \lesssim E(t)\left\langle\omega_{t}^{2}, \varphi\right\rangle, \\
\left\langle I I+I V, \omega_{t} \varphi\right\rangle= & \left.\left\langle c_{\omega}+u_{x}+\frac{\left(\left(c_{l} x+a u\right) \varphi\right)_{x}}{2 \varphi}, \omega_{t}^{2} \varphi\right\rangle\right\rangle \\
\lesssim & \left\|u_{x}\right\|_{\infty}\left\langle\omega_{t}^{2}, \varphi\right\rangle \lesssim E(t)\left\langle\omega_{t}^{2}, \varphi\right\rangle, \\
\left\langle I I I, \omega_{t} \varphi\right\rangle= & \left\langle c_{l, t}+a \frac{u_{t}}{x}, \omega_{x} x \varphi^{1 / 2} \omega_{t} \varphi^{1 / 2}\right\rangle \\
\lesssim & \left\|c_{l, t}+a \frac{u_{t}}{x}\right\|\left\|_{\infty}\right\| \omega_{x} \varphi^{1 / 2} x\left\|_{2}\right\| \omega_{t} \varphi^{1 / 2} \|_{2} \lesssim E(t)\left\langle\omega_{t}^{2}, \varphi\right\rangle,
\end{aligned}
$$

where we have used $\left|x \varphi_{x} / \varphi\right| \lesssim 1$ to estimate $I I+I V$ and $\left\|\omega_{x} \varphi^{1 / 2} x\right\|_{2}=$ $\left\|\omega_{x} \psi^{1 / 2}\right\|_{2} \lesssim E(t)$ to obtain the last inequality. In summary, we have proved (3.50). Consequently, by substituting the above estimates and (3.45) into (3.48), we obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\langle\omega_{t}^{2}, \varphi\right\rangle & \leq-(1 / 2-C|a|)\left\langle\omega_{t}^{2}, \varphi\right\rangle+C_{3} E(t)\left\langle\omega_{t}^{2}, \varphi\right\rangle \\
& \leq-(1 / 2-C|a|)\left\langle\omega_{t}^{2}, \varphi\right\rangle+C_{3} c|a|\left\langle\omega_{t}^{2}, \varphi\right\rangle \\
& =-\left(1 / 2-C|a|-C_{3} c|a|\right)\left\langle\omega_{t}^{2}, \varphi\right\rangle
\end{aligned}
$$

for some universal constant $C_{3}$. Thus, there exists $0<\delta<a_{0}$ such that

$$
C \delta+C_{3} c \delta<\frac{1}{4}
$$

Hence, if $|a|<\delta$, we obtain

$$
\begin{equation*}
\frac{d}{d t}\left\langle\omega_{t}^{2}, \varphi\right\rangle \leq-\left(1 / 2-C|a|-C_{3} c|a|\right)\left\langle\omega_{t}^{2}, \varphi\right\rangle \leq-\frac{1}{4}\left\langle\omega_{t}^{2}, \varphi\right\rangle . \tag{3.52}
\end{equation*}
$$

It follows that $\left\langle\omega_{t}^{2}, \varphi\right\rangle$ converges to 0 exponentially fast as $t \rightarrow \infty$ and that $\omega(t)$ is a Cauchy sequence in $L^{2}(\varphi)$ as $t \rightarrow \infty$. It admits a limit $\omega_{\infty}$ and we have

$$
\begin{equation*}
\left\|\left(\omega(t)-\omega_{\infty}\right) \varphi^{1 / 2}\right\|_{2} \leq e^{-t / 4} \tag{3.53}
\end{equation*}
$$

According to the a-priori estimate $\left\langle\omega_{x}(t, \cdot)^{2}, \psi\right\rangle<E^{2}(t)<(c a)^{2}$, there is a subsequence $\omega\left(t_{n}\right)$ of $\omega(t)$, such that $\omega_{x}\left(t_{n}\right) \psi^{1 / 2}$ converges weakly in $L^{2}$, and the limit must be $\omega_{\infty, x} \psi^{1 / 2}$. Therefore, we conclude that $\omega_{\infty} \in L^{2}(\varphi)$ and $\omega_{\infty, x} \in L^{2}(\psi)$. Using these convergence results, we obtain

$$
\begin{equation*}
c_{l}(t)=-a u_{x}(t, 0) \rightarrow-a H \omega_{\infty}(0), \quad c_{\omega}=-u_{x}(t, 0) \rightarrow-H \omega_{\infty}(0) \tag{3.54}
\end{equation*}
$$

as $t \rightarrow \infty$. Using the formulas of $\bar{\omega}$ in (3.17), $\varphi, \psi$ in (3.18) and the above result, we obtain $\omega_{\infty}, \bar{\omega} \in H^{1}(\mathbb{R})$, which implies $\omega_{\infty}+\bar{\omega} \in H^{1}(\mathbb{R})$.

Convergence to self-similar solution Finally, we verify that $\omega_{\infty}+\bar{\omega}$ with some $c_{l, \infty}, c_{\omega, \infty}$ is a steady state of (3.16).

We use $\Omega, U, \kappa_{l}, \kappa_{\omega}$ to denote the original solution of (3.16)

$$
\Omega=\omega+\bar{\omega}, \quad U=u+\bar{u}, \quad \kappa_{l}=c_{l}+\bar{c}_{l}, \quad \kappa_{\omega}=c_{\omega}+\bar{c}_{\omega}
$$

In particular, we define $\left(\Omega_{\infty}, U_{\infty}\right)$ by

$$
\Omega_{\infty}=\omega_{\infty}+\bar{\omega}, \quad U_{\infty, x}=H\left(\Omega_{\infty}\right)
$$

Notice that

$$
\omega_{t}=\Omega_{t}=\left(\kappa_{\omega}+U_{x}\right) \Omega-\left(\kappa_{l} x+a U\right) \Omega_{x} \triangleq K(t)
$$

Due to the exponential convergence (3.52), we have

$$
\begin{equation*}
\left\langle K(t)^{2}, \varphi\right\rangle \rightarrow 0 \quad \text { as } t \rightarrow+\infty \tag{3.55}
\end{equation*}
$$

Suppose that $\left\{\omega\left(t_{n}, \cdot\right)\right\}_{n \geq 1}$ is a subsequence of $\{\omega(t, \cdot)\}_{t \geq 0}$ such that as $n \rightarrow \infty$, $t_{n} \rightarrow \infty$ and $\omega_{x}\left(t_{n}\right) \psi^{1 / 2}$ converges weakly to $\omega_{\infty, x} \psi^{1 / 2}$ in $L^{2}$. From (3.53), we obtain that $\left\{\omega\left(t_{n}\right)\right\}_{n \geq 1}$ converges strongly to $\omega_{\infty}$ in $L^{2}(\varphi)$. Therefore, $\Omega\left(t_{n}\right)-$ $\Omega_{\infty}$ converges strongly to 0 in $L^{2}(\varphi)$ and $\Omega_{x}\left(t_{n}\right) \psi^{1 / 2}-\Omega_{\infty, x} \psi^{1 / 2}$ converges weakly to 0 in $L^{2}$. From (3.54), we obtain that $\kappa_{l}\left(t_{n}\right), \kappa_{\omega}\left(t_{n}\right)$ converge to some scaling factors $c_{l, \infty}, c_{\omega, \infty}$, respectively.

Using these convergence results, the relation $\psi=x^{2} \varphi$ between two weights and the standard convergence argument, we obtain that $K\left(t_{n}\right) \varphi^{1 / 2}-K(\infty) \varphi^{1 / 2}$ converges weakly to 0 in $L^{2}$, i.e.

$$
\begin{align*}
& \left(\left(\kappa_{\omega}+U_{x}\right) \Omega-\left(\kappa_{l} x+a U\right) \Omega_{x}\right) \varphi^{1 / 2} \\
- & \left(\left(c_{\omega, \infty}+U_{\infty, x}\right) \Omega_{\infty}-\left(c_{l, \infty} x+a U_{\infty}\right) \Omega_{\infty, x}\right) \varphi^{1 / 2} \quad \rightharpoonup \tag{3.56}
\end{align*}
$$

We refer to the arXiv version of [19] for the detailed proof of this result.
Note that shows that $K\left(t_{n}\right) \rightarrow 0$ in $L^{2}(\varphi)$. We get

$$
\left(c_{\omega, \infty}+U_{\infty, x}\right) \Omega_{\infty}-\left(c_{l, \infty} x+a U_{\infty}\right) \Omega_{\infty, x}=0
$$

in $L^{2}(\varphi)$. The a-priori estimate (3.46) and the convergence result imply that $c_{l, \infty}>1 / 2>0, c_{\omega, \infty}<-1 / 2<0$. Therefore, the solution $\Omega(t)$ in the dynamic rescaling equation converges to $\Omega_{\infty}$ in $L^{2}(\varphi)$ and ( $\Omega_{\infty}, c_{l, \infty}, c_{\omega, \infty}$ ) is a steady state of (3.16), or equivalently, a solution of the self-similar equation (3.6). Using the rescaling relations (3.13) and (3.15), we obtain that the singularity is asymptotically self-similar. Since $\gamma=-\frac{c_{l, \infty}}{c_{\omega, \infty}}>0$, the asymptotically selfsimilar singularity is focusing. The regularity $\Omega_{\infty} \in H^{1}(\mathbb{R})$ follows from the result below (3.54).

Remark 3.4.3. An argument similar to that of proving convergence to the self-similar solutions by time-differentiation given above has been developed independently in 42. There is a difference between two approaches in the sense that an artificial time variable was introduced in 42], while we use the dynamic rescaling time variable.

### 3.5 Finite time blowup for $a=1$ with $C_{c}^{\infty}$ initial data

In this section, we will prove Theorem 3.1 regarding the finite time self-similar blowup of the original De Gregorio model with $a=1$. Compared to the De Gregorio model with small $|a|$ analyzed in the previous Section, the case of $a=1$ is much more challenging since we do not have a small parameter $a$ in the advection term $u \omega_{x}$. The smallness of $|a|$ has played an important role both in the construction of analytic approximate self-similar profile 3.20 and the stability analysis, where we treat the advection term as a small perturbation. We will use the same method of analysis presented in the previous section except that the approximate steady state is constructed numerically. Since our approximate steady state is constructed numerically, we also present a general strategy how to obtain rigorous error bounds for various terms using Interval arithmetic guided by numerical error analysis, see subsection 3.5.3.

To begin with, we consider (3.2) with $a=1$. The associated dynamic rescaling equation reads

$$
\begin{equation*}
\omega_{t}+\left(c_{l} x+u\right) \omega_{x}=\left(c_{\omega}+u_{x}\right) \omega, \quad u_{x}=H \omega \tag{3.57}
\end{equation*}
$$

For an odd initial datum $\omega_{0}$ supported in $[-L, L]$, we use the following normalization conditions

$$
\begin{equation*}
c_{l}=-\frac{u(L)}{L}, \quad c_{\omega}=c_{l} \tag{3.58}
\end{equation*}
$$

We fix $L=10$. With the above conditions, we have $\left.\left(c_{l} x+u\right)\right|_{x= \pm L}=0$ and

$$
\begin{align*}
\partial_{t} \omega_{x}(t, 0) & =\left.\partial_{x}\left(\left(u_{x}+c_{\omega}\right) \omega-\left(c_{l} x+u\right) \omega_{x}\right)\right|_{x=0}  \tag{3.59}\\
& =\left(c_{\omega}+u_{x}(t, 0)-c_{l}-u_{x}(t, 0)\right) \omega_{x}(t, 0)=0
\end{align*}
$$

Thus $\omega_{x}(t, 0)$ remains constant and $x= \pm L$ is a stationary point of (3.57) and the support of $\omega$ will remain in $[-L, L]$, as long as the solution of the dynamic rescaling equation remains smooth.

The reader who is not interested in the numerical computation can skip the following discussion on the numerical computation and go directly to Section 3.5.1.1 and later subsections for the description of the approximate profile and the analysis of linear stability.

### 3.5.1 Construction of the approximate self-similar profile

We approximate the steady state of (3.57) numerically by using the normalization conditions (3.58). Since $\omega$ is supported on $[-L, L]$ and remains odd for all time, we restrict the computation in the finite domain $[0, L]$ and adopt a uniform discretization with grid points $x_{i}=i h, i=0,1, \ldots, n=8000, h=L / 8000$. In what follows, the subscript $i$ of $\omega_{i}^{k}$ stands for space discretization, and the superscript $k$ stands for time discretization. We solve (3.57) numerically using the following discretization scheme:

1. Initial guess is chosen as $\omega_{i}^{0}=-\frac{L-x_{i}}{\pi} \sin \left(\frac{\pi x_{i}}{L}\right), i=0,1, \ldots, n$.
2. The whole function $\omega^{k}$ is obtained from grid point values $w_{i}^{k}$ using a standard cubic spline interpolation on $[-L, L]$, with odd extension of $w^{k}$ on $[-L, 0]$. We approximate $w_{x, i}^{k}$ at the boundary using a second order extrapolation:

$$
w_{x}^{k}(-L)=w_{x}^{k}(L)=w_{x, n}^{k}=\frac{3 \omega_{n}^{k}-4 \omega_{n-1}^{k}+\omega_{n-2}^{k}}{2 h}
$$

The resulting $\omega^{k}$ is a piecewise cubic polynomial and $\omega^{k} \in C^{2,1}$. The derivative point values $w_{x, i}^{k}$ are evaluated to be $w_{x}^{k}\left(x_{i}\right)$.
3. The values of $u^{k}$ and $u_{x}^{k}$ at grid points are obtained using the kernel integrals:

$$
u_{i}^{k}=\frac{1}{\pi} \int_{0}^{L} \omega^{k}(y) \log \left|\frac{x_{i}-y}{x_{i}+y}\right| d y, \quad u_{x, i}^{k}=\frac{1}{\pi} \int_{0}^{L} \frac{2 y}{x_{i}^{2}-y^{2}} \omega^{k}(y) d y
$$

In particular, for each $x_{i}$, the contributions to the above integrals from the neighboring intervals $\left[x_{i-m}, x_{i+m}\right]$ are integrated explicitly using the piecewise cubic polynomial expressions of $\omega$; the contributions from the intervals $[0, L] \backslash\left[x_{i-m}, x_{i+m}\right]$ are approximate by using a piecewise 8 -point Legendre-Gauss quadrature, in order to avoid large round-off error. We choose $m=8$. We compute $u_{x x}^{k}$ similarly and will use it later.
4. The integration in time is performed by the $4_{\text {th }}$ order Runge-Kutta scheme with adaptive time stepping. The discrete time step size $\Delta t_{k}=$ $t_{k+1}-t_{k}$ is given by $\Delta t_{k}=\frac{1}{2} \frac{h}{\max _{i}\left|c_{l} x_{i}+u_{i}^{k}\right|}$, respecting the CFL stability condition $\left|c_{l} x+u^{k}\right| \frac{h}{\Delta t_{k}} \leq 1$.
5. After each time step, we apply a local smoothing on $w_{i}^{k}$ to prevent oscillation:

$$
w_{i}^{k} \longleftarrow \frac{1}{4} w_{i-1}^{k}+\frac{1}{2} w_{i}^{k}+\frac{1}{4} w_{i+1}^{k}, \quad i=1, \ldots, n-1 .
$$

Our computation stops when the pointwise residual

$$
F_{\omega, i}^{k}=\left(c_{\omega}^{k}+u_{x, i}^{k}\right) \omega_{i}^{k}-\left(c_{l}^{k} x_{i}+u_{i}^{k}\right) \omega_{x, i}^{k}
$$

satisfies $\max _{i}\left|F_{\omega, i}^{k}\right| \leq 10^{-5}$. Then we use $\bar{\omega}=\omega^{k}$ as our approximate selfsimilar profile. The corresponding scaling factors are

$$
\bar{c}_{l}=\bar{c}_{\omega}=-0.6991
$$

by rounding up to 4 significant digits.
We remark that we observe second order convergence in space and fourth order convergence in time for the numerical method described above. However, we do not actually need to do convergence study (by refining the discretization) for our scheme, as we can measure the accuracy of our approximate self-similar profile $a$ posteriori. The criterion for a good approximate self-similar profile is that it is piecewise smooth and has a small residual error in the energy norm. All the numerical computations and quantitative verifications are performed by MATLAB (version 2019a) in the double-precision floating-point operation.


Figure 3.1: Approximate self-similar profile.

The MATLAB codes can be found via the link [17]. To make sure that our computer-assisted proof is rigorous, we adopt the standard method of interval arithmetic (see [96, 100]). In particular, we use the MATLAB toolbox INTLAB (version 11 [99]) for the interval computations. Every single real number $p$ in MatLab is represented by an interval $\left[p_{l}, p_{r}\right]$ that contains $p$, where $p_{l}, p_{r}$ are precise floating-point numbers of 16 digits. Every computation of real number summation, multiplication or division is performed using the interval arithmetic, and the outcome is hence represented by the resulting interval [ $P_{l}, P_{r}$ ] that strictly contains $P$. We then obtain a rigorous upper bound on $|P|$ by rounding up $\max \left\{\left|P_{l}\right|,\left|P_{r}\right|\right\}$ to 2 significant digits (or 4 when necessary). We remark that, when encountering a non-essential ill-conditioned computation, especially a division, we will replace it by an alternative well-conditioned one. For example, for some function $f(x)$ such that $f(0)=0, f_{x}(0)<+\infty$, the evaluation of $\frac{f(x)}{x}$ at $x=0$ will be replaced by the evaluation of $f_{x}(0)$.

### 3.5.1.1 Compact support of the approximate profile

The approximate profile $\bar{\omega}$ we obtain actually has compact support. Below we explain how we obtain a compactly supported approximate self-similar profile. First let us assume that $\omega$ is a solution of the steady state equation (or equivalently self-similar equation), i.e. setting $\omega_{t}=0$ in (3.57),

$$
\left(c_{l} x+u\right) \omega_{x}=\left(c_{\omega}+u_{x}\right) \omega, \quad u_{x}=H \omega .
$$

Differentiating both sides and then evaluating the resulting equation at $x=0$, we obtain

$$
\left.\left(c_{l}+u_{x}\right) \omega_{x}\right|_{x=0}=\left.\left(c_{\omega}+u_{x}\right) \omega_{x}\right|_{x=0}
$$

which implies $c_{l}=c_{\omega}$, provided that $\omega_{x}(0) \neq 0$. Suppose that we have a finite time self-similar blowup. Then the scaling factor $c_{\omega}$ is negative. See the discussion in Section 2.1.4. It follows that $c_{l}=c_{\omega}<0$. This also holds true for the approximate profile: $\bar{c}_{l}=\bar{c}_{\omega}<0$. Moreover, we have that $\bar{u}>0$ for $x>0$ and grows sublinearly for large $x$. The difference between the signs of $\bar{c}_{l} x$ and $\bar{u}(x)$ and their different growth rates for large $|x|$ lead to the following change of sign in the approximate profile
$\bar{c}_{l} x_{0}+\bar{u}\left(x_{0}\right)=0, \quad \bar{c}_{l} x+\bar{u}(x)>0$ for $0 \leq x<x_{0}, \quad \bar{c}_{l} x+\bar{u}(x)<0$ for $x>x_{0}$,
for some $x_{0}>0$. We expect that a similar change of sign occurs in the dynamic variable $c_{l} x+u$ and the solution of (3.57) will form a shock. When we solve $\bar{\omega}$ numerically, we can fix the point where the sign of $c_{l} x+u$ changes by imposing (3.58). Moreover, the approximate profile satisfies that $\bar{c}_{\omega}+\bar{u}_{x}(x)$ is negative for $x>x_{0}$ (see Figure 3.1). For $x>x_{0}$, we expect that the dynamic variable $c_{\omega}+u_{x}(x)$ is also negative, which implies that $\left(c_{\omega}+u_{x}(x)\right) \omega$ in (3.57) is a damping term. For $x>x_{0}$, due to the transport term $\left(c_{l} x+u\right) \omega_{x}$ with $c_{l} x+u(x)<0$ and the damping effect $\left(c_{\omega}+u_{x}(x)\right) \omega$, the solution tends to have compact support. For this reason, in our computation, we have chosen the initial data with compact support and controlled the support of the solution by imposing (3.58). As a result, the approximate profile also has compact support.

### 3.5.1.2 Regularity of the approximate profile

In the domain $[-L, L]$, since $\bar{\omega}$ is obtained from the cubic spline interpolation, it has the regularity $C^{2,1}[-L, L]$. Moreover, since $\bar{\omega}(x)=0$ for $|x| \geq L, \bar{\omega}$ is a Lipschitz function on the real line. We remark that $\bar{\omega}$ is in $H^{1}(\mathbb{R})$ but not in $H^{2}(\mathbb{R})$ since $\bar{\omega}_{x}$ is discontinuous at $x= \pm L$ (see Figure 3.1). Multiplying $\left(x^{2}-L^{2}\right)$, we get a compactly supported and global Lipschitz function $\left(x^{2}-\right.$ $\left.L^{2}\right) \bar{\omega}_{x}$. Hence we can define the Hilbert transform of $\left(\left(x^{2}-L^{2}\right) \bar{\omega}_{x}\right)_{x}$ which is in $L^{p}$ for any $1 \leq p<+\infty$.

Applying (B.4) in Lemma B.0.2, we have

$$
\bar{u}_{x x}=H \bar{\omega}_{x}, \quad \bar{u}_{x x x}\left(x^{2}-L^{2}\right)=H\left(\bar{\omega}_{x x}\left(x^{2}-L^{2}\right)\right) .
$$

Using the regularity of $\bar{\omega}$, we have that $\bar{u}$ is at least $C^{3}$ in $(-L, L)$ and $\bar{u}_{x x}$ grows logarithmically near $x= \pm L$ since $\bar{\omega}_{x}$ is discontinuous at $x= \pm L$.

### 3.5.1.3 Regularity of the perturbation

We will choose an odd initial perturbation $\omega_{0}$ such that $\omega_{0}+\bar{\omega} \in C_{c}^{\infty}$ and $\omega_{0, x}(0)=0$. Standard local well-posedness result shows that $\omega+\bar{\omega}$ remains smooth locally in time. Hence, the regularity of $\omega$ and $\bar{\omega}$ are the same before blowup. Since the odd symmetry of the solution $\omega+\bar{\omega}$ is preserved and $\bar{\omega}$ is odd, this implies that $\omega$ is odd. From this property and $\omega_{x}(0)=0$ (see (3.59) , $\omega$ is of order $O\left(x^{3}\right)$ near $x=0$. On the other hand, we have $\omega( \pm L)=0$ since its support lies in $[-L, L]$. In the following derivation, the boundary terms when we perform integration by parts on $\omega$ terms will vanish, which can be justified by these vanishing conditions. We will use this property without explicitly mentioning it.

In [91], the De Gregorio model (3.2) with $a=1$ was solved numerically on $\mathbb{R}$ for $t \in[0,1]$. The author demonstrated the growth of the solution numerically and plotted the solutions at several times that have similar profiles, which share some similar structure with our $\bar{\omega}$.

### 3.5.2 Linear stability of the approximate self-similar profile

Linear stability analysis plays a crucial role in establishing the existence and stability of the self-similar profile. We will establish the linear stability of the approximate self-similar profile in this subsection.

Linearizing (3.57) around $\bar{\omega}, \bar{u}, \bar{c}_{l}, \bar{c}_{\omega}$ yields

$$
\begin{equation*}
\omega_{t}+\left(\bar{c}_{l} x+\bar{u}\right) \omega_{x}=\left(\bar{c}_{\omega}+\bar{u}_{x}\right) \omega+\left(u_{x}+c_{\omega}\right) \bar{\omega}-\left(u+c_{l} x\right) \bar{\omega}_{x}+N(\omega)+F(\bar{\omega}), \tag{3.60}
\end{equation*}
$$

where $\omega, u, c_{l}, c_{\omega}$ are the perturbations of the approximate self-similar profile, $N$ and $F$ are the nonlinear terms and the residual error, respectively,

$$
\begin{equation*}
N(\omega)=\left(c_{\omega}+u_{x}\right) \omega-\left(c_{l} x+u\right) \omega_{x}, \quad F(\bar{\omega})=\left(\bar{c}_{\omega}+\bar{u}_{x}\right) \bar{\omega}-\left(\bar{c}_{l} x+\bar{u}\right) \bar{\omega}_{x} \tag{3.61}
\end{equation*}
$$

Main ideas in our linear stability analysis Compared to 3.21, 3.60) does not contain a small parameter $a$ in the nonlocal term $\left(u+c_{l} x\right) \bar{\omega}_{x}$, which makes it substantially harder to establish linear stability. There are three key observations in our linear stability estimates. First of all, we observe that the $u_{x} \bar{\omega}$ term (vortex stretching) is harmless to the linear stability analysis as we have shown in Section 3.4. We construct the weight function carefully to fully exploit the cancellation between $u_{x}$ and $\omega$ (see Lemma B.0.3). Secondly, we observe that there is a competition between the advection term $u \omega_{x}$ and
the vortex stretching term $u_{x} \omega$. We expect some cancellation between their perturbation $u \bar{\omega}_{x}$ and $u_{x} \bar{\omega}$. By exploiting this cancellation, we obtain a sharper estimate of $u / x$ by $\omega$, which improves the corresponding estimate using the Hardy inequality B.8). Roughly speaking, for $x$ close to 0 , the term $u / x$ can be bounded by $\omega / 5$ in some appropriate norm; similarly, for $x$ close to $L$, the term $(u(x)-u(L)) /(x-L)$ can be bounded by $\omega / 3$ in some appropriate norm. The small constants, $1 / 5$ and $1 / 3$, are essential for us to obtain sharp estimates on the non-local term $u$. If we had used a rough estimate with constant $1 / 5$ replacing by $1 / 2$, we would have failed to establish linear stability. Using the first two observations, the estimate of most interactions can be reduced to the estimate of some boundary terms. In order to obtain a sharp stability constant, we express these boundary terms as the projection of $\omega$ onto some functions and exploit the cancellation between different projections to obtain the desired linear stability estimate.

Due to the odd symmetry of $u, \omega$, we just need to focus on the positive real line. Denote

$$
\langle f, g\rangle \triangleq \int_{0}^{L} f g d x, \quad\|f\|_{p}=\|f\|_{L^{p}[0, L]}
$$

for any $1 \leq p \leq \infty$. For most integrals we consider, it is the same as the integral from 0 to $+\infty$ since the support of $\omega$ lies in $[-L, L]$. Define a singular weight function on $[0, L]$

$$
\begin{equation*}
\varphi \triangleq\left(-\frac{1}{x^{3}}-\frac{e}{x}-\frac{f \cdot 2 x}{L^{2}-x^{2}}\right) \cdot\left(\chi_{1}\left(\bar{\omega}-\frac{x \bar{\omega}_{x}}{5}\right)+\chi_{2}\left(\bar{\omega}-\frac{(x-L) \bar{\omega}_{x}}{3}\right)\right)^{-1} \tag{3.62}
\end{equation*}
$$

where $\chi_{1}, \chi_{2} \geq 0$ are cutoff functions such that $\chi_{1}+\chi_{2}=1$ and

$$
\chi_{1}(x)=\left\{\begin{array}{ll}
1 & x \in[0,4] \\
0 & x \in[6,10]
\end{array}, \quad \chi_{1}(x)=\frac{\exp \left(\frac{1}{x-4}+\frac{1}{x-6}\right)}{1+\exp \left(\frac{1}{x-4}+\frac{1}{x-6}\right)} \forall x \in[4,6] .\right.
$$

Note that the denominator in (3.62) is negative in $(0, L)$ and that $\varphi>0$ is a singular weight and is of order $O\left(x^{-4}\right)$ near $x=0, O\left((x-L)^{-2}\right)$ near $x=L$.

Performing the weighted $L^{2}$ estimate on (3.60) yields

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega^{2}, \varphi\right\rangle= & \left\langle-\left(\bar{c}_{l} x+\bar{u}\right) \omega_{x}+\left(\bar{c}_{w}+\bar{u}_{x}\right) \omega, \omega \varphi\right\rangle+\left\langle\left(u_{x}+c_{\omega}\right), \bar{\omega} \omega \varphi\right\rangle \\
& -\left\langle\left(c_{l} x+u\right), \bar{\omega}_{x} \omega \varphi\right\rangle+\langle N(\omega), \omega \varphi\rangle+\langle F(\bar{\omega}), \omega \varphi\rangle  \tag{3.63}\\
\triangleq & D+I+N_{1}+F_{1} .
\end{align*}
$$

For $D$, we use integration by parts to obtain

$$
\begin{equation*}
D=\left\langle\frac{1}{2 \varphi}\left(\left(\bar{c}_{l} x+\bar{u}\right) \varphi\right)_{x}+\left(\bar{c}_{w}+\bar{u}_{x}\right), \omega^{2} \varphi\right\rangle \triangleq\left\langle D(\bar{\omega}), \omega^{2} \varphi\right\rangle . \tag{3.64}
\end{equation*}
$$

From (3.62), we know that $\varphi(x)=O\left(x^{-4}\right)$ near $x=0$ and $\varphi(x)=O\left((x-L)^{-2}\right)$ near $x=L$. Using these asymptotic properties of $\varphi$, one can obtain that

$$
D(\bar{\omega})(0)=-\left(\bar{c}_{l}+\bar{u}_{x}(0)\right) / 2<0, \quad D(\bar{\omega})(L)=\left(\bar{c}_{l}+\bar{u}_{x}(L)\right) / 2<0 .
$$

We can verify rigorously that $D(\bar{\omega})(x)$ is pointwisely negative on $[0, L)$. In particular, we treat $\left\langle D(\bar{\omega}), \omega^{2} \varphi\right\rangle$ as a damping term. See Section 3.3.1 for the discussions on the derivation of the damping term.

We estimate the interaction near $x=0$ and $x=L$ differently. First we split the $I$ term into two terms as follows:

$$
\begin{align*}
I= & \left\langle\left(u_{x}+c_{\omega}\right) \bar{\omega}-\left(c_{l} x+u\right) \bar{\omega}_{x}, \omega \varphi \chi_{1}\right\rangle  \tag{3.65}\\
& +\left\langle\left(u_{x}+c_{\omega}\right) \bar{\omega}-\left(c_{l} x+u\right) \bar{\omega}_{x}, \omega \varphi \chi_{2}\right\rangle \triangleq I_{1}+I_{2} .
\end{align*}
$$

We use different decompositions of $\left(u_{x}+c_{\omega}\right) \bar{\omega}-\left(c_{l} x+u\right) \bar{\omega}_{x}$ for $x$ close to 0 and to $L$. For $x$ close to 0 (the $\chi_{1}$ part), we use $c_{\omega}=c_{l}$ to obtain

$$
\begin{aligned}
& \left(u_{x}+c_{\omega}\right) \bar{\omega}-\left(c_{l} x+u\right) \bar{\omega}_{x}=\left(u_{x}+c_{\omega}\right)\left(\bar{\omega}-\frac{\bar{\omega}_{x} x}{5}\right)+x \bar{\omega}_{x}\left(\frac{u_{x}+c_{\omega}}{5}-\frac{u+c_{l} x}{x}\right) \\
= & \left(u_{x}+c_{\omega}\right)\left(\bar{\omega}-\frac{\bar{\omega}_{x} x}{5}\right)+x \bar{\omega}_{x}\left(\frac{u_{x}-u_{x}(0)}{5}-\frac{u-u_{x}(0) x}{x}-\frac{4\left(c_{\omega}+u_{x}(0)\right)}{5}\right) .
\end{aligned}
$$

For $x$ close to $L$ (the $\chi_{2}$ part), using $c_{\omega}=c_{l}=-u(L) / L$ (3.58), we have

$$
u+c_{l} x=u-u(L)+c_{l}(x-L) .
$$

Therefore, we obtain

$$
\begin{aligned}
& \left(u_{x}+c_{\omega}\right) \bar{\omega}-\left(c_{l} x+u\right) \bar{\omega}_{x}=\left(u_{x}+c_{\omega}\right) \bar{\omega}-(x-L) \bar{\omega}_{x} \cdot \frac{u-u(L)+c_{l}(x-L)}{x-L} \\
= & \left(u_{x}+c_{\omega}\right)\left(\bar{\omega}-\frac{\bar{\omega}_{x}(x-L)}{3}\right)+(x-L) \bar{\omega}_{x}\left(\frac{u_{x}+c_{\omega}}{3}-\frac{u-u(L)+c_{l}(x-L)}{x-L}\right) \\
= & \left(u_{x}+c_{\omega}\right)\left(\bar{\omega}-\frac{\bar{\omega}_{x}(x-L)}{3}\right)-\frac{2}{3}(x-L) \bar{\omega}_{x}\left(c_{\omega}+u_{x}(L)\right) \\
& +(x-L) \bar{\omega}_{x}\left(\frac{u_{x}-u_{x}(L)}{3}-\frac{u-u(L)-u_{x}(L)(x-L)}{x-L}\right) .
\end{aligned}
$$

Using (3.65) and the above decompositions near $x=0$, we get

$$
\begin{align*}
I_{1}= & \left\langle\left(\frac{1}{5} \frac{u_{x}-u_{x}(0)}{x^{2}}-\frac{u-u_{x}(0) x}{x^{3}}\right), x^{3} \bar{\omega}_{x} \omega \varphi \chi_{1}\right\rangle \\
& +\left\langle\left(c_{\omega}+u_{x}\right),\left(\bar{\omega}-\frac{1}{5} \bar{\omega}_{x} x\right) \omega \chi_{1} \varphi\right\rangle-\frac{4}{5}\left(c_{\omega}+u_{x}(0)\right)\left\langle x \bar{\omega}_{x}, \omega \chi_{1} \varphi\right\rangle  \tag{3.66}\\
\triangleq & I_{11}+I_{12}+I_{13} .
\end{align*}
$$

Similarly, near $x=L$, we have

$$
\begin{align*}
I_{2}= & \left\langle\left(\frac{1}{3} \frac{u_{x}-u_{x}(L)}{x-L}-\frac{u-u(L)-u_{x}(L)(x-L)}{(x-L)^{2}}\right),(x-L)^{2} \bar{\omega}_{x} \omega \varphi \chi_{2}\right\rangle \\
& +\left\langle\left(c_{\omega}+u_{x}\right),\left(\bar{\omega}-\frac{1}{3} \bar{\omega}_{x}(x-L)\right) \omega \varphi \chi_{2}\right\rangle-\frac{2}{3}\left(c_{\omega}+u_{x}(L)\right)\left\langle(x-L) \bar{\omega}_{x}, \omega \varphi \chi_{2}\right\rangle \\
\triangleq & I_{21}+I_{22}+I_{23} . \tag{3.67}
\end{align*}
$$

### 3.5.2.1 The first part: the interior interaction

To handle the first term on the right hand side of (3.66) and (3.67), i.e. $I_{11}, I_{21}$, we use the Cauchy-Schwarz inequality to obtain

$$
\begin{align*}
& I_{11} \leq\left\|\left(\frac{1}{5} \frac{u_{x}-u_{x}(0)}{x^{2}}-\frac{u-u_{x}(0) x}{x^{3}}\right)\right\|_{2}\left\|x^{3} \bar{\omega}_{x} \omega \varphi \chi_{1}\right\|_{2} \\
& I_{21} \leq\left\|\frac{1}{3} \frac{u_{x}-u_{x}(L)}{x-L}-\frac{u-u(L)-u_{x}(L)(x-L)}{(x-L)^{2}}\right\|_{2}\left\|(x-L)^{2} \bar{\omega}_{x} \omega \varphi \chi_{2}\right\|_{2} \tag{3.68}
\end{align*}
$$

Using integration by parts yields

$$
\begin{align*}
& \left\|\left(\frac{1}{5} \frac{u_{x}-u_{x}(0)}{x^{2}}-\frac{u-u_{x}(0) x}{x^{3}}\right)\right\|_{2}^{2} \\
= & \frac{1}{25}\left\|\frac{u_{x}-u_{x}(0)}{x^{2}}\right\|_{2}^{2}-\frac{2}{5} \int_{0}^{L} \frac{\left(u_{x}-u_{x}(0)\right) \cdot\left(u-u_{x}(0) x\right)}{x^{5}} d x+\left\|\frac{u-u_{x}(0) x}{x^{3}}\right\|_{2}^{2} \\
= & \frac{1}{25}\left\|\frac{u_{x}-u_{x}(0)}{x^{2}}\right\|_{2}^{2}-\left.\frac{1}{5} \frac{\left(u-u_{x}(0) x\right)^{2}}{x^{5}}\right|_{0} ^{L} \\
& -\frac{1}{5} \cdot 5 \int_{0}^{L} \frac{\left(u-u_{x}(0) x\right)^{2}}{x^{6}} d x+\left\|\frac{u-u_{x}(0) x}{x^{3}}\right\|_{2}^{2} \\
= & \frac{1}{25}\left\|\frac{u_{x}-u_{x}(0)}{x^{2}}\right\|_{2}^{2}-\frac{1}{5 L^{5}}\left(u(L)-u_{x}(0) L\right)^{2} \\
= & \frac{1}{25}\left\|\frac{u_{x}-u_{x}(0)}{x^{2}}\right\|_{2}^{2}-\frac{1}{5 L^{3}}\left(c_{\omega}+u_{x}(0)\right)^{2} \\
\leq & \frac{1}{25}\left\|\frac{\omega}{x^{2}}\right\|_{2}^{2}-\frac{1}{5 L^{3}}\left(c_{\omega}+u_{x}(0)\right)^{2}, \tag{3.69}
\end{align*}
$$

where we have used $c_{\omega}=c_{l}=-u(L) / L$ in the second to the last line. To obtain the last inequality, we have used estimate ( $\overline{\mathrm{B} .8}$ ) with $p=4$, the facts that the integral in $\|\cdot\|_{2}$ is from 0 to $L$ and that $\omega$ is supported in $[-L, L]$. Denote $v \triangleq u-u(L)-u_{x}(L)(x-L)$. Obviously, we have

$$
v(L)=v_{x}(L)=0, v(0)=-u(L)+u_{x}(L) L=L\left(c_{\omega}+u_{x}(L)\right)
$$

Using the above formula and integration by parts, we obtain

$$
\begin{align*}
& \left\|\frac{1}{3} \frac{u_{x}-u_{x}(L)}{x-L}-\frac{u-u(L)-u_{x}(L)(x-L)}{(x-L)^{2}}\right\|_{2}^{2}=\left\|\frac{1}{3} \frac{v_{x}}{x-L}-\frac{v}{(x-L)^{2}}\right\|_{2}^{2} \\
= & \frac{1}{9}\left\|\frac{v_{x}}{x-L}\right\|_{2}^{2}-\frac{2}{3} \int_{0}^{L} \frac{v v_{x}}{(x-L)^{3}} d x+\left\|\frac{v}{(x-L)^{2}}\right\|_{2}^{2} \\
= & \frac{1}{9}\left\|\frac{v_{x}}{x-L}\right\|_{2}^{2}-\left.\frac{1}{3} \frac{v^{2}}{(x-L)^{3}}\right|_{0} ^{L}-\frac{1}{3} \cdot 3 \int_{0}^{L} \frac{v^{2}}{(x-L)^{4}} d x+\left\|\frac{v}{(x-L)^{2}}\right\|_{2}^{2}  \tag{3.70}\\
= & \frac{1}{9}\left\|\frac{v_{x}}{x-L}\right\|_{2}^{2}+\frac{1}{3} \frac{v(0)^{2}}{(0-L)^{3}}=\frac{1}{9}\left\|\frac{u_{x}-u_{x}(L)}{x-L}\right\|_{2}^{2}-\frac{1}{3 L}\left(c_{\omega}+u_{x}(L)\right)^{2} .
\end{align*}
$$

Using a formula similar to (B.1) yields

$$
\left(u_{x}-u_{x}(L)\right)(x-L)^{-1}=H\left(\omega(x-L)^{-1}\right) .
$$

We further obtain the following by using the $L^{2}$ isometry of the Hilbert transform

$$
\begin{equation*}
\int_{0}^{L} \frac{\left(u_{x}-u_{x}(L)\right)^{2}}{(x-L)^{2}} d x=\int_{\mathbb{R}} \frac{\omega^{2}}{(x-L)^{2}} d x-\int_{x \notin[0, L]} \frac{\left(u_{x}-u_{x}(L)\right)^{2}}{(x-L)^{2}} d x \tag{3.71}
\end{equation*}
$$

Note that the Cauchy-Schwarz inequality implies

$$
\begin{aligned}
& \int_{x \notin[0, L]} \frac{\left(u_{x}-u_{x}(L)\right)^{2}}{(x-L)^{2}} d x \geq \int_{-L}^{0} \frac{\left(u_{x}-u_{x}(L)\right)^{2}}{(x-L)^{2}} d x \\
\geq & \left(\int_{-L}^{0}\left(u_{x}-u_{x}(L)\right) d x\right)^{2}\left(\int_{-L}^{0}(x-L)^{2} d x\right)^{-1} \\
= & \left(u(0)-u(-L)-u_{x}(L) L\right)^{2}\left(\frac{7}{3} L^{3}\right)^{-1}=\frac{3}{7} \frac{\left(c_{\omega}+u_{x}(L)\right)^{2} L^{2}}{L^{3}}=\frac{3}{7} \frac{\left(c_{\omega}+u_{x}(L)\right)^{2}}{L} .
\end{aligned}
$$

Combining (3.70), 3.71) and the above inequality, we get

$$
\begin{align*}
& \left\|\frac{1}{3} \frac{u_{x}-u_{x}(L)}{x-L}-\frac{u-u(L)-u_{x}(L)(x-L)}{(x-L)^{2}}\right\|_{2}^{2} \\
= & \frac{1}{9} \int_{\mathbb{R}} \frac{\omega^{2}}{(x-L)^{2}} d x-\frac{1}{9} \int_{x \notin[0, L]} \frac{\left(u_{x}-u_{x}(L)\right)^{2}}{(x-L)^{2}} d x-\frac{1}{3 L}\left(c_{\omega}+u_{x}(L)\right)^{2}  \tag{3.72}\\
\leq & \frac{1}{9} \int_{\mathbb{R}} \frac{\omega^{2}}{(x-L)^{2}} d x-\left(\frac{1}{3 L}+\frac{1}{21 L}\right)\left(c_{\omega}+u_{x}(L)\right)^{2} .
\end{align*}
$$

Combining (3.68), (3.69) and (3.72) and using the elementary inequality $x y \leq$ $\lambda x^{2}+\frac{1}{4 \lambda} y^{2}$, we obtain the estimate for $I_{11}, I_{21}$,

$$
\begin{align*}
I_{11}+I_{21} \leq & 25 a_{1}\left\|\left(\frac{1}{5} \frac{u_{x}-u_{x}(0)}{x^{2}}-\frac{u-u_{x}(0) x}{x^{3}}\right)\right\|_{2}^{2}+\frac{1}{100 a_{1}}\left\|x^{3} \bar{\omega}_{x} \omega \varphi \chi_{1}\right\|_{2}^{2} \\
& +9 a_{2}\left\|\frac{1}{3} \frac{u_{x}-u_{x}(L)}{x-L}-\frac{u-u(L)-u_{x}(L)(x-L)}{(x-L)^{2}}\right\|_{2}^{2} \\
& +\frac{1}{36 a_{2}}\left\|(x-L)^{2} \bar{\omega}_{x} \omega \varphi \chi_{2}\right\|_{2}^{2}  \tag{3.73}\\
\leq & a_{1}\left\|\frac{\omega}{x^{2}}\right\|_{2}^{2}+\frac{1}{100 a_{1}}\left\|x^{3} \bar{\omega}_{x} \omega \varphi \chi_{1}\right\|_{2}^{2}+a_{2} \int_{\mathbb{R}} \frac{\omega^{2}}{(x-L)^{2}} d x \\
& +\frac{1}{36 a_{2}}\left\|(x-L)^{2} \bar{\omega}_{x} \omega \varphi \chi_{2}\right\|_{2}^{2}-a_{2}\left(\frac{3}{L}+\frac{3}{7 L}\right)\left(c_{\omega}+u_{x}(L)\right)^{2},
\end{align*}
$$

where $a_{1}, a_{2}>0$ are some parameters to be chosen later.

### 3.5.2.2 The second part

Combining $I_{12}, I_{22}$ in (3.66), 3.67), respectively, and using the definition of $\varphi$ (3.62), we obtain

$$
\begin{align*}
I_{12}+I_{22}= & \left\langle\left(c_{\omega}+u_{x}\right),\left\{\left(\bar{\omega}-\frac{1}{5} \bar{\omega}_{x} x\right) \chi_{1}+\left(\bar{\omega}-\frac{1}{3} \bar{\omega}_{x}(x-L)\right) \chi_{2}\right\} \omega \varphi\right\rangle \\
= & \left\langle\left(c_{\omega}+u_{x}\right) \omega,\left(-\frac{1}{x^{3}}-\frac{e}{x}-\frac{f \cdot 2 x}{L^{2}-x^{2}}\right)\right\rangle  \tag{3.74}\\
= & \left(c_{\omega}+u_{x}(0)\right)\left\langle\omega,-\frac{1}{x^{3}}-\frac{e}{x}\right\rangle+\left\langle\left(u_{x}-u_{x}(0)\right) \omega,-\frac{1}{x^{3}}-\frac{e}{x}\right\rangle \\
& +\left\langle\left(c_{\omega}+u_{x}\right) \omega,-\frac{f \cdot 2 x}{L^{2}-x^{2}}\right\rangle,
\end{align*}
$$

where $e$ and $f$ are constants in the definition of $\varphi\left(3.62\right.$. Since $\omega \in C^{2,1}$ and $\omega(0)=\omega_{x}(0)=\omega_{x x}(0)=0$, we have $\omega \cdot x^{-3} \in L^{1}$ and the above integrals are well-defined. Using (B.5) and B.6), we obtain

$$
\begin{align*}
\left\langle\left(u_{x}-u_{x}(0)\right) \omega, \frac{1}{x^{3}}\right\rangle & =\frac{1}{2} \int_{\mathbf{R}} \frac{\left(u_{x}-u_{x}(0)\right) \omega}{x^{3}} d x=0 \\
\left\langle\left(u_{x}-u_{x}(0)\right) \omega, \frac{1}{x}\right\rangle & =\frac{1}{2} \int_{\mathbf{R}} \frac{\left(u_{x}-u_{x}(0)\right) \omega}{x} d x=\frac{\pi}{4} u_{x}^{2}(0) . \tag{3.75}
\end{align*}
$$

Note that $\left(c_{\omega}+u_{x}\right) \omega$ is odd. The Tricomi identity Lemma B.0.1 implies

$$
\begin{align*}
& \left\langle\left(c_{\omega}+u_{x}\right) \omega,-\frac{2 x}{L^{2}-x^{2}}\right\rangle=-\int_{\mathbf{R}^{+}}\left(c_{\omega}+u_{x}\right) \omega\left(\frac{1}{L-x}-\frac{1}{L+x}\right) d x \\
= & -\int_{\mathbf{R}} \frac{\left(c_{\omega}+u_{x}\right) \omega}{L-x} d x=-\pi H\left(\left(c_{\omega}+u_{x}\right) \omega\right)(L)  \tag{3.76}\\
= & -\pi c_{\omega} H \omega(L)-\pi H\left(u_{x} \omega\right)(L)=-\pi c_{\omega} u_{x}(L)-\frac{\pi}{2}\left(u_{x}^{2}(L)-\omega^{2}(L)\right) \\
= & -\pi c_{\omega} u_{x}(L)-\frac{\pi}{2} u_{x}^{2}(L) .
\end{align*}
$$

Combining (3.74), (3.75) and (3.76), we obtain

$$
\begin{align*}
I_{12}+I_{22}= & \left(c_{\omega}+u_{x}(0)\right)\left\langle\omega,\left(-\frac{1}{x^{3}}-\frac{e}{x}\right)\right\rangle-\frac{\pi e}{4} u_{x}^{2}(0)  \tag{3.77}\\
& -f \pi c_{\omega} u_{x}(L)-\frac{f \pi}{2} u_{x}^{2}(L) .
\end{align*}
$$

### 3.5.2.3 The remaining part: the boundary interaction

Let $a_{3} \triangleq a_{2}\left(\frac{3}{L}+\frac{3}{7 L}\right)$. The negative term that appears in the last term of (3.73) can be written as

$$
\begin{equation*}
-a_{2}\left(\frac{3}{L}+\frac{3}{7 L}\right)\left(c_{\omega}+u_{x}(L)\right)^{2}=-a_{3}\left(c_{\omega}+u_{x}(L)\right)^{2} . \tag{3.78}
\end{equation*}
$$

Combining (3.78), (3.77), $I_{13}, I_{23}$ in (3.66) and (3.67), we obtain

$$
\begin{align*}
& I_{12}+I_{22}+I_{13}+I_{23}-a_{3}\left(c_{\omega}+u_{x}(L)\right)^{2} \\
= & \left(c_{\omega}+u_{x}(0)\right)\left\langle\omega,\left(-\frac{1}{x^{3}}-\frac{e}{x}\right)\right\rangle-\frac{e \pi}{4} u_{x}^{2}(0)-f \pi c_{\omega} u_{x}(L)-\frac{f \pi}{2} u_{x}^{2}(L) \\
& -\frac{4}{5}\left(c_{\omega}+u_{x}(0)\right)\left\langle\omega, x \bar{\omega}_{x} \chi_{1} \varphi\right\rangle-\frac{2}{3}\left(c_{\omega}+u_{x}(L)\right)\left\langle\omega,(x-L) \bar{\omega}_{x} \chi_{2} \varphi\right\rangle \\
& -a_{3}\left(c_{\omega}+u_{x}(L)\right)^{2} \\
= & u_{x}(0)\left(\left\langle\omega,\left(-\frac{1}{x^{3}}-\frac{e}{x}\right)-\frac{4}{5} x \bar{\omega}_{x} \chi_{1} \varphi\right\rangle-\frac{e \pi}{4} u_{x}(0)\right) \\
& +c_{\omega}\left(\left\langle\omega,\left(-\frac{1}{x^{3}}-\frac{e}{x}\right)-\frac{4}{5} x \bar{\omega}_{x} \chi_{1} \varphi-\frac{2}{3}(x-L) \bar{\omega}_{x} \chi_{2} \varphi\right\rangle-f \pi u_{x}(L)-a_{3} c_{\omega}\right) \\
& +u_{x}(L)\left(\left\langle\omega,-\frac{2}{3}(x-L) \bar{\omega}_{x} \chi_{2} \varphi\right\rangle-\frac{f \pi}{2} u_{x}(L)-2 a_{3} c_{\omega}-a_{3} u_{x}(L)\right) . \tag{3.79}
\end{align*}
$$

Note that

$$
\begin{aligned}
u_{x}(0) & =-\frac{2}{\pi} \int_{0}^{L} \frac{\omega}{x} d x, \quad u_{x}(L)=\frac{1}{\pi} \int_{0}^{L} \frac{2 x}{L^{2}-x^{2}} \omega d x \\
c_{\omega} & =-\frac{u(L)}{L}=\frac{1}{L \pi} \int_{0}^{L} \log \left(\frac{L+x}{L-x}\right) \omega(x) d x
\end{aligned}
$$

All the integrals in (3.79) and $c_{\omega}, u_{x}(0), u_{x}(L)$ are the projection of $\omega$ onto some explicit functions. We use the cancellation of these functions to obtain
a sharp estimate of the right hand side of (3.79). Denote

$$
\begin{align*}
g_{c_{\omega}} & \triangleq \frac{1}{L \pi} \log \left(\frac{L+x}{L-x}\right), \quad g_{u_{x}(0)} \triangleq-\frac{2}{\pi x}, \quad g_{u_{x}(L)} \triangleq \frac{2 x}{\pi\left(L^{2}-x^{2}\right)}, \\
g_{1} & \triangleq\left(-\frac{1}{x^{3}}-\frac{e}{x}\right)-\frac{4}{5} x \bar{\omega}_{x} \chi_{1} \varphi-\frac{e \pi}{4} g_{u_{x}(0)}, \\
g_{2} & \triangleq\left(-\frac{1}{x^{3}}-\frac{e}{x}\right)-\frac{4}{5} x \bar{\omega}_{x} \chi_{1} \varphi-\frac{2}{3}(x-L) \bar{\omega}_{x} \chi_{2} \varphi-f \pi g_{u_{x}(L)}-a_{3} g_{c_{\omega}},  \tag{3.80}\\
g_{3} & \triangleq-\frac{2}{3}(x-L) \bar{\omega}_{x} \chi_{2} \varphi-\left(\frac{f \pi}{2}+a_{3}\right) g_{u_{x}(L)}-2 a_{3} g_{c_{\omega}} .
\end{align*}
$$

With these notations, we can rewrite (3.79) as follows

$$
\begin{align*}
& u_{x}(0)\left\langle\omega, g_{1}\right\rangle+c_{\omega}\left\langle\omega, g_{2}\right\rangle+u_{x}(L)\left\langle\omega, g_{3}\right\rangle  \tag{3.81}\\
= & \left\langle\omega, g_{u_{x}(0)}\right\rangle\left\langle\omega, g_{1}\right\rangle+\left\langle\omega, g_{c_{\omega}}\right\rangle\left\langle\omega, g_{2}\right\rangle+\left\langle\omega, g_{u_{x}(L)}\right\rangle\left\langle\omega, g_{3}\right\rangle .
\end{align*}
$$

For some function $R \in C([0, L]), R>0$ to be chosen, we introduce

$$
\begin{align*}
& y \triangleq(R \varphi)^{1 / 2} \omega, \quad f_{1} \triangleq(R \varphi)^{-1 / 2} g_{u_{x}(0)}, \quad f_{2} \triangleq(R \varphi)^{-1 / 2} g_{1}, \\
& f_{3} \triangleq(R \varphi)^{-1 / 2} g_{c_{\omega}}, \quad f_{4} \triangleq(R \varphi)^{-1 / 2} g_{2}  \tag{3.82}\\
& f_{5} \triangleq(R \varphi)^{-1 / 2} g_{u_{x}(L)}, \quad f_{6} \triangleq(R \varphi)^{-1 / 2} g_{3} .
\end{align*}
$$

Our goal is to find the best constant of the following inequality for any $\omega \in$ $L^{2}(\varphi)$

$$
\begin{equation*}
\left\langle f_{1}, y\right\rangle\left\langle f_{2}, y\right\rangle+\left\langle f_{3}, y\right\rangle\left\langle f_{4}, y\right\rangle+\left\langle f_{5}, y\right\rangle\left\langle f_{6}, y\right\rangle \leq C_{\text {opt }}\|y\|_{2}^{2}, \tag{3.83}
\end{equation*}
$$

which is equivalent to

$$
\left\langle\omega, g_{u_{x}(0)}\right\rangle\left\langle\omega, g_{1}\right\rangle+\left\langle\omega, g_{c_{\omega}}\right\rangle\left\langle\omega, g_{2}\right\rangle+\left\langle\omega, g_{u_{x}(L)}\right\rangle\left\langle\omega, g_{3}\right\rangle \leq C_{o p t}\left\langle R, \omega^{2} \varphi\right\rangle,
$$

so that we can estimate (3.81) by $\left\langle R, \omega^{2} \varphi\right\rangle$ with a sharp constant. From the definition of functions $g$, $f$, we have that $g_{3} \in \operatorname{span}\left(g_{c_{\omega}}, g_{u_{x}(0)}, g_{u_{x}(L)}, g_{1}, g_{2}\right)$ and

$$
\begin{equation*}
f_{6} \in \operatorname{span}\left(f_{1}, f_{2}, \ldots, f_{5}\right) \triangleq V, \quad \operatorname{dim} V=5 \tag{3.84}
\end{equation*}
$$

Without loss of generality, we assume $y \in V$ since $\|P y\|_{2} \leq\|y\|_{2}$ and $\left\langle y, f_{i}\right\rangle=$ $\left\langle P y, f_{i}\right\rangle$, where $P$ is the orthogonal projector onto $V$. Suppose that $\left\{e_{i}\right\}_{i=1}^{5}$ is an orthonormal basis (ONB) in $V$ with respect to the $L^{2}$ inner product on $[0, L]$. It can be obtained via the Gram-Schmidt procedure. Then we have $z=\sum_{i=1}^{5}\left\langle z, e_{i}\right\rangle e_{i}$ for any $z \in V$. We consider the linear map $T: V \rightarrow \mathbb{R}^{5}$ defined by $(T z)_{i}=\left\langle z, e_{i}\right\rangle, \forall z \in V$. It is obvious that $T$ is a linear isometry
from $\left(V,\langle\cdot, \cdot\rangle_{L^{2}}\right)$ to $\mathbb{R}^{5}$ with the Euclidean inner product, i.e. $\|T z\|_{l^{2}}=\|z\|_{L^{2}}$. Denote $v=T y, v_{i}=T f_{i} \in \mathbb{R}^{5}$. Using the linear isometry, i.e. $\left\langle f_{i}, y\right\rangle=v^{T} v_{i}$ and $\|y\|_{2}^{2}=v^{T} v$, we can reduce (3.83) to

$$
\sum_{1 \leq i \leq 3}\left(v^{T} v_{2 i-1}\right)\left(v_{2 i}^{T} v\right)=v^{T}\left(\sum_{1 \leq i \leq 3} v_{2 i-1} v_{2 i}^{T}\right) v \leq C_{o p t} v^{T} v
$$

Denote $M \triangleq \sum_{1 \leq i \leq 3} v_{2 i-1} v_{2 i}^{T} \in \mathbb{R}^{5 \times 5}$. Then the above inequality becomes $v^{T} M v \leq C_{o p t} v^{T} v$. Using the fact that $v^{T} M v=v^{T} M^{T} v$, we can symmetrize it to obtain

$$
v^{T} \frac{M+M^{T}}{2} v \leq C_{o p t} v^{T} v
$$

Since $\left(M^{T}+M\right) / 2$ is symmetric, the optimal constant $C_{o p t}$ is the maximal eigenvalue of $\left(M+M^{T}\right) / 2$, i.e.

$$
\begin{equation*}
C_{o p t}=\lambda_{\max }\left(\frac{M+M^{T}}{2}\right)=\lambda_{\max }\left(\frac{1}{2} \sum_{1 \leq i \leq 3}\left(v_{2 i-1} v_{2 i}^{T}+v_{2 i} v_{2 i-1}^{T}\right)\right) \tag{3.85}
\end{equation*}
$$

We remark that maximal eigenvalue $\lambda_{\max }$ is independent of the choice of the ONB of $V$. For other ONB, the resulting $\lambda_{\max }$ will be $\lambda_{\max }\left(Q\left(M+M^{T}\right) Q^{T} / 2\right)$ for some orthonormal matrix $Q \in \mathbb{R}^{5 \times 5}$, which is the same as 3.85). Using (3.79), (3.81), (3.83) and (3.85), we have proved

$$
\begin{align*}
& I_{12}+I_{22}+I_{13}+I_{23}-a_{3}\left(c_{\omega}+u_{x}(L)\right)^{2} \\
\leq & \lambda_{\max }\left(\frac{1}{2} \sum_{1 \leq i \leq 3}\left(v_{2 i-1} v_{2 i}^{T}+v_{2 i} v_{2 i-1}^{T}\right)\right)\left\langle R, \omega^{2} \varphi\right\rangle \tag{3.86}
\end{align*}
$$

where $v_{i} \in \mathbb{R}^{5}$ is the coefficient of $f_{i}$ (see (3.82)) expanded under an ONB $\left\{e_{i}\right\}_{i=1}^{5}$ of $V=\operatorname{span}\left(f_{1}, f_{2}, \ldots, f_{5}\right)$, i.e. the $j$-th component of $v_{i}$ satisfies $v_{i j}=$ $\left\langle f_{i}, e_{j}\right\rangle$. We will choose $R$ so that $\lambda_{\max }<1$ and then the left hand side can be controlled by $\left\langle R, \omega^{2} \varphi\right\rangle$.

### 3.5.2.4 Summary of the estimates

In summary, we collect all the estimates of $I_{i j}, i=1,2, j=1,2,3$, 3.66), (3.67), (3.73) and (3.86) to conclude

$$
\begin{align*}
& \quad\left\langle\left(u_{x}+c_{\omega}\right) \bar{\omega}-\left(c_{l} x+u\right), \bar{\omega}_{x}, \omega \varphi\right\rangle=I=I_{1}+I_{2}=\sum_{i=1,2, j=1,2,3} I_{i j} \\
& \leq \\
& a_{1}\left\|\frac{\omega}{x^{2}}\right\|_{2}^{2}+\frac{1}{100 a_{1}}\left\|x^{3} \bar{\omega}_{x} \omega \varphi \chi_{1}\right\|_{2}^{2}+a_{2} \int_{\mathbb{R}} \frac{\omega^{2}}{(x-L)^{2}} d x \\
& \quad+\frac{1}{36 a_{2}}\left\|(x-L)^{2} \bar{\omega}_{x} \omega \varphi \chi_{2}\right\|_{2}^{2}+\lambda_{\max }\left(\frac{1}{2} \sum_{1 \leq i \leq 3}\left(v_{2 i-1} v_{2 i}^{T}+v_{2 i} v_{2 i-1}^{T}\right)\right)\left\langle R, \omega^{2} \varphi\right\rangle  \tag{3.87}\\
& \triangleq \\
& \triangleq\left\langle A(\bar{\omega}), \omega^{2} \varphi\right\rangle+\lambda_{\max }\left(\frac{1}{2} \sum_{1 \leq i \leq 3}\left(v_{2 i-1} v_{2 i}^{T}+v_{2 i} v_{2 i-1}^{T}\right)\right)\left\langle R, \omega^{2} \varphi\right\rangle,
\end{align*}
$$

where $A(\bar{\omega})$ is the sum of the four terms in the first inequality and is given by

$$
\begin{equation*}
A(\bar{\omega})=\left(\frac{a_{1}}{x^{4}}+\frac{a_{2}}{(x-L)^{2}}+\frac{a_{2}}{(x+L)^{2}}\right) \varphi^{-1}+\frac{\left(x^{3} \bar{\omega}_{x} \chi_{1}\right)^{2} \varphi}{100 a_{1}}+\frac{\left((x-L)^{2} \bar{\omega}_{x} \chi_{2}\right)^{2} \varphi}{36 a_{2}} . \tag{3.88}
\end{equation*}
$$

Optimizing the parameters To optimize the estimate, we choose

$$
\begin{align*}
& e=0.005, \quad f=0.004, \quad a_{1}=\frac{1}{6} \\
& a_{2}=1.4 f=0.0056, \quad a_{3}=\frac{a_{2}}{L}\left(3+\frac{3}{7}\right)=0.00192 \tag{3.89}
\end{align*}
$$

After specifying these parameters, the coefficient of the damping term $D(\bar{\omega})$ (see (3.63)) and the coefficient of the estimate of the interior interaction $A(\bar{\omega})$ are completely determined. Then we choose

$$
\begin{equation*}
R(\bar{\omega})=-D(\bar{\omega})-A(\bar{\omega})-0.3 \tag{3.90}
\end{equation*}
$$

in (3.82). The numerical values of $D(\bar{\omega}), A(\bar{\omega})$ and $R(\bar{\omega})$ on the grid points are plotted in the first subfigure in Figure 3.2. We can verify rigorously (see the discussion below) that $R(\bar{\omega})=-D(\bar{\omega})-A(\bar{\omega})-0.3>0$. In particular, the coefficient of the damping term satisfies $D(\bar{\omega})<-0.3-A(\bar{\omega})$ and is negative pointwisely. The corresponding $f_{i}$ in 3.83 are determined. The optimal constant in 3.86 can be computed :

$$
\begin{equation*}
C_{\text {opt }}=\lambda_{\max }\left(\frac{1}{2} \sum_{1 \leq i \leq 3}\left(v_{2 i-1} v_{2 i}^{T}+v_{2 i} v_{2 i-1}^{T}\right)\right)<1 . \tag{3.91}
\end{equation*}
$$



Figure 3.2: Illustration of the linear stability estimates. Left: Coefficients of the damping term $D(\bar{\omega})$ in the $L^{2}$ estimate, the estimate of the interior interaction $A(\bar{\omega})$ and the remaining terms $R(\bar{\omega})$. Right: Coefficient of the damping term $D_{2}(\bar{\omega})$ in the $H^{1}$ estimate.

Combining $\left\langle D(\bar{\omega}), \omega^{2} \varphi\right\rangle$ in (3.63), (3.87) and (3.91), we obtain the linear estimate

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega^{2}, \varphi\right\rangle & =\left\langle D(\bar{\omega}), \omega^{2} \varphi\right\rangle+I+N_{1}+F_{1} \\
& \leq\left\langle D(\bar{\omega}), \omega^{2} \varphi\right\rangle+\left\langle A(\bar{\omega}), \omega^{2} \varphi\right\rangle+\left\langle R(\bar{\omega}), \omega^{2} \varphi\right\rangle+N_{1}+F_{1}  \tag{3.92}\\
& =-0.3\left\langle\omega^{2}, \varphi\right\rangle+N_{1}+F_{1}
\end{align*}
$$

For those who are not interested in the rigorous verification of the numerical values, they can skip the following discussion and jump to Section 3.5.4 for the weighted $H^{1}$ estimate.

### 3.5.3 Rigorous verification of the numerical values

We will use the following strategy to verify $R(\bar{\omega})>0$ (3.90), $C_{\text {opt }}<1$ 3.91) and $D_{2}(\bar{\omega})<-0.95(3.98)$ to be discussed later. These quantities appear in the weighted Sobolev estimates and are determined by the profile.
(a) Obtaining an explicit approximate self-similar profile. As described in section 3.5.1, our approximate self-similar profile $\bar{\omega}$ is expressed in terms of a piece-wise cubic polynomial over the grid points $x_{i}=\frac{i L}{n}, i=0, \cdots, n$. The function values, $\bar{\omega}\left(x_{i}\right), \bar{\omega}_{x}\left(x_{i}\right)$, which are used to construct the cubic Hermite spline, are computed accurately up to double-precision, and will be represented in the computations using the interval arithmetic with exact floating-point bounding intervals. All the following computer-assisted estimates are based on the rigorous interval arithmetic.
(b) Accurate point values of $\bar{u}, \bar{u}_{x}, \bar{u}_{x x}$. We have described how to compute the value of $\bar{u}_{x}(x)$ (or $\bar{u}(x), \bar{u}_{x x}(x)$ ) from certain integrals involving $\bar{\omega}$ on $[-L, L]$ in paragraph (3) in Section 3.5.1. For any $x \in[0, L]$, the integral contribution to $\bar{u}_{x}(x)$ from mesh intervals within $m=8$ mesh points distance from $x$ is computed exactly using analytic integration. In the outer domain that is $8 h$ distance away from $x$, the integrand $\bar{\omega}(y) /(x-y)$ is not singular and we use a composite 8-point Legendre-Gauss quadrature. There are two types of errors in this computation. The first type of error is the round-off error in the computation. The second type of error is due to the composite Gaussian quadrature that we use to approximate the integral in the outer domain. Notice that in each interval $[i h,(i+1) h]$ away from $x, \bar{\omega}$ is a cubic polynomial and the integrand $\bar{\omega}(y) /(x-y)$ is smooth. We can estimate high order derivatives of the integrand rigorously in these intervals. With the estimates of the derivatives, we can further establish error estimates of the Gaussian quadrature. In particular, we prove the following error estimates of the composite Gaussian quadrature in the computation of $\bar{u}_{x}, \bar{u}, \bar{u}_{x x}$ in the Supplementary material [18, Section 7]
$\operatorname{Error}_{G Q}\left(u_{x}\right)<2 \cdot 10^{-17}, \quad \operatorname{Error}_{G Q}(u)<2 \cdot 10^{-19}, \quad \operatorname{Error}_{G Q}\left(u_{x x}\right)<5 \cdot 10^{-18}$.

These two types of errors will be taken into account in the interval representations of $\bar{u}_{x}$. That is, each $\bar{u}_{x}(x)$ will be represented by $\left[\left[\bar{u}_{x}(x)-\epsilon\right\rfloor_{f},\left[\bar{u}_{x}(x)+\epsilon\right\rceil_{f}\right]$ in any computation using the interval arithmetic, where $\lfloor\cdot\rfloor_{f}$ and $\lceil\cdot\rceil_{f}$ stand for the rounding down and rounding up to the nearest floating-point value, respectively. We remark that we will need the values of $\bar{u}_{x}(x)$ at finitely many points only. The same arguments apply to $\bar{u}(x)$ and $\bar{u}_{x x}(x)$ as well.
(c) Rigorous estimates of integrals. In many of our discussions, we need to rigorously estimate the integral of some function $g(x)$ on $[0, L]$. In particular, we want to obtain $c_{1}, c_{2}$ such that $c_{1} \leq \int_{0}^{L} g(x) d x \leq c_{2}$. A straightforward way to do so is by constructing two sequences of values $g^{u p}=\left\{g_{i}^{u p}\right\}_{i=1}^{n}, g^{l o w}=$ $\left\{g_{i}^{\text {low }}\right\}_{i=1}^{n}$ such that

$$
g_{i}^{u p} \geq \max _{x \in\left[x_{i-1}, x_{i}\right]} g(x) \quad \text { and } \quad g_{i}^{l o w} \leq \min _{x \in\left[x_{i-1}, x_{i}\right]} g(x) .
$$

Then we can bound

$$
h \cdot \sum_{i=1}^{n} g_{i}^{l o w} \leq \int_{0}^{L} g(x) d x \leq h \cdot \sum_{i=1}^{n} g_{i}^{u p} .
$$

In most cases, we will construct $g^{u p}$ and $g^{\text {low }}$ from the grid point values of $g$ and an estimate of its first derivative. Let $g^{\max }=\left\{g_{i}^{\max }\right\}_{i=1}^{N}$ denote the sequence such that $g_{i}^{\max }=\max \left\{\left|g_{i}^{u p}\right|,\left|g_{i}^{\text {low }}\right|\right\}$. Then if we already have $g_{x}^{\max }$, we can construct $g^{u p}$ and $g^{l o w}$ as

$$
g_{i}^{u p}=g\left(x_{i}\right)+h \cdot\left(g_{x}^{\max }\right)_{i} \quad \text { and } \quad g_{i}^{\text {low }}=g\left(x_{i}\right)-h \cdot\left(g_{x}^{\max }\right)_{i} .
$$

We can use this method to construct the piecewise upper bounds and lower bounds for many functions we need. For example, our approximate steady state $\bar{\omega}$ is constructed to be piecewise cubic polynomial using the standard cubic spline interpolation. Since $\bar{\omega}_{x x x}$ is piecewise constant, we have $\bar{\omega}_{x x x}^{u p}$ and $\bar{\omega}_{x x x}^{l o w}$ for free from the grid point values of $\bar{\omega}$. Then we can construct $\bar{\omega}_{x x}^{u p / l o w}, \bar{\omega}_{x}^{u p / l o w}$ and $\bar{\omega}^{u p / l o w}$ recursively.

Note that for some explicit functions, we can construct the associated sequences of their piecewise upper bounds and lower bounds more explicitly. For example, for a monotone function $g, g^{u p}$ and $g^{l o w}$ are just the grid point values.

Moreover, we can construct the piecewise upper bounds and lower bounds for more complicated functions. For instance, if we have $f_{a}^{u p / l o w}$ and $f_{b}^{u p / l o w}$ for two functions, then we can construct $g^{u p / l o w}$ for $g=f_{a} f_{b}$ using standard interval arithmetic. In this way, we can estimate the integral of all the functions we need in our computer-aided arguments.

Sometimes we need to handle the ratio between two functions, which may introduce a removable singularity. For example, in the construction of $D(\bar{\omega})^{u p}$ and $D(\bar{\omega})^{l o w}$ for $D(\bar{\omega})$ in (3.64), it involves $\frac{x \varphi_{x}}{\varphi}, \frac{\bar{u} \varphi_{x}}{\varphi}$ and $\varphi$ is a singular weight of order $x^{-4}$ near $x=0$. Directly applying interval arithmetic to the ratio near a removable singularity can lead to large errors. We hence need to treat this issue carefully. For example, let us explain how to reasonably construct $g^{u p / l o w}$ for a $g(x)=f(x) / x$ such that $f(x)$ has continuous first derivatives and $f(0)=0$. Suppose that we already have $f^{u p / l o w}$ and $f_{x}^{u p / l o w}$. Then for some small number $\varepsilon>0$, we let

$$
g_{i}^{u p}=\max \left\{\frac{f_{i}^{u p}}{x_{i-1}}, \frac{f_{i}^{\text {low }}}{x_{i-1}}, \frac{f_{i}^{u p}}{x_{i}}, \frac{f_{i}^{\text {low }}}{x_{i}}\right\} \quad \text { for each index } i \text { such that } x_{i-1} \geq \varepsilon .
$$

Otherwise, for $x \in[0, \varepsilon)$, we have

$$
g(x)=\frac{f(x)}{x}=f_{x}(\xi(x)) \quad \text { for some } \xi(x) \in[0, x) \subset[0, \varepsilon) .
$$

Then we choose $g_{i}^{u p}=\max _{x \in[0, \varepsilon]} f_{x}^{u p}$ for every index $i$ such that $x_{i} \leq \varepsilon$. The parameter $\varepsilon$ needs to be chosen carefully. On the one hand, $\varepsilon$ should be small enough so that the bound $f_{x}(\xi(x)) \leq \max _{\tilde{x} \in[L-\varepsilon, L]}\left|f_{x}(\tilde{x})\right|$ is sharp for $x \in[L-\varepsilon, L]$. On the other, the ratio $\varepsilon / h$ must be large enough so that $f_{i}^{u p} / x_{i-1}, f_{i}^{l o w} / x_{i-1}, f_{i}^{u p} / x_{i}$ and $f_{i}^{l o w} / x_{i}$ are close to each other for $x_{i-1} \geq \varepsilon$. Other types of removable singularities can be handled in a similar way.

See more detailed discussions in the Supplementary Material [18, Section 1.3].
(d) Estimates of some (weighted) norms of $\bar{\omega}, \bar{u}$. Once we have used the preceding method to obtain $\bar{\omega}_{x x x}^{u p / l o w}, \bar{\omega}_{x x}^{u p / l o w}, \bar{\omega}_{x}^{u p / l o w}$ and $\bar{\omega}^{u p / l o w}$ from the grid point values of $\bar{\omega}$, we can further estimate some (weighted) norms of $\bar{\omega}$, e.g., $\left\|\bar{\omega}_{x}\right\|_{L^{\infty}},\left\|\bar{\omega}_{x x}\right\|_{L^{\infty}}$, rigorously. Moreover, from the discussion of the regularity of $\bar{u}, \bar{\omega}$ in Section (3.5.1.2), the norms of $\bar{u}$, such as $\left\|\bar{u}_{x}\right\|_{\infty}$ and $\left\|\bar{u}_{x x}\right\|_{L^{2}}$, can be bounded by some norms of $\bar{\omega}$. See more detailed discussions in the Supplementary Material [18, Section 1.3].
(e) Rigorous and accurate estimates of certain integrals. Our rigorous estimate for integrals in the preceding part (c) is only first order accurate. Yet this method is not accurate enough if the target integral is supposed to be a very small number. When we need to obtain a more accurate estimate of the integral of some function $P$, we use the composite Trapezoidal rule

$$
\int_{a h}^{b h} P(x) d x=\sum_{a \leq i<b}\left(P\left(x_{i}\right)+P\left(x_{i+1}\right)\right) h / 2+\operatorname{error}(P) .
$$

The composite Trapezoidal rule uses the values of $P$ on the grid points only, which can be obtained up to the round off error. The numerical integral error, $\operatorname{error}(P)$, can be bounded by the $L^{1}$ norm of its second order derivative, i.e. $C\left\|P^{\prime \prime}\right\|_{L^{1}} h^{2}$ for some absolute constant $C$. We use this approach to obtain integral estimates of some functions involving the residual $F(\bar{\omega})$. For each function $P$ that we integrate, we prove in the Supplementary Material [18, Section 3] that $\left\|P^{\prime \prime}\right\|_{L^{1}}$ can be bounded by some (weighted) norms of $\bar{u}, \bar{\omega}$, e.g., $\|\bar{\omega}\|_{L^{\infty}},\left\|\bar{u}_{x}\right\|_{L^{\infty}}$ and $\left\|\frac{\bar{\omega}_{x x}}{x}\right\|_{L^{2}}$. Since these norms can be estimated by the method discussed previously, we can establish rigorous error bound for the integral.
(f) Rigorous estimates of $C_{o p t}$. Denote by $M_{s}$ the matrix in (3.85)

$$
M_{s} \triangleq \frac{1}{2} \sum_{i=1}^{3}\left(v_{2 i-1} v_{2 i}^{T}+v_{2 i} v_{2 i-1}^{T}\right)=\frac{1}{2} V_{1} V_{2}^{T},
$$

where $V_{1} \triangleq\left[v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}\right] \in \mathbb{R}^{6 \times 6}$ and $V_{2} \triangleq\left[v_{2}, v_{1}, v_{4}, v_{3}, v_{6}, v_{5}\right] \in \mathbb{R}^{6 \times 6}$, and $\left\{v_{i}\right\}_{i=1}^{6}$ are defined as in Section 3.5.2.3. Note that $M_{s}$ is symmetric, but not necessarily positive semidefinite. The optimal constant $C_{o p t}$ is then the maximal eigenvalue of $M_{s}$. To rigorously estimate $C_{o p t}$, we first bound it by the Schatten $p$-norm of $M_{s}$ :

$$
\begin{equation*}
C_{\text {opt }} \leq\left\|M_{s}\right\|_{p} \triangleq \operatorname{Tr}\left[\left|M_{s}\right|^{p}\right]^{1 / p} \quad \text { for all } p \geq 1 \tag{3.94}
\end{equation*}
$$

Here $\left|M_{s}\right|=\sqrt{M_{s}^{T} M_{s}}=\sqrt{M_{s}^{2}}$. In particular, if $p$ is an even number, we have $\left|M_{s}\right|^{p}=M_{s}^{p}$. Therefore, we have

$$
\operatorname{Tr}\left[\left|M_{s}\right|^{p}\right]=2^{-p} \cdot \operatorname{Tr}\left[\left(V_{1} V_{2}^{T}\right)^{p}\right]=2^{-p} \cdot \operatorname{Tr}\left[\left(V_{2}^{T} V_{1}\right)^{p}\right] \triangleq 2^{-p} \cdot \operatorname{Tr}\left[X^{p}\right]
$$

where $X=V_{2}^{T} V_{1}$. Note that each entry of $X$ is the inner product between some $v_{i}$ and $v_{j}, i, j=1, \ldots, 6$. Recall from (3.84) and its following paragraph that $v_{i}=T f_{i}, i=1,2, \ldots, 6$ and that $T: V \rightarrow \mathbb{R}^{5}$ is a linear isometry. We have

$$
\left\langle f_{i}, f_{j}\right\rangle=\left\langle T f_{i}, T f_{j}\right\rangle=v_{i}^{T} v_{j} .
$$

Therefore, to compute the entries of $X$, we only need to compute the pairwise inner products between $f_{1}, \ldots, f_{6}$ (we do not need to compute the coordinate vectors $v_{i}$ explicitly). This is done by interval arithmetic based on the discussion in the preceding part (c). Therefore each entry $X_{i j}$ of $X$ is represented by a pair of numbers that we can bound from above and below. Once we have the estimate of $X$, we can compute an upper bound of $\operatorname{Tr}\left[X^{p}\right]$ stably and rigorously by interval arithmetic, which then gives a bound on $C_{\text {opt }}$ via (3.94). In particular, we choose $p=4$ in our computation, and we can rigorously verify that $C_{o p t}<1$.

### 3.5.4 Weighted $H^{1}$ estimate

We choose

$$
\begin{equation*}
\psi=-\frac{1}{\bar{\omega}}\left(\frac{1}{x}-\frac{x}{L^{2}}\right), \quad x \in[0, L] \tag{3.95}
\end{equation*}
$$

as the weight for the weighted $H^{1}$ estimate. Note that the weight $\psi$ is nonnegative for $0 \leq x \leq L$, and is of order $x^{-2}$ near $x=0$ and $O(1)$ near $x=L$. We can perform the weighted $H^{1}$ estimate as follows

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega_{x}^{2}, \psi\right\rangle= & \left\langle-\left(\left(\bar{c}_{l} x+\bar{u}\right) \omega_{x}\right)_{x}+\left(\left(\bar{c}_{\omega}+\bar{u}_{x}\right) \omega\right)_{x}, \omega_{x} \psi\right\rangle \\
& +\left\langle\left(\left(u_{x}+c_{\omega}\right) \bar{\omega}\right)_{x}, \omega_{x} \psi\right\rangle-\left\langle\left(\left(u+c_{l} x\right) \bar{\omega}_{x}\right)_{x}, \omega_{x} \psi\right\rangle  \tag{3.96}\\
& +\left\langle N(\omega)_{x}, \omega_{x} \psi\right\rangle+\left\langle F(\bar{\omega})_{x}, \omega_{x} \psi\right\rangle \\
\triangleq & I+I I+I I I+N_{2}+F_{2} .
\end{align*}
$$

For $I$, we use $\bar{c}_{l}=\bar{c}_{\omega}$ and integration by parts to get

$$
\begin{align*}
I & =\left\langle-\left(\bar{c}_{l} x+\bar{u}\right) \omega_{x x}+\bar{u}_{x x} \omega, \omega_{x} \psi\right\rangle \\
& =\left\langle\frac{1}{2 \psi}\left(\left(\bar{c}_{l} x+\bar{u}\right) \psi\right)_{x}, \omega_{x}^{2} \psi\right\rangle+\left\langle\bar{u}_{x x} \omega, \omega_{x} \psi\right\rangle  \tag{3.97}\\
& \triangleq\left\langle D_{2}(\bar{\omega}), \omega_{x}^{2} \psi\right\rangle+\left\langle\bar{u}_{x x} \omega, \omega_{x} \psi\right\rangle
\end{align*}
$$

The first term in $I$ is a damping term. We plot the numerical values of $D_{2}(\bar{\omega})$ on the grid points in Figure 3.2. We can verify rigorously that it is bounded from above by -0.95 . Thus we have

$$
\begin{align*}
I & =\left\langle D_{2}(\bar{\omega}), \omega_{x}^{2} \psi\right\rangle+\left\langle\bar{u}_{x x} \omega, \omega_{x} \psi\right\rangle \\
& \leq-0.95\left\langle\omega_{x}^{2}, \psi\right\rangle+\left\langle\bar{u}_{x x} \omega, \omega_{x} \psi\right\rangle \triangleq-0.95\left\langle\omega_{x}^{2}, \psi\right\rangle+I_{2}, \tag{3.98}
\end{align*}
$$

where $I_{2}=\left\langle\bar{u}_{x x} \omega, \omega_{x} \psi\right\rangle$. For $I I, I I I$, we note that

$$
\begin{aligned}
I I+I I I & =\left\langle u_{x x} \bar{\omega}+\left(u_{x}+c_{\omega}\right) \bar{\omega}_{x}-\left(u_{x}+c_{l}\right) \bar{\omega}_{x}-\left(c_{l} x+u\right) \bar{\omega}_{x x}, \omega_{x} \psi\right\rangle \\
& =\left\langle u_{x x} \bar{\omega}, \omega_{x} \psi\right\rangle-\left\langle\left(c_{l} x+u\right) \bar{\omega}_{x x}, \omega_{x} \psi\right\rangle \triangleq I I_{1}+I I_{2} .
\end{aligned}
$$

Using the definition of $\psi$, we get

$$
I I_{1}=\left\langle u_{x x} \bar{\omega}, \omega_{x} \psi\right\rangle=\left\langle u_{x x} \omega_{x},-\frac{1}{x}+\frac{x}{L^{2}}\right\rangle .
$$

Since $\omega_{x}(0)=0$ by the normalization condition and $u_{x x}(0)=0$ by the odd symmetry, we can use the same cancellation as we did in (3.37) to get

$$
\left\langle u_{x x} \omega_{x},-\frac{1}{x}\right\rangle=0, \quad\left\langle u_{x x} \omega_{x}, x\right\rangle=0
$$

Therefore $I I_{1}$ vanishes and we get

$$
\begin{equation*}
I I+I I I=I I_{2}=-\left\langle\left(c_{l} x+u\right) \bar{\omega}_{x x}, \omega_{x} \psi\right\rangle \tag{3.99}
\end{equation*}
$$

which is a cross term. In fact, after performing integration by parts, it becomes interaction among some lower order terms, i.e. of the order lower than $\omega_{x}$ (e.g., $\left.u, u_{x}, \omega\right)$.

Remark 3.5.1. So far, we have established all the delicate estimates of the linearized operator that exploit cancellations of various nonlocal terms. We have obtained the linear stability at the $L^{2}$ level and the linear stability estimates for the terms of the same order as $\omega_{x}$, e.g., $u_{x x}$, in the weighted $H^{1}$ estimates after performing integration by parts. The remaining estimates do not require
specific structure of the equation. Suppose that we have a sequence of approximate steady states $\omega_{h_{i}}$ with $h_{i}$ converging to 0 that enjoy similar estimates and have approximation error $\left\langle F\left(\omega_{h_{i}}\right)^{2}, \varphi\right\rangle+\left\langle F\left(\omega_{h_{i}}\right)_{x}^{2}, \psi\right\rangle$ of order $h_{i}^{\beta}$ for some constant $\beta>0$ independent of $h_{i}$, where $F\left(\omega_{h_{i}}\right)$ is defined similarly as that in (3.61). Then we can apply the above stability analysis to the profile $\omega_{h}$ and the argument in Sections 3.4.2]3.4.3 to finish the remaining steps of the proof by choosing a sufficiently small $h=h_{n}$. Here $h$ plays a role similar to the small parameter $a$ in these sections. An important observation is that $h_{n}$ and the required approximation error to close the whole argument can be estimated effectively. Once we have determined $h_{n}$, we can construct the approximate steady state $\omega_{h_{n}}$ numerically and verify whether $\omega_{h_{n}}$ enjoys similar estimates and has the desired approximation error $a$ posteriori.

In the following discussion, we first give some rough bounds and show that the remaining terms can be bounded by the weighted $L^{2}$ or $H^{1}$ norm of $\omega$ with constants depending continuously on $\bar{\omega}$. This property implies that similar bounds will also hold true if we replace the approximate steady state $\bar{\omega}$ by another profile $\hat{\omega}$, if $\bar{\omega}-\hat{\omega}$ is sufficiently small in some energy norm. We will provide other steps in the computer-assisted part of this chapter later in this section.

The remaining linear terms in the weighted $H^{1}$ estimate are $I_{2}=\left\langle\bar{u}_{x x} \omega, \omega_{x} \psi\right\rangle$ in (3.98) and $I I_{2}$ in (3.99). Denote $\rho=x^{-2}+(x-L)^{-2}$. Note that $u+$ $\left.c_{l} x\right|_{x=0, L}=0, c_{\omega}=c_{l}$. Applying integration by parts to the integral $\| u_{x}+c_{l}-$ $\frac{1}{2}\left(u+c_{l} x\right) / x\left\|_{2}^{2},\right\| u_{x}+c_{l}-\frac{1}{2}\left(u+c_{l} x\right) /(x-L) \|_{2}^{2}$ and using an argument similar to those in (3.69), (3.70), we get

$$
\left\|\left(u+c_{l} x\right) \rho^{1 / 2}\right\|_{2}^{2}=\int_{0}^{L}\left(u+c_{l} x\right)^{2}\left(\frac{1}{x^{2}}+\frac{1}{(x-L)^{2}}\right) d x \leq 8 \int_{0}^{L}\left(u_{x}+c_{l}\right)^{2} d x
$$

Using the $L^{2}$ isometry of the Hilbert transform, the identity $\int_{0}^{L} u_{x} d x=u(L)=$ $-L \cdot c_{l}$ and expanding the square, we further obtain

$$
\begin{aligned}
\left\|\left(u+c_{l} x\right) \rho^{1 / 2}\right\|_{2}^{2} & \leq 8\|\omega\|_{2}^{2}+8\left(2 c_{l} \cdot u(L)+L c_{l}^{2}\right) \\
& \leq 8\|\omega\|_{2}^{2} \leq 8\left\|\varphi^{-1}\right\|_{L^{\infty}}\left\langle\omega^{2}, \varphi\right\rangle .
\end{aligned}
$$

Applying the Cauchy-Schwarz inequality, we can estimate $I_{2}, I I_{2}$ as follows

$$
\begin{aligned}
\left|I_{2}\right| & =\left|\left\langle\bar{u}_{x x} \omega, \omega_{x} \psi\right\rangle\right| \leq\left\|\bar{u}_{x x} \psi^{1 / 2} \varphi^{-1 / 2}\right\|_{L^{\infty}[0, L]}\left\langle\omega^{2}, \varphi\right\rangle^{1 / 2}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2} \\
\left|I I_{2}\right| & =\mid\left\langle\left(c_{l} x+u\right) \bar{\omega}_{x x}, \omega_{x} \psi \mid\right\rangle \leq\left\|\rho^{-1 / 2} \bar{\omega}_{x x} \psi^{1 / 2}\right\|_{L^{\infty}[0, L]}\left\langle\left(c_{l} x+u\right)^{2}, \rho\right\rangle^{1 / 2}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2} .
\end{aligned}
$$

Hence, combining the above estimates, we yield

$$
\begin{equation*}
\left|I_{2}\right|+\left|I I_{2}\right| \leq C_{1}(\bar{\omega})\left\langle\omega^{2}, \varphi\right\rangle^{1 / 2}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2}, \tag{3.100}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{1}(\bar{\omega}) \triangleq\left\|\bar{u}_{x x} \psi^{1 / 2} \varphi^{-1 / 2}\right\|_{L^{\infty}[0, L]}+\sqrt{8}\left\|\rho^{-1 / 2} \bar{\omega}_{x x} \psi^{1 / 2}\right\|_{L^{\infty}[0, L]}\left\|\varphi^{-1}\right\|_{L^{\infty}}^{1 / 2} \tag{3.101}
\end{equation*}
$$

and $\rho=x^{-2}+(x-L)^{-2}$. From the definitions of $\varphi, \psi$ (3.62), 3.95), the quantities appeared in $C_{1}(\bar{\omega})$ satisfy that

$$
\begin{aligned}
& \varphi^{-1}=O\left(\left(x^{-4}+(x-L)^{-2}\right)^{-1}\right) \\
& \left|\bar{u}_{x x} \psi^{1 / 2} \varphi^{-1 / 2}\right|=O\left(\left|\bar{u}_{x x}\left(x^{-1}+(L-x)^{-1}\right)^{-1}\right|\right) \\
& \left|\left(x^{-2}+(x-L)^{-2}\right)^{-1 / 2} \bar{\omega}_{x x} \psi^{1 / 2}\right|=O\left(\left|\left(1+(x-L)^{-2}\right)^{-1 / 2} \bar{\omega}_{x x}\right|\right) .
\end{aligned}
$$

In particular, these quantities are bounded for any $x \in[0, L]$ and thus $C_{1}(\bar{\omega})$ is finite.

Therefore, combining (3.96), (3.98), 3.99) and (3.100), we prove for any $\varepsilon>0$,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega_{x}^{2}, \psi\right\rangle \leq-0.95\left\langle\omega_{x}^{2}, \psi\right\rangle+\varepsilon\left\langle\omega_{x}^{2}, \psi\right\rangle+(4 \varepsilon)^{-1} C_{1}(\bar{\omega})^{2}\left\langle\omega^{2}, \varphi\right\rangle+N_{2}+F_{2} \tag{3.102}
\end{equation*}
$$

From (3.92 and 3.102), we can choose $\varepsilon, \mu>0$ and construct the energy $E(t)^{2}=\left\langle\omega^{2}, \varphi\right\rangle+\mu\left\langle\omega_{x}^{2}, \psi\right\rangle$ such that

$$
\begin{equation*}
\frac{d}{d t} E(t)^{2} \leq-C(\mu, \varepsilon) E(t)^{2}+N_{1}+F_{1}+\mu\left(N_{2}+F_{2}\right) \tag{3.103}
\end{equation*}
$$

where $C(\mu, \varepsilon)>0$ depends on $\mu, \varepsilon$. For example, one can choose $\varepsilon=0.65, \mu=$ $0.4 \varepsilon C_{1}(\bar{\omega})^{-2}$ to obtain $C(\mu, \varepsilon)=0.2$. We have now completed the weighted $L^{2}$ and $H^{1}$ estimates at the linear level.

### 3.5.4.1 Nonlinear stability

Recall that $N, F$ are defined in (3.61), $N_{1}, F_{1}$ in (3.63), and $N_{2}, F_{2}$ in (3.96). Since $c_{l}=c_{\omega}$, a direct calculation yields $\partial_{x} N(\omega)=u_{x x} \omega-\left(c_{l} x+u\right) \omega_{x x}$.

Using integration by parts similar to that in (3.64) and (3.97), we obtain

$$
\begin{aligned}
N_{1}+\mu N_{2}= & \left\langle\frac{1}{2 \varphi}\left(\left(c_{l} x+u\right) \varphi\right)_{x}+\left(c_{\omega}+u_{x}\right), \omega^{2} \varphi\right\rangle \\
& +\mu\left\langle\frac{1}{2 \psi}\left(\left(c_{l} x+u\right) \psi\right)_{x}, \omega_{x}^{2} \psi\right\rangle+\mu\left\langle u_{x x} \omega, \omega_{x} \psi\right\rangle .
\end{aligned}
$$

Recall $E(t)=\left(\left\langle\omega^{2}, \varphi\right\rangle+\mu\left\langle\omega_{x}^{2}, \psi\right\rangle\right)^{1 / 2}$. We can estimate $u_{x}, \omega, u_{x x}$ as follows

$$
\begin{aligned}
\left\|u_{x}\right\|_{L^{\infty}} & \leq 2\left\|u_{x}\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{1 / 2}\left\|u_{x x}\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{1 / 2} \leq 2\|\omega\|_{2}^{1 / 2}\left\|\omega_{x}\right\|_{2}^{1 / 2} \\
& \leq 2 \mu^{-1 / 4}\left\|\varphi^{-1}\right\|_{L^{\infty}}^{1 / 4}\left\|\psi^{-1}\right\|_{L^{\infty}}^{1 / 4} E(t), \\
\|\omega\|_{L^{\infty}} & \leq\left\|\omega_{x}\right\|_{L^{1}} \leq\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2}\left\|\psi^{-1}\right\|_{L^{1}[0, L]}^{1 / 2} \leq \mu^{-1 / 2}\left\|\psi^{-1}\right\|_{L^{1}[0, L]}^{1 / 2} E(t), \\
\left\|u_{x x} x^{-1}\right\|_{2} & \leq\left\|\omega_{x} x^{-1}\right\|_{2} \leq \mu^{-1 / 2}\left\|\psi^{-1 / 2} x^{-1}\right\|_{L^{\infty}} E(t),
\end{aligned}
$$

where we have used (B.3), $\omega_{x}(0)=0$ and the $L^{2}$ isometry of the Hilbert transform to obtain the last estimate. Recall $c_{l}=c_{\omega}=-u(L) / L$ (3.58). We have $c_{l} x+\left.u\right|_{x=0, L}=0,\left|c_{l}\right|=\left|c_{\omega}\right| \leq\left\|u_{x}\right\|_{L^{\infty}}$ and

$$
\begin{aligned}
\left|c_{l} x+u\right| & \leq \min (|x|,|L-x|) \cdot\left\|c_{\omega}+u_{x}\right\|_{L^{\infty}[0, L]} \\
& \leq 2 \min (|x|,|L-x|)\left\|u_{x}\right\|_{\infty}
\end{aligned}
$$

For any $x \in[0, L]$, using the Leibniz rule, we derive

$$
\begin{align*}
& \left|\frac{\left(\left(c_{l} x+u\right) \varphi\right)_{x}}{\varphi}\right|+\left|\frac{\left(\left(c_{l} x+u\right) \psi\right)_{x}}{\psi}\right| \\
\leq & 2\left(2+\left\|(|x| \wedge(L-x))\left(\frac{\left|\varphi_{x}\right|}{\varphi}+\frac{\left|\psi_{x}\right|}{\psi}\right)\right\|_{L^{\infty}}\right)\left\|u_{x}\right\|_{L^{\infty}} \triangleq C_{2}(\bar{\omega})\left\|u_{x}\right\|_{L^{\infty}} \tag{3.104}
\end{align*}
$$

Combining the above estimates, we prove

$$
\begin{align*}
N_{1}+\mu N_{2} \leq & \left(C_{2}(\bar{\omega})+2\right)\left\|u_{x}\right\|_{L^{\infty}}\left(\left\langle\omega^{2}, \varphi\right\rangle+\mu\left\langle\omega_{x}^{2}, \psi\right\rangle\right) \\
& +\mu\left\|x \psi^{1 / 2}\right\|_{L^{\infty}}\left\|u_{x x} x^{-1}\right\|_{2}\|\omega\|_{L^{\infty}}\left\langle\omega_{x}^{2}, \psi\right\rangle^{1 / 2}  \tag{3.105}\\
\leq & C_{3}(\bar{\omega}, \mu) E(t)^{3},
\end{align*}
$$

where

$$
\begin{aligned}
C_{3}(\bar{\omega}, \mu)= & 2 \mu^{-1 / 4}\left(C_{2}(\bar{\omega})+2\right)\left\|\varphi^{-1}\right\|_{L^{\infty}}^{1 / 4}\left\|\psi^{-1}\right\|_{L^{\infty}}^{1 / 4} \\
& +\mu^{-1 / 2}\left\|x \psi^{1 / 2}\right\|_{L^{\infty}}\left\|x^{-1} \psi^{-1 / 2}\right\|_{L^{\infty}}\left\|\psi^{-1}\right\|_{L^{1}[0, L]}^{1 / 2}
\end{aligned}
$$

We remark that the above $L^{\infty}$ norms are taken over $[0, L]$. From the definition of $\varphi, \psi$, it is not difficult to verify that $C_{3}(\bar{\omega}, \mu)<+\infty$.

To estimate the error term, we use the Cauchy-Schwarz inequality

$$
\begin{align*}
F_{1}+\mu F_{2} & =\langle F(\bar{\omega}), \omega \varphi\rangle+\mu\left\langle F(\bar{\omega})_{x}, \omega_{x} \psi\right\rangle  \tag{3.106}\\
& \leq\left(\left\langle F(\bar{\omega})^{2}, \varphi\right\rangle+\mu\left\langle F(\bar{\omega})_{x}^{2}, \psi\right\rangle\right)^{1 / 2} E(t) \triangleq \operatorname{error}(\bar{\omega}) E(t)
\end{align*}
$$

Guideline for the remaining computer assisted steps Recall the definition of $\varphi, \psi$ in 3.62 and 3.95 . From the weighted $L^{2}$ and $H^{1}$ estimates,
and the estimates of the nonlinear terms, we see that the coefficients and constants, e.g., $D(\bar{\omega})$ in (3.64), $C_{1}(\bar{\omega})$ in (3.101) and $C_{3}(\bar{\omega}, \mu)$ in (3.105), depend continuously on $\bar{\omega}$. Hence, for two different approximate steady states $\omega_{h_{1}}, \omega_{h_{2}}$ computed using different mesh $h_{2}<h_{1}$, if $\omega_{h_{1}}-\omega_{h_{2}}$ is small in some norm, e.g., some weighted $L^{2}$ or $H^{1}$ norm, we expect that all of these estimates hold true for these two profiles with very similar coefficients and constants. At the same time, the residual error of the profile computed using the finer mesh $\operatorname{error}\left(\omega_{h_{2}}\right)$ can be much smaller than that of the coarse mesh error $\left(\omega_{h_{1}}\right)$. In particular, if the numerical solution $\omega_{h}$ exhibits convergence in a suitable norm as we refine the mesh size $h$, then we can obtain a sequence of approximate steady states that enjoy similar estimates with decreasing residual error $\left(\omega_{\mathrm{h}}\right)$. See also the Remark 3.5.1. From our numerical computation, we did observe such convergence of $\omega_{h}$ computed using several meshes with decreasing mesh size $h$. Using the estimates that we have established, we can obtain nonlinear estimate for each profile $\bar{\omega}$ similar to (3.44)

$$
\frac{1}{2} \frac{d}{d t} E^{2}(t) \leq-K_{1}(\bar{\omega}) E^{2}(t)+K_{2}(\bar{\omega}) E^{3}(t)+\operatorname{error}(\bar{\omega}) E(t),
$$

where $E(t)^{2}=\left\langle\omega^{2}, \varphi\right\rangle+\mu(\bar{\omega})\left\langle\omega_{x}^{2}, \psi\right\rangle$ and the positive constants $K_{1}(\bar{\omega}), K_{2}(\bar{\omega})$, $\mu(\bar{\omega})$ depend continuously on $\bar{\omega}$. From this inequality, we can estimate the size of error $(\bar{\omega})$ that is required to close the bootstrap argument. A sufficient condition is that there exists $y>0$ such that $-K_{1}(\bar{\omega}) y^{2}+K_{2}(\bar{\omega}) y^{3}+\operatorname{error}(\bar{\omega}) y<0$, which is equivalent to

$$
\begin{equation*}
4 \cdot \operatorname{error}(\bar{\omega}) \cdot K_{2}(\bar{\omega})<K_{1}(\bar{\omega})^{2} . \tag{3.107}
\end{equation*}
$$

Hence, we obtain a good estimate on error $(\bar{\omega})$ that is required to close the whole estimate.

In practice, we first compute an approximate steady state $\bar{\omega}_{h}$ using a relatively coarse mesh, e.g., mesh size $h=L / 1000$ or $L / 2000$ (correspond to 1000 or 2000 grid points). Then we can perform all the weighted $L^{2}, H^{1}$ estimates and determine the weights $\varphi, \psi$, the decomposition in the estimates and all the parameters in (3.89) to obtain the linear stability, and perform the nonlinear estimates. After we obtain these estimates, we can determine an upper bound of error $(\bar{\omega})$ using (3.107) and choose a finer mesh with mesh size $h_{2}$ to construct a profile $\bar{\omega}_{h_{2}}$ with a residual error less than this upper bound. After we extend all the corresponding estimates to the profile $\bar{\omega}_{h_{2}}$, we found that
the corresponding constants and coefficients in the estimates are almost the same as those that we have obtained using $\bar{\omega}_{h}$ constructed by a coarser mesh. Therefore, we can perform analysis on $\bar{\omega}_{h_{2}}$ and close the whole argument.

In the Supplementary material [18, Sections 2,4], we will provide much sharper estimates of the cross terms (3.100), (3.102) and the nonlinear terms (3.105). These sharper estimates provide an estimate of the upper bound of error $(\bar{\omega})$ in (3.107) that is not too small. This enables us to choose a modest mesh to construct an approximate profile with a residual error less than this upper bound. In particular, we choose $h=2.5 \cdot 10^{-5}$ and the computational cost of $\bar{\omega}_{h}$ is affordable even for a personal laptop computer. The rigorous estimate for the residual error of this profile in the energy norm is established in the Supplementary material [18, Section 3]. More specifically, we can prove the following estimate, which improves the estimate given by (3.102) significantly.

Lemma 3.5.2. The weighted $H^{1}$ estimate satisfies

$$
\frac{1}{2} \frac{d}{d t}\left\langle\omega_{x}^{2}, \psi\right\rangle=I+I I_{2}+N_{2}+F_{2} \leq-0.25\left\langle\omega_{x}^{2}, \psi\right\rangle+7.5\left\langle\omega^{2}, \varphi\right\rangle+N_{2}+F_{2}
$$

where $I, I I_{2}$ combine the damping and the cross terms and are defined in (3.98), (3.99), respectively.

These refinements are not necessary if one can construct an approximate profile with a much smaller residual error using a more powerful computer with probably $10-100$ times more grid points. With these refined estimates and the rigorous estimate of the residual error of $\bar{\omega}_{h}$, we choose $\mu=0.02$ and bootstrap assumption $E(t)=\left\langle\omega^{2}, \varphi\right\rangle+\mu\left\langle\omega_{x}^{2}, \psi\right\rangle<5 \cdot 10^{-4}$ to complete the final bootstrap argument. We refer the reader to the Supplementary material [18, Section 5] for the detailed estimates in the bootstrap argument.

The remaining steps are the same as those in the proof of Theorem 3.2. Recall the weights $\varphi$ (3.62) and $\psi\left(3.95\right.$ in the weighted $L^{2}$ and $H^{1}$ estimates and the regularity of the approximate profile $\bar{\omega}$ in Section 3.5.1.2. Note that $\varphi$ is of order $O\left(x^{-4}\right)$ near $x=0$ and $O\left((x-L)^{-2}\right)$ near $x=L$, and $\psi$ is of order $O\left(x^{-2}\right)$ near $x=0$ and $O(1)$ near $x=L$. We can choose a small and odd initial perturbation $\omega$ supported in $[-L, L]$ with vanishing $\omega_{x}(0)=0$ such that $\omega$ restricted to $[0, L]$ satisfies $\omega \in L^{2}(\varphi), \omega_{x} \in L^{2}(\psi)$ and $\omega+\bar{\omega} \in C_{c}^{\infty}$. The bootstrap result implies that for all time $t>0$, the solution $\omega(t)+\bar{\omega}$, $c_{l}+\bar{c}_{l}=c_{\omega}(t)+\bar{c}_{\omega}$ remain close to $\bar{\omega}, \bar{c}_{\omega}\left(\bar{c}_{\omega}<-0.69\right)$, respectively. Moreover, in
the Supplementary Material [18, Section 6], we have established the following estimate

$$
\frac{1}{2} \frac{d}{d t}\left\langle\omega_{t}^{2}, \varphi\right\rangle \leq-0.15\left\langle\omega_{t}^{2}, \varphi\right\rangle
$$

Using this estimate and a convergence argument similar to that in Section 3.4.3, we prove that the solution eventually converges to the self-similar profile $\omega_{\infty}$ with scaling factors $c_{l, \infty}=c_{\omega, \infty}<0$. Since $\gamma=-\frac{c_{l, \infty}}{c_{\omega, \infty}}=-1<0$, the asymptotically self-similar singularity is expanding. Thus we obtain an expanding and asymptotically self-similar blowup of the original De Gregorio model with scaling exponent $\gamma=-1$ in finite time.

### 3.6 Finite time blowup for $C^{\alpha}$ initial data

In [44], Elgindi and Jeong obtained the $C^{\alpha}$ self-similar solution $\omega_{\alpha}$ of the Constantin-Lax-Majda equation

$$
c_{l} x \omega_{x}=\left(c_{\omega}+u_{x}\right) \omega
$$

for all $\alpha \in(0,1]$, which reads

$$
\begin{align*}
w_{\alpha} & =-\frac{2 \sin \left(\frac{\alpha \pi}{2}\right) \operatorname{sgn}(x)|x|^{\alpha}}{1+2 \cos \left(\frac{\alpha \pi}{2}\right)|x|^{\alpha}+|x|^{2 \alpha}}, \\
u_{\alpha, x} & =\frac{2\left(1+\cos \left(\frac{\alpha \pi}{2}\right)|x|^{\alpha}\right)}{1+2 \cos \left(\frac{\alpha \pi}{2}\right)|x|^{\alpha}+|x|^{2 \alpha}}, \quad c_{l}=\frac{1}{\alpha}, \quad c_{\omega}=-1, \tag{3.108}
\end{align*}
$$

where $c_{l}, c_{\omega}$ are the scaling parameters.
In this section, we will use the above solutions to construct approximate selfsimilar solutions analytically and use the same method of analysis presented in Section 3.4 to prove finite time asymptotically self-similar singularity for $C^{\alpha}$ initial data with small $\alpha$ on both the real line and on the circle. We will focus on solution of 3.2 with odd symmetry that is preserved during the evolution. In particular, we will construct odd approximate steady state and analyze the stability of odd perturbation around the approximate steady state.

### 3.6.1 Finite time blowup on $\mathbb{R}$ with $C_{c}^{\alpha}$ initial data

In this section, we prove Theorem 3.3. Throughout the proof, we impose $|a \alpha|<1$ and $\alpha<\frac{1}{4}$. We choose the following weights in the stability analysis

$$
\begin{equation*}
\varphi_{\alpha}=-\frac{1}{\operatorname{sgn}(x) \omega_{\alpha}} \frac{1+2 \cos \left(\frac{\alpha \pi}{2}\right)|x|^{\alpha}+|x|^{2 \alpha}}{|x|^{1+2 \alpha}}, \quad \psi_{\alpha}=\frac{1}{\alpha^{2}} \varphi_{\alpha} x^{2} \tag{3.109}
\end{equation*}
$$

We choose these weights so that the estimates of $\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle$ and $\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle$ are comparable in the energy estimates.

### 3.6.1.1 Normalization conditions and approximate steady state

The self-similar equation of DG model with parameter $a$ reads

$$
\begin{equation*}
\left(c_{l} x+a u\right) \omega_{x}=\left(c_{\omega}+u_{x}\right) \omega \tag{3.110}
\end{equation*}
$$

For any $a>0, \alpha \in(0,1)$, we construct $C^{\alpha}$ approximate self-similar profile of (3.110) below

$$
\begin{equation*}
\omega_{\alpha}, \quad u_{\alpha}, \quad \bar{c}_{l, \alpha}=\frac{1}{\alpha}-a u_{\alpha, x}(0)=\frac{1}{\alpha}-2 a, \quad \bar{c}_{\omega}=-1 . \tag{3.111}
\end{equation*}
$$

The only difference between the above solution and the $C^{\alpha}$ self similar solutions of CLM (3.108) is the $c_{l}$ term. The above solution satisfies (3.110) up to an error

$$
\begin{equation*}
F_{\alpha}\left(\omega_{\alpha}\right)=-\left(\bar{c}_{l} x-\frac{1}{\alpha} x+a u_{\alpha}\right) \omega_{\alpha, x}=-a\left(u_{\alpha}-u_{\alpha, x}(0) x\right) \omega_{\alpha, x} \tag{3.112}
\end{equation*}
$$

Linearizing the dynamic rescaling equation (3.8) around the approximate selfsimilar profile in (3.111), we obtain the following equation for the perturbation $\omega, u, c_{l}, c_{\omega}$ :

$$
\begin{align*}
\omega_{t}+\left(\bar{c}_{l, \alpha} x+a u_{\alpha}\right) \omega_{x}= & \left(\bar{c}_{\omega}+u_{\alpha, x}\right) \omega+\left(u_{x}+c_{\omega}\right) \omega_{\alpha}  \tag{3.113}\\
& -\left(a u+c_{l} x\right) \omega_{\alpha, x}+N(\omega)+F_{\alpha}\left(\omega_{\alpha}\right)
\end{align*}
$$

where the error term $F_{\alpha}\left(\omega_{\alpha}\right)$ is given in (3.112) and the nonlinear part is given by

$$
N(\omega)=\left(c_{\omega}+u_{x}\right) \omega-\left(c_{l} x+a u\right) \omega_{x} .
$$

We choose the following normalization conditions for $c_{l}(t), c_{\omega}(t)$

$$
\begin{equation*}
c_{l}(t)=-a u_{x}(t, 0), \quad c_{\omega}(t)=-u_{x}(t, 0) . \tag{3.114}
\end{equation*}
$$

Using (3.111) and $u_{\alpha, x}(0)=2$, we can rewrite the above conditions as

$$
\begin{equation*}
c_{l}(t)+\bar{c}_{l}=\frac{1}{\alpha}-a\left(u_{x}(t, 0)+u_{\alpha, x}(0)\right), \quad c_{\omega}+\bar{c}_{\omega}=1-\left(u_{x}(t, 0)+u_{\alpha, x}(0)\right) . \tag{3.115}
\end{equation*}
$$

### 3.6.1.2 Estimate of the velocity and the self-similar solution

We introduce the notation

$$
\begin{equation*}
\tilde{u} \triangleq u-u_{x}(0) x, \quad \tilde{u}_{x}=u_{x}-u_{x}(0) \tag{3.116}
\end{equation*}
$$

and use the weighs defined in $(3.109)$ to perform the $L^{2}, H^{1}$ estimates.
We first state some useful properties of the $C^{\alpha}$ approximate self-similar solution that we will use in our stability analysis.

Lemma 3.6.1. For $\alpha \in(0,1]$, we have the following estimates for the selfsimilar solutions defined in (3.108). (a) Uniform estimates on the damping effect

$$
\begin{align*}
& \frac{1}{2 \varphi_{\alpha}}\left(\frac{1}{\alpha} x \varphi_{\alpha}\right)_{x}+\left(\bar{c}_{\omega}+u_{\alpha, x}\right)=-1 / 2 \\
& \frac{1}{2 \psi_{\alpha}}\left(\frac{1}{\alpha} x \psi_{\alpha}\right)_{x}+\left(\bar{c}_{\omega}+u_{\alpha, x}\right)-\frac{1}{\alpha}=-1 / 2  \tag{3.117}\\
& \frac{\left(u_{\alpha, x x} \psi_{\alpha}\right)_{x}}{2 \psi_{\alpha}} x^{2}=\frac{4 \alpha^{2}|x|^{\alpha}\left(|x|^{\alpha}+\cos \left(\frac{\alpha \pi}{2}\right)\right)}{\left(1+2 \cos \left(\frac{\alpha \pi}{2}\right)|x|^{\alpha}+|x|^{2 \alpha}\right)^{2}} \geq 0
\end{align*}
$$

(b) Vorticity and velocity estimates:

$$
\begin{align*}
& \left\|\frac{x w_{\alpha, x}}{w_{\alpha}}\right\|_{\infty} \lesssim \alpha, \quad\left\|\frac{x^{2} w_{\alpha, x x}}{w_{\alpha}}\right\|_{\infty} \lesssim \alpha, \quad\left\|\frac{x^{2} \omega_{\alpha, x x}+x \omega_{\alpha, x}}{\omega_{\alpha}}\right\|_{\infty} \lesssim \alpha^{2},  \tag{3.118}\\
& \left|\frac{u_{\alpha}}{x}-u_{\alpha, x}(0)\right| \lesssim|x|^{\alpha} \wedge 1, \quad\left|\frac{u_{\alpha}}{x}-u_{\alpha, x}\right| \lesssim \alpha\left(|x|^{\alpha} \wedge 1\right) \tag{3.119}
\end{align*}
$$

(c) Asymptotic estimates of $\varphi_{\alpha}, \psi_{\alpha}$ :

$$
\begin{align*}
& \varphi_{\alpha} \asymp \frac{1}{\alpha}\left(|x|^{-1-3 \alpha}+|x|^{-1+\alpha}\right) \\
& \psi_{\alpha}=\frac{1}{\alpha^{2}} x^{2} \varphi_{\alpha} \asymp \frac{1}{\alpha^{3}}\left(|x|^{1-3 \alpha}+|x|^{1+\alpha}\right)  \tag{3.120}\\
& \left\|\frac{x \psi_{\alpha, x}}{\psi_{\alpha}}-1\right\|_{\infty} \lesssim \alpha, \quad\left\|\frac{x \varphi_{\alpha, x}}{\varphi_{\alpha}}+1\right\|_{\infty} \lesssim \alpha
\end{align*}
$$

where $A \asymp B$ means that $A \leq C B$ and $B \leq C A$ for some universal constant $C$.
(d) The smallness of the weighted $L^{2}$ and $H^{1}$ errors:

$$
\begin{align*}
& \left\langle F_{\alpha}\left(\omega_{\alpha}\right)^{2}, \varphi_{\alpha}\right\rangle \lesssim a^{2} \alpha^{2}, \quad\left\langle\left(F_{\alpha}\left(\omega_{\alpha}\right)\right)_{x}^{2}, \psi_{\alpha}\right\rangle \lesssim a^{2} \alpha^{2}  \tag{3.121}\\
& \left\langle\left(|x|^{\alpha} \wedge 1\right)^{2} \omega_{\alpha, x}^{2}, \psi_{\alpha}\right\rangle \lesssim 1 \tag{3.122}
\end{align*}
$$

These estimates can be established by using the explicit formulas of $\omega_{\alpha}, u_{\alpha}$, $\bar{c}_{l, \alpha}, \bar{c}_{\omega}, \varphi_{\alpha}, \psi_{\alpha}, F_{\alpha}\left(\omega_{\alpha}\right)$ given in (3.108), (3.109), (3.111) and (3.112), which are elementary. Therefore, we will not present the estimates here and refer the reader to the arXiv version of [19] for the details.

Remark 3.6.2. We will use (3.117) to derive the damping terms in the weighted $L^{2}$ and $H^{1}$ estimates. Using 3.118, we gain a small factor $\alpha$ from the derivatives of $\omega_{\alpha}$. This enables us to show that the perturbation term $u \omega_{\alpha, x}$ is small. Estimates (3.120) shows that $x \psi_{\alpha, x} / \psi_{\alpha}, x \varphi_{\alpha, x} / \varphi_{\alpha}$ are close to 1 and -1 , respectively, which allows us to estimate $\varphi_{\alpha, x}, \psi_{\alpha, x}$ effectively.

Lemma 3.6.3 ( $L^{\infty}$ estimate).

$$
\begin{align*}
\left\|u_{x}\right\|_{\infty} & \lesssim\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle^{1 / 4}\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle^{1 / 4}  \tag{3.123}\\
\left|\tilde{u}_{x}-\frac{\tilde{u}}{x}\right| & \lesssim \alpha\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle^{1 / 2}\left|x^{\alpha}\right| \wedge 1 \lesssim \alpha\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle^{1 / 2}  \tag{3.124}\\
|\omega(x)| & \lesssim \alpha\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle^{1 / 2}\left|x^{\alpha}\right| \wedge 1 \tag{3.125}
\end{align*}
$$

where $\tilde{u}=u-u_{x}(0) x$.

The proofs of these estimates are standard so we only sketch the main ideas and refer to the arXiv version of [19] for the details. The weights $\psi_{\alpha}, \varphi_{\alpha}$ can be simplified by applying (3.120). Estimate (3.123) follows from the interpolation between the weighted $L^{2}$ norm of $u_{x}$ and $u_{x x}$ and by using the weighted estimates of the Hilbert transform in Lemma B.0.4. To prove (3.124), we can first rewrite $\tilde{u}_{x}-\frac{\tilde{u}}{x}$ as an integral of $\omega_{x}$ with some kernel. Then the estimate can be established by the Cauchy-Schwarz inequality and estimating the integrals of some explicit functions. Estimate (3.125) is proved by estimating $\omega(x)$ by the $L^{1}$ norm of $\omega_{x}$ and the Cauchy-Schwarz inequality.

Estimate (3.124) shows that we can gain a small factor $\alpha$ from $\tilde{u}_{x}-\frac{\tilde{u}}{x}=$ $u_{x}-u / x$.

We use a strategy similar to that in the proof of Theorem 3.2 to prove Theorem 3.3. The key step is establishing linear stability by taking advantage of the following:
(a) the stretching effect $\bar{c}_{l, \alpha} x \omega_{x}$ and the damping term $\left(\bar{c}_{\omega}+u_{x, \alpha}\right) \omega$;
(b) the cancellation (B.11), (B.5) involving the vortex stretching term $u_{x} \omega_{\alpha}$;
(c) the smallness of the advection term $a u \omega_{\alpha, x}$ (see (3.118)) by choosing $|a \alpha|$ to be sufficiently small.

To control the velocity $u$, we need to use Lemma B.0.4 in Appendix B, which states some nice properties of the Hilbert transform for a Hölder continuous function.

### 3.6.1.3 Linear estimate

We first perform the weighted $L^{2}$ estimate with respect to (3.113). We proceed as follows

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle= & \left\langle-\left(\bar{c}_{l, \alpha} x+a u_{\alpha}\right) \omega_{x}+\left(\bar{c}_{\omega}+u_{\alpha, x}\right) \omega, \omega \varphi_{\alpha}\right\rangle \\
& +\left\langle\left(u_{x}+c_{\omega}\right) \omega_{\alpha}, \omega \varphi_{\alpha}\right\rangle-\left\langle\left(a u+c_{l} x\right) \omega_{\alpha, x}, \omega \varphi_{\alpha}\right\rangle  \tag{3.126}\\
& +\left\langle N(\omega), \omega \varphi_{\alpha}\right\rangle+\left\langle F_{\alpha}\left(\omega_{\alpha}\right), \omega \varphi_{\alpha}\right\rangle \\
& \triangleq I+I I+I I I+N+F .
\end{align*}
$$

For $I$, we use integration by parts, (3.117) and $\bar{c}_{l, \alpha}=\frac{1}{\alpha}-a u_{\alpha, x}(0)$ to get

$$
\begin{align*}
I & =\left\langle\frac{1}{2 \varphi_{\alpha}}\left(\left(\bar{c}_{l, \alpha} x+a u_{\alpha}\right) \varphi_{\alpha}\right)_{x}+\left(\bar{c}_{\omega}+u_{\alpha, x}\right), \omega^{2} \varphi_{\alpha}\right\rangle \\
& =-\frac{1}{2}\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle+a\left\langle\frac{1}{2 \varphi_{\alpha}}\left(\left(u_{\alpha}-u_{\alpha, x}(0) x\right) \varphi_{\alpha}\right)_{x}, \omega^{2} \varphi_{\alpha}\right\rangle . \tag{3.127}
\end{align*}
$$

For the second term, we use (3.119) and (3.120) to yield

$$
\begin{aligned}
& \left|\frac{1}{2 \varphi_{\alpha}}\left(\left(u_{\alpha}-u_{\alpha, x}(0) x\right) \varphi_{\alpha}\right)_{x}\right|=\left|\frac{1}{2}\left(u_{\alpha, x}-u_{\alpha, x}(0)\right)+\frac{u_{\alpha}-u_{\alpha, x}(0) x}{x} \frac{x \varphi_{\alpha, x}}{2 \varphi_{\alpha}}\right| \\
= & \left|\frac{1}{2}\left(u_{\alpha, x}-\frac{u_{\alpha}}{x}\right)+\frac{u_{\alpha}-u_{\alpha, x}(0) x}{x}\left(\frac{x \varphi_{\alpha, x}}{2 \varphi_{\alpha}}+\frac{1}{2}\right)\right| \lesssim \alpha+1 \cdot \alpha \lesssim \alpha .
\end{aligned}
$$

Combining (3.127) with the above estimate, we derive

$$
\begin{equation*}
I \leq-\frac{1}{2}\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle+C|a| \alpha\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle=-\left(\frac{1}{2}-C|a| \alpha\right)\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle \tag{3.128}
\end{equation*}
$$

where $C>0$ is some universal constant.
Recall the definitions of $\varphi_{\alpha}$ in (3.109), $c_{l}=-a u_{x}(0), c_{\omega}=-u_{x}(0)$ in (3.114) and $\tilde{u}, \tilde{u}_{x}$ in (3.116). We have $c_{l} x+a u=a \tilde{u}, c_{\omega}+u_{x}=\tilde{u}_{x}$. For $I I$, we use the cancellation (B.11) and (B.5) to get

$$
\begin{align*}
I I & =\left\langle\tilde{u}_{x} \omega_{\alpha}, \omega \varphi_{\alpha}\right\rangle \\
& \left.=-\left.\left\langle\tilde{u}_{x} \omega \cdot \operatorname{sgn}(x),\right| x\right|^{-1-2 \alpha}+\left.2 \cos \left(\frac{\alpha \pi}{2}\right)| | x\right|^{-1-\alpha}+|x|^{-1}\right\rangle  \tag{3.129}\\
& \left.\leq-\left.\left\langle\tilde{u}_{x} \omega \cdot \operatorname{sgn}(x),\right| x\right|^{-1}\right\rangle=-\frac{\pi}{2} u_{x}^{2}(0) \leq 0 .
\end{align*}
$$

For $I I I$, we have

$$
\begin{aligned}
|I I I| & =\left|\left\langle\left(a u+c_{l} x\right) \omega_{\alpha, x}, \omega \varphi_{\alpha}\right\rangle\right|=\left|a\left\langle\frac{\tilde{u}}{x} \frac{\omega_{\alpha, x} x}{\omega_{\alpha}}, \omega \frac{1+2 \cos \left(\frac{\alpha \pi}{2}\right)|x|^{\alpha}+|x|^{2 \alpha}}{|x|^{1+2 \alpha}}\right\rangle\right| \\
& \lesssim|a|\langle | \frac{\tilde{u}}{x}\left|\left|\frac{\omega_{\alpha, x} x}{\omega_{\alpha}}\right|,|\omega|\left(|x|^{-1-2 \alpha}+|x|^{-1}\right)\right\rangle .
\end{aligned}
$$

Using the estimate for $\omega_{\alpha}(\sqrt[3.118)]{ }$ and the Hardy inequality ( $\overline{\mathrm{B} .12)}$, we obtain

$$
\begin{align*}
|I I I| & \lesssim|a| \alpha\langle | \frac{\tilde{u}}{x}\left|,|\omega|\left(|x|^{-1-2 \alpha}+|x|^{-1}\right)\right\rangle \\
& \left.\left.\left.\lesssim|a| \alpha\left\langle\tilde{u}^{2},\right| x\right|^{-3-3 \alpha}\right\rangle\left.^{1 / 2}\left\langle\omega^{2},\right| x\right|^{-1-\alpha}\right\rangle^{1 / 2} \\
& \left.\left.+\left.|a| \alpha\left\langle\tilde{u}^{2},\right| x\right|^{-3-\alpha}\right\rangle\left.^{1 / 2}\left\langle\omega^{2},\right| x\right|^{-1+\alpha}\right\rangle^{1 / 2}  \tag{3.130}\\
\lesssim & \left.\left.\left.|a| \alpha \alpha^{-1}\left\langle\omega^{2},\right| x\right|^{-1-3 \alpha}\right\rangle\left.^{1 / 2}\left\langle\omega^{2},\right| x\right|^{-1-\alpha}\right\rangle^{1 / 2} \\
& \left.\left.+\left.|a| \alpha \alpha^{-1}\left\langle\omega^{2},\right| x\right|^{-1-\alpha}\right\rangle\left.^{1 / 2}\left\langle\omega^{2},\right| x\right|^{-1+\alpha}\right\rangle^{1 / 2} \\
& \lesssim|a| \alpha\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle
\end{align*}
$$

where we have used (3.120) to obtain the last inequality.
Plugging (3.128), (3.129) and (3.130) in 3.126), we establish

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle \leq-\left(\frac{1}{2}-C|a| \alpha\right)\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle+\left\langle N(\omega), \omega \varphi_{\alpha}\right\rangle+\left\langle F_{\alpha}\left(\omega_{\alpha}\right), \omega \varphi_{\alpha}\right\rangle \tag{3.131}
\end{equation*}
$$

### 3.6.1.4 Weighted $H^{1}$ estimate

Recall the definition of the weight $\psi_{\alpha}$ in (3.109). We now perform the weighted $H^{1}$ estimate with respect to (3.113)

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle= & \left\langle-\left(\left(\bar{c}_{l, \alpha} x+a u_{\alpha}\right) \omega_{x}\right)_{x}+\left(\left(\bar{c}_{\omega}+u_{\alpha, x}\right) \omega\right)_{x}, \omega_{x} \psi_{\alpha}\right\rangle \\
& +\left\langle\left(\left(u_{x}+c_{\omega}\right) \omega_{\alpha}\right)_{x}, \omega_{x} \psi_{\alpha}\right\rangle-\left\langle\left(\left(a u+c_{l} x\right) \omega_{\alpha, x}\right)_{x}, \omega_{x} \psi_{\alpha}\right\rangle \\
& +\left\langle N(\omega)_{x} \cdot \omega_{x} \psi_{\alpha}\right\rangle+\left\langle F_{\alpha}\left(\omega_{\alpha}\right)_{x}, \omega_{x} \psi_{\alpha}\right\rangle \\
& \triangleq I+I I+I I I+N_{2}+F_{2}
\end{aligned}
$$

The estimate of each term in $I, I I, I I I$ is very similar to that in the weighted $L^{2}$ estimates in last section and the weighted $H^{1}$ estimates in Section 3.4.2 so we only sketch the estimates. Note that $I$ only involves the local terms. We can first apply integration by parts and then use the second and the third identities in (3.117) to obtain the damping term similar to 3.128). For $I I$, we have

$$
I I=-\left\langle u_{x x} \omega_{\alpha}, \omega_{x} \psi_{\alpha}\right\rangle+\left\langle\tilde{u}_{x} \omega_{\alpha, x}, \omega_{x} \psi_{\alpha}\right\rangle \triangleq I I_{1}+I I_{2}
$$

where $\tilde{u}=u+c_{\omega} x=u-u_{x}(0) x$ (see (3.116). To estimate $I I_{1}$, we use the nonlocal cancellation (B.11), B.5 with $\left(u_{x}, \omega\right)$ replaced by $\left(x u_{x x}, x \omega_{x}\right)$ to obtain an estimate similar to (3.129), which has a favorable sign. For $I I_{2}$ and $I I I$, they involve the derivative of $\omega_{\alpha}$, which gives a small factor $\alpha$. We can use Lemmas 3.6.1, 3.6.3 to estimate the profiles and the weights, and use

Lemma B.0.4 to estimate $\tilde{u}$ and $\tilde{u}_{x}$. We present the estimate of a typical term below. Consider the following decomposition for III

$$
\begin{aligned}
I I I & =-\left\langle\left(\left(a u+c_{l} x\right) \omega_{\alpha, x}\right)_{x}, \omega_{x} \psi_{\alpha}\right\rangle=-a\left\langle\tilde{u}_{x} \omega_{\alpha, x}+\tilde{u} \omega_{\alpha, x x}, \omega_{x} \psi_{\alpha}\right\rangle \\
& =-a\left\langle\left(\tilde{u}_{x}-\frac{\tilde{u}}{x}\right) \omega_{\alpha, x}, \omega_{x} \psi_{\alpha}\right\rangle-a\left\langle\frac{\tilde{u}}{x}\left(\omega_{\alpha, x}+x \omega_{\alpha, x x}\right), \omega_{x} \psi_{\alpha}\right\rangle \triangleq I I I_{1}+I I I_{2}
\end{aligned}
$$

The advantage of the above decomposition of is that we gain a small factor $\alpha$ by applying (3.124) to $\tilde{u}_{x}-\frac{\tilde{u}}{x}$ and the third estimate in (3.118) to $\left(\omega_{\alpha, x}+x \omega_{\alpha, x x}\right)$. Using (3.124), the Cauchy-Schwarz inequality and (3.122), we get

$$
\begin{aligned}
I I I_{1} & \leq|a| \alpha\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle^{1 / 2} \cdot\left\langle\left(|x|^{\alpha} \wedge 1\right)\right| \omega_{\alpha, x}\left|,\left|\omega_{x}\right| \psi_{\alpha}\right\rangle \\
& \lesssim|a| \alpha\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle \cdot\left\langle\left(|x|^{\alpha} \wedge 1\right)^{2} \omega_{\alpha, x}^{2}, \psi_{\alpha}\right\rangle^{1 / 2} \lesssim|a| \alpha\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle .
\end{aligned}
$$

Similarly, other terms in $I I_{2}, I I I_{2}$ can be bounded by $|a| \alpha\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle$ or the interpolation between $\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle$ and $\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle$. We refer to the arXiv version of [19] for the detailed estimates. In particular, we obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t}\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle \leq & -\left(\frac{1}{2}-C|a| \alpha\right)\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle+C\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle^{1 / 2}\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle^{1 / 2}  \tag{3.132}\\
& +\left\langle N(\omega)_{x}, \omega_{x} \psi_{\alpha}\right\rangle+\left\langle F_{\alpha}\left(\omega_{\alpha}\right)_{x}, \omega_{x} \psi_{\alpha}\right\rangle
\end{align*}
$$

for some universal constant $C$.
In the following two subsections, we aim to control the nonlinear and error terms

$$
\left\langle N(\omega), \omega \varphi_{\alpha}\right\rangle,\left\langle F_{\alpha}\left(\omega_{\alpha}\right), \omega \varphi_{\alpha}\right\rangle,\left\langle N(\omega)_{x}, \omega_{x} \psi_{\alpha}\right\rangle,\left\langle F_{\alpha}\left(\omega_{\alpha}\right)_{x}, \omega_{x} \psi_{\alpha}\right\rangle
$$

in (3.131) and (3.132).

### 3.6.1.5 Estimates of nonlinear terms

Recall from (3.114) and (3.116) that

$$
c_{l} x+a u=a\left(u-u_{x}(0) x\right)=a \tilde{u}, \quad c_{\omega}+u_{x}=u_{x}-u_{x}(0)=\tilde{u}_{x} .
$$

For the nonlinear terms in (3.131) and (3.132), we use integration by parts to obtain

$$
\begin{aligned}
\left\langle N(\omega), \omega \varphi_{\alpha}\right\rangle & =\left\langle\left(c_{\omega}+u_{x}\right) \omega-\left(c_{l} x+a u\right) \omega_{x}, \omega \varphi_{\alpha}\right\rangle=\left\langle\tilde{u}_{x}+\frac{\left(a \tilde{u} \varphi_{\alpha}\right)_{x}}{2 \varphi_{\alpha}}, \omega^{2} \varphi_{\alpha}\right\rangle \\
& =\left\langle\tilde{u}_{x}, \omega^{2} \varphi_{\alpha}\right\rangle+\frac{a}{2}\left\langle\left(\tilde{u}_{x}+\frac{\tilde{u}}{x} \frac{x \varphi_{\alpha, x}}{\varphi_{\alpha}}\right), \omega^{2} \varphi_{\alpha}\right\rangle \triangleq I_{1}+I_{2}, \\
\left\langle N(\omega)_{x}, \omega_{x} \psi_{\alpha}\right\rangle & =\left\langle\left(\left(c_{\omega}+u_{x}\right) \omega-\left(c_{l} x+a u\right) \omega_{x}\right)_{x}, \omega_{x} \psi_{\alpha}\right\rangle \\
& =\left\langle u_{x x} \omega+\tilde{u}_{x} \omega_{x}, \omega_{x} \psi_{\alpha}\right\rangle-a\left\langle\tilde{u}_{x} \omega_{x}+\tilde{u} \omega_{x x}, \omega_{x} \psi_{\alpha}\right\rangle \\
& =\left\langle\tilde{u}_{x} \omega_{x}, \omega_{x} \psi_{\alpha}\right\rangle+\left\langle u_{x x} \omega, \omega_{x} \psi_{\alpha}\right\rangle+a\left\langle-\tilde{u}_{x}+\frac{\left(\tilde{u} \psi_{\alpha}\right)_{x}}{2 \psi_{\alpha}}, \omega_{x}^{2} \psi_{\alpha}\right\rangle \\
& \triangleq I I_{1}+I I_{2}+I I_{3} .
\end{aligned}
$$

For each term $I_{i}, I I_{j}$, we use Lemma 3.6.3 to control the $L^{\infty}$ norm of $\omega, \tilde{u} / x, \tilde{u}_{x}$ or $\tilde{u}_{x}-\tilde{u} / x$, and use $\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle,\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle$ to control other terms. We present the estimate of $I I_{3}$ that has a large coefficient $a$ and is more complicated. Other terms can be estimated similarly. For $I I_{3}$, we notice that

$$
-\tilde{u}_{x}+\frac{\left(\tilde{u} \psi_{\alpha}\right)_{x}}{2 \psi_{\alpha}}=-\frac{1}{2} \tilde{u}_{x}+\frac{1}{2} \frac{\tilde{u}}{x} \frac{\psi_{\alpha, x} x}{\psi_{\alpha}}=-\frac{1}{2}\left(\tilde{u}_{x}-\frac{\tilde{u}}{x}\right)+\frac{1}{2} \frac{\tilde{u}}{x}\left(\frac{\psi_{\alpha, x} x}{\psi_{\alpha}}-1\right) .
$$

Then we use the $L^{\infty}$ estimate (3.124) to control $\tilde{u}_{x}-\tilde{u} / x$, 3.123 to control $\tilde{u} / x=u / x-u_{x}(0)$ and (3.120) to estimate the terms involving $\psi_{\alpha}$. This gives

$$
\begin{align*}
I I_{3} & =\frac{a}{2}\left\langle-\left(\tilde{u}_{x}-\frac{\tilde{u}}{x}\right)+\frac{\tilde{u}}{x}\left(\frac{\psi_{\alpha, x} x}{\psi_{\alpha}}-1\right), \omega_{x}^{2} \psi_{\alpha}\right\rangle \\
& \lesssim|a|\left(\left\|\tilde{u}_{x}-\frac{\tilde{u}}{x}\right\|_{L^{\infty}}+\left\|u_{x}\right\|_{\infty}\left\|\frac{\psi_{\alpha, x} x}{\psi_{\alpha}}-1\right\|_{L^{\infty}}\right)\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle  \tag{3.133}\\
& \lesssim\left(|a| \alpha\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle^{1 / 2}+|a| \alpha\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle^{1 / 4}\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle^{1 / 4}\right)\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle \\
& \lesssim\left(\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle+\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle\right)^{3 / 2},
\end{align*}
$$

where we have used $|a \alpha|<1$. Similarly, we have

$$
\begin{equation*}
I_{1}, I_{2}, I I_{1}, I I_{2} \lesssim\left(\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle+\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle\right)^{3 / 2} \tag{3.134}
\end{equation*}
$$

Combining (3.133) and (3.134), we obtain the following estimates for the nonlinear terms

$$
\begin{align*}
\left\langle N(\omega), \omega \varphi_{\alpha}\right\rangle & =I_{1}+I_{2} \lesssim\left(\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle+\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle\right)^{3 / 2}  \tag{3.135}\\
\left\langle N(\omega)_{x}, \omega_{x} \psi_{\alpha}\right\rangle & =I I_{1}+I I_{2}+I I_{3} \lesssim\left(\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle+\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle\right)^{3 / 2}
\end{align*}
$$

### 3.6.1.6 Estimates of the error terms

Recall the error terms in the weighted $L^{2}, H^{1}$ estimates in (3.131) and (3.132) are given by

$$
\left\langle F_{\alpha}\left(\omega_{\alpha}\right), \omega \varphi_{\alpha}\right\rangle, \quad\left\langle\left(F_{\alpha}\left(\omega_{\alpha}\right)\right)_{x}, \omega_{x} \psi_{\alpha}\right\rangle
$$

Using the Cauchy-Schwarz inequality and the error estimate (3.121), we obtain

$$
\begin{align*}
\left\langle F_{\alpha}\left(\omega_{\alpha}\right), \omega \varphi_{\alpha}\right\rangle & \leq\left\langle F_{\alpha}\left(\omega_{\alpha}\right)^{2}, \varphi_{\alpha}\right\rangle^{1 / 2}\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle^{1 / 2} \lesssim|a| \alpha\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle^{1 / 2} \\
\left\langle\left(F_{\alpha}\left(\omega_{\alpha}\right)\right)_{x}, \omega_{x} \psi_{\alpha}\right\rangle & \leq\left\langle\left(F_{\alpha}\left(\omega_{\alpha}\right)\right)_{x}^{2}, \psi_{\alpha}\right\rangle^{1 / 2}\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle^{1 / 2} \lesssim|a| \alpha\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle^{1 / 2} . \tag{3.136}
\end{align*}
$$

### 3.6.1.7 Nonlinear stability and convergence to self-similar solution

Now, we combine the weighted $L^{2}, H^{1}$ estimates (3.131), (3.132), the estimates of nonlinear terms (3.135) and error terms (3.136). Using these estimates and an argument similar to that in the analysis of nonlinear stability in Section 3.4.2, we can choose an absolute constant $0<\mu$ such that the following energy

$$
E^{2}(t) \triangleq\left\langle\omega^{2}, \varphi_{\alpha}\right\rangle+\mu\left\langle\omega_{x}^{2}, \psi_{\alpha}\right\rangle
$$

satisfies the differential inequality

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E^{2}(t) \leq-\left(\frac{3}{8}-C|a| \alpha\right) E^{2}(t)+C|a| \alpha E(t)+C E^{3}(t) \tag{3.137}
\end{equation*}
$$

where $C>0$ is an absolute constant. From (3.120), we have

$$
\begin{aligned}
& \left|u_{x}(0)\right| \lesssim \int\left|\omega_{x}(y)\right||\log (y)| d y \lesssim\left(\int \omega_{x}^{2} \psi_{\alpha}\right)^{1 / 2}\left(\int \psi_{\alpha}^{-1}|\log y|^{2}\right)^{1 / 2} \\
\lesssim & E(t)\left(\alpha^{3} \int|\log y|^{2}\left(|y|^{1+\alpha}+|y|^{1-3 \alpha}\right)^{-1} d y\right)^{1 / 2} \lesssim E(t)\left(\alpha^{3} \alpha^{-1}\right)^{1 / 2} \lesssim \alpha E(t)
\end{aligned}
$$

The normalization condition (3.114) implies

$$
\begin{equation*}
\left|c_{\omega}(t)\right|=\left|u_{x}(t, 0)\right| \leq C_{3} \alpha E(t), \quad\left|c_{l}(t)\right|=\left|a u_{x}(0)\right| \leq C_{3}|a| \alpha E(t) \tag{3.138}
\end{equation*}
$$

for some absolute constant $C_{3}>0$.
The remaining steps are essentially the same as those in the proof of Theorem 3.2 in Sections 3.4.2, 3.4.3 for the De Gregorio model in the case of small $|a|$ so we omit the details here. We refer to the arXiv version of [19] for the details and conclude the proof of Theorem 3.3 .

### 3.7 Finite time blowup for negative $a$ with $C^{\infty}$ initial data

For the sake of completeness, we state the finite time blowup result of (3.2) for negative $a$ with smooth initial data.

Theorem 3.5. Let $\omega \in C^{\infty}\left(S^{1}\right)$ be an odd function such that $u_{x}(0)=H \omega(0)>$ 0 . Then (3.2) with $a<0$ develops a singularity in finite time.

The real line case has been proved by Castro and Córdoba [5]. We consider the case of $S^{1}$ with $\pi$ periodic solution. The corresponding Hilbert transform is given by

$$
u_{x}=H \omega=\frac{1}{\pi} \int_{-\pi / 2}^{\pi / 2} \omega(y) \cot (x-y) d y
$$

Proof. Taking the Hilbert transform on (3.2) yields

$$
\left(u_{x}\right)_{t}=\frac{1}{2}\left(u_{x}^{2}-\omega^{2}\right)-a H\left(u \omega_{x}\right) .
$$

Note that $\omega(0)=0$. Choosing $x=0$ gives

$$
\begin{equation*}
\frac{d}{d t} u_{x}(t, 0)=\frac{1}{2} u_{x}(t, 0)^{2}-a H\left(u \omega_{x}\right)(t, 0) \tag{3.139}
\end{equation*}
$$

Next we show that $H\left(u \omega_{x}\right)(t, 0) \leq 0$. Since $\omega$ is odd, $\pi$-periodic, and smooth locally in time, it admits a decomposition

$$
\omega(t, x)=\sum_{n \geq 1} a_{n}(t) \sin (2 n x), \quad \omega_{x}=\sum_{n \geq 1} 2 n a_{n}(t) \cos (2 n x)
$$

for some $a_{n}(t)$ decays sufficiently fast as $n \rightarrow+\infty$. It is easy to show that

$$
u(t, x)=-\sum_{n \geq 1} \frac{a_{n}}{2 n} \sin (2 n x)
$$

Next, we compute $u / \sin (x), \omega_{x} \cos x$. Using telescoping, we get

$$
\begin{aligned}
\frac{\sin (2 n x)}{\sin (x)} & =\sum_{1 \leq k \leq n} 2 \cos ((2 k-1) x) \\
\cos (2 n x) \cos x & =\frac{\cos (2 n-1) x+\cos (2 n+1) x}{2}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\frac{u}{\sin x} & =-\sum_{n \geq 1} \frac{a_{n}}{2 n} \sum_{1 \leq k \leq n} 2 \cos ((2 k-1) x)=-\sum_{k \geq 1} \cos ((2 k-1) x) \sum_{n \geq k} \frac{a_{n}}{n}, \\
\omega_{x} \cos x & =\sum_{n \geq 1} 2 n a_{n} \frac{\cos (2 n-1) x+\cos (2 n+1) x}{2} \\
& =\sum_{n \geq 1} \cos ((2 n-1) x)\left(n a_{n}+(n-1) a_{n-1}\right),
\end{aligned}
$$

where $a_{0}=0$, and we have used summation by parts to get the last two identities, which are valid since $a_{n}$ decays sufficiently fast. Using the orthogonality of $\{\cos ((2 n-1) x)\}_{n \geq 1}$ on $L^{2}(-\pi / 2, \pi / 2)$, we derive
$H\left(u \omega_{x}\right)(t, 0)=-\frac{1}{\pi} \int_{-\pi / 2}^{\pi / 2} \frac{u}{\sin x} \omega_{x} \cos (x) d x=\frac{1}{2} \sum_{k \geq 1}\left(\sum_{n \geq k} \frac{a_{n}}{n}\right)\left(k a_{k}+(k-1) a_{k-1}\right)$.
Denote $S_{k} \triangleq \sum_{n \geq k} \frac{a_{n}}{n}$ for $k \geq 1$ and $S_{0}=0$. Since $a_{n}$ decays sufficiently fast, so does $S_{n}$. We then have $a_{k}=k\left(S_{k}-S_{k+1}\right)$ and

$$
k a_{k}+(k-1) a_{k-1}=k^{2}\left(S_{k}-S_{k+1}\right)+(k-1)^{2}\left(S_{k-1}-S_{k}\right)
$$

We can reduce $H\left(u \omega_{x}\right)(t, 0)$ to

$$
\begin{aligned}
& H\left(u \omega_{x}\right)(t, 0)=\frac{1}{2} \sum_{k \geq 1} S_{k}\left(k^{2}\left(S_{k}-S_{k+1}\right)+(k-1)^{2}\left(S_{k-1}-S_{k}\right)\right) \\
= & \frac{1}{2} \sum_{k \geq 1} S_{k}^{2}(2 k-1)-\frac{1}{2} \sum_{k \geq 1} S_{k} S_{k+1} k^{2}+\frac{1}{2} \sum_{k \geq 1} S_{k} S_{k-1}(k-1)^{2} \\
= & \frac{1}{2} \sum_{k \geq 1} S_{k}^{2}(2 k-1) \geq 0 .
\end{aligned}
$$

Consequently, for $a<0$, (3.139) implies

$$
\frac{d}{d t} u_{x}(t, 0) \geq \frac{1}{2} u_{x}^{2}(t, 0)
$$

Since $u_{x}(0,0)>0$, it follows that the solution must develop a finite time singularity.

$$
\text { Chapter } 4
$$

## ASYMPTOTICALLY SELF-SIMILAR SINGULARITY OF THE HOU-LUO MODEL

In this chapter, we study the asymptotically self-similar singularity of Hou-Luo model [86] introduced in Section 1.3.6.2

$$
\begin{align*}
\omega_{t}+u \omega_{x} & =\theta_{x}  \tag{4.1}\\
\theta_{t}+u \theta_{x} & =0, \quad u_{x}=H \omega
\end{align*}
$$

Since the HL model can be seen as the restriction of the 2D Boussinesq equations on the boundary and it captures several features of the 2D Boussinesq equations (see Section 1.3.6.2), our analysis of (4.1) serves as an intermediate step toward the analysis of the full 2D Boussinesq equations. The analysis of (4.1) is much more complicated than that of the DG model in Chapter 3 since (4.1) is a more complicated coupled system, while the DG model (3.1) is a scalar equation.

### 4.1 Main results

The main result of this chapter is stated by the informal theorem below. The more precise and stronger statement will be given by Theorem 4.2 in Section 2.10 .1 .

Theorem 4.1. There is a family of initial data $\left(\theta_{0}, \omega_{0}\right)$ with $\theta_{0, x}, \omega_{0} \in C_{c}^{\infty}$, such that the solution of the HL model (4.1) will develop a focusing asymptotically self-similar singularity in finite time. The self-similar blowup profile $\left(\theta_{\infty}, \omega_{\infty}\right)$ is unique within a small energy ball and its associated scaling exponents $c_{l, \infty}, c_{\omega, \infty}$ satisfy $|\lambda-2.99870| \leq 6 \cdot 10^{-5}$ with $\lambda=c_{l, \infty}\left|c_{\omega, \infty}\right|^{-1}$. Moreover, the $C^{\gamma}$ norm of $\theta$ is uniformly bounded up to the blowup time $T$, and the $C^{\beta}$ norm of $\theta$ blows up at $T$ for any $\beta \in(\gamma, 1]$ with $\gamma=\frac{\lambda-2}{\lambda}$.

Using the self-similar profile $\left(\theta_{\infty}, \omega_{\infty}\right)$, we can construct the self-similar blowup solution
$\omega_{*}(x, t)=\frac{1}{(1-t)\left|c_{\omega, \infty}\right|} \omega_{\infty}\left(\frac{x}{(1-t)^{\lambda}}\right), \quad \theta_{*}(x, t)=\frac{1}{(1-t)^{2-\lambda}\left|c_{\omega, \infty}\right|} \theta_{\infty}\left(\frac{x}{(1-t)^{\lambda}}\right)$,
that blows up at $T=1$. The blowup exponent $\lambda \approx 2.99870$ in the HL model is surprisingly close to the blowup exponent $\lambda \approx 2.9215$ of the 3D Euler equations considered by Luo-Hou [86, 87]. An important property that characterizes the stable nature of the blowup in the HL model is that $\bar{c}_{l} x+\bar{u} \geq 0.49 x, \bar{c}_{l}=$ $3, \bar{u}<0$ for any $x \geq 0$, here $\bar{u}, \bar{c}_{l}$ are the velocity and the scaling exponents of an approximate self-similar profile. We use this property to extract the main damping effect from the linearized operator in the near field using some carefully designed singular weights.

As we will show later, $\bar{c}_{l} x+\bar{u}$ is the velocity field for the linearized equation in the dynamic rescaling formulation. The inequality $\bar{c}_{l} x+\bar{u} \geq 0.49 x, x \geq 0$ implies that the perturbation is transported from the near field to the far field and then damped by the damping term $\bar{c}_{\omega} \omega$ in the $\omega$ equation and by $2 \bar{c}_{\omega} \theta_{x}$ in the $\theta_{x}$ equation. This is the main physical mechanism that generates the dynamic stability of the self-similar blowup in the HL model. We believe that this also captures the dynamic stability of the blowup scenario considered by Luo-Hou along the boundary [86, 87], whose numerical evidence has been reported in 85].

There are four important components of our analysis for the HL model. The first one is to construct the approximate steady state with sufficiently small residual error by decomposing it into a semi-analytic part that captures the far field behavior of the solution and a numerically computed part that has compact support. See more discussion in Section 4.4. The second one is that we extract the damping effect from the local terms in the linearized equations by using carefully designed singular weights. The third one is that the contributions from the advection terms are relatively weak compared with those coming from the vortex stretching terms. As a result, we can treat those terms coming from advection as perturbation to those from vortex stretching. The last one is to apply some sharp functional inequalities to control the nonlocal terms and take into account cancellation among various nonlocal terms. This enables us to show that the contributions from the nonlocal terms are relatively small compared with those from the local terms and can be controlled by the damping terms. We refer to Section 2.10.1 for more detailed discussion of the main ingredients in our stability analysis.

We believe that the analysis of the 2D Boussinesq equations and 3D Euler equations with smooth initial data and boundary would benefit from the four
important components mentioned above. The stability analysis of the HL model is established based on some weighted $L^{2}$ space. For the 2D Boussinesq equations and 3D Euler equations, a wider class of functional spaces, e.g., weighted $L^{p}$ or weighted $C^{\alpha}$ spaces, can be explored to derive larger damping effect from the linearized equations and to further establish stability analysis.

There is an interesting implication of our blowup results for the self-similar solution $\left(\omega_{*}, \theta_{*}\right)$ defined in 4.2). In Section 4.6.1, we show that the profile satisfies $\lim _{x \rightarrow \infty} \theta_{\infty}(x)|x|^{-\gamma}=C$ for some $C>0$ (see 4.2). Thus, we have $\lim _{t \rightarrow 1} \theta_{*}(x, t) \rightarrow C|x|^{\gamma}$ for any $x \neq 0$. Since $0<\gamma<1$, the self-similar solution forms a cusp singularity at $x=0$ as $t \rightarrow 1$. Moreover, from Theorem 4.1. for a class of initial data $\theta_{0}$, the $C^{\gamma}$ norm of the singular solution $\theta$ is uniformly bounded up to the blowup time. Note that from Theorem 4.1, we have $|\gamma-0.33304|<2 \cdot 10^{-5}$, thus $\gamma \approx \frac{1}{3}$ and $\lim _{t \rightarrow 1} \theta_{*}(x, t)=C|x|^{\gamma} \approx C|x|^{1 / 3}$. Similarly, we can generalize the method of analysis to prove $\lim _{t \rightarrow 1} \omega_{*}(x, t)=$ $C_{2}|x|^{(\gamma-1) / 2} \approx C_{2}|x|^{-1 / 3}$. Interestingly, the limiting behavior is closely related to a family of explicit solutions of (4.1) discovered by Hoang and Radosz in 64]

$$
\begin{equation*}
\omega(x, t)=k|x|^{-1 / 3} \operatorname{sgn}(x), \quad \theta(x, t)=c_{1} k^{2}|x|^{1 / 3}+c_{2} k^{3} t, \tag{4.3}
\end{equation*}
$$

where $c_{1}, c_{2}>0$ are suitable constants and $k>0$ is arbitrary. We remark that from Theorem 4.1, the $C^{1 / 3}$ norm of $\theta$ from a class of smooth initial data that we consider blows up at the singularity time since $\frac{1}{3}>\gamma$, while the non-smooth $\theta$ in (4.3) remains in $C^{1 / 3}$ for all time.

The cusp formation and the Hölder regularity on $\theta$ are related to the $C^{1 / 2}$ conjecture by Silvestre and Vicol in [103] and the cusp formation on the Cordoba-Cordoba-Fontelos (CCF) model [19, 28, 76, 84, which is the $\theta$-equation in (4.1) coupled with $u=H \theta$. The cusp formation of a closely related model was established in [63], and the $C^{1 / 2}$ conjecture was studied in [44, 49] for a class of $C^{1, \alpha}$ initial data with small $\alpha$. Using the same method for the HL model, we have obtained an approximate self-similar profile for the CCF model with residual $O\left(10^{-8}\right)$ and $\gamma=0.5414465$, which is accurate up to six digits. This blowup exponent $\gamma$ is qualitatively similar to that obtained in [88] for the generalized Constantin-Lax-Majda model (gCLM) (see 97$]$ ) with $a=-1$. In a follow-up work, we will generalize our method of analysis to study the cusp formation of the CCF model, and rigorously prove that $\theta \in C^{\gamma}$ up to the
singularity time with $\gamma>1 / 2$. Moreover, the $C^{\beta}$ norm of $\theta$ will blow up at the singularity time for any $\beta>\gamma$.

The rest of the chapter is organized as follows. In Section 2.10.1, we outline some main ingredients in our stability analysis by using the dynamic rescaling formulation. Section 4.3 is devoted to linear stability analysis. In Section 4.4 , we discuss some technical difficulty in obtaining an approximate steady state with a residual error of order $10^{-10}$. In Section 4.5, we perform nonlinear stability analysis and establish the finite time blowup result. In Section 4.6 , we estimate the Hölder regularity of the singular solution. In Section 4.7, we give a formal derivation to demonstrate that both the HL model and the 2D Boussinesq equations with $C^{1, \alpha}$ initial data for velocity and $\theta$ and with boundary have the same leading system for small $\alpha$. We make some concluding remarks in Chapter 6. Some technical estimates and derivations are deferred to Appendix C.

### 4.2 Outline of the main ingredients in the stability analysis

In this section, we will outline the main ingredients in our stability analysis by using the dynamic rescaling formulation for the HL model. We will follow the general framework introduced in Section 1.3 . The most essential part of our analysis lies in the linear stability. We need to use a number of techniques to extract the damping effect from the linearized operator around the approximate steady state of the dynamic rescaling equations and obtain sharp estimates of various nonlocal terms. Since the damping coefficient we obtain is relatively small (about 0.03), we need to construct an approximate steady state with a very small residual error of order $10^{-10}$. This is extremely challenging since the solution is supported on the whole real line with a slowly decaying tail in the far field. We use analytic estimates and numerical analysis with rigorous error control to verify that the residual error is small in the energy norm. See detailed discussions in Section 4.4 and Section 10 of the Supplementary Material [21].

Passing from linear stability to nonlinear stability is relatively easier since the perturbation is quite small due to the small residual error. Yet we need to verify various inequalities involving the approximate steady state using the interval arithmetic [55, 96, 100] and numerical analysis with computer assistance. The most essential part of the linear stability analysis can be
established based on the grid point values of the approximate steady state constructed on a relatively coarse grid, which does not involve the lengthy rigorous verification. See more discussion in Section 4.3.13. The reader who is not interested in the rigorous verification can skip the lengthy verification process presented in the Supplementary Material [21].

### 4.2.1 Dynamic rescaling formulation

An essential tool in our analysis is the dynamic rescaling formulation. Let $\omega_{p h y}(x, t), \theta_{p h y}(x, t)$ be the solutions of the physical equations 4.1. Following the ideas in Section 2.1.4 we obtain that

$$
\omega(x, \tau)=C_{\omega}(\tau) \omega_{p h y}\left(C_{l}(\tau) x, t(\tau)\right), \quad \theta(x, \tau)=C_{\theta}(\tau) \theta_{p h y}\left(C_{l}(\tau) x, t(\tau)\right)
$$

are the solutions to the dynamic rescaling equations

$$
\begin{equation*}
\omega_{\tau}+\left(c_{l} x+u\right) \omega_{x}=c_{\omega} \omega+\theta_{x}, \quad \theta_{\tau}+\left(c_{l} x+u\right) \theta_{x}=c_{\theta} \theta, \quad u_{x}=H \omega \tag{4.4}
\end{equation*}
$$

where

$$
\begin{aligned}
t(\tau) & =\int_{0}^{\tau} C_{\omega}(s) d s, \quad C_{\omega}(\tau)=\exp \left(\int_{0}^{\tau} c_{\omega}(s) d s\right) \\
C_{l}(\tau) & =\exp \left(\int_{0}^{\tau}-c_{l}(s) d s\right), \quad C_{\theta}(\tau)=\exp \left(\int_{0}^{\tau} c_{\theta}(s) d s\right)
\end{aligned}
$$

In order for the dynamic rescaling formulation to be equivalent to the original HL model, we must enforce a relationship among the three scaling parameters, $c_{l}, c_{\omega}$ and $c_{\theta}$, i.e. $c_{\theta}=c_{l}+2 c_{\omega}$.

To simplify our presentation, we still use $t$ to denote the rescaled time in (4.4). Taking the $x$ derivative on the $\theta$ equation in (4.4) yields

$$
\begin{align*}
\omega_{t}+\left(c_{l} x+u\right) \omega_{x} & =c_{\omega} \omega+\theta_{x}  \tag{4.5}\\
\left(\theta_{x}\right)_{t}+\left(c_{l} x+u\right) \theta_{x x} & =\left(c_{\theta}-c_{l}-u_{x}\right) \theta_{x}=\left(2 c_{\omega}-u_{x}\right) \theta_{x}, \quad u_{x}=H \omega
\end{align*}
$$

where $c_{\theta}=c_{l}+2 c_{\omega}$. We still have two degrees of freedom in choosing $c_{l}, c_{\omega}$ to uniquely determine the dynamic rescaled solution. We impose the following normalization conditions on $c_{\omega}, c_{l}$

$$
\begin{equation*}
c_{l}=2 \frac{\theta_{x x}(0)}{\omega_{x}(0)}, \quad c_{\omega}=\frac{1}{2} c_{l}+u_{x}(0) . \tag{4.6}
\end{equation*}
$$

These two normalization conditions play the role of forcing

$$
\begin{equation*}
\theta_{x x}(t, 0)=\theta_{x x}(0,0), \quad \omega_{x}(t, 0)=\omega_{x}(0,0) \tag{4.7}
\end{equation*}
$$

for all time. Our study shows that enforcing $\theta_{x x}(t, 0)$ to be independent of time is essential for stability by eliminating a dynamically unstable mode in the dynamic rescaling formulation.

### 4.2.2 Main result

Throughout this chapter, we will consider solution of (4.4) with odd $\omega, \theta_{x}$ and $\theta(t, 0)=0$. Under this setting, it is not difficult to show that the odd symmetries of $\theta_{x}, \omega, u$ and the condition $\theta(t, 0)=0$ are preserved by the equations.

Due to the symmetry, we restrict the inner product and $L^{2}$ norm to $\mathbb{R}_{+}$

$$
\begin{equation*}
\langle f, g\rangle \triangleq \int_{0}^{\infty} f g d x, \quad\|f\|_{2}^{2}=\int_{0}^{\infty} f^{2} d x \tag{4.8}
\end{equation*}
$$

Let $\psi, \varphi$ be the singular weights defined in 4.25, and $\lambda_{i}$ be the parameter given in (C.25). We use the following energy in our energy estimates

$$
\begin{align*}
E^{2}(f, g) \triangleq & \left\|f \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|g \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{2} \frac{\pi}{2}(H g(0))^{2}+\lambda_{3}\left\langle f, x^{-1}\right\rangle^{2}  \tag{4.9}\\
& +\lambda_{4}\left(\left\|D_{x} f \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|D_{x} g \varphi^{1 / 2}\right\|_{2}^{2}\right)
\end{align*}
$$

where $\operatorname{Hg}(0)=-\frac{1}{\pi} \int_{\mathbb{R}} g x^{-1} d x$ is related to $c_{\omega}$ in 4.6). Our main result is the following.

Theorem 4.2. Let $\left(\bar{\theta}, \bar{\omega}, \bar{c}_{l}, \bar{c}_{\omega}\right)$ be the approximate self-similar profile constructed in Section 4.4. and $E_{*}=2.5 \cdot 10^{-5}$. For odd initial data $\theta_{0, x}, \omega_{0}$ of (4.4) with $\theta_{0}(0)=0$ and a small perturbation to $\left(\bar{\theta}_{x}, \bar{\omega}\right), E\left(\theta_{0, x}-\bar{\theta}_{x}, \omega_{0}-\bar{\omega}\right) \leq E_{*}$, we have (a) $E\left(\theta_{x}-\bar{\theta}_{x}, \omega-\bar{\omega}\right) \leq E_{*}$ for all time.
(b) The solution $\left(\theta, \omega, c_{l}, c_{\omega}\right)$ converges to a steady state of (4.4) $\left(\theta_{\infty}, \omega_{\infty}, c_{l, \infty}, c_{\omega, \infty}\right)$
$\left\|\left(\theta_{x}(t)-\theta_{\infty, x}\right) \psi^{1 / 2}\right\|_{2}+\left\|\left(\omega(t)-\omega_{\infty}\right) \varphi^{1 / 2}\right\|_{2}+\left\|c_{l}(t)-c_{l, \infty}\right\|_{2}+\left\|c_{\omega}(t)-c_{\omega, \infty}\right\|_{2} \leq C e^{-\kappa_{2} t}$ exponentially fast, for some $\kappa_{2}>0, C>0$. Moreover, $\left(\theta_{\infty}, \omega_{\infty}, c_{l, \infty}, c_{\omega, \infty}\right)$ enjoys the regularity $E\left(\theta_{x, \infty}-\bar{\theta}_{x}, \omega_{\infty}-\bar{\omega}\right) \leq E_{*}$, and is the unique steady state in the class $E\left(\theta_{x}-\bar{\theta}_{x}, \omega-\bar{\omega}\right) \leq E_{*}$ with normalization conditions 4.6) and $\theta(0)=0$, and odd assumption on $\theta_{x}, \omega$.
(c) Let $\gamma=\frac{c_{\theta, \infty}}{c_{l, \infty}}=\frac{c_{l, \infty}+2 c_{\omega, \infty}}{c_{l, \infty}}$. We have $\left|\frac{c_{\omega, \infty}}{c_{l, \infty}}-2.99870\right| \leq 6 \cdot 10^{-5}$. Moreover, the solution enjoys the Hölder estimates $\theta_{\infty} \in C^{\gamma}$ and $\sup _{t \geq 0}\|\theta\|_{C^{\gamma}} \lesssim 1$.
(d) For the physical equations (4.1) with the above initial data, the solution blows up in finite time $T$ with the following blowup estimates for any $\gamma<\beta \leq 1$

$$
\left\|\theta_{p h y}(t)\right\|_{C^{\beta}} \gtrsim(T-t)^{-\delta}, \quad \delta=\frac{2(\beta-\gamma)}{1-\gamma}>0
$$

If in addition $\theta_{0, x}|x|^{1-\gamma} \in L^{\infty}$, the $C^{\gamma}$ norm is uniformly bounded up to the blowup time: $\sup _{t \in[0, T)}\left\|\theta_{\text {phy }}(t)\right\|_{C^{\gamma}} \lesssim 1$.

The assumption $\theta_{0, x}|x|^{1-\gamma} \in L^{\infty}$ in (d) is to ensure the decay $\left|\theta_{0, x}\right| \leq C|x|^{\gamma-1}$, which is consistent with $\theta_{0} \in C^{\gamma}$. In fact, if $\theta_{0} \in C^{\gamma}$, we get $\left|\theta_{0}(x)\right| \lesssim 1+|x|^{\gamma}$. Then, formally, $\theta_{0, x}$ has a decay rate $|x|^{\gamma-1}$.

### 4.2.3 Main ingredients in our stability analysis

The key step to prove Theorem 4.2 is the stability analysis. We will outline several important ingredients to establish it in this subsection.

### 4.2.3.1 The stability of the linearized operator

The most essential part of our analysis is the linear stability of the linearized operator around the approximate steady state $\left(\bar{\theta}, \bar{\omega}, \bar{c}_{l}, \bar{c}_{\omega}\right)$. To simplify our notation, we still use $\omega, u, \theta, c_{l}$, and $c_{\omega}$ to denote the perturbation. The linearized system for the perturbation is given below by neglecting the nonlinear and error terms:

$$
\begin{align*}
\partial_{t} \theta_{x}+\left(\bar{c}_{l} x+\bar{u}\right) \theta_{x x} & =\left(2 \bar{c}_{\omega}-\bar{u}_{x}\right) \theta_{x}+\left(2 c_{\omega}-u_{x}\right) \bar{\theta}_{x}-u \bar{\theta}_{x x}  \tag{4.10}\\
\omega_{t}+\left(\bar{c}_{l} x+\bar{u}\right) \omega_{x} & =\bar{c}_{\omega} \omega+\theta_{x}+c_{\omega} \bar{\omega}-u \bar{\omega}_{x}, \quad c_{\omega}=u_{x}(t, 0), \quad c_{l}=0
\end{align*}
$$

The condition $c_{\omega}=u_{x}(t, 0), c_{l}=0$ is a consequence of the normalization conditions 4.7). There are two groups of terms in the above system, one representing the local terms and the other representing the nonlocal terms. Among the nonlocal terms, we can further group them into three subgroups, one from the vortex stretching term, one from the advection term, and the remaining from the rescaling factor $c_{\omega}$.

As in our previous works [16, 19], we design some singular weights to extract the damping effect from the local terms. As we mentioned before, we will use $\bar{c}_{l} x+\bar{u} \geq 0.49 x$ to extract an $O(1)$ damping effect. Since the damping coefficient that we can extract from the local terms is relatively small and the linearized operator is not a normal operator, we typically expect to have a transient growth for a standard energy norm of the solution to 4.10. This will present considerable difficulty for us to obtain nonlinear stability since the approximate steady state also introduces a residual error. To overcome this difficulty, we need to design a weighted energy norm carefully so that the energy of the solution to the linearized equations decreases monotonically in
time. We remark that weighted energy estimates with singular weights have also been used in [13, 14, 42, 73] for nonlinear stability analysis.

### 4.2.3.2 Control of nonlocal terms

The most challenging part of the linear stability analysis is how to control several nonlocal terms that are of $O(1)$. It is essential to obtain sharp estimates of these nonlocal terms by applying sharp weighted functional inequalities, e.g., Lemma C.0.8, and taking into account the cancellation among different nonlocal terms and the structure of the coupled system. We have also used the $L^{2}$ isometry property and several other properties of the Hilbert transform in an essential way. We remark that some of these properties of the Hilbert transform have been used in the previous works, see e.g., [5, 13, 19, 29, 44]. Based on our observation that the blowup is driven by vortex stretching and the advection is relatively weak compared with vortex stretching, we will treat the nonlocal terms that are generated by the advection terms, e.g., $u \bar{\theta}_{x x}$ in (4.10), as perturbation to the linearized vortex stretching terms, e.g., $u_{x} \bar{\theta}_{x}$ in (4.10). We will use the following five strategies in our analysis.
(1) The decomposition of the velocity field. We first denote $\tilde{u} \triangleq u-u_{x}(0) x$ and choose a constant $c=1 /(2 p-1)$ where $p$ is related to the order of the singular weight $|x|^{-p}$ being used. We further decompose $\tilde{u}$ into a main term and a remainder term as follows:

$$
\begin{equation*}
\tilde{u}=c x \tilde{u}_{x}+\left(\tilde{u}-c x \tilde{u}_{x}\right) \triangleq \tilde{u}_{M}+\tilde{u}_{R}, \tag{4.11}
\end{equation*}
$$

where $\tilde{u}_{M}=c x \tilde{u}_{x}$ and $\tilde{u}_{R}=\left(\tilde{u}-c x \tilde{u}_{x}\right)$. The contribution from the remainder term $\tilde{u}_{R}$ is smaller than $x \tilde{u}_{x}$ due to an identity (see Appendix C.1.1)

$$
\begin{equation*}
\left\|\left(\tilde{u}-\frac{1}{2 p-1} \tilde{u}_{x} x\right) x^{-p}\right\|_{2}^{2}=\frac{1}{(2 p-1)^{2}} \int_{\mathbb{R}_{+}} \frac{\tilde{u}_{x}^{2}}{x^{2 p-2}} d x \tag{4.12}
\end{equation*}
$$

We can choose $p=3$ in the near field, which enables us to gain a small factor of $1 / 5$ in estimating the $\tilde{u}_{R}$ term in terms of the weighted norm of $\tilde{u}_{x}$.
(2) Exploiting the nonlocal cancellation between $\tilde{u}_{x}$ and $\omega$. For the main term $\tilde{u}_{M}=c x \tilde{u}_{x}$ and the vortex stretching term $-u_{x} \bar{\theta}_{x}$, we use an orthogonality between $\tilde{u}_{x}$ and $\omega$

$$
\begin{equation*}
\left\langle\tilde{u}_{x}, \omega x^{-3}\right\rangle=\left\langle H \omega-H \omega(0), \omega x^{-3}\right\rangle=0 \tag{4.13}
\end{equation*}
$$

(see Lemma C.0.4). We will use similar orthogonal properties to exploit the cancellation between $-\tilde{u}_{x} \bar{\theta}_{x}$ in the $\theta_{x}$ equation and $\theta_{x}$ in the $\omega$ equation in (4.10) by performing the weighted $L^{2}$ estimates for $\theta_{x}$ and $\omega$ together. To illustrate this idea, we consider the following model:

Model 1 for nonlocal interaction

$$
\partial_{t} \theta_{x}=-\left(u_{x}-u_{x}(0)\right) \bar{\theta}_{x}, \quad \omega_{t}=\theta_{x}
$$

The above system is derived by dropping other terms in 4.10). The profile $\bar{\theta}_{x}$ satisfies $\bar{\theta}_{x}(0)=0$ and $\bar{\theta}_{x}>0$ for $x>0$.

By performing $L^{2}\left(\rho_{1}\right)$ estimate on $\theta_{x}$ and $L^{2}\left(\rho_{2}\right)$ estimate on $\omega$, we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\left\langle\theta_{x}, \theta_{x} \rho_{1}\right\rangle+\left\langle\omega, \omega \rho_{2}\right\rangle\right)=-\left\langle\left(u_{x}-u_{x}(0)\right) \bar{\theta}_{x} \rho_{1}, \theta_{x}\right\rangle+\left\langle\omega \rho_{2}, \theta_{x}\right\rangle \triangleq I \tag{4.14}
\end{equation*}
$$

From (4.13), we know that $\left(u_{x}-u_{x}(0)\right) x^{-2}$ and $\omega x^{-1}$ are orthogonal. Formally, $I$ is the sum of the projections of $\theta_{x}$ onto two directions that are orthogonal. To exploit this orthogonality, we choose $\rho_{1}=\left(\mu x \bar{\theta}_{x}\right)^{-1} \rho_{2}$ with any $\mu>0$. We can rewrite $I$ as follows

$$
I=\left\langle-\left(u_{x}-u_{x}(0)\right) x^{-2}, \theta_{x} \bar{\theta}_{x} \rho_{1} x^{2}\right\rangle+\left\langle\mu \omega x^{-1}, \theta_{x} \bar{\theta}_{x} \rho_{1} x^{2}\right\rangle \triangleq\left\langle A+B, \theta_{x} \bar{\theta}_{x} \rho_{1} x^{2}\right\rangle,
$$

where $A=-\left(u_{x}-u_{x}(0)\right) x^{-2}$ and $B=\mu \omega x^{-1}$. Applying the Cauchy-Schwarz inequality yields

$$
I \leq\|A+B\|_{2}\left\|\theta_{x} \bar{\theta}_{x} \rho_{1} x^{2}\right\|_{2} .
$$

The equality can be achieved if $\theta_{x} \bar{\theta}_{x} \rho_{1} x^{2}=c(A+B)$ for some $c$. Expanding $\|A+B\|_{2}$ and using Lemma C.0.4 with $f=\omega$ and $g=u$, we get

$$
\begin{equation*}
\|A+B\|_{2}^{2}=\|A\|_{2}^{2}+\|B\|_{2}^{2}+2\langle A, B\rangle=\|A\|_{2}^{2}+\|B\|_{2}^{2}, \tag{4.15}
\end{equation*}
$$

which is sharper than the trivial estimate $\|A+B\|_{2} \leq\|A\|_{2}+\|B\|_{2}$. The $\|A\|_{2}^{2}$ term can be further bounded by $\left\|\omega x^{-1}\right\|_{2}^{2}$ using the $L^{2}$ isometry of the Hilbert transform in Lemma C.0.2. The $\|B\|_{2}^{2}$ term can be bounded by the weighted $L^{2}$ norm of $\omega$ directly.
(3) Additional damping effect from $c_{\omega}$. Another nonlocal term in 4.10 is $c_{\omega}=u_{x}(t, 0)=H(\omega)(t, 0)$. Physically, the role of $c_{\omega}$ is to rescale the amplitude of the blowup profile $\omega$ in the original physical variable so that the magnitude
of the dynamic rescaled profile remains $O(1)$ for all time. Thus, we expect that the dynamic rescaling parameter $c_{\omega}$ should also offer some stabilizing effect to the blowup profile and the linearized system (4.10). Indeed, by deriving an ODE for $c_{\omega}$, we can extract an additional damping term, which will be used to control other nonlocal terms associated with $c_{\omega}$. To illustrate this idea, we consider the following model:

Model 2 for the $c_{\omega}$ term

$$
\begin{equation*}
\partial_{t} \theta_{x}=c_{\omega} \bar{f}, \quad \partial_{t} \omega=\theta_{x}+c_{\omega} \bar{g} \tag{4.16}
\end{equation*}
$$

where $\bar{f}, \bar{g}$ are odd and $\bar{f}, \bar{g}>0$ for $x>0$ with $\bar{f} x^{-1}, \bar{g} x^{-1} \in L^{1}$. Note that the profile satisfies that $\bar{\theta}_{x}-x \bar{\theta}_{x x}, \bar{\omega}-x \bar{\omega}_{x}$ are odd and positive for $x>0$. This system models the $c_{\omega}$ terms in 4.10 with coupling $\theta_{x}$ in $\omega$ equation by dropping other terms. Recall

$$
c_{\omega}=-\frac{1}{\pi} \int_{\mathbb{R}} \frac{\omega}{x} d x=-\frac{2}{\pi}\left\langle\omega, x^{-1}\right\rangle
$$

Obviously, it can be bounded by some weighted $L^{2}$ norm of $\omega$ using the CauchySchwarz inequality. Yet, the constant in this estimate is large. Denote $A=$ $\left\langle\bar{f}, x^{-1}\right\rangle, B=\left\langle\bar{g}, x^{-1}\right\rangle$. By definition, $A, B>0$. We derive an ODE for $c_{\omega}$ using the $\omega$ equation

$$
\partial_{t}\left\langle\omega, x^{-1}\right\rangle=c_{\omega}\left\langle\bar{g}, x^{-1}\right\rangle+\left\langle\theta_{x}, x^{-1}\right\rangle=-\frac{2}{\pi} B\left\langle\omega, x^{-1}\right\rangle+\left\langle\theta_{x}, x^{-1}\right\rangle .
$$

We see that the $c_{\omega}$ term in the $\omega$ equation in 4.16) has a damping effect, which is not captured by the weighted $L^{2}$ estimates. To handle the coupled term, we also derive an ODE for $\left\langle\theta_{x}, x^{-1}\right\rangle$ using the $\theta_{x}$ equation

$$
\partial_{t}\left\langle\theta_{x}, x^{-1}\right\rangle=c_{\omega}\left\langle\bar{f}, x^{-1}\right\rangle=-\frac{2}{\pi} A\left\langle\omega, x^{-1}\right\rangle
$$

Multiplying both sides of these ODEs by $\left\langle\omega, x^{-1}\right\rangle$ or $\left\langle\theta_{x}, x^{-1}\right\rangle$, we yield

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\langle\omega, x^{-1}\right\rangle^{2}=-\frac{2}{\pi} B\left\langle\omega, x^{-1}\right\rangle^{2}+\left\langle\theta_{x}, x^{-1}\right\rangle\left\langle\omega, x^{-1}\right\rangle  \tag{4.17}\\
& \frac{1}{2} \partial_{t}\left\langle\theta_{x}, x^{-1}\right\rangle^{2}=-\frac{2}{\pi} A\left\langle\theta_{x}, x^{-1}\right\rangle\left\langle\omega, x^{-1}\right\rangle
\end{align*}
$$

The $\left\langle\theta_{x}, x^{-1}\right\rangle\left\langle\omega, x^{-1}\right\rangle$ terms in the above ODEs have cancellation. This implies that the $c_{\omega}$ term in the $\theta_{x}$ equation and $\theta_{x}$ term in the $\omega$ equation have cancellation, which is not captured by the weighted $L^{2}$ estimate. We will derive
similar ODEs in the analysis of (4.10) and obtain damping term similar to $-\frac{2}{\pi} B\left\langle\omega, x^{-1}\right\rangle^{2}$ in the above ODEs, which enables us to control the $c_{\omega}$ terms in (4.10) effectively.
(4) Estimating the $\mathbf{u}$ term in (4.10). To estimate the $u$ terms in 4.10) effectively, we have two approaches. The first approach is to exploit the cancellation between $u$ and $\omega$ similar to that in Model 1. See Lemma C.0.4. The second approach is to decompose $\tilde{u}$ into the main term $\tilde{u}_{M}=c x \tilde{u}_{x}$ and an error term $\tilde{u}_{R}$ as (4.34). For $\tilde{u}_{M}$, we employ the estimates on $u_{x}$ discussed previously. The error term $\tilde{u}_{R}$ enjoys better estimate 4.12 and is treated as a perturbation.
(5) Obtaining sharp estimates for other interaction terms. To obtain sharper estimates for a number of quadratic interaction terms, we introduce a number of parameters in various intermediate steps and optimize these parameters later by solving a constrained optimization problem. In the ODE for $c_{\omega}$ and the weighted $L^{2}$ estimates, we need to control a number of quadratic interaction terms, e.g., $\left\langle\omega, x^{-1}\right\rangle \cdot\left\langle\theta_{x}, x^{-1}\right\rangle$. We treat these interaction terms as the products of projection of $\theta_{x}$ and $\omega$ onto some low dimensional subspaces and reduce them to some quadratic forms in a finite dimensional space. This connection enables us to reduce the problem of obtaining sharp estimates of these terms to computing the largest eigenvalue $\lambda_{\max }$ of a matrix. We then compute $\lambda_{\max }$ as part of the constrained optimization problem to determine these parameters and obtain a sharper upper bound in the energy estimate.

### 4.3 Linear stability

In this section, we establish the linear stability of (4.23) in some weighted $L^{2}$ spaces.

### 4.3.1 Linearized operators around approximate steady state

The approximate steady state of (4.5) $\left(\bar{\theta}_{x}, \bar{\omega}\right)$ we construct are odd with scaling factors

$$
\bar{c}_{l}=3, \quad\left|\bar{c}_{\omega}+1.00043212\right|<10^{-8}, \quad \bar{c}_{\omega} \approx-1 .
$$

It has regularity $\bar{\omega}, \bar{\theta}_{x} \in C^{3}$ and decay rates $\partial_{x}^{i} \bar{\omega} \sim x^{\alpha-i}, \partial_{x}^{i} \bar{\theta}_{x} \sim x^{2 \alpha-i}, i=$ $0,1,2$ with $\alpha$ slightly smaller than $-1 / 3$. One can find plots of $\left(\bar{\omega}, \bar{\theta}_{x}\right)$ (with particular rescaling) in Figure 4.2 in Section 4.5.5. See detailed discussion in Section 4.4. Note that we do not require a $C^{\infty}$ approximate steady state in
our analysis, since the $C^{3}$ approximate steady state is regular enough for us to perform weighted $H^{1}$ estimates and establish its nonlinear stability.

Linearizing around the approximate steady state $\left(\bar{\theta}_{x}, \bar{\omega}\right)$, we obtain the equations for the perturbation

$$
\begin{align*}
\partial_{t} \theta_{x}+\left(\bar{c}_{l} x+\bar{u}\right) \theta_{x x} & =\left(2 \bar{c}_{\omega}-\bar{u}_{x}\right) \theta_{x}+\left(2 c_{\omega}-u_{x}\right) \bar{\theta}_{x}-u \bar{\theta}_{x x}+F_{\theta}+N(\theta), \\
\omega_{t}+\left(\bar{c}_{l} x+\bar{u}\right) \omega_{x} & =\bar{c}_{\omega} \omega+\theta_{x}+c_{\omega} \bar{\omega}-u \bar{\omega}_{x}+F_{\omega}+N(\omega), \tag{4.18}
\end{align*}
$$

where the error terms $F_{\theta}, F_{\omega}$ and the nonlinear terms $N(\theta), N(\omega)$ read

$$
\begin{align*}
F_{\theta} & =\left(2 \bar{c}_{\omega}-\bar{u}_{x}\right) \bar{\theta}_{x}-\left(\bar{c}_{l} x+\bar{u}\right) \cdot \bar{\theta}_{x x}, \quad F_{\omega}=\bar{\theta}_{x}+\bar{c}_{\omega} \bar{\omega}-\left(\bar{c}_{l} x+\bar{u}\right) \cdot \bar{\omega}_{x}, \\
N(\theta) & =\left(2 c_{\omega}-u_{x}\right) \theta_{x}-u \theta_{x x}, \quad N(\omega)=c_{\omega} \omega-u \omega_{x} . \tag{4.19}
\end{align*}
$$

We consider odd initial perturbation $\omega_{0}, \theta_{0, x}$ with $\omega_{0, x}(0)=0, \theta_{0, x x}(0)=0$. Note that the normalization conditions (4.6), 4.7) implies

$$
\begin{equation*}
c_{\omega}=u_{x}(0), \quad c_{l}=0, \quad \theta_{x x}(t, 0)=\theta_{0, x x}(0)=0, \quad \omega_{x}(t, 0)=\omega_{0 x}(0)=0 \tag{4.20}
\end{equation*}
$$

for the perturbation. Since $\omega, \theta_{x}$ are odd, these normalization conditions imply that near $x=0, \omega=O\left(x^{3}\right), \theta_{x}=O\left(x^{3}\right)$ for sufficient smooth solution. This important property enables us to use a more singular weight in our stability analysis to extract a larger damping coefficient.

We rewrite the $c_{\omega}$ and $u$ terms as follows

$$
\begin{align*}
\left(2 c_{\omega}-u_{x}\right) \bar{\theta}_{x}-u \bar{\theta}_{x x} & =-\left(u_{x}-u_{x}(0)\right) \bar{\theta}_{x}-\left(u-u_{x}(0) x\right) \bar{\theta}_{x x}+c_{\omega}\left(\bar{\theta}_{x}-x \bar{\theta}_{x x}\right) \\
c_{\omega} \bar{\omega}-u \bar{\omega}_{x} & =-\left(u-u_{x}(0) x\right) \bar{\omega}_{x}+c_{\omega}\left(\bar{\omega}-x \bar{\omega}_{x}\right) \tag{4.21}
\end{align*}
$$

Denote $\Lambda=(-\Delta)^{1 / 2}$. From $\partial_{x} u=H \omega$ and $\Lambda=\partial_{x} H$, we have $u(x)=$ $-\Lambda^{-1} \omega(x)=\frac{1}{\pi} \int \log |x-y| \omega(y) d y$. Using this notation, we get $u-u_{x}(0) x=$ $-\Lambda^{-1} \omega-H \omega(0) x$. We introduce the following linearized operators

$$
\begin{align*}
\mathcal{L}_{\theta 1}(f, g)= & -\left(\bar{c}_{l} x+\bar{u}\right) f_{x}+\left(2 \bar{c}_{\omega}-\bar{u}_{x}\right) f \\
& -(H g-H g(0)) \bar{\theta}_{x}-\left(-\Lambda^{-1} g-H g(0) x\right) \bar{\theta}_{x x}, \\
\mathcal{L}_{\omega 1}(f, g)= & -\left(\bar{c}_{l} x+\bar{u}\right) g_{x}+\bar{c}_{\omega} g+f-\left(-\Lambda^{-1} g-H g(0) x\right) \bar{\omega}_{x}  \tag{4.22}\\
\mathcal{L}_{\theta}(f, g)= & \mathcal{L}_{\theta 1}(f, g)+H g(0)\left(\bar{\theta}_{x}-x \bar{\theta}_{x x}\right), \\
\mathcal{L}_{\omega}(f, g)= & \mathcal{L}_{\omega 1}(f, g)+H g(0)\left(\bar{\omega}-x \bar{\omega}_{x}\right) .
\end{align*}
$$

Using these operators, we can rewrite (4.18) as follows

$$
\begin{align*}
\partial_{t} \theta_{x} & =\mathcal{L}_{\theta 1}\left(\theta_{x}, \omega\right)+c_{\omega}\left(\bar{\theta}_{x}-x \bar{\theta}_{x x}\right)+F_{\theta}+N(\theta), \\
\partial_{t} \omega & =\mathcal{L}_{\omega 1}\left(\theta_{x}, \omega\right)+c_{\omega}\left(\bar{\omega}-x \bar{\omega}_{x}\right)+F_{\omega}+N(\omega) . \tag{4.23}
\end{align*}
$$

Clearly, $\mathcal{L}_{\theta}, \mathcal{L}_{\omega}$ are the linearized operators associated to 4.18). The motivation of introducing $\mathcal{L}_{\theta 1}, \mathcal{L}_{\omega 1}$ is that the estimates of these operators will be used importantly in both the weighted $L^{2}$ and weighted $H^{1}$ estimates.

### 4.3.2 Singular weights

For some $e_{1}, e_{2}, e_{3}>0$ determined by the profile $(\bar{\omega}, \bar{\theta})$, we introduce

$$
\begin{equation*}
\xi_{1}=e_{1} x^{-2 / 3}-\left(\bar{\theta}_{x}+\frac{1}{5} x \bar{\theta}_{x x}\right), \quad \xi_{2}=e_{2} x^{-2 / 3}-\left(\bar{\theta}_{x}+\frac{3}{7} x \bar{\theta}_{x x}\right), \quad \xi_{3}=-\frac{e_{3}}{3} x^{-4 / 3}-\bar{\omega}_{x} . \tag{4.24}
\end{equation*}
$$

Following the guideline of the construction of the singular weight in [19], we design different parts of the singular weight that have different decays as follows

$$
\begin{array}{ll}
\psi_{n}=\frac{1}{\bar{\theta}_{x}+\frac{1}{5} x \bar{\theta}_{x x}+\chi \xi_{1}}\left(\alpha_{1} x^{-4}+\alpha_{2} x^{-3}\right), \quad \psi_{f}=\frac{1}{\bar{\theta}_{x}+\frac{3}{7} x \bar{\theta}_{x x}+\chi \xi_{2}} \alpha_{3} x^{-4 / 3} \\
\varphi_{s}=\alpha_{4} x^{-4}, \quad \varphi_{n}=\alpha_{5}\left(\alpha_{1} x^{-3}+\alpha_{2} x^{-2}\right), \quad \varphi_{f}=\alpha_{6} x^{-2 / 3} \tag{4.25}
\end{array}
$$

where the parameters are positive and chosen in (C.24), and the cutoff function $\chi$ defined in Appendix C.1.2 is supported in $|x| \geq \rho_{2}$ for $\rho_{2}>10^{8}$. The subscripts $f, n, s$ are short for far, near, singular. We use the following weights in the weighted Sobolev estimate

$$
\begin{equation*}
\psi=\psi_{n}+\psi_{f}, \quad \varphi=\varphi_{s}+\varphi_{n}+\varphi_{f} \tag{4.26}
\end{equation*}
$$

We introduce $\chi, \xi_{1}, \xi_{2}$ and add them in the definition of $\psi_{n}, \psi_{f}$ for the following purposes. Firstly, recall from the beginning of Section 4.3.1 that $\bar{\theta}_{x}+c x \bar{\theta}_{x x}$ with $c=\frac{1}{5}$ or $c=\frac{3}{7}$ has decay $x^{2 \alpha}$ which is close to $x^{-2 / 3}$. In particular, for sufficient large $x$, it can be well approximated by $e x^{-2 / 3}$ for some constant $e$. The parameters $e_{1}, e_{2}$ in (4.24) are determined in this way. Secondly, in the far field, where $\chi(x)=1$, the weights $\psi_{n}, \psi_{f}$ reduce to $c_{1} x^{-7 / 3}, c_{2} x^{-2 / 3}$ for some $c_{1}, c_{2}$, respectively. These explicit powers are much simpler than the weights in the near field and have forms similar to those in $\varphi$. They will be useful for the analytic estimates (see Section 4.3.6) and simplify the computer-assisted verification of the estimates in the far field. We introduce $\xi_{3}$ similar to $\xi_{1}, \xi_{2}$ and it will be used later.

Remark 4.3.1. Since $\chi$ is supported in $|x|>10^{8}$ and the profile ( $\bar{\omega}, \bar{\theta}_{x}$ ) decays for large $|x|$, we gain a small factor in the estimates of the terms involving $\chi$. Thus, the upper bound in these estimates are very small. The reader can safely skip the technicalities due to the $\chi$ terms.

### 4.3.2.1 The form of the singular weights

We add $\bar{\theta}_{x}, \bar{\theta}_{x x}$ terms in the denominators in $\psi_{n}, \psi_{f}$ to cancel the variable coefficients in our energy estimates. In Model 1 in Section 4.2.3.2, we have chosen $\rho_{1}=\left(\mu x \bar{\theta}_{x}\right)^{-1} \rho_{2}$ so that we can combine the estimates of two interactions in (4.14). Here, we design $\psi_{n}, \varphi_{n}$ with a similar relation $\psi_{n}=\frac{1}{f} x^{-1} \varphi_{n}, f=$ $\bar{\theta}_{x}+\frac{1}{5} x \bar{\theta}_{x x}+\chi \xi_{1}$ for the same purpose. Similar consideration applies to $\psi_{f}, \varphi_{f}$. See also estimates (4.35), 4.40). This idea has been used in [16, 19] for stability analysis.

The profile satisfies $\bar{\theta}_{x}+\frac{1}{5} x \bar{\theta}_{x x}, \bar{\theta}_{x}+\frac{3}{7} x \bar{\theta}_{x x}>0$ for $x>0$. The weight $\psi$ is of order $x^{-5}$ for $x$ close to 0 , while it is of order $x^{-2 / 3}$ for large $x$. We choose $\varphi$ of order $x^{-4}$ near 0 so that we can apply the sharp weighted estimates in Lemma C.0.8 to control $u_{x}$ and $u$.

We will use the following notations repeatedly

$$
\begin{equation*}
\tilde{u} \triangleq u-u_{x}(0) x, \quad \tilde{u}_{x}=u_{x}-u_{x}(0) \tag{4.27}
\end{equation*}
$$

### 4.3.3 Weighted $L^{2}$ estimates

Performing weighted $L^{2}$ estimates on (4.23) with weights $\psi, \varphi$, we obtain

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left\langle\theta_{x}, \theta_{x} \psi\right\rangle=\left\langle\mathcal{L}_{\theta 1} \theta_{x}, \theta_{x} \psi\right\rangle+c_{\omega}\left\langle\bar{\theta}_{x}-x \bar{\theta}_{x x}, \theta_{x} \psi\right\rangle+\left\langle N(\theta), \theta_{x} \psi\right\rangle+\left\langle F_{\theta}, \theta_{x} \psi\right\rangle \\
&=\left(-\left\langle\left(\bar{c}_{l} x+\bar{u}\right) \theta_{x x}, \theta_{x} \psi\right\rangle+\left\langle\left(2 \bar{c}_{\omega}-\bar{u}_{x}\right) \theta_{x}, \theta_{x} \psi\right\rangle\right) \\
&+\left(-\left\langle\left(u_{x}-u_{x}(0)\right) \bar{\theta}_{x}+\left(u-u_{x}(0) x\right) \bar{\theta}_{x x}, \theta_{x} \psi\right\rangle+c_{\omega}\left\langle\bar{\theta}_{x}-x \bar{\theta}_{x x}, \theta_{x} \psi\right\rangle\right) \\
&+\left\langle N(\theta), \theta_{x} \psi\right\rangle+\left\langle F_{\theta}, \theta_{x} \psi\right\rangle \triangleq D_{1}+Q_{1}+N_{1}+F_{1}, \\
& \frac{1}{2} \frac{d}{d t}\langle\omega, \omega \varphi\rangle=\left\langle\mathcal{L}_{\omega 1} \omega, \omega \varphi\right\rangle+c_{\omega}\left\langle\bar{\omega}_{x}-x \bar{\omega}_{x x}, \omega_{x} \varphi\right\rangle+\langle N(\omega), \omega \varphi\rangle+\left\langle F_{\omega}, \omega \varphi\right\rangle \\
&=\left(-\left\langle\left(\bar{c}_{l} x+\bar{u}\right) \omega_{x}, \omega \varphi\right\rangle+\left\langle\bar{c}_{\omega} \omega, \omega \varphi\right\rangle\right)+\left(\left\langle\theta_{x}, \omega \varphi\right\rangle-\left\langle\left(u-u_{x}(0) x\right) \bar{\omega}_{x}, \omega \varphi\right\rangle\right. \\
&\left.+c_{\omega}\left\langle\bar{\omega}-x \bar{\omega}_{x}, \omega \varphi\right\rangle\right)+\langle N(\omega), \omega \varphi\rangle+\left\langle F_{\omega}, \omega \varphi\right\rangle \triangleq D_{2}+Q_{2}+N_{2}+F_{2} . \tag{4.28}
\end{align*}
$$

Our goal in the remaining part of this section is to establish an estimate similar to

$$
\begin{equation*}
D_{1}+\lambda_{1} D_{2}+Q_{1}+\lambda_{1} Q_{2} \leq-c\left(\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}\right) \tag{4.29}
\end{equation*}
$$

for some $\lambda_{1}>0$ with $c>0$ as large as possible. This implies the linear stability of (4.23) with $N_{i}, F_{i}=0$ in the energy norm $\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}$. The actual estimate is slightly more complicated and we will add $c_{\omega}^{2},\left\langle\theta_{x}, x^{-1}\right\rangle^{2}$ to the energy. We ignore the term $c_{\omega}$ and $\left\langle\theta_{x}, x^{-1}\right\rangle^{2}$ for now to illustrate the main ideas. See 4.74.

The $D_{1}, D_{2}$ terms only involve the local terms about $\theta_{x}, \omega$ and we treat them as damping terms. The $Q_{i}$ term denotes the quadratic terms other than $D_{i}$ in the weighted $L^{2}$ estimates; the $N_{i}$ and $F_{i}$ terms represent the nonlinear terms and error terms in 4.23).

For $D_{1}, D_{2}$, performing integration by parts on the transport term, we obtain

$$
\begin{equation*}
D_{1}=\left\langle D_{\theta}, \theta_{x}^{2} \psi\right\rangle, \quad D_{2}=\left\langle D_{\omega}, \omega^{2} \varphi\right\rangle \tag{4.30}
\end{equation*}
$$

where $D_{\theta}, D_{\omega}$ are given by

$$
D_{\theta}=\frac{1}{2 \psi}\left(\left(\bar{c}_{l} x+\bar{u}\right) \psi\right)_{x}+2 \bar{c}_{\omega}-\bar{u}_{x}, \quad D_{\omega}=\frac{1}{2 \varphi}\left(\left(\bar{c}_{l} x+\bar{u}\right) \varphi\right)_{x}+\bar{c}_{\omega} .
$$

We will verify that $D_{\theta}, D_{\omega} \leq-c<0$ for some constant $c>0$ in C.30, Appendix C.3. The weight $\psi$ in 4.26 involves three parameters $\alpha_{1}, \alpha_{2}, \alpha_{3}$. We choose the approximate values of $\alpha_{i}$ with $\alpha_{i}>0$ so that $D_{\theta} \leq-c$ with $c$ as large as possible and varies slowly. This enables us to obtain a large damping coefficient. After we choose $\alpha_{1}, \alpha_{2}, \alpha_{3}$, we choose positive $\alpha_{4}, \alpha_{5}$ and $\alpha_{6}$ in the weight $\varphi$ in 4.26) so that $D_{\omega} \leq-c_{1}$ with $c_{1}$ as large as possible and varies slowly. The final values are given in (C.24). See also Figure 4.1 for plots of the grid point values of $D_{\theta}, D_{\omega}$.

Using the notations in 4.27), we can rewrite $Q_{1}+\lambda_{1} Q_{2}$ as follows

$$
\begin{align*}
Q_{1}+\lambda_{1} Q_{2} & =-\left\langle\tilde{u}_{x} \bar{\theta}_{x}+\tilde{u} \bar{\theta}_{x x}, \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle\omega, \theta_{x} \varphi\right\rangle-\lambda_{1}\left\langle\tilde{u} \bar{\omega}_{x}, \omega \varphi\right\rangle  \tag{4.31}\\
& +c_{\omega}\left\langle\left(\bar{\theta}_{x}-x \bar{\theta}_{x x}\right), \theta_{x} \psi\right\rangle+\lambda_{1} c_{\omega}\left\langle\left(\bar{\omega}-x \bar{\omega}_{x}\right), \omega \varphi\right\rangle .
\end{align*}
$$

The terms in $Q_{1}+\lambda_{1} Q_{2}$ are the interactions among $u, \omega, \theta_{x}$ and do not have a favorable sign. Our goal is to prove that they are perturbation to the damping terms $D_{1}, D_{2}$ and establish 4.29). This is challenging since the coefficients of the quadratic terms in $Q_{1}+\lambda_{1} Q_{2}$ and in $D_{i}$ are comparable.

### 4.3.3.1 Decompositions on $Q_{i}$

Recall different parts of the weights in (4.25). They provide a natural decomposition of the global interaction among $u, \omega, \theta_{x}$ into the near field and the far field interaction. We have a straightforward partition of unity

$$
\begin{equation*}
\psi_{n} \psi^{-1}+\psi_{f} \psi^{-1}=1, \quad \varphi_{n} \varphi^{-1}+\varphi_{f} \varphi^{-1}+\varphi_{s} \varphi^{-1}=1 \tag{4.32}
\end{equation*}
$$

According to different singular orders and decay rates of the weights in (4.25), $\psi_{f} \psi^{-1}, \varphi_{f} \varphi^{-1}$ are mainly supported in the far field, $\psi_{n} \varphi^{-1}$ in the near field, $\varphi_{n} \varphi^{-1}$ near $|x| \approx 1$, and $\varphi_{s} \varphi^{-1}$ near 0 . Next, we decompose the interaction using these weights. Using $\psi=\psi_{f}+\psi_{n}$, we get

$$
-\left\langle\tilde{u}_{x} \bar{\theta}_{x}, \theta_{x} \psi\right\rangle=-\left\langle\tilde{u}_{x}\left(\bar{\theta}_{x}+\chi \xi_{1}\right), \theta_{x} \psi_{n}\right\rangle-\left\langle\tilde{u}_{x}\left(\bar{\theta}_{x}+\chi \xi_{2}\right), \theta_{x} \psi_{f}\right\rangle+\left\langle\tilde{u}_{x} \chi\left(\xi_{1} \psi_{n}+\xi_{2} \psi_{f}\right), \theta_{x}\right\rangle .
$$

We decompose the first two terms on the right hand side of (4.31) as follows

$$
\begin{align*}
& -\left\langle\tilde{u}_{x} \bar{\theta}_{x}+\tilde{u} \bar{\theta}_{x x}, \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle\omega, \theta_{x} \varphi\right\rangle \\
= & \left(-\left\langle\tilde{u}_{x}\left(\bar{\theta}_{x}+\chi \xi_{2}\right)+\tilde{u} \bar{\theta}_{x x}, \theta_{x} \psi_{f}\right\rangle+\lambda_{1}\left\langle\theta_{x}, \omega \varphi_{f}\right\rangle\right)  \tag{4.33}\\
& +\left(-\left\langle\tilde{u}_{x}\left(\bar{\theta}_{x}+\chi \xi_{2}\right)+\tilde{u} \bar{\theta}_{x x}, \theta_{x} \psi_{n}\right\rangle+\lambda_{1}\left\langle\theta_{x}, \omega \varphi_{n}\right\rangle\right)+\lambda_{1}\left\langle\theta_{x}, \omega \varphi_{s}\right\rangle \\
& +\left\langle\tilde{u}_{x} \chi\left(\xi_{1} \psi_{n}+\xi_{2} \psi_{f}\right), \theta_{x}\right\rangle \triangleq I_{f}+I_{n}+I_{s}+I_{r 1} .
\end{align*}
$$

The subscripts $f, n, s, r$ are short for far, near, singular, remainder. Denote $I_{u \omega}=-\lambda_{1}\left\langle\tilde{u} \bar{\omega}_{x}, \omega \varphi\right\rangle$ in (4.31). The main terms in 4.31) are $I_{f}, I_{n}$ and $I_{s}$. From the above discussion on 4.32, the interactions in $I_{n}, I_{f}, I_{s}$ are mainly supported in different regions. Since $u$ depends on $\omega$ linearly, $I_{u \omega}$ can be seen as the interaction between $\omega$ and itself. This type of interaction is different from $I_{n}, I_{f}, I_{s}$. Since $c_{\omega}=u_{x}(0)=-\frac{1}{\pi} \int_{\mathbb{R}} \omega d x$, the terms $c_{\omega}\left\langle\left(\bar{\theta}_{x}-x \bar{\theta}_{x x}\right), \theta_{x} \psi\right\rangle, \lambda_{1} c_{\omega}\left\langle\left(\bar{\omega}-x \bar{\omega}_{x}\right), \omega \varphi\right\rangle$ in 4.31) are the projections of $\omega, \theta_{x}$ onto some rank-1 space. The estimate of the $c_{\omega}$ terms is smaller than that of $I_{n}, I_{f}, I_{s}, I_{u \omega}$. The term $I_{r 1}$ is very small compared to other terms and will be estimated directly.

We will exploit the structure of the interactions in (4.31) using the above important decompositions.

### 4.3.4 Outline of the estimates

In order to establish the weighted $L^{2}$ estimates similar to (4.29), we first develop sharp estimates on each term in the above decomposition. In these estimates, we introduce several parameters, when we apply the Cauchy-Schwarz
or Young's inequality. These parameters are important in our estimates. Since the coefficients in the damping term $D_{1}, D_{2}$ 4.30 are relative small, we can treat the interaction term as perturbation to the damping term using the energy estimates, only for certain range of parameters. See more discussion in Remark 4.3.3. Thus, the upper bound in these estimates depend on several parameters. Then, using these estimates, we reduce the estimate similar to (4.29) to some inequality constraints on the parameters with explicit coefficients. See (4.57) for an example. Finally, to obtain an overall sharp energy estimate, e.g., (4.29) with $c>0$ as large as possible, we determine these parameters guided by solving a constrained optimization problem.

In our energy estimates, to obtain the sharp weighted estimates of $x u_{x}, u$ with singular weight $x^{-2 p}$ by applying Lemma C.0.8, we can only use a few exponents $p=3,2, \frac{5}{3}$. Thus, we need to perform the energy estimates very carefully. The linear combinations of different powers in Lemma C.0.8, e.g., $\alpha x^{-4}+\beta x^{-2}$, plays a role similar to that of interpolating different singular weights, e.g., $x^{-4}, x^{-2}$. It enables us to obtain sharp weighted estimates with singular weight $x^{-2 q}$ and intermediate exponent $q$. In our weighted estimates of $u_{x}, u$, we choose some weights with a few parameters, see e.g., 4.50). Moreover, to generalize the cancellations and estimates in the Model 1 in Section 4.2 .3 .2 to the more complicated linearized system (4.10), we also need to perform the energy estimates carefully so that we can apply the cancellation in Lemma C.0.4.

### 4.3.5 Estimates of the interaction in the near field $I_{n}$

We use ideas in Model 1 in Section4.2.3.2 to estimate the main term introduced below and ideas in Section 4.2.3.2 to estimate $u$.

Firstly, we choose $c=\frac{1}{5}$ in the decomposition $4.11 \tilde{u}=\frac{1}{5} x \tilde{u}_{x}+\tilde{u}-\frac{1}{5} x \tilde{u}_{x}$, and decompose $\tilde{u}_{x}\left(\bar{\theta}_{x}+\chi \xi_{1}\right)+\tilde{u} \bar{\theta}_{x x}$ into the main term $\mathcal{M}$ and the remainder $\mathcal{R}$ as follows

$$
\begin{equation*}
\tilde{u}_{x}\left(\bar{\theta}_{x}+\chi \xi_{1}\right)+\tilde{u} \bar{\theta}_{x x}=\tilde{u}_{x}\left(\bar{\theta}_{x}+\frac{1}{5} \bar{\theta}_{x x} x+\chi \xi_{1}\right)+\left(\tilde{u}-\frac{1}{5} \tilde{u}_{x} x\right) \bar{\theta}_{x x} \triangleq \mathcal{M}+\mathcal{R} \tag{4.34}
\end{equation*}
$$

This term also appears in $I_{f}$ and we will use another decomposition in Section 4.3.6.

Recall $I_{n}$ in 4.33). Using the above decomposition, we yield

$$
\begin{aligned}
I_{n} & =-\left\langle\tilde{u}_{x}\left(\bar{\theta}_{x}+\chi \xi_{1}\right)+\tilde{u} \bar{\theta}_{x x}, \theta_{x} \psi_{n}\right\rangle+\lambda_{1}\left\langle\omega, \theta_{x} \varphi_{n}\right\rangle \\
& =\left(-\left\langle\mathcal{M}, \theta_{x} \psi_{n}\right\rangle+\lambda_{1}\left\langle\omega, \theta_{x} \varphi_{n}\right\rangle\right)+\left\langle-\mathcal{R}, \theta_{x} \psi_{n}\right\rangle \triangleq I_{\mathcal{M}}+I_{\mathcal{R}} .
\end{aligned}
$$

The estimates of $I_{\mathcal{M}}$ are similar to that in Model 1 in Section 4.2.3.2. Recall the formulas of $\psi_{n}, \varphi_{n}$ in 4.25. Using Young's inequality $a b \leq t_{2} a^{2}+\frac{1}{4 t_{2}} b^{2}$ for $t_{2}>0$, we obtain

$$
\begin{align*}
I_{\mathcal{M}} & =-\left\langle\tilde{u}_{x}, \theta_{x}\left(\alpha_{2} x^{-3}+\alpha_{1} x^{-4}\right)\right\rangle+\left\langle\omega, \theta_{x} \lambda_{1} \alpha_{5}\left(\alpha_{2} x^{-2}+\alpha_{1} x^{-3}\right)\right. \\
& =\left\langle-\tilde{u}_{x} x^{-2}+\lambda_{1} \alpha_{5} \omega x^{-1}, \theta_{x}\left(\alpha_{2} x^{-1}+\alpha_{1} x^{-2}\right)\right\rangle  \tag{4.35}\\
& \leq t_{2}\left\|-\tilde{u}_{x} x^{-2}+\lambda_{1} \alpha_{5} \omega x^{-1}\right\|_{2}^{2}+\frac{1}{4 t_{2}}\left\|\theta_{x}\left(\alpha_{2} x^{-1}+\alpha_{1} x^{-2}\right)\right\|_{2}^{2} .
\end{align*}
$$

Remark 4.3.2. We design the special form $\psi_{n}$ in 4.25) so that the denominator in $\psi_{n}$ and the coefficient $\bar{\theta}_{x}+\frac{1}{5} \bar{\theta}_{x x} x+\chi \xi_{1}$ in $\mathcal{M}$ cancel each other. This allows us to obtain a desirable term of the form $J \triangleq-\tilde{u}_{x} x^{-2}+\lambda_{1} \alpha_{5} \omega x^{-1}$. The term $t_{2}\|J\|_{2}^{2}$ in (4.35) is a quadratic form in $\omega$, where we can exploit the cancellation between $\tilde{u}_{x}$ and $\omega$ to obtain a sharp estimate. See Model 1 for the motivation.

Using the weighted estimate in Lemma C.0.8 and Lemma C.0.4 with $f=\omega$ and $g=u$, we get

$$
\begin{align*}
& t_{2}\left\|-\tilde{u}_{x} x^{-2}+\lambda_{1} \alpha_{5} \omega x^{-1}\right\|_{2}^{2} \\
= & t_{2}\left(\left\|\tilde{u}_{x} x^{-2}\right\|_{2}^{2}-2 \lambda_{1} \alpha_{5}\left\langle\tilde{u}_{x}, \omega x^{-3}\right\rangle+\left(\lambda_{1} \alpha_{5}\right)^{2}\left\|\omega x^{-1}\right\|_{2}^{2}\right)  \tag{4.36}\\
= & t_{2}\left(\left\|\omega x^{-2}\right\|_{2}^{2}+\left(\lambda_{1} \alpha_{5}\right)^{2}\left\|\omega x^{-1}\right\|_{2}^{2}\right)=t_{2}\left\langle\omega^{2}, x^{-4}+\left(\lambda_{1} \alpha_{5}\right)^{2} x^{-2}\right\rangle .
\end{align*}
$$

The cancellation is exactly the same as 4.15 in Model 1. For $I_{\mathcal{R}}$, using Young's inequality $a b \leq t_{22} a^{2}+\frac{1}{4 t_{22}} b^{2}, 4.12$ with $p=3$ and the weighted estimate in Lemma C.0.8, we obtain

$$
\begin{align*}
I_{\mathcal{R}} & =\left\langle\left(\tilde{u}-\frac{1}{5} \tilde{u}_{x} x\right) \bar{\theta}_{x x}, \theta_{x} \psi_{n}\right\rangle \leq t_{22}\left\|\left(\tilde{u}-\frac{1}{5} \tilde{u}_{x} x\right) x^{-3}\right\|_{2}^{2}+\frac{1}{4 t_{22}}\left\|x^{3} \bar{\theta}_{x x} \psi_{n} \theta_{x}\right\|_{2}^{2} \\
& =\frac{t_{22}}{25}\left\|\tilde{u}_{x} x^{-2}\right\|_{2}^{2}+\frac{1}{4 t_{22}}\left\|x^{3} \bar{\theta}_{x x} \psi_{n} \theta_{x}\right\|_{2}^{2}=\frac{t_{22}}{25}\left\|\omega x^{-2}\right\|_{2}^{2}+\frac{1}{4 t_{22}}\left\|x^{3} \bar{\theta}_{x x} \psi_{n} \theta_{x}\right\|_{2}^{2} \tag{4.37}
\end{align*}
$$

The remainder $I_{\mathcal{R}}$ is much smaller than $I_{\mathcal{M}}$ since we get a small factor $\frac{1}{2 p-1}=\frac{1}{5}$ from (4.12). Combining the above estimates, we establish the estimate for $I_{n}=I_{\mathcal{M}}+I_{\mathcal{R}}$

$$
\begin{align*}
I_{n} \leq & \left\langle\omega^{2}, t_{2} x^{-4}+\frac{t_{22}}{25} x^{-4}+t_{2}\left(\lambda_{1} \alpha_{5}\right)^{2} x^{-2}\right\rangle \\
& +\left\langle\theta_{x}^{2}, \frac{1}{4 t_{2}}\left(\alpha_{2} x^{-1}+\alpha_{1} x^{-2}\right)^{2}+\frac{1}{4 t_{22}}\left(x^{3} \bar{\theta}_{x x} \psi_{n}\right)^{2}\right\rangle . \tag{4.38}
\end{align*}
$$

Remark 4.3.3. If we neglect other terms in 4.31) except $I_{n}$, a necessary condition for (4.29) is

$$
\begin{equation*}
I_{n}+D_{1}+\lambda_{1} D_{2} \leq-c\left(\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}+\lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}\right) \tag{4.39}
\end{equation*}
$$

with $c>0$, where $D_{1}, D_{2}$ are the damping terms in 4.30. We cannot determine the ratio $\lambda_{1}$ between two norms and $t_{i}$ in Young's inequality without using the profile $(\bar{\theta}, \bar{\omega})$. For example, if we use equal weights $\lambda_{1}=1, t_{2}=t_{22}=\frac{1}{2}$, we cannot apply estimate (4.38) to establish 4.39 even with $c=0$. Therefore, we introduce several parameters, especially when we apply Young's inequality. At this step, we do not fix $\lambda_{1}, t_{i j}$ such that the subproblem (4.39) holds with $c>0$ as large as possible. In fact, such parameters may not be ideal for (4.29) since the final energy estimate involves other terms in 4.29, (4.31) to be estimated later on. Instead, we identify the ranges $\lambda_{1} \in[0.31,0.33], t_{2} \in$ $[5,5.8], t_{22} \in[13,14]$, such that a weaker version of (4.39) with $c=0.01$ holds with the estimate 4.38) on $I_{n}$. See Appendix C.3.1 for rigorous verification. Similarly, we will obtain the ranges of other parameters $t_{i}$ introduced in later estimates. We will determine the values of $\lambda_{1}, t_{i j}$ in these ranges by combining the estimates of $I_{f}, I_{n}$ and other terms in 4.31).

The estimates (4.35), 4.36) on the main term is crucial. If we estimate two inner products separately without using the cancellation between $\tilde{u}_{x}, \omega$ in Lemma C.0.4 with $f=\omega$ and $g=u$, we would fail to establish (4.39) even with $c=0$ since the damping term $D_{i}$ is relatively small.

Remark 4.3.4. Several key ideas in the above estimates will be used repeatedly later. Firstly, we will perform decompositions on $\tilde{u}$ into the main term and the remainder similar to (4.34). Secondly, we will use Lemmas C.0.4, C.0.5 to estimate the inner product between $\tilde{u}$ and $\omega$ similar to 4.36). Thirdly, we will use Lemma C.0.8 to estimate weighted norms of $\tilde{u}_{x}, \tilde{u}$ similar to (4.36).

### 4.3.6 Estimates of the interaction in the far field $I_{f}$

We use ideas and estimates similar to that of $I_{n}$ to estimate $I_{f}$. The main difference is that to estimate the inner product between $\tilde{u}_{x}$ and $\omega$, instead of using Lemma C.0.4, we will use Lemma C.0.5. See estimates 4.35) and (4.40).

Firstly, we choose $c=\frac{3}{7}$ in 4.11) and decompose $\tilde{u}_{x}\left(\bar{\theta}_{x}+\chi \xi_{2}\right)+\tilde{u} \bar{\theta}_{x x}$ into the main term $\mathcal{M}$ and the remainder $\mathcal{R}$ as follows

$$
\tilde{u}_{x}\left(\bar{\theta}_{x}+\chi \xi_{2}\right)+\tilde{u} \bar{\theta}_{x x}=\tilde{u}_{x}\left(\bar{\theta}_{x}+\frac{3}{7} x \bar{\theta}_{x x}+\chi \xi_{2}\right)+\left(\tilde{u}-\frac{3}{7} x \tilde{u}_{x}\right) \bar{\theta}_{x x} \triangleq \mathcal{M}+\mathcal{R}
$$

We choose $c=\frac{3}{7}$, which is different from that in (4.11), since we will apply (4.12) with a different power $p$ later. Recall $I_{f}$ in (4.33). The above formula implies

$$
\begin{aligned}
I_{f} & =-\left\langle\tilde{u}_{x}\left(\bar{\theta}_{x}+\chi \xi_{2}\right)+\tilde{u} \bar{\theta}_{x x}, \theta_{x} \psi_{f}\right\rangle+\lambda_{1}\left\langle\theta_{x}, \omega \varphi_{f}\right\rangle \\
& =\left(-\left\langle\mathcal{M}, \theta_{x} \psi_{f}\right\rangle+\lambda_{1}\left\langle\omega, \theta_{x} \varphi_{f}\right\rangle\right)+\left\langle-\mathcal{R}, \theta_{x} \psi_{f}\right\rangle \triangleq I_{\mathcal{M}}+I_{\mathcal{R}} .
\end{aligned}
$$

Recall the weights $\psi_{f}, \varphi_{f}$ in 4.25. Using Young's inequality $a \cdot b \leq t_{1} a^{2}+\frac{1}{4 t_{1}} b^{2}$ for some $t_{1}>0$ to be determined, we obtain

$$
\begin{align*}
I_{\mathcal{M}} & =\left\langle-\alpha_{3} \tilde{u}_{x} x^{-4 / 3}+\lambda_{1} \alpha_{6} \omega x^{-2 / 3}, \theta_{x}\right\rangle=\left\langle-\alpha_{3} \tilde{u}_{x} x^{-1}+\lambda_{1} \alpha_{6} \omega x^{-1 / 3}, \theta_{x} x^{-1 / 3}\right\rangle \\
& \leq t_{1}\left\|-\alpha_{3} \tilde{u}_{x} x^{-1}+\lambda_{1} \alpha_{6} \omega x^{-1 / 3}\right\|_{2}^{2}+\frac{1}{4 t_{1}}\left\|\theta_{x} x^{-1 / 3}\right\|_{2}^{2} \triangleq I_{\mathcal{M}, 1}+I_{\mathcal{M}, 2} \tag{4.40}
\end{align*}
$$

We design the special form $\psi_{f}$ in 4.25) to obtain a desirable term of the form $-\alpha_{3} \tilde{u}_{x} x^{-1}+\lambda_{1} \alpha_{6} \omega x^{-1 / 3}$. See also Remark 4.3.2. We further estimate $I_{\mathcal{M}, 1}$. Applying Lemma C.0.8 and Lemma C.0.5, we derive

$$
\begin{align*}
I_{\mathcal{M}, 1} & =t_{1}\left(\left\|\alpha_{3} \tilde{u}_{x} x^{-1}\right\|_{2}^{2}-2 \alpha_{3} \lambda_{1} \alpha_{6}\left\langle\tilde{u}_{x}, \omega x^{-4 / 3}\right\rangle+\left(\lambda_{1} \alpha_{6}\right)^{2}\left\|\omega x^{-1 / 3}\right\|_{2}^{2}\right) \\
& =t_{1}\left(\alpha_{3}^{2}\left\|\omega x^{-1}\right\|_{2}^{2}-\frac{2 \alpha_{3} \lambda_{1} \alpha_{6}}{2 \sqrt{3}}\left(\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}-\left\|\omega x^{-2 / 3}\right\|_{2}^{2}\right)+\left(\lambda_{1} \alpha_{6}\right)^{2}\left\|\omega x^{-1 / 3}\right\|_{2}^{2}\right) \\
& =t_{1}\left\langle\omega^{2}, \alpha_{3}^{2} x^{-2}+\frac{\alpha_{3} \lambda_{1} \alpha_{6}}{\sqrt{3}} x^{-4 / 3}+\left(\lambda_{1} \alpha_{6}\right)^{2} x^{-2 / 3}\right\rangle-\frac{t_{1} \alpha_{3} \lambda_{1} \alpha_{6}}{\sqrt{3}}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2} . \tag{4.41}
\end{align*}
$$

Remark 4.3.5. The negative sign in $-t_{1} 2 \alpha_{3} \lambda_{1} \alpha_{6}\left\langle\tilde{u}_{x}, \omega x^{-4 / 3}\right\rangle$ in 4.41) is crucial. Firstly, we can bound the positive term $\frac{\alpha_{3} \lambda_{1} \alpha_{6} t_{1}}{\sqrt{3}}\left|\mid \omega x^{-2 / 3} \|_{2}\right.$ derived from the identity in Lemma C. 0.5 directly without an overestimate. Secondly, $-\frac{t_{1} \alpha_{3} \lambda_{1} \alpha_{6}}{\sqrt{3}}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}$ from the same identity provides a good quantity that allows us to control the weighted norm of $\tilde{u}, \tilde{u}_{x}$ with a slowly decaying weight using Lemma C.0.8.

We introduce $D_{u}$ to denote the parameter in 4.41)

$$
\begin{equation*}
D_{u}=\frac{t_{1} \alpha_{3} \lambda_{1} \alpha_{6}}{\sqrt{3}} \tag{4.42}
\end{equation*}
$$

We use Young's inequality $a b \leq t_{12} a^{2}+\frac{1}{4 t_{12}} b^{2}$ for some $t_{12}>0$ and 4.12) with $p=\frac{5}{3}$ to estimate $I_{\mathcal{R}}$ directly

$$
\begin{align*}
I_{\mathcal{R}} & =-\left\langle\left(\tilde{u}-\frac{3}{7} x \tilde{u}_{x}\right), \bar{\theta}_{x x} \psi_{f} \theta_{x}\right\rangle \leq t_{12}\left\|\left(\tilde{u}-\frac{3}{7} \tilde{u}_{x} x\right) x^{-5 / 3}\right\|_{2}^{2}+\frac{1}{4 t_{12}}\left\|\theta_{x} \psi_{f} \bar{\theta}_{x x} x^{5 / 3}\right\|_{2}^{2} \\
& =t_{12} \cdot \frac{9}{49}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}+\frac{1}{4 t_{12}}\left\|\theta_{x} \psi_{f} \bar{\theta}_{x x} x^{5 / 3}\right\|_{2}^{2} \tag{4.43}
\end{align*}
$$

The remainder $I_{\mathcal{R}}$ is smaller since we get a factor $\frac{1}{2 p-1}=\frac{3}{7}$ from 4.12.
Combining the above estimates, we obtain the estimate of $I_{f}=I_{\mathcal{M}, 1}+I_{\mathcal{M}, 2}+I_{\mathcal{R}}$

$$
\begin{align*}
I_{f} \leq & t_{1}\left\langle\omega^{2}, \alpha_{3}^{2} x^{-2}+\frac{\alpha_{3} \lambda_{1} \alpha_{6}}{\sqrt{3}} x^{-4 / 3}+\left(\lambda_{1} \alpha_{6}\right)^{2} x^{-2 / 3}\right\rangle \\
& +\left\langle\theta_{x}^{2}, \frac{1}{4 t_{1}} x^{-2 / 3}+\frac{1}{4 t_{12}}\left(\psi_{f} \bar{\theta}_{x x} x^{5 / 3}\right)^{2}\right\rangle-\left(D_{u}-\frac{9}{49} t_{12}\right)\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2} . \tag{4.44}
\end{align*}
$$

Similar to the discussion in Remark 4.3.3, in order for $I_{f}+D_{1}+D_{2} \leq$ $-c\left(\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}+\lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}\right)$ with $c=0.01$, we can choose $t_{1} \in[1.2,1.4], t_{12} \in$ [0.55, 0.65]. See Appendix C.3.1 for the verification.

### 4.3.7 Estimates of the interaction with the most singular weight $I_{s}$

 Recall $I_{s}$ in 4.33 and $\psi_{s}=\alpha_{4} x^{-4}$ in 4.25). Using Young's inequality $a b \leq$ $t_{4} a^{2}+\frac{1}{4 t_{4}} b^{2}$ for $t_{4}>0$, we yield$$
\begin{equation*}
I_{s}=\lambda_{1}\left\langle\omega, \theta_{x} \varphi_{s}\right\rangle=\lambda_{1} \alpha_{4}\left\langle\omega, \theta_{x} x^{-4}\right\rangle \leq t_{4}\left\langle\omega^{2}, x^{-3}\right\rangle+\frac{\left(\lambda_{1} \alpha_{4}\right)^{2}}{4 t_{4}}\left\langle\theta_{x}^{2}, x^{-5}\right\rangle . \tag{4.45}
\end{equation*}
$$

In order for $I_{s}+D_{1}+D_{2} \leq-c\left(\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}+\lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}\right)$ with $c=0.01$, we can choose $t_{4} \in[3,5]$. See Appendix C.3.1 for the verification. We do not combine estimates of $I_{s}$ with the estimates for the interaction between $\tilde{u}$ and $\theta_{x}$ in Section 4.3.5 since the weight $x^{-4}$ is too singular. In fact, to apply estimate similar to that in (4.14) in Model 1 , the weight for $\theta_{x}$ near 0 is 2 order more singular than that of $\omega$. In this case, it is of order $x^{-6}$ near 0 and more singular than $\psi$.

### 4.3.8 Estimates of the interaction $u$ and $\omega$

Firstly, we rewrite $-\lambda_{1}\left\langle\tilde{u}, \bar{\omega}_{x} \omega \varphi\right\rangle$ in 4.31 by decomposing $\bar{\omega}_{x}$ into the main term $\bar{\omega}_{x}+\chi \xi_{3}$ and the error term $\xi_{3}$

$$
\begin{equation*}
I_{u \omega} \triangleq-\lambda_{1}\left\langle\tilde{u}, \bar{\omega}_{x} \omega \varphi\right\rangle=-\lambda_{1}\left\langle\tilde{u},\left(\bar{\omega}_{x}+\chi \xi_{3}\right) \omega \varphi\right\rangle+\lambda_{1}\left\langle\tilde{u}, \chi \xi_{3} \omega \varphi\right\rangle \triangleq J+I_{r 2} . \tag{4.46}
\end{equation*}
$$

We will estimate $I_{r 2}$ in Section 4.3 .9 and show that it is very small. See also Remark 4.3.1.

Difficulty The main difficulty in establishing a sharp estimate for $J$ is the slow decay of the coefficient $\left(\bar{\omega}_{x}+\chi \xi_{3}\right) \varphi$. A straightforward estimate similar to (4.43) yields $|J| \leq \lambda_{1}\left\|\tilde{u} x^{-p}\right\|_{2}\left\|\bar{\omega}_{x} \omega \rho x^{p}\right\|_{2}$. In view of the weighted estimate in Lemma C.0.8, we have effective estimates of $\left(u-u_{x}(0) x\right) x^{-p}$ for exponent $p=3,2$ or $\frac{5}{3}$. In order to further control $\left\|\bar{\omega}_{x} \omega \varphi x^{p}\right\|_{2}$ by the weighted $L^{2}$ norm $\left\|\omega \varphi^{1 / 2}\right\|_{2}$, we cannot choose $p=3$ or $p=2$ due to the fast growth of $x^{p}$ for large $|x|$. On the other hand, if we choose $p=\frac{5}{3}$, the resulting constant $\frac{36}{49}$ in Lemma C.0.8 is much larger than the constant $\frac{4}{25}, \frac{4}{9}$ corresponding to $p=3, p=2$.

To overcome this difficulty, we exploit the cancellations between $u$ and $\omega$ in both the near field and the far field, which is similar to that in the estimate of $I_{n}, I_{f}$. We decompose the coefficient $\left(\bar{\omega}_{x}+\chi \xi_{3}\right) \varphi$ in $J$ into the main terms $\mathcal{M}_{i}$ and the remainder $\mathcal{K}_{u \omega}$

$$
\begin{align*}
\left(\bar{\omega}_{x}+\chi \xi_{3}\right) \varphi & =-\frac{1}{3} e_{3} \alpha_{6} x^{-2}+\tau_{1} x^{-4}+\left(\left(\bar{\omega}_{x}+\chi \xi_{3}\right) \varphi+\frac{1}{3} e_{3} \alpha_{6} x^{-2}-\tau_{1} x^{-4}\right) \\
& \triangleq \mathcal{M}_{1}+\mathcal{M}_{2}+\mathcal{K}_{u \omega} \tag{4.47}
\end{align*}
$$

where $e_{3}, \alpha_{6}$ are defined in (4.24) and 4.25) and $\tau_{1}>0$ is some parameter.
Let us motivate the above decomposition. From the definitions of $\xi_{3}, \varphi$ in (4.24)-(4.26) and the discussion therein, we have $\bar{\omega}_{x}+\chi \xi_{3} \approx-\frac{1}{3} e_{3} x^{-4 / 3}, \varphi \approx$ $\alpha_{6} x^{-2 / 3}$ for some $e_{3}, \alpha_{6}>0$ and large $|x|$. Thus, $\left(\bar{\omega}_{x}+\chi \xi_{3}\right) \varphi$ can be approximated by $-\frac{1}{3} e_{3} \alpha_{6} x^{-2}$ for large $|x|$. Since $\varphi \approx \alpha_{4} x^{-4}$ and $\bar{\omega}_{x} \approx \bar{\omega}_{x}(0)>0$ near $0,\left(\bar{\omega}_{x}+\chi \xi_{3}\right) \varphi$ is approximated by $\tau_{1} x^{-4}$ for some $\tau_{1}>0$ in the near field.

Using the above formula, we can decompose $J$ as follows

$$
\begin{aligned}
J & =-\lambda_{1}\left\langle\tilde{u},\left(\bar{\omega}_{x}+\chi \xi_{3}\right) \omega \varphi\right\rangle=-\lambda_{1}\left\langle\tilde{u}, \mathcal{M}_{1} \omega\right\rangle-\lambda_{1}\left\langle\tilde{u}, \mathcal{M}_{2} \omega\right\rangle-\lambda_{1}\left\langle\tilde{u}, \mathcal{K}_{u \omega} \omega\right\rangle \\
& \triangleq I_{\mathcal{M} 1}+I_{\mathcal{M} 2}+I_{\mathcal{R}} .
\end{aligned}
$$

To estimate the main terms, we use cancellations in Lemma C.0.4 Using $\tilde{u}=u-u_{x}(0) x$ defined in (4.27), $-u_{x}(0)\left\langle x, \omega x^{-2}\right\rangle=\frac{\pi}{2} u_{x}^{2}(0)$ and Lemma C.0.4 with $f=\omega$ and $g=u$, we get

$$
I_{\mathcal{M}_{1}}=\frac{\lambda_{1} e_{3} \alpha_{6}}{3}\left\langle\tilde{u}, \omega x^{-2}\right\rangle=\frac{\lambda_{1} e_{3} \alpha_{6}}{3} \frac{\pi}{4} u_{x}(0)^{2}-\frac{\lambda_{1} e_{3} \alpha_{6}}{3}\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle
$$

where $\Lambda=\left(-\partial_{x}^{2}\right)^{1 / 2}$. We denote by $A(u)$ the right hand side of the above equation

$$
\begin{equation*}
A(u) \triangleq \frac{\lambda_{1} e_{3} \alpha_{6}}{3} \frac{\pi}{4} u_{x}(0)^{2}-\frac{\lambda_{1} e_{3} \alpha_{6}}{3}\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle . \tag{4.48}
\end{equation*}
$$

Since $e_{3} \alpha_{6} \lambda_{1}>0$ and $\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle \geq 0$, the second term in $A(u)$ is a good term and we will use it in the weighted $H^{1}$ estimate.

Although $I_{\mathcal{M} 2}$ is a quadratic form on $\omega$, it does not have a good sign similar to the identities in Lemma C.0.4. Yet, we can approximate $\tilde{u}$ by $\tilde{u}_{x}$ using (4.11) and then use the cancellation between $\tilde{u}_{x}$ and $\omega$. Choosing $c=\frac{1}{5}$ in 4.11 and using the cancellation in Lemma C.0.4 with $f=\omega$ and $g=u$, we obtain

$$
\begin{aligned}
I_{\mathcal{M} 2} & =-\lambda_{1} \tau_{1}\left\langle\tilde{u}, x^{-4} \omega\right\rangle=-\lambda_{1} \tau_{1}\left\langle\tilde{u}-\frac{1}{5} \tilde{u}_{x} x, \omega x^{-4}\right\rangle-\lambda_{1} \tau_{1}\left\langle\frac{\tilde{u}_{x}}{5}, \omega x^{-3}\right\rangle \\
& =-\lambda_{1} \tau_{1}\left\langle\tilde{u}-\frac{1}{5} \tilde{u}_{x} x, \omega x^{-4}\right\rangle
\end{aligned}
$$

The form $\tilde{u}-\frac{1}{5} \tilde{u}_{x} x$ allows us to gain a small factor $\frac{1}{5}$ using (4.12) with $p=3$. Using Young's inequality $a b \leq c a^{2}+\frac{1}{4 c} b^{2}$, 4.12) with $p=3$ and Lemma C.0.8, we obtain

$$
\begin{align*}
I_{\mathcal{M} 2} & \leq \lambda_{1} \tau_{1}\left(t_{34}\left\|\left(\tilde{u}-\frac{1}{5} \tilde{u}_{x}\right) x^{-3}\right\|_{2}^{2}+\frac{1}{4 t_{34}}\left\|\omega x^{-1}\right\|_{2}^{2}\right) \\
& =\lambda_{1} \tau_{1}\left(\frac{t_{34}}{25}\left\|\tilde{u}_{x} x^{-2}\right\|_{2}^{2}+\frac{1}{4 t_{34}}\left\|\omega x^{-1}\right\|_{2}^{2}\right) \\
& =\lambda_{1} \tau_{1}\left(\frac{t_{34}}{25}\left\|\omega x^{-2}\right\|_{2}^{2}+\frac{1}{4 t_{34}}\left\|\omega x^{-1}\right\|_{2}^{2}\right)=\lambda_{1} \tau_{1}\left\langle\omega^{2}, \frac{t_{34}}{25} x^{-4}+\frac{1}{4 t_{34}} x^{-2}\right\rangle \tag{4.49}
\end{align*}
$$

for some $t_{34}>0$. For $t_{31}, t_{32}>0$ to be defined, we denote

$$
\begin{equation*}
S_{u 1}=t_{31} x^{-6}+t_{32} x^{-4}+2 \cdot 10^{-5} x^{-10 / 3} \tag{4.50}
\end{equation*}
$$

We estimate $I_{\mathcal{R}}$ directly using Young's inequality and the weighted estimate in Lemma C.0.8

$$
\begin{align*}
I_{\mathcal{R}} & =-\lambda_{1}\left\langle\tilde{u}, \mathcal{K}_{u \omega} \omega\right\rangle \leq \lambda_{1}\left(\left\|\tilde{u} S_{u 1}^{1 / 2}\right\|_{2}^{2}+\frac{1}{4}\left\|S_{u 1}^{-1 / 2} \mathcal{K}_{u \omega} \omega\right\|_{2}^{2}\right) \\
& \leq \lambda_{1}\left\langle\omega^{2}, \frac{4 t_{31}}{25} x^{-4}+\frac{4 t_{32}}{9} x^{-2}+\frac{1}{4} \mathcal{K}_{u \omega}^{2} S_{u 1}^{-1}\right\rangle+\frac{36 \lambda_{1}}{49} \cdot 2 \cdot 10^{-5}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}, \tag{4.51}
\end{align*}
$$

where $\mathcal{K}_{u \omega}$ in defined (4.47).
Remark 4.3.6. From (4.24, (4.25) and 4.26), we have asymptotically $\mathcal{K}_{u \omega} \sim$ $C x^{-4}$ for $x$ close to 0 . The slowly decaying part in $\mathcal{K}_{u \omega}$ is given by $f=$ $\left(\bar{\omega}_{x}+\chi \xi_{3}\right) \alpha_{6} x^{-2 / 3}+\frac{1}{3} e_{3} \alpha_{6} x^{-2}=(1-\chi)\left(\bar{\omega}_{x}+\frac{1}{3} e_{3} x^{-4 / 3}\right) \alpha_{6} x^{-2 / 3}$. In the support of $1-\chi$, since $-\frac{1}{3} e_{3} x^{-4 / 3}$ approximates $\bar{\omega}_{x}, f$ can be approximated by $c x^{-2}$ with some very small constant $c$. We add $x^{-6}, 2 \cdot 10^{-5} x^{-10 / 3}$ in $S_{u 1}$ so that $\mathcal{K}_{u \omega}^{2} S_{u 1}^{-1}$ can be bounded by $\varphi$. We also add the power $x^{-4}$ in $S_{u 1}$ to obtain a sharper estimate. See also Remark 4.3 .3 for the discussion on the parameters.

Combining the above estimates on $I_{\mathcal{M} i}, I_{\mathcal{R}}$, we prove

$$
\begin{align*}
I_{u \omega}= & J+I_{r 2} \leq \lambda_{1}\left\langle\omega^{2}, \frac{4 t_{31}}{25} x^{-4}+\frac{4 t_{32}}{9} x^{-2}+\frac{1}{4} \mathcal{K}_{u \omega}^{2} S_{u 1}^{-1}+\tau_{1}\left(\frac{t_{34}}{25} x^{-4}+\frac{1}{4 t_{34}} x^{-2}\right)\right\rangle \\
& +A(u)+\frac{72 \lambda_{1}}{49} \cdot 10^{-5}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}+I_{r 2} . \tag{4.52}
\end{align*}
$$

The term $I_{r 2}$ was not estimated and we keep it on both sides. We can determine the ranges of parameters $t_{31}, t_{32}, t_{34}, \tau_{1}$ so that $J+D_{1}+D_{2} \leq-0.01\left(\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}+\right.$ $\left.\lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}\right)$.

### 4.3.9 Estimates of the $I_{r 1}, I_{r 2}$

Recall $I_{r 1}, I_{r 2}$ in 4.33) and 4.46. Since $\chi$ is supported in the far field $|x| \geq$ $\rho_{2}>10^{8}$ and the profile $\left(\bar{\omega}, \bar{\theta}_{x}\right)$ decays, we can get a small factor in the estimate of these terms. We establish the following estimate in Appendix C.1.2

$$
\begin{equation*}
\left|I_{r 1}\right|+\left|I_{r 2}\right| \leq\left\langle G_{\theta}, \theta_{x}^{2}\right\rangle+\left\langle G_{\omega}, \omega^{2}\right\rangle+G_{c} c_{\omega}^{2} \tag{4.53}
\end{equation*}
$$

where $G_{\theta}, G_{\omega}, G_{c}$ are given by

$$
\begin{align*}
& G_{\theta}=10^{10} \cdot \frac{(2+\sqrt{3})^{2}}{4} \chi^{2}\left(\xi_{1} \psi_{n}+\xi_{2} \psi_{f}\right)^{2}, \quad G_{c}=\frac{\lambda_{1}^{2}\left\|x \xi_{3} \chi^{1 / 2} \varphi^{1 / 2}\right\|_{2}^{2}}{4} \cdot 10^{2} \\
& G_{\omega}=10^{-10} x^{-4 / 3}+10^{-5} x^{-2 / 3}+\frac{10^{5}}{4}\left(\frac{6 \lambda_{1}(2+\sqrt{3})}{5}\right)^{2}\left(x^{4 / 3} \chi \xi_{3} \varphi\right)^{2}+10^{-2} \chi \varphi \tag{4.54}
\end{align*}
$$

These functions are very small compared to the weights $\varphi, \psi 4.25$ - 4.26). We focus on a typical term $G_{\theta}$ to illustrate the smallness. From 4.24)-4.25, for large $|x|, \xi_{i}, \psi_{f}, \psi$ have decay rate $x^{-2 / 3}, \psi_{n}$ has a decay rate at least $x^{-2}$. For $\partial_{x}^{i} \bar{\theta}_{x}$, we recall from the beginning of Section 4.3.1 that it has decay rate $x^{2 \alpha-i}$ with $\alpha$ slightly smaller than $-\frac{1}{3}$. Thus $\left|\chi\left(\xi_{1} \psi_{n}+\xi_{2} \psi_{f}\right)\right|^{2} / \psi$ has decay rate $x^{-2}$. Since $\chi$ is supported in $|x| \geq \rho_{2}>10^{8}$, we get a small factor
$x^{-2} \mathbf{1}_{|x|>\rho_{2}}<10^{-16}$, which absorbs the large constant $10^{10}$ in $G_{\theta}$. Therefore, $G_{\theta}$ is very small compared to $\psi$.

### 4.3.10 Summary: estimates of $\mathcal{L}_{\theta 1}, \mathcal{L}_{\omega 1}$

Recall $\mathcal{L}_{\theta 1}, \mathcal{L}_{\omega 1}$ in 4.28, the quadratic terms in 4.28, 4.31). Combining (4.30), 4.44), (4.38), (4.45), 4.52) and (4.53), we obtain the estimate on $\mathcal{L}_{\theta 1}, \mathcal{L}_{\omega 1}$

$$
\begin{align*}
\left\langle\mathcal{L}_{\theta 1} \theta_{x}, \theta_{x} \psi\right\rangle & +\lambda_{1}\left\langle\mathcal{L}_{\omega 1} \omega, \omega \varphi\right\rangle \leq\left\langle D_{\theta}+A_{\theta} \psi^{-1}, \theta_{x}^{2} \psi\right\rangle+\left\langle\lambda_{1} D_{\omega}+A_{\omega} \varphi^{-1}, \omega^{2} \varphi\right\rangle \\
& -\left(D_{u}-\frac{9}{49} t_{12}-\frac{72 \lambda_{1}}{49} \cdot 10^{-5}\right)\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}+A(u)+G_{c} c_{\omega}^{2} \tag{4.55}
\end{align*}
$$

where $A(u)$ is defined in (4.48), $D_{u}, t_{12}$ are given in (C.24), and the $A_{\theta}, A_{\omega}$ terms are the sum of the integrals of $\omega^{2}, \theta_{x}^{2}$ in the upper bounds in 4.44), 4.38), (4.45), 4.53) given by

$$
\begin{align*}
A_{\theta} \triangleq & \left(\frac{1}{4 t_{1}} x^{-2 / 3}+\frac{1}{4 t_{12}}\left(\psi_{f} \bar{\theta}_{x x} x^{5 / 3}\right)^{2}\right) \\
& +\left(\frac{1}{4 t_{2}}\left(\alpha_{2} x^{-1}+\alpha_{1} x^{-2}\right)^{2}+\frac{1}{4 t_{22}}\left(x^{3} \bar{\theta}_{x x} \psi_{n}\right)^{2}\right)+\frac{\left(\lambda_{1} \alpha_{4}\right)^{2}}{4 t_{4}} x^{-5}+G_{\theta} \\
A_{\omega} \triangleq & t_{1}\left(\alpha_{3}^{2} x^{-2}+\frac{\alpha_{3} \lambda_{1} \alpha_{6}}{\sqrt{3}} x^{-4 / 3}+\left(\lambda_{1} \alpha_{6}\right)^{2} x^{-2 / 3}\right) \\
& +\left(t_{2} x^{-4}+\frac{t_{22}}{25} x^{-4}+t_{2}\left(\lambda_{1} \alpha_{5}\right)^{2} x^{-2}\right)+t_{4} x^{-3} \\
& +\lambda_{1}\left(\frac{4 t_{31}}{25} x^{-4}+\frac{4 t_{32}}{9} x^{-2}+\frac{1}{4} \mathcal{K}_{u \omega}^{2} S_{u 1}^{-1}+\tau_{1}\left(\frac{t_{34}}{25} x^{-4}+\frac{1}{4 t_{34}} x^{-2}\right)\right)+G_{\omega} \tag{4.56}
\end{align*}
$$

In the previous estimates, we have obtained the ranges of $t_{i j}$ such that $I+$ $D_{1}+D_{2} \leq-0.01\left(\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}\right)$ for several terms $I$ in 4.31), e.g., $I=I_{f}, I_{n}$. We further determine the approximate values of $\lambda_{1}, t_{i j}$ so that

$$
\begin{equation*}
D_{\theta}+A_{\theta} \psi^{-1} \leq-c, \quad \lambda_{1} D_{\omega}+A_{\omega} \varphi^{-1} \leq-\lambda_{1} c \tag{4.57}
\end{equation*}
$$

with $c>0$ as large as possible. The functions in (4.57) depend on the parameters and other explicit functions. The above task is equivalent to solving a constrainted optimization problem by maximizing $c$, subject to the constraints (4.57) and $\lambda_{1}, t_{i j}>0$ within an interval that we have determined.

Estimates 4.55, 4.57) imply the linear stability estimate 4.29) up to the $c_{\omega}$ terms in 4.31, $A(u)$ 4.48) and $G_{c} c_{\omega}^{2}$. In Section 4.3.11, we further control


Figure 4.1: Illustration of linear stability estimates. Left : Grid point values of $-D_{\theta}, A_{\theta} \psi^{-1}$ and $-D_{\theta}-A_{\theta} \psi^{-1}$ for $x \in[0,40]$. Right: Those of $-\lambda_{1} D_{\omega}$, $A_{\omega} \phi^{-1}$ and $-\lambda_{1} D_{\omega}-A_{\omega} \phi^{-1}$ (with $\lambda_{1}=0.32$ ).
these $c_{\omega}$ terms. The estimate of these $c_{\omega}$ terms are small. We will perturb $\lambda_{1}, t_{i j}$ around their approximate values and finalize the choices of $\lambda_{1}, t_{i j}$. The final values of these parameters are given in (C.24), C.25).

The main reasons that we can establish (4.57) are the followings. Firstly, we exploit several cancellations using Lemma C.0.8 and apply sharp weighted estimates in Lemma C.0.8 to estimate the nonlocal terms. Secondly, we have $I+D_{1}+D_{2} \leq-c\left(\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}\right)$ for $I$ being the main terms in (4.31), i.e. $I=I_{f}, I_{n}$ or $I_{s}$. Thirdly, the interactions in $I_{f}, I_{n}, I_{s}$ are mainly supported in different regions. See the discussion after 4.33). Finally, the main term in $I_{u \omega}$ is estimated using several cancellations.

To illustrate that the inequalities in (4.57) can actually be achieved, we plot in Figure 4.1 the grid point values of the functions $-D_{\theta}-A_{\theta} \psi^{-1}$ and $-\lambda_{1} D_{\omega}-$ $A_{\omega} \varphi^{-1}$ for $x \in[0,40]$ with the parameters $\lambda_{1}, t_{i j}$ given in C.24, (C.25). It is shown that their grid point values are all positive and uniformly bounded away from 0 . In fact, the minimum of the grid point values of $-D_{\theta}-A_{\theta} \psi^{-1}$ is above 0.032 and that of $-\lambda_{1} D_{\omega}-A_{\omega} \phi^{-1}$ is above 0.054 .

Estimate 4.55 on $\mathcal{L}_{\theta 1}, \mathcal{L}_{\omega 1}$ is important and we will use it in Section 4.5 to establish the weighted $H^{1}$ estimates.

### 4.3.11 Estimate of the $c_{\omega}$ term

We use the idea in Model 2 in Section 4.2.3.2 to obtain the damping term for $c_{\omega}$ by deriving the ODEs for $c_{\omega}^{2}$ and $\left\langle\theta_{x}, x^{-1}\right\rangle^{2}$. We introduce some notations

$$
\begin{equation*}
d_{\theta} \triangleq\left\langle\theta_{x}, x^{-1}\right\rangle, \quad \bar{d}_{\theta} \triangleq\left\langle\bar{\theta}_{x}, x^{-1}\right\rangle, \quad \bar{u}_{\theta, x} \triangleq H \bar{\theta}_{x}, \quad u_{\Delta}=\tilde{u}-\frac{1}{5} \tilde{u}_{x} x . \tag{4.58}
\end{equation*}
$$

### 4.3.11.1 Derivation of the ODEs

Recall $c_{\omega}=u_{x}(0)=-\frac{2}{\pi} \int_{0}^{+\infty} \frac{\omega}{x} d x$ from 4.20). Using a derivation similar to that in Model 2 in Section 4.2.3.2, we derive the following ODE in Appendix C.1.3

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \frac{\pi}{2} c_{\omega}^{2}=\frac{\pi}{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right) c_{\omega}^{2}+c_{\omega} \int_{0}^{\infty} \frac{\bar{u} \omega_{x}+u \bar{\omega}_{x}}{x} d x-c_{\omega} d_{\theta}-c_{\omega} \int_{0}^{\infty} \frac{F_{\omega}+N(\omega)}{x} d x . \tag{4.59}
\end{equation*}
$$

The ODE for $d_{\theta}^{2}(\mathrm{C} .8)$ is derived similarly in Appendix C.1.3.1. There is a cancellation between these two ODEs, which is captured by Model 2 in Section 4.2.3.2. To exploit this cancellation, we combine two ODEs and derive the following ODE in Appendix C.1.3 with $\lambda_{2}, \lambda_{3}>0$ to be chosen

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\frac{\lambda_{2} \pi}{2} c_{\omega}^{2}+\lambda_{3} d_{\theta}^{2}\right)=\frac{\pi \lambda_{2}}{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right) c_{\omega}^{2}+2 \bar{c}_{\omega} \lambda_{3} d_{\theta}^{2}+\mathcal{T}_{0}+\mathcal{R}_{O D E} \tag{4.60}
\end{equation*}
$$

where $\mathcal{T}_{0}$ is the sum of the quadratic terms that do not have a fixed sign

$$
\begin{align*}
\mathcal{T}_{0}= & -\left(\lambda_{2}-\lambda_{3} \bar{d}_{\theta}\right) c_{\omega} d_{\theta}+\lambda_{2} c_{\omega}\left\langle\omega, f_{2}\right\rangle-\lambda_{3} d_{\theta}\left\langle\theta_{x}, f_{6}\right\rangle+\lambda_{3} d_{\theta}\left\langle\omega, f_{4}\right\rangle  \tag{4.61}\\
& +\lambda_{2} c_{\omega}\left\langle u_{\Delta} x^{-1}, f_{8}\right\rangle-\lambda_{3} d_{\theta}\left\langle u_{\Delta} x^{-1}, f_{9}\right\rangle,
\end{align*}
$$

$u_{\Delta}$ is defined in (4.58), $f_{i}$ defined in (C.5) are some functions depending on the profile $(\bar{\omega}, \bar{\theta})$, and $\mathcal{R}_{O D E}$ is the sum of the remaining terms in the ODEs given by

$$
\begin{equation*}
\mathcal{R}_{O D E} \triangleq-\lambda_{2} c_{\omega}\left\langle F_{\omega}+N(\omega), x^{-1}\right\rangle+\lambda_{3} d_{\theta}\left\langle F_{\theta}+N(\theta), x^{-1}\right\rangle . \tag{4.62}
\end{equation*}
$$

Since the approximate steady state satisfies $\bar{c}_{\omega}<0, \bar{u}_{x}(0)<0, \frac{\pi \lambda_{2}}{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right) c_{\omega}^{2}$ and $2 \bar{c}_{\omega} \lambda_{3} d_{\theta}^{2}$ in 4.60 are damping terms.

### 4.3.11.2 Derivation of the $\mathcal{T}_{0}$ term

Let us explain how we obtain 4.60). The ODEs of $c_{\omega}^{2}, d_{\theta}^{2}(4.59)$ and (C.8) involves the integrals of the nonlocal terms $u, u_{x}$ in the form of $\langle\tilde{u}, f\rangle$ or $\left\langle\tilde{u}_{x}, g\right\rangle$ for some functions $f, g$. To estimate these terms effectively, we use the antisymmetry property of the Hilbert transform in Lemma C.0.3 to transform these terms into integrals of $\omega$. We first consider $\left\langle\tilde{u}_{x}, g\right\rangle$ and $\left\langle u_{x}, g\right\rangle$. Using $u_{x}=H \omega, \frac{u_{x}-u_{x}(0)}{x}=H\left(\frac{\omega}{x}\right)$ and Lemma C.0.3, we get

$$
\begin{equation*}
\left\langle u_{x}, g\right\rangle=\langle H \omega, g\rangle=-\langle\omega, H g\rangle, \quad\left\langle\tilde{u}_{x}, g\right\rangle=\left\langle H\left(\frac{\omega}{x}\right), x g\right\rangle=-\left\langle\frac{\omega}{x}, H(x g)\right\rangle . \tag{4.63}
\end{equation*}
$$

For $\langle\tilde{u}, f\rangle$, we first approximate $f$ by $p_{x}$ for some function $p$ and then perform a decomposition $\tilde{u}=c x \tilde{u}_{x}+\left(\tilde{u}-c x \tilde{u}_{x}\right)$. We obtain

$$
\langle\tilde{u}, f\rangle=\left\langle\tilde{u}, p_{x}\right\rangle+\left\langle\tilde{u}, f-p_{x}\right\rangle=\left\langle\tilde{u}, p_{x}\right\rangle+\left\langle c x \tilde{u}_{x}, f-p_{x}\right\rangle+\left\langle\tilde{u}-c x \tilde{u}_{x}, f-p_{x}\right\rangle \triangleq I_{1}+I_{2}+I_{3} .
$$

The last term enjoys much better estimate than $\langle\tilde{u}, f\rangle$ due to (4.12) and the fact that $f-p_{x}$ is much smaller than $f$. For $I_{1}, I_{2}$, using integration by parts, we get

$$
I_{1}+I_{2}=\left\langle\tilde{u}_{x},-p+c x\left(f-p_{x}\right)\right\rangle .
$$

Using (4.63), we can further rewrite the above term as an integral of $\omega$.
In addition, we introduce the function $f_{i}$ to simplify the integrals of $\omega, \theta_{x}$. These derivations lead to the $\mathcal{T}_{0}$ term. We refer the details to Appendix C.1.3. We remain to estimate the $c_{\omega}$ terms in (4.28) in the weighted $L^{2}$ estimates and $f_{3}, f_{7}$ that are defined in (C.5). We combine $\mathcal{T}_{0}$ and these $c_{\omega}$ terms, and define

$$
\begin{equation*}
\mathcal{T} \triangleq \mathcal{T}_{0}+c_{\omega}\left\langle\bar{\theta}_{x}-x \bar{\theta}_{x x}, \theta_{x} \psi\right\rangle+\lambda_{1} c_{\omega}\left\langle\bar{\omega}-x \bar{\omega}_{x}, \omega \varphi\right\rangle=\mathcal{T}_{0}+c_{\omega}\left\langle\omega, f_{3}\right\rangle+c_{\omega}\left\langle\theta_{x}, f_{7}\right\rangle . \tag{4.64}
\end{equation*}
$$

In the weighted $L^{2}$ estimates, it remains to estimate $\mathcal{T}$. Though each term in $\mathcal{T}$ can be estimated by the weighted $L^{2}$ norms of $\omega, \theta_{x}$ and $c_{\omega}^{2},\left\langle\theta_{x}, x^{-1}\right\rangle^{2}$ using the Cauchy-Schwarz inequality, these straightforward estimates do not lead to sharp estimates since these Cauchy-Schwarz inequalities do not achieve (or are close to) equalities for the same functions. We use the optimal-constant argument in 19 to obtain a sharp estimate on $\mathcal{T}$.

### 4.3.11.3 Sharp estimates on $\mathcal{T}$

For positive $T_{1}, T_{2}, T_{3} \in C\left(\mathbb{R}_{+}\right)$and positive parameter $s_{1}, s_{2}>0$ to be determined, we consider the following inequality with sharp constant $C_{\text {opt }}$

$$
\begin{equation*}
\mathcal{T} \leq C_{o p t}\left(\left\|\omega T_{1}^{1 / 2}\right\|_{2}^{2}+\left\|\theta_{x} T_{2}^{1 / 2}\right\|_{2}^{2}+\left\|\frac{u_{\Delta}}{x} T_{3}^{1 / 2}\right\|_{2}^{2}+s_{1} c_{\omega}^{2}+s_{2} d_{\theta}^{2}\right) \tag{4.65}
\end{equation*}
$$

where $u_{\Delta}$ is defined in 4.58. We define several functions

$$
\begin{align*}
& X=\omega T_{1}^{1 / 2}, \quad Y=\theta_{x} T_{2}^{1 / 2}, \quad Z=u_{\Delta} x^{-1} T_{3}^{1 / 2} \\
& g_{1}=-\frac{2}{\pi} x^{-1} T_{1}^{-1 / 2}, g_{2}=f_{2} T_{1}^{-1 / 2}, g_{3}=f_{3} T_{1}^{-1 / 2}, g_{4}=f_{4} T_{1}^{-1 / 2} \\
& g_{5}=x^{-1} T_{2}^{-1 / 2}, g_{6}=f_{6} T_{2}^{-1 / 2}, g_{7}=f_{7} T_{2}^{-1 / 2}, g_{8}=f_{8} T_{3}^{-1 / 2}, g_{9}=f_{9} T_{3}^{-1 / 2} \tag{4.66}
\end{align*}
$$

Notice that each term in (4.61) and (4.64) can be seen as the projection of $X, Y, Z$ onto some function $g_{i}$. For example, $c_{\omega}, d_{\theta}$ can be written as follows

$$
c_{\omega}=u_{x}(0)=-\frac{2}{\pi} \int_{0}^{\infty} \frac{\omega}{x} d x=\left\langle X, g_{1}\right\rangle, \quad d_{\theta}=\int_{0}^{\infty} \frac{\theta_{x}}{x} d x=\left\langle Y, g_{5}\right\rangle .
$$

Using the definition of $\mathcal{T}$ in (4.61), 4.64) and the functions in (4.66), we rewrite (4.65) as

$$
\begin{align*}
\mathcal{T}= & \left\langle X, g_{1}\right\rangle\left\langle X, g_{3}\right\rangle+\left\langle X, g_{1}\right\rangle\left\langle Y, g_{7}\right\rangle-\left(\lambda_{2}-\lambda_{3} \bar{d}_{\theta}\right)\left\langle X, g_{1}\right\rangle\left\langle Y, g_{5}\right\rangle+\lambda_{2}\left\langle X, g_{1}\right\rangle\left\langle X, g_{2}\right\rangle \\
& -\lambda_{3}\left\langle Y, g_{5}\right\rangle\left\langle Y, g_{6}\right\rangle+\lambda_{3}\left\langle Y, g_{5}\right\rangle\left\langle X, g_{4}\right\rangle+\lambda_{2}\left\langle X, g_{1}\right\rangle\left\langle Z, g_{8}\right\rangle-\lambda_{3}\left\langle Y, g_{5}\right\rangle\left\langle Z, g_{9}\right\rangle \\
\leq & C_{\text {opt }}\left(\|X\|_{2}^{2}+\|Y\|_{2}^{2}+\|Z\|_{2}^{2}+s_{1}\left\langle X, g_{1}\right\rangle^{2}+s_{2}\left\langle Y, g_{5}\right\rangle^{2}\right) . \tag{4.67}
\end{align*}
$$

We project $X, Y, Z$ onto the following finite dimensional spaces

$$
\begin{align*}
& X \in \operatorname{span}\left\{g_{1}, g_{2}, g_{3}, g_{4}\right\} \triangleq \Sigma_{1}, \quad Y \in \operatorname{span}\left\{g_{5}, g_{6}, g_{7}\right\} \triangleq \Sigma_{2}, \\
& Z \in \operatorname{span}\left\{g_{8}, g_{9}\right\} \triangleq \Sigma_{3} \tag{4.68}
\end{align*}
$$

which only makes the right hand side of (4.67) smaller. Then 4.67) completely reduces to an optimization problem on the finite dimensional space. Using the optimal-constant argument in [19], we obtain

$$
C_{o p t}=\lambda_{\max }\left(D^{-1 / 2} M_{s} D^{-1 / 2}\right),
$$

where $D, M_{s}$ defined in (C.17) are symmetric matrices with entries determined by the inner products among $g_{i}$. In particular, $C_{o p t}$ can be computed rigorously and we present the details in Appendix C.1.5.

### 4.3.12 Summary of the estimates

Recall the $c_{\omega}$ terms in (4.28), the operators in 4.22). Combining 4.55, 4.61) and (4.64), we yield

$$
\begin{align*}
& \left\langle\mathcal{L}_{\theta} \theta_{x}, \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle\mathcal{L}_{\omega} \omega, \omega \varphi\right\rangle+\mathcal{T}_{0}=\left\langle\mathcal{L}_{\theta 1} \theta_{x}, \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle\mathcal{L}_{\omega 1} \omega, \omega \varphi\right\rangle+\mathcal{T} \\
\leq & \left\langle D_{\theta}+A_{\theta} \psi^{-1}, \theta_{x}^{2} \psi\right\rangle+\left\langle\lambda_{1} D_{\omega}+A_{\omega} \varphi^{-1}, \omega^{2} \varphi\right\rangle  \tag{4.69}\\
- & \left(D_{u}-\frac{9}{49} t_{12}-\frac{72 \lambda_{1}}{49} \cdot 10^{-5}\right)\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}+\mathcal{T}+A(u)+G_{c} c_{\omega}^{2} \triangleq J
\end{align*}
$$

We use the remaining damping of $\omega, \theta_{x}, \tilde{u}_{x}$ and the argument in Section4.3.11.3 to control $\mathcal{T}$. In (C.19), Appendix C.1.6, we define $T_{i}>0, s_{i}>0$ that are used to compute the upper bound of $C_{o p t}<1$ in (4.65). These functions and
scalars are essentially determined by four parameters $\lambda_{2}, \lambda_{3}, \kappa, t_{61}>0$. Using the estimate 4.65), we obtain

$$
\begin{equation*}
\mathcal{T} \leq\left\|\omega T_{1}^{1 / 2}\right\|_{2}^{2}+\left\|\theta_{x} T_{2}^{1 / 2}\right\|_{2}^{2}+\left\|\frac{u_{\Delta}}{x} T_{3}^{1 / 2}\right\|_{2}^{2}+s_{1} c_{\omega}^{2}+s_{2} d_{\theta}^{2} \tag{4.70}
\end{equation*}
$$

The $u_{\Delta}$ term can be further bounded by $\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}$ and $\left\|\omega x^{-2}\right\|_{2}$ similar to (4.51), which is established in (C.22) in Appendix C.1.6. Plugging (C.22) and (4.70) in (4.69), we obtain
$J \leq-\kappa\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}-\kappa \lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}+\left(s_{1}+G_{c}\right) c_{\omega}^{2}+s_{2} d_{\theta}^{2}-10^{-6}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}+A(u)$,
for $\kappa>0$ determined in Appendix C.2. The details are elementary and presented in Appendix C.1.6. For $\lambda_{2}, \lambda_{3}>0$ given in C.25, we define the weighted $L^{2}$ energy

$$
\begin{equation*}
E_{1}^{2}\left(\theta_{x}, \omega\right)=\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|\omega \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{2} \frac{\pi}{2} \cdot \frac{4}{\pi^{2}}\left\langle\omega, x^{-1}\right\rangle^{2}+\lambda_{3}\left\langle\theta_{x}, x^{-1}\right\rangle^{2} \tag{4.72}
\end{equation*}
$$

Note that $\frac{2}{\pi}\left\langle\omega, x^{-1}\right\rangle=-u_{x}(0)=-c_{\omega} 4.20$. Recall the relations of different operators in 4.22. Combining the equations 4.28, 4.60) and using the estimates (4.69) and (4.71), we establish

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} E_{1}^{2}(\theta, \omega)= & \left\langle\mathcal{L}_{\theta} \theta_{x}, \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle\mathcal{L}_{\omega} \omega, \omega \varphi\right\rangle+\mathcal{T}_{0}+\frac{\pi \lambda_{2}}{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right) c_{\omega}^{2} \\
& +2 \bar{c}_{\omega} \lambda_{3} d_{\theta}^{2}+\mathcal{R}_{L^{2}} \\
\leq & -\kappa\left\|\mid \theta_{x} \psi^{1 / 2}\right\|_{2}^{2}-\kappa \lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}-10^{-6}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}+A(u) \\
& +\left(\frac{\pi \lambda_{2}}{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right)+s_{1}+G_{c}\right) c_{\omega}^{2}+\left(2 \bar{c}_{\omega} \lambda_{3}+s_{2}\right) d_{\theta}^{2}+\mathcal{R}_{L^{2}}
\end{aligned}
$$

where $\mathcal{R}_{L^{2}}$ is given by

$$
\begin{equation*}
\mathcal{R}_{L^{2}} \triangleq N_{1}+F_{1}+\lambda_{1} N_{2}+\lambda_{1} F_{2}+\mathcal{R}_{O D E} \tag{4.73}
\end{equation*}
$$

and $N_{i}, F_{i}$ are defined in (4.28) and $\mathcal{R}_{O D E}$ in 4.62). Recall $A(u)$ in 4.48, $c_{\omega}=u_{x}(0)$. Using the definitions of $s_{i}$ in (C.19), we get

$$
\frac{\pi \lambda_{2}}{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right)+s_{1}+G_{c}+\frac{\pi \lambda_{1} e_{3} \alpha_{6}}{12}=-r_{c_{\omega}}, \quad s_{2}+2 \bar{c}_{\omega} \lambda_{3}=-\kappa \lambda_{3}
$$

for $r_{c_{\omega}}, \kappa>0$ determined in Appendix C.2. Hence, we obtain

$$
\begin{aligned}
& A(u)+\left(\frac{\pi \lambda_{2}}{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right)+s_{1}+G_{c}\right) c_{\omega}^{2}+\left(2 \bar{c}_{\omega} \lambda_{3}+s_{2}\right) d_{\theta}^{2} \\
= & -r_{c_{\omega}} c_{\omega}^{2}-\kappa \lambda_{3} d_{\theta}^{2}-\frac{\lambda_{1} e_{3} \alpha_{6}}{3}\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle .
\end{aligned}
$$

Therefore, we obtain

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} E_{1}^{2}(\theta, \omega) & \leq-\kappa\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}-\kappa \lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}-10^{-6}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}-\frac{\lambda_{1} e_{3} \alpha_{6}}{3}\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle \\
& -r_{c_{\omega}} c_{\omega}^{2}-\kappa \lambda_{3} d_{\theta}^{2}+\mathcal{R}_{L^{2}} \triangleq Q+\mathcal{R}_{L^{2}} \tag{4.74}
\end{align*}
$$

These parameters satisfy $r_{c_{\omega}} \geq \frac{\pi}{2} \kappa \lambda_{2}$. Thus (4.74) implies

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E_{1}^{2}(\theta, \omega) \leq-\kappa E_{1}^{2}(\theta, \omega)+\mathcal{R}_{L^{2}} \tag{4.75}
\end{equation*}
$$

and we establish the linear stability. See also 4.29. Compared to 4.75, (4.74) contains extra damping terms $-\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2},-\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle$ and $-\left(r_{c_{\omega}}-\right.$ $\left.\frac{\pi}{2} \kappa \lambda_{2}\right) c_{\omega}^{2}$. We choose $r_{c_{\omega}}>\kappa \frac{\pi}{2} \lambda_{2}$ and keep these terms in (4.74) mainly to obtain sharper constants in our later weighted $H^{1}$ estimates.

### 4.3.13 From linear stability to nonlinear stability with rigorous verification

In this subsection, we describe some main ideas how to go from linear stability to nonlinear stability with computer-assisted proof.
(1) As we discuss at the beginning of Section 4.2, the most challenging and essential part in the proof is the weighted $L^{2}$ linear stability analysis established in Section 4.3, since there is no small parameter and the linearized equations (4.10) are complicated.
(2) The weighted $L^{2}$ linear stability estimates can be seen as a-priori estimates on the perturbation, and we proceed to perform higher order energy estimates in a similar manner and establish the nonlinear energy estimate for some energy $E(t)$ of the perturbation

$$
\begin{equation*}
\frac{d}{d t} E^{2} \leq C E^{3}-\lambda E^{2}+\varepsilon E . \tag{4.76}
\end{equation*}
$$

Here, $-\lambda E^{2}$ with $\lambda>0$ comes from the linear stability, $C E^{3}$ with some constant $C(\bar{\omega}, \bar{\theta})>0$ controls the nonlinear terms, and $\varepsilon$ is the weighted norm of the residual error of the approximate steady state. See more details in Section 4.5. To close the bootstrap argument $E(t)<E^{*}$ with some threshold $E^{*}>0$, a sufficient condition is that $\varepsilon<\varepsilon^{*}=\lambda^{2} /(4 C)$, which provides an upper bound on the required accuracy of the approximate steady state.

The essential parts of the estimates in (1), (2) are established based on the grid point values of $(\bar{\omega}, \bar{\theta})$ constructed using a moderate fine mesh. These parts
do not involve the lengthy rigorous verification in the Supplementary Material [21. These estimates already provide a strong evidence of nonlinear stability.

A significant difference from this step and step (1) is that we have a small parameter $\varepsilon$. As long as $\varepsilon$ is sufficiently small, thanks to the damping term $-\lambda E^{2}$ established in step (1), we can afford a large constant $C(\bar{\omega}, \bar{\theta})$ in the estimate of the nonlinear terms and close the nonlinear estimates. We can complete all the nonlinear estimates in this step.
(3) We follow the general approach in [19] to construct an approximate steady state with residual error below a required level $\varepsilon^{*}$. To achieve the desired accuracy, the construction is typically done by solving (4.5) for a sufficiently long time using a fine mesh. The difficulty of the construction depends on the target accuracy $\varepsilon^{*}$, and we refer to Section 4.4 for more discussion on the new difficulty and the construction of the approximate steady state for the HL model. Here, the mesh size plays a role similar to a small parameter that we can use. In practice, the profile $\left(\bar{\omega}_{1}, \bar{\theta}_{1}\right)$ constructed using a moderate fine mesh $\Omega_{1}$ is close to the one $\left(\omega_{2}, \theta_{2}\right)$ constructed using a finer mesh $\Omega_{2}$ with higher accuracy. As a result, the constants $C(\bar{\omega}, \bar{\theta})$ and $\lambda$ that we estimate in (4.76) using different approximate steady states $\left(\omega_{i}, \theta_{i}\right)$ are nearly the same. This refinement procedure allows us to obtain an approximate steady state, based on which we close the nonlinear estimates (4.76). We refer more discussion of this philosophy to [19].
(4) Finally, we follow the standard procedure to perform rigorous verification on the estimates to pass from the grid point value to its continuous counterpart. Estimates that require rigorous verification with computer assistance are recorded in Appendix C.3. In the verification step, we can evaluate the approximate steady state on a much finer mesh $\Omega_{3}$ with many more grid points so that they almost capture the whole behavior of the solution. Then, we use the regularity of the solution to pass from finite grid points to the whole real line. In this procedure, the mesh size in $\Omega_{3}$ plays a role similar to a small parameter that we can exploit. In practice, to perform the rigorous verification, we evaluate the solution computed in a mesh with about 5000 grid points using a much denser mesh with more than $5 \cdot 10^{5}$ grid points.

In summary, in steps (2)-(4), we can take advantage of a small parameter which can be either the small error or the small mesh size, while there is no
small parameter in step (1). Though these three steps could be technical, they are relatively standard from the viewpoint of analysis.

We remark that the approach of computer-assisted proof has played an important role in the analysis of many PDE problems, especially in computing explicit tight bounds of complicated (singular) integrals [6, 32, 56] or bounding the norms of linear operators [4, 50]. We refer to [55] for an excellent survey on computer-assisted proofs in establishing rigorous analysis for PDEs, which also explains the use of interval arithmetics that guarantees rigorous computerassisted verifications. Examples of highly nontrivial results established by the use of interval arithmetics can be found in, for example, [52, 60, 82, 102]. Our approach to establish stability analysis with computer assistance is different from existing computer-assisted approach, e.g., [7], where the stability is established by numerically tracking the spectrum of a given operator and quantifying the spectral gap. See Sections 1.3.7 and the last paragraph in 3.3.1 for more discussions and explanations.

### 4.4 On the approximate steady state

The proof of the main Theorem 4.2 heavily relies on an approximate steady state solution $\left(\bar{\theta}, \bar{\omega}, \bar{c}_{l}, \bar{c}_{\omega}\right)$ to the dynamic rescaling equations 4.5), which is smooth enough, e.g., $\bar{\omega}, \bar{\theta}_{x} \in C^{3}$. Moreover, as discussed in Section 4.3.13, the residual error of the approximate steady state must be small enough in order to close the nonlinear estimates. In particular, the residual error $\varepsilon$ requirement depends on the stability gap $\lambda$ via the inequality $\varepsilon<\lambda^{2} /(4 C)$.

For comparison, we refer the reader to our previous work on proving the finitetime, approximate self-similar blowup of the 1D De Gregorio model via a similar computer-aided strategy [19], where the corresponding approximate steady state is constructed numerically on a compact domain $[-10,10]$. The stability gap that the authors proved in that work is relatively large (around 0.3 ), and thus the point-wise error requirement on the residual can be relaxed to $10^{-6}$.

For the HL model, however, the stability gap $\lambda \approx \kappa=0.03$ (see (C.25)) that we can prove in the linear stability analysis 4.75 is much smaller, which leads to a much stronger requirement on the residual error. More precisely, we need to bound the residual in a weighted norm by $5.5 \times 10^{-7}$ with weights 4.26) that are singular of order $x^{-k}, k \geq 4$ near 0 and decay slowly for large $x$. This
effectively requires the point-wise values of the residual to be as small as $10^{-10}$. To achieve this goal, it is not sufficient to simply follow the method in [19], mainly due to the following reasons:

1. The steady state solution to 4.5 is supported on the whole real line and has a slowly decaying tail in the far field (see below). If we approximate the steady state on a finite domain $[-L, L]$, we need to use an unreasonably large $L$ (roughly $L \geq 10^{30}$ ) for the tail part beyond $[-L, L]$ to be considered as a negligible error, since truncating the tail leads to an error of order $L^{c_{\omega} / c_{l}} \approx L^{-1 / 3}$. It is then impractical to achieve a uniformly small residual by only using mesh-based algorithms such as spline interpolations.
2. Numerically computing the Hilbert transform of a function supported on the whole real line $\mathbb{R}$ is sensitively subject to round-off errors. For example, when computing $u$ from an odd function $\omega$ via the Hilbert transform, we need to evaluate the convolution kernel $\log (|y-x| / \mid y+$ $x \mid$ ), which will be mistaken as 0 by a computer program using doubleprecision if $|x / y|<10^{-16}$. Such round-off errors, when accumulated over the whole mesh, are unacceptable in our case since we have a very high accuracy requirement for the computation of the approximate steady state solution.

To design a practical method of obtaining a sufficiently accurate construction, we must have some a priori knowledge on the behavior of a steady state $\left(\omega_{\infty}, \theta_{\infty}, c_{l, \infty}, c_{\omega, \infty}\right)$. Assume that the velocity $u_{\infty}$ grows (if it grows) only sublinearly in the far field, i.e. $u_{\infty}(x) / x, u_{\infty, x}(x) \rightarrow 0$ as $x \rightarrow \infty$. Substituting this ansatz into the steady state equation of $\theta_{x}$ in (4.5) yields

$$
\frac{\theta_{\infty, x x}}{\theta_{\infty, x}} \sim \frac{2 c_{\omega, \infty}}{c_{l, \infty}} \cdot x^{-1}, \quad \text { which implies } \quad \theta_{\infty, x} \sim x^{2 c_{\omega, \infty} / c_{l, \infty}} .
$$

Furthermore, using these results to the steady state equation of $\omega$ in 4.5) yields

$$
\frac{\omega_{\infty, x}}{\omega_{\infty}} \sim \frac{c_{\omega, \infty}}{c_{l, \infty}} \cdot x^{-1}, \quad \text { which implies } \quad \omega_{\infty} \sim x^{c_{\omega, \infty} / c_{l, \infty}} .
$$

From our preliminary numerical simulation, we have $c_{\omega, \infty} / c_{l, \infty}$ close to $-1 / 3$. This straightforward argument implies that $\omega_{\infty}$ and $\theta_{\infty, x}$ should behave asymptotically like $x^{c_{\omega, \infty} / c_{l, \infty}}, x^{2 c_{\omega, \infty} / c_{l, \infty}}$ as $x \rightarrow+\infty$, respectively, which in turn justifies the sub-linear growth of $u_{\infty}$.

Guided by these observations, we will construct our approximate steady state as the combination of two parts:

$$
\begin{equation*}
\bar{\omega}=\omega_{b}+\omega_{p}, \quad \bar{\theta}=\theta_{b}+\theta_{p} . \tag{4.77}
\end{equation*}
$$

We will call $\left(\omega_{b}, \theta_{b}\right)$ the explicit part and $\left(\omega_{p}, \theta_{p}\right)$ the perturbation part. The explicit part $\left(\omega_{b}, \theta_{b}\right)$ is constructed analytically to approximate the asymptotic tail behavior of the steady state for $x \geq L$, and satisfies $\omega_{b}, \theta_{b, x} \in C^{5}$ and $\omega_{b} \sim x^{\alpha}, \theta_{x, b} \sim x^{2 \alpha}$ with $\alpha \approx \bar{c}_{\omega} / \bar{c}_{l}<-\frac{1}{3}$. The construction of $\omega_{b}$ and its Hilbert transform relies on the following crucial identity

$$
\begin{equation*}
H\left(\operatorname{sgn}(x)|x|^{-a}\right)=-\cot \frac{\pi a}{2} \cdot|x|^{-a}, \quad a \in(0,1) \tag{4.78}
\end{equation*}
$$

which is proved in the proof of Lemma C.0.5 in Appendix C. It indicates that the leading order behavior of $H f$ for large $x$ is given by $-\cot \frac{\pi a}{2} \cdot|x|^{-a}$, if $f$ is odd with a decay rate $|x|^{-a}$. By perturbing $\operatorname{sgn}(x)|x|^{-a}$ and 4.78), we construct $\omega_{b} \in C^{5}$ and obtain the leading order behavior of $H \omega_{b}$ for large $x$. This is one of the main reasons that we can compute the Hilbert transform of a function with slow decay accurately and overcome large round-off error in its computation. The perturbation part $\left(\omega_{p}, \theta_{p}\right)$ is constructed numerically using a quintic spline interpolation and methods similar to those in [19] in the domain $[-L, L]$ for some reasonably large $L$ (around $10^{16}$ ). By our construction, they satisfy that $\omega_{p}, \theta_{p, x} \in C_{c}^{3}$. Since achieving a small residual error is critical to our proof, a large portion of the Supplementary Material [21] is devoted to the construction (Section 10) and error estimates of the approximate steady state (Section 11-15) with the above decomposition, especially the $\omega_{b}$ part.

### 4.4.1 Connection to the approximate steady state of the 2D Boussinesq in $\mathbb{R}_{+}^{2}$

To generalize the current framework to the 2D Boussinesq equations, an important step is to construct an approximate steady state with a sufficiently residual error. The construction of the approximate steady state of the HL model provides important guidelines on this. The steady state equations of the dynamic rescaling formulation of the 2D Boussinesq, see e.g., [16], read

$$
\begin{aligned}
\left(c_{l} x+\mathbf{u}\right) \cdot \nabla \omega & =c_{\omega} \omega+\theta_{x} \\
\left(c_{l} x+\mathbf{u}\right) \cdot \nabla \theta & =\left(c_{l}+2 c_{\omega}\right) \theta, \quad \mathbf{u}=\nabla^{\perp}(-\Delta)^{-1} \omega
\end{aligned}
$$

Denote $r=|x|$. Assume that the velocity $u$ grows sub-linearly in the far field: $\frac{u(x)}{r} \rightarrow 0$ as $r \rightarrow \infty$ and the scaling factors satisfy $c_{l}>0, c_{\omega}<0$. Note that
$x \cdot \nabla=r \partial_{r}$. Passing to the polar coordinate $(r, \beta), r=|x|, \beta=\arctan \frac{x_{2}}{x_{1}}$ and dropping the lower order terms, we yield

$$
c_{l} r \partial_{r} \omega(r, \beta)=c_{\omega} \omega+\theta_{x}+\text { l.o.t., } \quad c_{l} r \partial_{r} \theta(r, \beta)=\left(2 c_{\omega}+c_{l}\right) \theta+\text { l.o.t. }
$$

Using an argument similar to the above argument for the HL model, we obtain

$$
\omega(r, \beta) \sim p(\beta) r^{\alpha}, \quad \theta(r, \beta) \sim q(\beta) r^{1+2 \alpha}, \quad \alpha=\frac{c_{\omega}}{c_{l}}<0 .
$$

We remark that $\theta_{x}$ has a decay rate $r^{2 \alpha}$ faster than that of $\omega$. The computation in [87] suggests that $\alpha \approx-\frac{1}{3}$. Thus, the profile (if it exists) for the 2D Boussinesq does not have a fast decay, and we also encounter the difficulties similar to (1) and (2). In particular, the 2D analog of difficulty (2) is to obtain the stream function $\psi=(-\Delta)^{-1} \omega$ accurately in $\mathbb{R}_{+}^{2}$. To design a practical method that overcomes these difficulties, it is important to perform a decomposition similar to (4.77), where $\omega_{p}, \nabla \theta_{p}$ have compact support and $\omega_{b}, \theta_{b}$ capture the tail behavior of the steady state. For the 2D Boussinesq, $\omega_{b}, \theta_{b}$ become semi-analytic since the angular part $p(\beta), q(\beta)$ cannot be determined a-priori. To overcome the difficulty of solving the stream function in the far field, we seek a generalization of 4.78). We consider the ansatz $\psi=r^{2+\alpha} f(\beta)$ and solve

$$
-\Delta\left(r^{2+\alpha} f(\beta)\right)=r^{\alpha} p(\beta)
$$

with boundary condition $f(0)=f(\pi / 2)=0$ due to the Dirichlet boundary condition and the odd symmetry for the solution $\omega$. In the polar coordinate, the above equation is equivalent to

$$
\left(-\partial_{\beta}^{2}-(2+\alpha)^{2}\right) f(\beta)=p(\beta), \quad f(0)=f(\pi / 2)=0
$$

Solving the above equation is significantly simpler than solving $-\Delta \psi=\omega$ in $\mathbb{R}_{+}^{2}$ since it is one-dimensional and in a compact domain. The above two formulas are a generalization of (4.78) that connects the leading order far field behavior of $\omega$ with that of the velocity. We believe that the above decomposition is crucial to construct the approximate steady state with sufficiently small residual error for the 2D Boussinesq equations. The supplementary material on the analysis of the decomposition 4.77) for the HL model can be seen as a preparation for the more complicated decomposition in the 2D Boussineq equations.

### 4.5 Nonlinear stability and finite time blowup

In this section, we further establish nonlinear stability analysis of (4.23).

### 4.5.1 Weighted $H^{1}$ estimate

In order to obtain nonlinear stability, we first establish the weighted $H^{1}$ estimate similar to

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left\|D_{x} \theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|D_{x} \omega \varphi^{1 / 2}\right\|_{2}^{2}\right)  \tag{4.79}\\
\leq & -c\left(\left\|D_{x} \theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|D_{x} \omega \varphi^{1 / 2}\right\|_{2}^{2}\right)+C E_{1}^{2}(\theta, \omega)+\mathcal{R}_{H^{1}}
\end{align*}
$$

for some $c, C>0$, where $D_{x}=x \partial_{x}, E_{1}$ is defined in 4.72) and $\mathcal{R}_{H^{1}}$ are the error terms and nonlinear terms in the weighted $H^{1}$ estimate to be introduced.

In the work of Elgindi-Ghoul-Masmoudi [49], they made a good observation that the weighted $H^{1}$ estimates of the equation studied in [49] can be established by performing weighted $L^{2}$ estimates of $x \partial_{x} f$ with the same weight as that in the weighted $L^{2}$ estimate, since the commutator between the linearized operator and $x \partial_{x}$ is of lower order. Inspired by this observation, we perform weighted $L^{2}$ estimates on $x \partial_{x} \theta_{x}$ and $x \partial_{x} \omega$. However, one important difference between our problem and that considered in [49] is that the commutator between the linearized operator in (4.23) and $x \partial_{x}$ is not of lower order.

Denote $D_{x}=x \partial_{x}$. Similar weighted derivatives have been used in [16, 42, 49] for stability analysis. We derive the equations for $D_{x} \theta_{x}, D_{x} \omega$. Taking $D_{x}$ on both side of (4.23), we get

$$
\begin{align*}
\partial_{t} D_{x} \theta_{x} & =\mathcal{L}_{\theta 1}\left(D_{x} \theta_{x}, D_{x} \omega\right)+c_{\omega} D_{x}\left(\bar{\theta}_{x}-x \bar{\theta}_{x x}\right)+\left[D_{x}, \mathcal{L}_{\theta 1}\right]\left(\theta_{x}, \omega\right)+D_{x} F_{\theta}+D_{x} N(\theta), \\
\partial_{t} D_{x} \omega & =\mathcal{L}_{\omega 1}\left(D_{x} \theta_{x}, D_{x} \omega\right)+c_{\omega} D_{x}\left(\bar{\omega}-x \bar{\omega}_{x}\right)+\left[D_{x}, \mathcal{L}_{\omega 1}\right]\left(\theta_{x}, \omega\right)+D_{x} F_{\theta}+D_{x} N(\theta), \tag{4.80}
\end{align*}
$$

where $\left[D_{x}, \mathcal{L}\right](f, g) \triangleq D_{x} \mathcal{L}(f, g)-\mathcal{L}\left(D_{x} f, D_{x} g\right)$. In Appendix C.1.4, we obtain the following formulas for the commutators

$$
\begin{align*}
{\left[D_{x}, \mathcal{L}_{\theta 1}\right]\left(\theta_{x}, \omega\right) } & =-\left(\bar{u}_{x}-\frac{\bar{u}}{x}\right) D_{x} \theta_{x}-D_{x} \bar{u}_{x} \theta_{x}-D_{x} \tilde{u} \bar{\theta}_{x x}-\tilde{u}\left(\bar{\theta}_{x x}+D_{x} \bar{\theta}_{x x}\right), \\
{\left[D_{x}, \mathcal{L}_{\omega 1}\right]\left(\theta_{x}, \omega\right) } & =-\left(\bar{u}_{x}-\frac{\bar{u}}{x}\right) D_{x} \omega-\tilde{u}\left(\bar{\omega}_{x}+D_{x} \bar{\omega}_{x}\right), \tag{4.81}
\end{align*}
$$

where $\tilde{u}, \tilde{u}_{x}$ are defined in 4.27).

Performing the weighted $H^{1}$ estimates, we get

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left\langle D_{x} \theta_{x}, D_{x} \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle D_{x} \omega, D_{x} \omega \varphi\right\rangle\right) \\
= & \left(\left\langle\mathcal{L}_{\theta 1}\left(D_{x} \theta, D_{x} \omega\right), D_{x} \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle\mathcal{L}_{\omega 1}\left(D_{x} \theta, D_{x} \omega\right), D_{x} \omega \varphi\right\rangle\right) \\
& +\left(\left\langle\left[D_{x}, \mathcal{L}_{\theta 1}\right]\left(\theta_{x}, \omega\right), D_{x} \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle\left[D_{x}, \mathcal{L}_{\omega 1}\right]\left(\theta_{x}, \omega\right), D_{x} \omega \varphi\right\rangle\right)  \tag{4.82}\\
& +\left(\left\langle c_{\omega} D_{x}\left(\bar{\theta}_{x}-x \bar{\theta}_{x x}\right), D_{x} \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle c_{\omega} D_{x}\left(\bar{\omega}-x \bar{\omega}_{x}\right), D_{x} \omega \varphi\right\rangle\right)+\mathcal{R}_{H^{1}} \\
& \triangleq Q_{1}+Q_{2}+Q_{3}+\mathcal{R}_{H^{1}},
\end{align*}
$$

where $\mathcal{R}_{H^{1}}$ is the remaining term in the weighted $H^{1}$ estimate

$$
\begin{align*}
\mathcal{R}_{H^{1}}= & \left\langle D_{x} N(\theta), D_{x} \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle D_{x} N(\omega), D_{x} \omega \varphi\right\rangle  \tag{4.83}\\
& +\left\langle D_{x} F_{\theta}, D_{x} \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle D_{x} F_{\omega}, D_{x} \omega \varphi\right\rangle .
\end{align*}
$$

### 4.5.1.1 Estimate of $Q_{1}$

Applying the estimate of $\mathcal{L}_{\theta, 1}, \mathcal{L}_{\omega 1}$ in 4.55) to $\left(D_{x} \theta_{x}, D_{x} \omega\right)$, we obtain

$$
\begin{align*}
Q_{1} \leq & \left\langle D_{\theta}+A_{\theta} \psi^{-1},\left(D_{x} \theta_{x}\right)^{2} \psi\right\rangle+\left\langle\lambda_{1} D_{\omega}+A_{\omega} \varphi^{-1},\left(D_{x} \omega\right)^{2} \varphi\right\rangle  \tag{4.84}\\
& +A\left(-\Lambda^{-1}\left(D_{x} \omega\right)\right)+G_{c} \cdot\left(H D_{x} \omega(0)\right)^{2},
\end{align*}
$$

where $G_{c}$ is defined in (4.54), and we have dropped the term related to $\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}$ in 4.55) since $D_{u}-\frac{9}{49} t_{12}-\frac{72 \lambda_{1}}{49} \cdot 10^{-5}>0$. In addition, we have replaced $u=-\Lambda^{-1} \omega$ in $A(u)$ in 4.55 by $-\Lambda^{-1}\left(D_{x} \omega\right)$ and replaced $c_{\omega}=H \omega(0)$ by $H D_{x} \omega(0)$. Recall the definition of $A(u)$ in 4.48. Since $\Lambda=H \partial_{x}$ and $H \circ H=-I d$, we yield

$$
\partial_{x}\left(-\Lambda^{-1} D_{x} \omega\right)(0)=H D_{x} \omega(0)=-\frac{1}{\pi} \int_{\mathbb{R}} \omega_{x} d x=0
$$

which implies

$$
\begin{equation*}
G_{c} \cdot\left(H\left(D_{x} \omega\right)(0)\right)^{2}=0, \quad A\left(-\Lambda^{-1} D_{x} \omega\right) \leq 0 \tag{4.85}
\end{equation*}
$$

We treat $Q_{1}$ as the damping terms in the weighted $H^{1}$ estimate since from (C.31), we have

$$
\begin{equation*}
D_{\theta}+A_{\theta} \psi^{-1} \leq-\kappa, \quad \lambda_{1} D_{\omega}+A_{\omega} \varphi^{-1} \leq-\lambda_{1} \kappa, \quad \kappa>0 \tag{4.86}
\end{equation*}
$$

### 4.5.1.2 Estimate of $Q_{2}$

Recall the commutators in 4.81. The profile satisfies $\bar{u}_{x}-\frac{\bar{u}}{x}>0$ and thus $-\left(\bar{u}_{x}-\frac{\bar{u}}{x}\right) f$ with $f=D_{x} \theta_{x}, D_{x} \omega$ is a damping term in the $D_{x} \theta_{x}$ or $D_{x} \omega$ equation. We do not estimate these terms.

For the term $D_{x} \bar{u}_{x} \theta_{x}$ in 4.81), using integration by parts, we get

$$
-\left\langle D_{x} \bar{u}_{x} \theta_{x}, D_{x} \theta_{x} \psi\right\rangle=-\left\langle x^{2} \bar{u}_{x x} \psi, \frac{1}{2} \partial_{x}\left(\theta_{x}\right)^{2}\right\rangle=\frac{1}{2}\left\langle\left(x^{2} \bar{u}_{x x} \psi\right)_{x}, \theta_{x}^{2} \psi\right\rangle .
$$

The approximate steady state satisfies the following inequality

$$
\begin{equation*}
\left(x^{2} \bar{u}_{x x} \psi\right)_{x} \leq 0.02 \psi \tag{4.87}
\end{equation*}
$$

which will be verified rigorously by the methods in the Supplementary Material [21]. We record it in (C.34, Appendix C.3. Using (4.87), we obtain

$$
\begin{equation*}
-\left\langle D_{x} \bar{u}_{x} \theta_{x}, D_{x} \theta_{x} \psi\right\rangle \leq \varepsilon_{1}\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}, \quad \varepsilon_{1}=0.01 \tag{4.88}
\end{equation*}
$$

The nonlocal terms in (4.81) are of lower order than $D_{x} \omega$ and we estimate then directly. We introduce some weights
$S_{u 2}=t_{71} x^{-6}+t_{72} x^{-4}+2 \cdot 10^{-6} x^{-10 / 3}, \quad S_{u 3}=t_{81} x^{-6}+t_{82} x^{-4}+2 \cdot 10^{-6} x^{-10 / 3}$,
for some parameters $t_{i j}>0$ to be determined. Using Young's inequality, we get

$$
\begin{align*}
& \left|\left\langle D_{x} \tilde{u} \bar{\theta}_{x x}, D_{x} \theta_{x} \psi\right\rangle\right|+\left|\left\langle\tilde{u}\left(\bar{\theta}_{x x}+D_{x} \bar{\theta}_{x x}\right), D_{x} \theta_{x} \psi\right\rangle\right| \\
\leq & \left\|D_{x} \tilde{u} S_{u 2}^{1 / 2}\right\|_{2}^{2}+\frac{1}{4}\left\|S_{u 2}^{-1 / 2} \bar{\theta}_{x x} D_{x} \theta_{x} \psi\right\|_{2}^{2}  \tag{4.90}\\
& +\left\|\tilde{u} S_{u 3}^{1 / 2}\right\|_{2}^{2}+\frac{1}{4}\left\|S_{u 3}^{-1 / 2}\left(\bar{\theta}_{x x}+D_{x} \bar{\theta}_{x x}\right) D_{x} \theta_{x} \psi\right\|_{2}^{2} .
\end{align*}
$$

We introduce the weights $S_{u 2}, S_{u 3}$ for a reason similar to that of $S_{u 1}$ in Remark 4.3.6. Recall $D_{x} \tilde{u}=\tilde{u}_{x}$ and $\tilde{u}, \tilde{u}_{x}$ in 4.27). Using the weighted estimates in Lemma C.0.8 yields

$$
\begin{align*}
& \left\|D_{x} \tilde{u} S_{u 2}^{1 / 2}\right\|_{2}^{2}+\left\|\tilde{u} S_{u 3}^{1 / 2}\right\|_{2}^{2} \\
\leq & \left\langle\omega^{2},\left(t_{71}+\frac{4 t_{81}}{25}\right) x^{-4}+\left(t_{72}+\frac{4 t_{82}}{9}\right) x^{-2}\right\rangle+\left(1+\frac{36}{49}\right) \cdot 2 \cdot 10^{-6}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2} \tag{4.91}
\end{align*}
$$

In (4.91), we do not estimate $\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}$ in $\left\|D_{x} \tilde{u} S_{u 2}^{1 / 2}\right\|_{2}$ and keep it on both sides.

Remark 4.5.1. We will choose large enough parameters $t_{i j}$ in $S_{u 2}, S_{u 3}$ 4.89) so that the weighted $L^{2}$ norm of $D_{x} \theta_{x}$ terms in 4.90 are relative small compared to the damping term of $D_{x} \theta_{x}$ in the weighted $H^{1}$ estimate 4.82, e.g., $Q_{1}$ in (4.84). See also (4.86). The weighted $L^{2}$ norm of $\omega$ and $\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}$ in 4.91) will be bounded using the damping terms in the weighted $L^{2}$ estimate (4.74). The same argument applies to controlling the weighted $L^{2}$ norm of $D_{x} \omega$ term in 4.96.

Next, we estimate the $\tilde{u}\left(\left(\bar{\omega}_{x}+D_{x} \bar{\omega}\right)\right.$ term in 4.81). The idea is similar to that in Section 4.3.8. We perform the following decomposition

$$
\begin{align*}
& -\lambda_{1}\left\langle\tilde{u}\left(\bar{\omega}_{x}+D_{x} \bar{\omega}_{x}\right), D_{x} \omega \varphi\right\rangle \\
= & -\lambda_{1}\left\langle\tilde{u}\left(\bar{\omega}_{x}+D_{x} \bar{\omega}_{x}-\frac{1}{3} \chi \xi_{3}\right), D_{x} \omega \varphi\right\rangle-\frac{1}{3} \lambda_{1}\left\langle\tilde{u} \chi \xi_{3}, D_{x} \omega \varphi\right\rangle \triangleq J+I_{r 3} . \tag{4.92}
\end{align*}
$$

The estimate of $I_{r 3}$ is similar to (4.53) and we obtain the following estimate in Appendix C.1.2

$$
\begin{equation*}
\left|I_{r 3}\right| \leq\left\langle G_{\omega 2}, \omega^{2}\right\rangle+\left\langle G_{\omega 3},\left(D_{x} \omega\right)^{2}\right\rangle+G_{c 2} c_{\omega}^{2}, \tag{4.93}
\end{equation*}
$$

where $G_{\omega 2}, G_{\omega 3}$ and $G_{c 2}$ are given by

$$
\begin{align*}
G_{\omega 2} & =\frac{1}{4 \cdot 10^{6}}\left(\frac{2 \lambda_{1}(2+\sqrt{3})}{5}\right)^{2} x^{-2 / 3}, \quad G_{c 2}=\frac{\lambda_{1}^{2}\left\|x \xi_{3} \chi^{1 / 2} \varphi^{1 / 2}\right\|_{2}^{2}}{36} \cdot 10^{3}  \tag{4.94}\\
G_{\omega 3} & =10^{6}\left(x^{4 / 3} \chi \xi_{3} \varphi\right)^{2}+10^{-3} \chi \varphi .
\end{align*}
$$

These functions are small due to the same reason that we describe in Section 4.3.9.

For $J$, we perform a decomposition

$$
J=-\lambda_{1}\left\langle\tilde{u},\left(\left(\bar{\omega}_{x}+D_{x} \bar{\omega}_{x}-\frac{1}{3} \chi \xi_{3}\right) \varphi-\frac{e_{3} \alpha_{6}}{9} x^{-2}\right) D_{x} \omega\right\rangle-\frac{\lambda_{1} e_{3} \alpha_{6}}{9}\left\langle\tilde{u}, D_{x} \omega x^{-2}\right\rangle \triangleq I_{1}+I_{2} .
$$

Note that $\tilde{u}=u-u_{x}(0) x$ and $\int_{0}^{\infty} x D_{x} \omega x^{-2} d x=\int_{0}^{\infty} \omega_{x} d x=0$. Using Lemma C.0.4 with $f=\omega$ and $g=u$, we get

$$
\begin{aligned}
I_{2} & =-\frac{\lambda_{1} e_{3} \alpha_{6}}{9}\left(\left\langle u, D_{x} \omega x^{-2}\right\rangle-u_{x}(0) \int_{0}^{\infty} x D_{x} \omega x^{-2} d x\right) \\
& =-\frac{\lambda_{1} e_{3} \alpha_{6}}{9}\left\langle u, \omega_{x} x^{-1}\right\rangle=\frac{\lambda_{1} e_{3} \alpha_{6}}{9}\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle,
\end{aligned}
$$

which can be controlled using the damping term in 4.74. Denote

$$
\begin{equation*}
S_{u 4}=t_{91} x^{-6}+t_{92} x^{-4}+5 \cdot 10^{-4} x^{-10 / 3}, \quad \mathcal{K}_{u \omega 2}=\left(\bar{\omega}_{x}+D_{x} \bar{\omega}_{x}-\frac{1}{3} \chi \xi_{3}\right) \varphi-\frac{e_{3} \alpha_{6}}{9} x^{-2} . \tag{4.95}
\end{equation*}
$$

For $I_{1}$, using Young's inequality and the weighted estimate in Lemma C.0.8, we get

$$
\begin{align*}
& \left|I_{1}\right| \leq \lambda_{1}\left\langle S_{u 4}, \tilde{u}^{2}\right\rangle+\frac{\lambda_{1}}{4}\left\langle\mathcal{K}_{u \omega 2}^{2} S_{u 4}^{-1},\left(D_{x} \omega\right)^{2}\right\rangle \\
\leq & \lambda_{1}\left\langle\omega^{2}, \frac{4 t_{91}}{25} x^{-4}+\frac{4 t_{92}}{9} x^{-2}\right\rangle+\frac{36 \lambda_{1}}{49} \cdot 5 \cdot 10^{-4}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}+\frac{\lambda_{1}}{4}\left\langle\mathcal{K}_{u \omega 2}^{2} S_{u 4}^{-1},\left(D_{x} \omega\right)^{2}\right\rangle . \tag{4.96}
\end{align*}
$$

We introduce the weight $S_{u 4}$ for a reason similar to that of $S_{u 1}$ in Remark 4.3.6. The $\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}$ term is further controlled by the corresponding damping term in 4.74.

Combining the above estimates on the commutators in (4.81), we obtain

$$
\begin{align*}
Q_{2} \leq & \left\langle-\left(\bar{u}_{x}-\frac{\bar{u}}{x}\right)+B_{\theta} \psi^{-1},\left(D_{x} \theta_{x}\right)^{2} \psi\right\rangle+\left\langle-\lambda_{1}\left(\bar{u}_{x}-\frac{\bar{u}}{x}\right)+B_{\omega} \varphi^{-1},\left(D_{x} \omega\right)^{2} \varphi\right\rangle \\
& +\varepsilon_{1}\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\left\langle A_{\omega 2}, \omega^{2}\right\rangle+\frac{\lambda_{1} e_{3} \alpha_{6}}{9}\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle \\
& +\left(\left(1+\frac{36}{49}\right) \cdot 2 \cdot 10^{-6}+\frac{36 \lambda_{1}}{49} \cdot 5 \cdot 10^{-4}\right)\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}+G_{c 2} c_{\omega}^{2} \tag{4.97}
\end{align*}
$$

where $G_{c 2}$ is defined in 4.94). The term $\left(\bar{u}_{x}-\frac{\bar{u}}{x}\right)$ comes from the commutators (4.81) and we do not estimate them in $Q_{2}$ in 4.82). The terms $B_{\theta}, B_{\omega}, A_{\omega 2}$ are the sum of the coefficients in the integrals of $\left(D_{x} \theta_{x}\right)^{2},\left(D_{w} \omega\right)^{2}, \omega^{2}$ in the above estimates

$$
\begin{align*}
B_{\theta} \triangleq \frac{1}{4} S_{u 2}^{-1}\left(\bar{\theta}_{x x} \psi\right)^{2}+\frac{1}{4} S_{u 3}^{-1}\left(\bar{\theta}_{x x}+D_{x} \bar{\theta}_{x x}\right)^{2} \psi^{2}, \quad B_{\omega} \triangleq \frac{\lambda_{1}}{4} \mathcal{K}_{u \omega 2}^{2} S_{u 4}^{-1}+G_{\omega 3} \\
A_{\omega 2} \triangleq\left(t_{71}+\frac{4 t_{81}}{25}\right) x^{-4}+\left(t_{72}+\frac{4 t_{82}}{9}\right) x^{-2}+\lambda_{1}\left(\frac{4 t_{91}}{25} x^{-4}+\frac{4 t_{92}}{9} x^{-2}\right)+G_{\omega 2} \tag{4.98}
\end{align*}
$$

### 4.5.1.3 Estimate of $Q_{3}$

Recall the $c_{\omega}$ terms in (4.80). Denote by $K_{1}, K_{2}$ the following $L^{2}$ norms

$$
\begin{equation*}
K_{1} \triangleq\left\|\partial_{x}\left(x^{3} \bar{\theta}_{x x x} \psi\right) \psi^{-1 / 2}\right\|_{2}, \quad K_{2} \triangleq\left\|\partial_{x}\left(x^{3} \bar{\omega}_{x x} \varphi\right) \varphi^{-1 / 2}\right\|_{2} \tag{4.99}
\end{equation*}
$$

Using integration by parts and the Cauchy-Schwarz inequality, we obtain

$$
\begin{aligned}
& \left|c_{\omega}\left\langle D_{x}\left(\bar{\theta}_{x}-x \bar{\theta}_{x x}\right), D_{x} \theta_{x} \psi\right\rangle\right| \\
= & \left|c_{\omega}\left\langle-x^{2} \bar{\theta}_{x x x} \cdot(x \psi), \partial_{x} \theta_{x}\right\rangle\right|=\left|c_{\omega}\left\langle\partial_{x}\left(x^{3} \bar{\theta}_{x x x} \psi\right), \theta_{x}\right\rangle\right| \\
\leq & \left|c_{\omega}\right| \cdot\left\|\partial_{x}\left(x^{3} \bar{\theta}_{x x x} \psi\right) \psi^{-1 / 2}\right\|_{2}| | \theta_{x} \psi^{1 / 2}\left\|_{2}=K_{1}\left|c_{\omega}\right| \cdot\right\| \theta_{x} \psi^{1 / 2} \|_{2},
\end{aligned}
$$

where we have used $x \partial_{x}\left(f-x \partial_{x} f\right)=-x^{2} f_{x x}, f=\bar{\theta}_{x}$ in the first equality. Similarly, we have

$$
\begin{aligned}
\lambda_{1}\left|c_{\omega}\left\langle D_{x}\left(\bar{\omega}-x \bar{\omega}_{x}\right), D_{x} \omega \varphi\right\rangle\right| & \leq \lambda_{1}\left|c_{\omega}\right| \cdot\left\|\partial_{x}\left(x^{3} \bar{\omega}_{x x} \varphi\right) \varphi^{-1 / 2}\right\|_{2}\left\|\omega \varphi^{1 / 2}\right\|_{2} \\
& =\lambda_{1} K_{2}\left|c_{\omega}\right| \cdot\left\|\omega \varphi^{1 / 2}\right\|_{2} .
\end{aligned}
$$

Using Young's inequality, we obtain

$$
\begin{align*}
Q_{3} & \leq K_{1}\left|c_{\omega}\right| \cdot\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}+\lambda_{1} K_{2}\left|c_{\omega}\right| \cdot\left\|\omega \varphi^{1 / 2}\right\|_{2} \\
& \leq \gamma_{1}\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\gamma_{2}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}+c_{\omega}^{2}\left(\frac{K_{1}^{2}}{4 \gamma_{1}}+\frac{\left(\lambda_{1} K_{2}\right)^{2}}{4 \gamma_{2}}\right), \tag{4.100}
\end{align*}
$$

where $\gamma_{1}, \gamma_{2}>0$ are chosen in (C.26).

### 4.5.1.4 Summary of the estimates

We determine the parameters $t_{i j}$ in the estimates in Sections 4.5.1.1 4.5.1.3 and choose $\kappa_{2}$ so that

$$
\begin{align*}
& D_{\theta_{2}}+B_{\theta} \psi^{-1} \leq-\kappa_{2}, \quad D_{\omega 2}+B_{\omega} \varphi^{-1} \leq-\kappa_{2} \lambda_{1} \\
& D_{\theta 2} \triangleq D_{\theta}+A_{\theta} \psi^{-1}-\left(\bar{u}_{x}-\frac{\bar{u}}{x}\right), \quad D_{\omega 2} \triangleq \lambda_{1} D_{\omega}+A_{\omega} \varphi^{-1}-\lambda_{1}\left(\bar{u}_{x}-\frac{\bar{u}}{x}\right) \tag{4.101}
\end{align*}
$$

The terms $D_{\theta 2}, D_{\omega 2}$ are the coefficients of the damping terms in the weighted $H^{1}$ estimate 4.82 and are already determined in the weighted $L^{2}$ estimates. The terms $B_{\theta} \psi^{-1}, B_{\omega} \varphi^{-1}$ defined in (4.98) are the coefficients in the weighted $L^{2}$ norm of $D_{x} \theta_{x}, D_{x} \omega$ in (4.90), 4.96). The motivation of (4.101) is that we use the damping terms to control the weighted $L^{2}$ norms of $D_{x} \theta_{x}, D_{x} \omega$ in the estimates of $Q_{i}$. The idea is the same as that in Remark 4.5.1.

We first choose $\kappa_{2}<\kappa=0.03$ in Appendix C.2, where $\kappa$ is related to (4.75). This choice is motivated by our estimate 4.106). The dependences of $A_{\omega 2}, B_{\theta}, B_{\omega}$ on $t_{i j}$ are given in (4.98), (4.89), (4.95). Inequalities in (4.101) can be seen as constraints on $t_{i j}$. We choose $t_{i j}$ subject to the constraints (4.101) such that $\left\|A_{\omega 2} \varphi^{-1}\right\|_{\infty}$ is as small as possible. This enables us to obtain sharper constant $a_{H^{1}}$ in the weighted $H^{1}$ estimate (4.103). After $t_{i j}$ are determined, we verify (4.101) and

$$
\begin{equation*}
\left\|A_{\omega 2} \varphi^{-1}\right\|_{\infty} \leq a_{H^{1}} \tag{4.102}
\end{equation*}
$$

using the methods in the Supplementary Material [21], and record them in (C.35), Appendix C.3, where $a_{H^{1}}$ is given in (C.26).

Combining (4.84), (4.85), (4.88), (4.97), (4.100) and (4.101), we prove

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left\|\left(D_{x} \theta_{x}\right) \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|\left(D_{x} \omega\right) \varphi^{1 / 2}\right\|_{2}^{2}\right) \\
\leq & -\kappa_{2}\left\|\left(D_{x} \theta_{x}\right) \psi^{1 / 2}\right\|_{2}^{2}-\kappa_{2} \lambda_{1}\left\|\left(D_{x} \omega\right) \varphi^{1 / 2}\right\|_{2}^{2}+\left(\varepsilon_{1}+\gamma_{1}\right)\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2} \\
& +\left(a_{H^{1}}+\gamma_{2}\right)\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}+\left(G_{c 2}+\frac{K_{1}^{2}}{4 \gamma_{1}}+\frac{\left(\lambda_{1} K_{2}\right)^{2}}{4 \gamma_{2}}\right) c_{\omega}^{2}+\frac{\lambda_{1} e_{3} \alpha_{6}}{9}\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle \\
& +\left(\left(1+\frac{36}{49}\right) \cdot 2 \cdot 10^{-6}+\frac{36 \lambda_{1}}{49} \cdot 5 \cdot 10^{-4}\right)\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}+\mathcal{R}_{H^{1}} . \tag{4.103}
\end{align*}
$$

Recall the weighted $L^{2}$ energy $E_{1}$ in 4.72). For some $\lambda_{4}>0$, we construct the energy

$$
\begin{align*}
E^{2}\left(\theta_{x}, \omega\right)= & E_{1}^{2}\left(\theta_{x}, \omega\right)+\lambda_{4}\left(\left\|D_{x} \theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|D_{x} \omega \varphi^{1 / 2}\right\|_{2}^{2}\right) \\
= & \left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|\omega \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{2} \frac{\pi}{2} c_{\omega}^{2}  \tag{4.104}\\
& +\lambda_{3} d_{\theta}^{2}+\lambda_{4}\left(\left\|D_{x} \theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|D_{x} \omega \varphi^{1 / 2}\right\|_{2}^{2}\right) .
\end{align*}
$$

Note that $c_{\omega},\left\|\theta_{x} \psi^{1 / 2}\right\|_{2},\left\|\omega \varphi^{1 / 2}\right\|_{2}$ in 4.103 can be bounded by the energy $E_{1}$ in 4.72). The terms $\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle$ and $\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}$ can be bounded by their damping terms in (4.74). To motivate later estimates and the choice of several parameters, we neglect these two terms. Then (4.103) implies (4.79) with $c=\kappa_{2}$ and some $C>0$. Combining (4.75) and 4.79, we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E^{2}\left(\theta_{x}, \omega\right) \leq-\left(\kappa-\lambda_{4} C\right) E_{1}^{2}-\kappa_{2}\left(\left\|D_{x} \theta_{x} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|D_{x} \omega \varphi^{1 / 2}\right\|_{2}^{2}\right)+\mathcal{R}_{L^{2}}+\lambda_{4} \mathcal{R}_{H^{1}} \tag{4.105}
\end{equation*}
$$

where $\kappa=0.03$. We first choose $\kappa_{2}<\kappa$ and then $\lambda_{4}$ small enough, such that

$$
\begin{equation*}
\kappa-\lambda_{4} C \geq \kappa_{2} \tag{4.106}
\end{equation*}
$$

Then we obtain the linear stability of (4.23) in the energy norm $E$.

### 4.5.2 Nonlinear stability

Combining (4.74) and 4.103), we derive

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} E^{2}\left(\theta_{x}, \omega\right) \leq-\kappa\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}-\kappa \lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}-r_{c_{\omega}} c_{\omega}^{2}-\kappa \lambda_{3} d_{\theta}^{2} \\
& -\lambda_{4} \kappa_{2}\left\|\left(D_{x} \theta_{x}\right) \psi^{1 / 2}\right\|_{2}^{2}-\lambda_{4} \kappa_{2} \lambda_{1}\left\|\left(D_{x} \omega\right) \varphi^{1 / 2}\right\|_{2}^{2}+\lambda_{4}\left(\varepsilon_{1}+\gamma_{1}\right)\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2} \\
& +\lambda_{4}\left(a_{H^{1}}+\gamma_{2}\right)\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}+\lambda_{4}\left(G_{c 2}+\frac{K_{1}^{2}}{4 \gamma_{1}}+\frac{\left(\lambda_{1} K_{2}\right)^{2}}{4 \gamma_{2}}\right) c_{\omega}^{2} \\
& +\left(\frac{\lambda_{1} e_{3} \alpha_{6}}{9} \lambda_{4}-\frac{\lambda_{1} e_{3} \alpha_{6}}{3}\right)\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle+\mathcal{R}_{L^{2}}+\lambda_{4} \mathcal{R}_{H^{1}} \\
& +\left(\left(\left(1+\frac{36}{49}\right) \cdot 2 \cdot 10^{-6}+\frac{36 \lambda_{1}}{49} \cdot 5 \cdot 10^{-4}\right) \lambda_{4}-10^{-6}\right)\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2} .
\end{aligned}
$$

Since $\kappa_{2}<\kappa$, we choose small $\lambda_{4}>0$ in Appendix C. 2 so that

$$
\begin{align*}
& \lambda_{4} \cdot \frac{\lambda_{1} e_{3} \alpha_{6}}{9}<\frac{\lambda_{1} e_{3} \alpha_{6}}{3}, \quad\left(\left(1+\frac{36}{49}\right) \cdot 2 \cdot 10^{-6}+\frac{36 \lambda_{1}}{49} \cdot 5 \cdot 10^{-4}\right) \lambda_{4}<10^{-6}, \\
& r_{c_{\omega}}-\lambda_{4}\left(\frac{K_{1}^{2}}{4 \gamma_{1}}+\frac{\left(\lambda_{1} K_{2}\right)^{2}}{4 \gamma_{2}}\right)-\lambda_{4} G_{c 2}>\kappa_{2} \cdot \frac{\pi \lambda_{2}}{2} \\
& \kappa-\lambda_{4} \gamma_{1}-\lambda_{4} \varepsilon_{1} \geq \kappa_{2}, \quad \kappa \lambda_{1}-\lambda_{4} \gamma_{2}-\lambda_{4} a_{H^{1}} \geq \kappa_{2} \lambda_{1}, \quad \kappa \lambda_{3} \geq \kappa_{2} \lambda_{3} \tag{4.107}
\end{align*}
$$

where $K_{1}, K_{2}$ are defined in 4.99). The above inequalities will be verified rigorously by the methods in the Supplementary Material [21]. Note that $r_{c_{\omega}}>\frac{\pi}{2} \lambda_{2} \kappa$ and $\kappa_{2}<\kappa$. The above conditions are essentially the same as 4.106. We keep the damping term $\left\langle\Lambda \frac{u}{x}, \frac{u}{x}\right\rangle$ and $\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}$ in 4.74) to control the corresponding terms in 4.103). Plugging the above estimates and 4.107) into the differential inequality, we yield

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} E^{2}\left(\theta_{x}, \omega\right) \leq & -\kappa_{2}\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}-\kappa_{2} \lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}-\kappa_{2} \frac{\pi \lambda_{2}}{2} c_{\omega}^{2}-\kappa_{2} \lambda_{3} d_{\theta}^{2} \\
& -\lambda_{4} \kappa_{2}\left\|\left(D_{x} \theta_{x}\right) \psi^{1 / 2}\right\|_{2}^{2}-\lambda_{4} \kappa_{2} \lambda_{1}\left\|\left(D_{x} \omega\right) \varphi^{1 / 2}\right\|_{2}^{2}+\mathcal{R}_{L^{2}}+\lambda_{4} \mathcal{R}_{H^{1}} \\
\leq & -\kappa_{2} E^{2}\left(\theta_{x}, \omega\right)+\mathcal{R}_{L^{2}}+\lambda_{4} \mathcal{R}_{H^{1}} \triangleq-\kappa_{2} E^{2}\left(\theta_{x}, \omega\right)+\mathcal{R} \tag{4.108}
\end{align*}
$$

where $\mathcal{R}=\mathcal{R}_{L^{2}}+\lambda_{4} \mathcal{R}_{H^{1}}$ and $\kappa_{2}=0.024$ is given in (C.26).

### 4.5.2.1 Outline of the estimates of the nonlinear and error terms

Recall the definitions of $\mathcal{R}_{L^{2}}$ and $\mathcal{R}_{H^{1}}$ in 4.73) and 4.83. The nonlinear terms in $\mathcal{R}_{L^{2}}, \mathcal{R}_{H^{1}}$, e.g., $\left\langle D_{x} N(\theta), D_{x} \theta_{x} \psi\right\rangle$, depend cubically on $\theta_{x}, \omega$. In the Supplementary Material [21], we use the energy $E\left(\theta_{x}, \omega\right)$ and interpolation to control $\left\|u_{x}\right\|_{\infty}$ and $\left\|\theta_{x}\right\|_{\infty}$. Using these $L^{\infty}$ estimates, we further estimate the nonlinear terms in $\mathcal{R}$. For example, a typical nonlinear term in $\mathcal{R}$ can be estimated as follows

$$
\begin{aligned}
\left|\left\langle u \theta_{x x}, \theta_{x} \psi\right\rangle\right| & =\frac{1}{2}\left|\left\langle u \psi, \partial_{x}\left(\theta_{x}\right)^{2}\right\rangle\right|=\frac{1}{2}\left|\left\langle(u \psi)_{x}, \theta_{x}^{2}\right\rangle\right|=\frac{1}{2}\left|\left\langle u_{x} \psi+u \psi_{x}, \theta_{x}^{2}\right\rangle\right| \\
& \leq \frac{1}{2}\left(\left\|u_{x}\right\|_{L^{\infty}}+\left\|\frac{u}{x}\right\|_{\infty}\left\|\frac{x \psi_{x}}{\psi}\right\|_{L^{\infty}}\right)\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2} \\
& \leq \frac{1}{2}\left\|u_{x}\right\|_{L^{\infty}}\left(1+\left\|\frac{x \psi_{x}}{\psi}\right\|_{L^{\infty}}\right)\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}
\end{aligned}
$$

where we have used $\left|\frac{u}{x}\right| \leq\left\|u_{x}\right\|_{\infty}$ in the last inequality since $u(0)=0$. The above upper bound can be further bounded by $E^{3}\left(\theta_{x}, \omega\right)$.

The error terms in $\mathcal{R}_{L^{2}}, \mathcal{R}_{H^{1}}$, e.g., $F_{1}=\left\langle F_{\theta}, \theta_{x} \psi\right\rangle$, depend linearly on $\theta_{x}, \omega$. We estimate these terms using the Cauchy-Schwarz inequality. A typical term $F_{1}$ can be estimated as follows

$$
\left|F_{1}\right| \leq\left\|F_{\theta} \psi^{1 / 2}\right\|_{2}\left\|\theta_{x} \psi^{1 / 2}\right\|_{2} .
$$

The error term $\left\|F_{\theta} \psi^{1 / 2}\right\|_{2}$ is small and $\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}$ can be further bounded by $E\left(\theta_{x}, \omega\right)$.

In the Supplementary Material [21], we work out the constants in these estimates and establish the following estimates

$$
\mathcal{R}=\mathcal{R}_{L^{2}}+\lambda_{4} \mathcal{R}_{L^{2}} \leq 36 E^{3}+\varepsilon E, \quad \varepsilon=5.5 \cdot 10^{-7}
$$

### 4.5.2.2 Nonlinear stability and finite time blowup

Plugging the above estimate on $\mathcal{R}$ in (4.108), we establish the nonlinear estimate

$$
\frac{1}{2} \frac{d}{d t} E^{2}\left(\theta_{x}, \omega\right) \leq-\kappa_{2} E\left(\theta_{x}, \omega\right)^{2}+36 E\left(\theta_{x}, \omega\right)^{3}+\varepsilon E\left(\theta_{x}, \omega\right)
$$

where $\kappa_{2}=0.024$ is given in C.26. We choose the threshold $E_{*}=2.5 \cdot 10^{-5}$ in the Bootstrap argument. Since

$$
-\kappa_{2} E_{*}^{2}+36 E_{*}^{3}+\varepsilon E_{*}<0,
$$

the above differential inequality implies that if $E(0)<E_{*}$, the bootstrap assumption

$$
\begin{equation*}
E\left(\theta_{x}(t), \omega(t)\right)<E_{*} \tag{4.109}
\end{equation*}
$$

holds for all $t>0$. Consequently, we can choose odd initial perturbations $\theta_{x}, \omega$ which satisfy $\omega_{x}(0)=\theta_{x x}(0)=0, E\left(\theta_{x}, \omega\right)<E_{*}$ and modify the far field of $\bar{\theta}, \bar{\omega}$ so that $\bar{\omega}+\omega, \theta_{x}+\bar{\theta}_{x} \in C_{c}^{\infty}$. The bootstrap result implies that for all time $t>0$, the solution $\omega(t)+\bar{\omega}, \theta_{x}(t)+\bar{\theta}_{x}, c_{l}(t)+\bar{c}_{l}, c_{\omega}(t)+\bar{c}_{\omega}$ remain close to $\bar{\omega}, \bar{\theta}_{x}, \bar{c}_{l}, \bar{c}_{\omega}$, respectively. Using the rescaling argument in Section 4.2, we obtain finite time blowup of the HL model.

### 4.5.3 Convergence to the steady state

We use the time-differentiation argument in [19] to establish convergence. The initial perturbations $\left(\theta_{x}, \omega\right)$ satisfy the properties in the previous Section. Since the linearized operators and the error terms in 4.23) are time-independent, differentiating (4.23) in $t$, we get

$$
\partial_{t}\left(\theta_{x}\right)_{t}=\mathcal{L}_{\theta}\left(\left(\theta_{x}\right)_{t}, \omega_{t}\right)+\partial_{t} N(\theta), \quad \partial_{t}(\omega)_{t}=\mathcal{L}_{\omega}\left(\left(\theta_{x}\right)_{t}, \omega_{t}\right)+\partial_{t} N(\omega)
$$

Applying the estimates of $\mathcal{L}_{\theta}, \mathcal{L}_{\omega}$ in Section 4.3 and 4.75) to $\left(\theta_{x}\right)_{t}, \omega_{t}$, we obtain

$$
\frac{1}{2} \frac{d}{d t} E_{1}\left(\left(\theta_{x}\right)_{t}, \omega_{t}\right)^{2} \leq-\kappa E_{1}\left(\left(\theta_{x}\right)_{t}, \omega_{t}\right)^{2}+\mathcal{R}_{2}
$$

where the energy notation $E_{1}$ is defined in 4.72) and $\mathcal{R}_{2}$ is given by

$$
\begin{aligned}
E_{1}\left(\left(\theta_{x}\right)_{t}, \omega_{t}\right)= & \left\|\left(\theta_{x}\right)_{t} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{1}\left\|\omega_{t} \psi^{1 / 2}\right\|_{2}^{2}+\lambda_{2} \frac{\pi}{2}\left(\partial_{t} c_{\omega}\right)^{2}+\lambda_{3}\left(\partial_{t} d_{\theta}\right)^{2} \\
\mathcal{R}_{2}= & \left\langle\partial_{t} N(\theta),\left(\theta_{x}\right)_{t} \psi\right\rangle+\lambda_{1}\left\langle\partial_{t} N(\omega), \omega_{t} \varphi\right\rangle \\
& -\lambda_{2} \partial_{t} c_{\omega}\left\langle\partial_{t} N(\omega), x^{-1}\right\rangle+\lambda_{3} \partial_{t} d_{\theta}\left\langle\partial_{t} N(\theta), x^{-1}\right\rangle
\end{aligned}
$$

The term $\partial_{t} c_{\omega}$ in the above estimates is from

$$
H \omega_{t}(0)=\partial_{t} H \omega(0)=\partial_{t} c_{\omega} .
$$

Similarly, we obtain the term $\partial_{t} d_{\theta}$. Using the a-priori estimate $E\left(\theta_{x}, \omega\right)<E_{*}$ in 4.109) and the energy $E_{1}\left(\left(\theta_{x}\right)_{t}, \omega_{t}\right)$, we can further estimate $\mathcal{R}_{2}$. In the Supplementary Material [21], we prove

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E_{1}\left(\left(\theta_{x}\right)_{t}, \omega_{t}\right)^{2} \leq-0.02 E_{1}\left(\left(\theta_{x}\right)_{t}, \omega_{t}\right)^{2} \tag{4.110}
\end{equation*}
$$

Using this estimate and the argument in [19], we prove that the solution $\omega+$ $\bar{\omega}, \theta_{x}+\bar{\theta}_{x}$ converge to the steady state $\omega_{\infty}, \theta_{\infty, x}$ in $L^{2}(\varphi), L^{2}(\psi)$ and $c_{l}(t), c_{\omega}(t)$ converge to $c_{l, \infty}, c_{\omega, \infty}$ exponentially fast. Moreover, the steady state admits regularity $\left(D_{x}\right)^{i}\left(\omega_{\infty}-\bar{\omega}\right) \in L^{2}(\varphi),\left(D_{x}\right)^{i}\left(\theta_{x, \infty}-\bar{\theta}_{x}\right) \in L^{2}(\psi)$ for $i=0,1$. We obtain $\theta_{\infty}$ from $\theta_{\infty, x}$ by imposing $\theta_{\infty}(0)=0$ and integration.

Recall the energy $E$ in (4.104). Since

$$
\lambda_{2} \pi / 2>3>1.5^{2}, \quad E>\left(\lambda_{2} \pi / 2\right)^{1 / 2}\left|c_{\omega}\right| \geq 1.5\left|c_{\omega}\right|
$$

(see C.25), using the convergence result, the a-priori estimate 4.109) and 4.20, we obtain

$$
\begin{equation*}
E\left(\theta_{x, \infty}-\bar{\theta}_{x}, \omega_{\infty}-\bar{\omega}\right) \leq E_{*}, \quad c_{l, \infty}=\bar{c}_{l}=3, \quad\left|c_{\omega, \infty}-\bar{c}_{\omega}\right| \leq \frac{2}{3} E_{*}=\frac{5}{3} \cdot 10^{-5} \tag{4.111}
\end{equation*}
$$

Recall $\bar{c}_{\omega}<-1.0004$ from the beginning of Section 4.3.1. Thus, $c_{\omega, \infty}<-1$ and we conclude that the blowup is focusing and asymptotically self-similar with blowup scaling $\lambda=\frac{c_{l, \infty}}{-c_{\omega, \infty}}$ satisfying $|\lambda-\bar{\lambda}| \leq\left|\frac{c_{l, \infty}}{c_{\omega, \infty}}-\frac{\bar{c}_{l}}{\bar{c}_{\omega}}\right|+\left|\frac{\bar{c}_{l}}{\bar{c}_{\omega}}+\bar{\lambda}\right|<3\left|\bar{c}_{\omega}-c_{\omega, \infty}\right|+10^{-5}<6 \cdot 10^{-5}, \quad \bar{\lambda}=2.99870$, where $\bar{\lambda}$ is the determined by the first 6 digits of $-\bar{c}_{l} / \bar{c}_{\omega}$.

### 4.5.4 Uniqueness of the self-similar profiles

Suppose that $\left(\omega_{1}, \theta_{1}\right)$ and $\left(\omega_{2}, \theta_{2}\right)$ are two initial perturbations which are small in the energy norm $E\left(\omega_{i}, \theta_{i, x}\right)<E_{*}$. The associated solution $\left(\omega_{i}, \theta_{i, x}\right)$ solves (4.23)

$$
\partial_{t} \theta_{i, x}=\mathcal{L}_{\theta}\left(\theta_{i, x}, \omega_{i}\right)+F_{\theta}+N\left(\theta_{i}\right), \quad \partial_{t} \omega_{i}=\mathcal{L}_{\omega}\left(\theta_{i, x}, \omega_{i}\right)+F_{\omega}+N\left(\omega_{i}\right)
$$

Denote
$\delta \omega \triangleq \omega_{1}-\omega_{2}, \quad \delta \theta \triangleq \theta_{1}-\theta_{2}, \quad \delta N_{\theta}=N\left(\theta_{1}\right)-N\left(\theta_{2}\right), \quad \delta N_{\omega}=N\left(\omega_{1}\right)-N\left(\omega_{2}\right)$.

A key observation is that the forcing terms $F_{\theta}, F_{\omega}$ do not depend on $\left(\omega_{i}, \theta_{i}\right)$. Thus, we derive

$$
\partial_{t} \delta \theta_{x}=\mathcal{L}_{\theta}\left(\delta \theta_{x}, \delta \omega\right)+\delta N_{\theta}, \quad \partial_{t} \delta \omega=\mathcal{L}_{\omega}\left(\delta \theta_{x}, \delta \omega\right)+\delta N_{\omega} .
$$

Applying the estimates of $\mathcal{L}_{\theta}, \mathcal{L}_{\omega}$ in Section 4.3 and 4.75), we get

$$
\frac{1}{2} \frac{d}{d t} E_{1}\left(\delta \theta_{x}, \delta \omega\right)^{2} \leq-\kappa E_{1}\left(\delta \theta_{x}, \delta \omega\right)^{2}+\mathcal{R}_{3}
$$

where the energy notation $E_{1}$ is defined in (4.72) and $\mathcal{R}_{3}$ is given by

$$
\mathcal{R}_{3}=\left\langle\delta N_{\theta}, \delta \theta_{x} \psi\right\rangle+\lambda_{1}\left\langle\delta N_{\omega}, \delta \omega \varphi\right\rangle-\lambda_{2} c_{\omega}(\delta \omega) \cdot\left\langle\delta N_{\omega}, x^{-1}\right\rangle+\lambda_{3} d_{\theta}\left(\delta \theta_{x}\right) \cdot\left\langle\delta N_{\theta}, x^{-1}\right\rangle .
$$

The above formulations are very similar to that in Section 4.5.3. Formally, the difference operator $\delta$ is similar to the time differentiation $\partial_{t}$. In the Supplementary Material [21], we show that $\left(\delta \theta_{x}, \delta \omega\right)$ enjoys the same estimates as that of $\left(\partial_{t} \theta_{x}, \omega_{t}\right)$ in 4.110)

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} E_{1}\left(\delta \theta_{x}, \delta \omega\right)^{2} \leq-0.02 E_{1}\left(\delta \theta_{x}, \delta \omega\right)^{2} \tag{4.113}
\end{equation*}
$$

As a result, $E_{1}\left(\delta \theta_{x}, \delta \omega\right)$ converges to 0 exponentially fast and the two solutions $\left(\omega_{i}+\bar{\omega}_{i}, \theta_{i}+\bar{\theta}_{i}\right), i=1,2$ converge to steady states $\left(\omega_{i, \infty}, \theta_{i, \infty}\right)$ with the same $\omega_{\infty}$ and $\theta_{\infty, x}$. Since $\theta_{i, \infty}(0)=0$, two steady states are the same.

### 4.5.5 Numerical evidence of stronger uniqueness

The above discussion argues that the steady state is unique at least within a small energy norm ball. However, our numerical computation suggests that the steady state of the dynamical rescaling equations 4.5), 4.6) is unique (up to rescaling) for a much larger class of smooth initial data $\omega, \theta$ with $\theta(0)=0$ that satisfy the following conditions:

1. odd symmetry: $\omega(x)$ and $\theta_{x}(x)$ are odd functions of $x$;
2. non-degeneracy condition: $\omega_{x}(0)>0$ and $\theta_{x x}(0)>0$;
3. sign condition: $\omega(x), \theta_{x}(x)>0$ for $x>0$.

In fact, these conditions are consistent with the initial data considered by Luo-Hou in [86, 87] restricted on the boundary. They are preserved by the equations as long as the solution exists. Moreover, this class of initial data leads to finite time blowup of the HL model [23].

Here we present the convergence study for the dynamic rescaling equations for four sets of initial data that belong to the function class described above. The four initial data of $\omega$ are given by $\omega^{(i)}(x)=a_{i} f_{i}\left(b_{i} x\right), i=1,2,3,4$, where

$$
f_{1}(x)=\frac{x}{1+x^{2}}, \quad f_{2}(x)=\frac{x e^{-(x / 10)^{2}}}{1+x^{2}}, \quad f_{3}(x)=\frac{x}{1+x^{4}}, \quad f_{4}=\frac{x\left(1-x^{2}\right)^{2}}{\left(1+x^{2}\right)^{3}}
$$

and the parameters $a_{i}, b_{i}$ are chosen to normalize the initial data such that they satisfy the same normalization conditions:

$$
\omega_{x}^{(i)}(0)=1 \quad \text { and } \quad u_{x}^{(i)}(0)=-2.5, \quad i=1,2,3,4
$$

The initial data of $\theta_{x}$ are chosen correspondingly as

$$
\theta_{x}^{(i)}=\left(c_{l} x+u^{(i)}\right) \omega_{x}^{(i)}-c_{\omega} \omega^{(i)}, \quad i=1,2,3,4,
$$

so that the initial residual of the $\omega$ equation is everywhere 0 . The initial value of the scaling parameters are set to be $c_{l}=3$ and $c_{\omega}=-1$, respecting our preliminary numerical result that $\overline{c_{l}} / \overline{c_{\omega}} \approx-3$. Note that all these initial data of $\omega, \theta_{x}$ are far away from the approximate steady (with proper rescaling) with $O(1)$ distance in the the energy norm that is used in our analysis. In particular, we have $\omega^{(1)}(x)=O\left(x^{-1}\right)$, $\omega^{(2)}(x)=O\left(x^{-1} e^{-(x / 10)^{2}}\right), \omega^{(3)}(x)=O\left(x^{-3}\right)$ for $x \rightarrow+\infty$, while the approximate steady should satisfy $\bar{\omega}(x)=O\left(x^{\bar{c}_{\omega} / \bar{c}_{l}}\right)$ where $\bar{c}_{\omega} / \bar{c}_{l}$ is approximately $-1 / 3$ according to our numerical results. Moreover, $\omega^{(4)}(x)$ has two peaks, while $\bar{\omega}(x)$ only has one. Figure 4.2 a) plots the four initial data of $\omega$ for $x \in[0,40]$.

With each set of these initial data, we numerically solve the dynamic rescaling equations (4.5) subject to the normalization conditions 4.6) using the algorithm described in Section 10 of the Supplementary Material [21] (by modifying


Figure 4.2: Profiles of $\omega, \theta_{x}$ with different initial data. (A) Four different initial data of $\omega$; (B)(C) Profiles of $\omega$ and $\theta_{x}$ when Re drops below $10^{-4}$ the first time. (D)(E) Profiles of $\omega$ and $\theta_{x}$ when Re drops below $10^{-6}$ the first time.
the initial values of the part $\omega_{p}$ and $\left.\left(\theta_{x}\right)_{p}\right)$. We verify the uniqueness of the steady state by comparing the profiles of $\omega$ at the first time the maximum gridpoint residual $R e:=\max _{i}\left\{\left|F_{\omega}\left(x_{i}\right)\right|,\left|F_{\theta_{x}}\left(x_{i}\right)\right|\right\}$ drops below some small number $\epsilon$. Here the residuals $F_{\omega}$ and $F_{\theta_{x}}$ are defined as

$$
\begin{equation*}
F_{\omega}=-\left(c_{l} x+u\right) \omega_{x}+c_{\omega}+v, \quad F_{\theta_{x}}=-\left(c_{l} x+u\right) \theta_{x x}+\left(2 c_{\omega}-u_{x}\right) \theta_{x} . \tag{4.114}
\end{equation*}
$$

Figure 4.2 (b) and (c) plot the solutions of $\omega$ when $R e \leq 10^{-4}$ and when $R e \leq 10^{-6}$, respectively. We can see that the profiles of $\omega$ from different initial data are barely distinguishable when the residual is smaller than $10^{-4}$; they become even closer to each other when the residual is even smaller. This implies that the solutions in the four cases of computation should converge to the same steady state.

### 4.6 Hölder regularity of the blowup solution

To estimate the $C^{\gamma}$ norm with $\gamma=\frac{c_{\theta, \infty}}{c_{l, \infty}}$ of the solution $\theta$, we will use the following estimate

$$
\begin{align*}
\frac{|f(y)-f(x)|}{|x-y|^{\gamma}} & =|x-y|^{-\gamma}\left|\int_{x}^{y} f_{x}(z) d z\right| \lesssim|x-y|^{-\gamma} \int_{x}^{y} z^{\gamma-1} d z \cdot\left\|f_{x} x^{1-\gamma}\right\|_{\infty} \\
& \lesssim|x-y|^{-\gamma}\left(y^{\gamma}-x^{\gamma}\right) \cdot| | f_{x} x^{1-\gamma}\left\|_{\infty} \lesssim\right\| f_{x} x^{1-\gamma} \|_{\infty} \tag{4.115}
\end{align*}
$$

for any $0 \leq x<y$. The difficulty lies in the decay estimate of $\theta_{x}$ since the previous a-priori estimates only imply that $\theta_{x}$ decays with rate slower than $x^{\gamma-1}$. The decay rate $x^{\gamma-1}$ is sharp since it is exactly the decay rate of the self-similar profile $\theta_{\infty, x}$, which will be established in Section 4.6.1. In Section 4.6.2, we establish the decay estimates of the perturbation. In Section 4.6.3, we estimate the Hölder norm of the solution.

Notations In this Section, we use the notation $A \lesssim B$ if there exists some finite constant $C>0$, such that $A \leq C B$. The constant $C$ can depend on the norms of the approximate steady state $(\bar{\theta}, \bar{\omega})$ and the self-similar profile $\left(\theta_{\infty}, \omega_{\infty}\right)$ constructed in Section 4.5.3, e.g., $\left\|\theta_{x}\right\|_{\infty},\left\|\bar{\theta}_{x}\right\|_{\infty}$, as long as these norms are finite. These constants do not play an important role in characterizing several exponents and thus we do not need to track them.

### 4.6.1 Decay estimates of the self-similar profile

Recall that we have constructed the self-similar profile $\left(\theta_{\infty}, \omega_{\infty}\right)$ in Section 4.5.3. Using the estimate (4.111), we obtain

$$
\begin{align*}
& \left|u_{\infty}(x)\right| \lesssim|x|^{5 / 6}, \quad\left|c_{l, \infty} x+u_{\infty}(x)\right| \geq 0.3|x|,  \tag{4.116}\\
& u_{\infty, x} \in L^{\infty}, \quad \theta_{\infty}(1) \neq 0, \quad \theta_{x, \infty} \in L^{\infty},
\end{align*}
$$

whose proofs are referred to Section 10 in the Supplementary Material [21]. Recall that the profile $\left(\theta_{\infty}, \omega_{\infty}\right)$ solves

$$
\begin{equation*}
\left(c_{l, \infty} x+u_{\infty}\right) \theta_{\infty, x}=c_{\theta, \infty} \theta_{\infty}, \quad u_{\infty, x}=H \omega_{\infty} \tag{4.117}
\end{equation*}
$$

Solving the ODE on $\theta_{\infty}$, we obtain

$$
\begin{align*}
\theta_{\infty}(x) & =\theta_{\infty}(1) \exp (J(x)), \\
J(x) & \triangleq \int_{1}^{x} \frac{c_{\theta, \infty}}{c_{l, \infty} y+u_{\infty}(y)} d y, \quad \theta_{\infty, x}=\frac{c_{\theta, \infty} \theta_{\infty}(x)}{c_{l, \infty} x+u_{\infty}(x)} . \tag{4.118}
\end{align*}
$$

Denote $\gamma=\frac{c_{\theta, \infty}}{c_{l, \infty}}$. Using the estimates on $u_{\infty}$ in 4.116, we obtain $\mid J(x)-$ $\gamma \log (x) \mid \lesssim 1$. Thus, for some constant $C_{1}>0$ depending on the profile, we get

$$
\lim _{x \rightarrow \infty} \theta_{\infty}(x) x^{-\gamma}=C_{1} \theta_{\infty}(1) \neq 0
$$

Plugging the above limit and (4.116) in the formula of $\theta_{\infty, x}$ in 4.118), we yield

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \theta_{x, \infty} x^{1-\gamma}=\lim _{x \rightarrow \infty} \frac{c_{\theta, \infty} x}{c_{l, \infty} x+u_{\infty}(x)} \cdot \theta_{\infty}(x) x^{-\gamma}=C_{1} \gamma \theta_{\infty}(1) . \tag{4.119}
\end{equation*}
$$

Combining the above estimate and $\theta_{\infty, x} \in L^{\infty}$ from 4.116, we prove

$$
\begin{equation*}
\left\|\theta_{\infty, x} x^{1-\gamma}\right\|_{\infty} \lesssim 1 \tag{4.120}
\end{equation*}
$$

Differentiating 4.117) and using $c_{\theta, \infty}=c_{l, \infty}+2 c_{\omega, \infty}$, we get

$$
\begin{equation*}
\left(c_{l, \infty} x+u_{\infty}\right) \theta_{\infty, x x}=\left(c_{\theta, \infty}-c_{l, \infty}-u_{\infty, x}\right) \theta_{\infty, x}=\left(2 c_{\omega, \infty}-u_{\infty, x}\right) \theta_{\infty, x} \tag{4.121}
\end{equation*}
$$

Using (4.116), we further obtain

$$
\begin{equation*}
\left|\frac{x \theta_{\infty, x x}}{\theta_{\infty, x}}\right|=\left|\frac{\left(2 c_{\omega, \infty}-u_{\infty, x}\right) x}{c_{l, \infty} x+u_{\infty}}\right| \lesssim\left|\frac{x}{c_{l, \infty} x+u_{\infty}}\right| \lesssim 1 \tag{4.122}
\end{equation*}
$$

### 4.6.2 Decay estimates of the perturbation

Note that we have constructed $\left(\theta_{\infty}, \omega_{\infty}\right)$ in Section 4.5.3 with estimate 4.111. We treat them as known functions. Similar to 4.18, 4.19, linearizing the $\theta_{x}$ equation around the self-similar profile, we get
$\partial_{t} \theta_{x}+\left(c_{l, \infty} x+u_{\infty}+u\right) \theta_{x x}=\left(2 c_{\omega, \infty}-u_{\infty, x}\right) \theta_{x}+\left(2 c_{\omega}-u_{x}\right) \theta_{\infty, x}-u \theta_{\infty, x x}+\left(2 c_{\omega}-u_{x}\right) \theta_{x}$,
with normalization conditions

$$
\begin{equation*}
c_{\omega}=u_{x}(0), \quad c_{l}=0, \quad c_{\theta}=c_{l}+2 c_{\omega} . \tag{4.123}
\end{equation*}
$$

Here, the nonlinear terms are given by $u \theta_{x x},\left(2 c_{\omega}-u_{x}\right) \theta_{x}$, and the error term is 0 since we linearize the equation around the exact steady state. To obtain the decay estimates of $\theta_{x}$ with a decay rate $O\left(|x|^{\gamma-1}\right)$, we choose $\rho$ with a growth rate $O\left(|x|^{1-\gamma}\right)$ and perform $L^{\infty}$ estimate on $\theta_{x} \rho$, which will imply $\left|\theta_{x}\right| \leq\left|\rho^{-1}\right| \lesssim|x|^{\gamma-1}$ for large $x$. We derive the equation for $\theta_{x} \rho$ as follows

$$
\begin{align*}
\partial_{t}\left(\theta_{x} \rho\right) & +\left(c_{l, \infty} x+u_{\infty}+u\right)\left(\theta_{x} \rho\right)_{x}=I(\rho) \theta_{x} \rho+J, \\
I(\rho) & \triangleq 2 c_{\omega, \infty}-u_{\infty, x}+\left(c_{l, \infty} x+u_{\infty}\right) \rho_{x} \rho^{-1}  \tag{4.124}\\
J & \triangleq\left(2 c_{\omega}-u_{x}\right) \theta_{\infty, x} \rho-u \theta_{\infty, x x} \rho+u \theta_{x} \rho_{x}+\left(2 c_{\omega}-u_{x}\right) \theta_{x} \rho
\end{align*}
$$

For a typical function $\rho$ with a growth rate $O\left(|x|^{\gamma-1}\right)$, e.g., $\rho=\operatorname{sgn}(x)|x|^{\gamma-1}$, since $u_{\infty}$ has sublinear growth (4.116), for large $x>0$, we get
$I(\rho)=2 c_{\omega, \infty}+c_{l, \infty} x\left(x^{1-\gamma}\right)_{x} x^{\gamma-1}+$ l.o.t. $=2 c_{\omega, \infty}+c_{l, \infty}(1-\gamma)+$ l.o.t. $=$ l.o.t.,
where we have $c_{l, \infty}(1-\gamma)=c_{l, \infty}-c_{\theta, \infty}=-2 c_{\omega, \infty}$ to obtain the last equality. Thus, we expect that $I(\rho)$ is not uniformly negative, i.e. $I(\rho) \leq-c$ for some
$c>0$, and we do not obtain a damping term in the $L^{\infty}$ estimate of $\theta_{x} \rho$, which is different from the weighted $L^{2}$ and $H^{1}$ estimates in Sections 4.3, 4.5. In some sense, the decay rate $O\left(|x|^{\gamma-1}\right)$ is critical. An ideal choice of $\rho$ with the desired growth rate is $\theta_{\infty, x}^{-1}$, since we have 4.119) and $I(\rho)$ term in 4.124) vanishes:

$$
\begin{aligned}
I(\rho) & =2 c_{\omega, \infty}-u_{\infty, x}-\frac{\left(c_{l, \infty} x+u_{\infty}\right) \theta_{\infty, x x}}{\theta_{\infty, x}} \\
& =\frac{\left(2 c_{\omega, \infty}-u_{\infty, x}\right) \theta_{\infty, x}-\left(c_{l, \infty} x+u_{\infty}\right) \theta_{\infty, x x}}{\theta_{\infty, x}}=0,
\end{aligned}
$$

where we have used 4.121) to obtain the last equality.
Recall $c_{\omega}=u_{x}(t, 0)$. Using $\rho=\theta_{\infty, x}^{-1},\left|\frac{x \theta_{\infty, x x}}{\theta_{\infty, x}}\right| \lesssim 1$ in 4.122) and $\left|\frac{u}{x}\right| \lesssim\left\|u_{x}\right\|_{\infty}$, we get

$$
\begin{aligned}
|J| & =\left|\left(2 c_{\omega}-u_{x}\right) \frac{\theta_{\infty, x}}{\theta_{\infty, x}}-u \frac{\theta_{\infty, x x}}{\theta_{\infty, x}}-u \theta_{x} \frac{\theta_{\infty, x x}}{\theta_{\infty, x}^{2}}+\left(2 c_{\omega}-u_{x}\right) \theta_{x} \rho\right| \\
& \lesssim\left\|u_{x}\right\|_{\infty}\left(1+\left\|\theta_{x} \rho\right\|_{\infty}\right) .
\end{aligned}
$$

For $\theta_{x}(\cdot, 0) \rho \in L^{\infty}$, performing $L^{\infty}$ estimates in 4.124), we yield

$$
\begin{equation*}
\frac{d}{d t}\left\|\theta_{x} \rho\right\|_{\infty} \lesssim\left\|u_{x}\right\|_{\infty}\left(1+\left\|\theta_{x} \rho\right\|_{\infty}\right) . \tag{4.125}
\end{equation*}
$$

Next, we control $\left\|u_{x}\right\|_{\infty}$. Recall the energy $E$ in (4.104) and the a-priori estimates in (4.109), (4.111)

$$
E\left(\theta_{x, \infty}+\theta_{x}-\bar{\theta}_{x}, \omega_{\infty}+\omega-\bar{\omega}\right) \leq E_{*}, \quad E\left(\theta_{x, \infty}-\bar{\theta}_{x}, \omega_{\infty}-\bar{\omega}\right) \leq E_{*} .
$$

Using the triangle inequality, for any $t \geq 0$, we get

$$
\begin{equation*}
\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}+\left\|D_{x} \theta_{x} \psi^{1 / 2}\right\|_{2}+\left\|\omega \varphi^{1 / 2}\right\|_{2}+\left\|D_{x} \omega \varphi^{1 / 2}\right\|_{2}+\left|c_{\omega}(\omega)\right|+\left|d_{\theta}\left(\theta_{x}\right)\right| \lesssim 1 \tag{4.126}
\end{equation*}
$$

Denote $\kappa_{3}=0.02$. Applying (4.113) to two solutions $\left(\theta_{\infty}, \omega_{\infty}\right)$ and $\left(\theta_{\infty}+\right.$ $\theta, \omega_{\infty}+\omega$ ), we get

$$
\begin{align*}
\left\|\theta_{x}(t) \psi^{1 / 2}\right\|_{2}+\left\|\omega(t) \varphi^{1 / 2}\right\|_{2}+\left|c_{\omega}(t)\right| & \lesssim E_{1}\left(\theta_{x}(t), \omega(t)\right)  \tag{4.127}\\
& \leq e^{-\kappa_{3} t} E_{1}\left(\theta_{x}(0), \omega(0) \lesssim e^{-\kappa_{3} t}\right.
\end{align*}
$$

where we have used (4.126) to obtain the last inequality. Since $H\left(D_{x} \omega\right)(0)=0$, using Lemma C.0.1, we get $H\left(D_{x} \omega\right)=D_{x} H \omega=x u_{x x}$. From (4.25) and 4.26),
we have $x^{-4 / 3}+x^{-2 / 3} \lesssim \varphi$. Applying Lemma C.0.6 to $f=D_{x} \omega$ and $f=\omega$ (note that $H\left(D_{x} \omega\right)(0)=0$ ), we obtain

$$
\begin{align*}
\left\|u_{x}\right\|_{\infty}^{2} & \lesssim \int_{\mathbb{R}}\left|u_{x x} u_{x}\right| d x=\int_{\mathbb{R}}\left|H\left(D_{x} \omega\right) \cdot H \omega x^{-1}\right| d x \lesssim\left\|H\left(D_{x} \omega\right) x^{-2 / 3}\right\|_{2}\left\|H \omega x^{-1 / 3}\right\|_{2} \\
& \lesssim\left\|D_{x} \omega x^{-2 / 3}\right\|_{2}\left\|\omega x^{-1 / 3}\right\|_{2} \lesssim\left\|D_{x} \omega \varphi^{1 / 2}\right\|_{2}\left\|\omega \varphi^{1 / 2}\right\|_{2} \lesssim e^{-\kappa_{3} t / 2} \tag{4.128}
\end{align*}
$$

Plugging the above estimate in (4.125), we yield

$$
\frac{d}{d t}\left\|\theta_{x} \rho\right\|_{\infty} \lesssim e^{-\kappa_{3} t / 4}\left(1+\left\|\theta_{x} \rho\right\|_{\infty}\right)
$$

Since $\kappa_{3}>0$, solving the differential inequality and using $\left|x^{1-\gamma}\right| \lesssim\left|\theta_{x, \infty}^{-1}\right|$ from (4.120), we prove

$$
\sup _{t \geq 0}\left\|\theta_{x}(t) \rho\right\|_{\infty} \lesssim 1, \quad \sup _{t \geq 0}\left\|\theta_{x}(t) x^{1-\gamma}\right\|_{\infty} \lesssim \sup _{t \geq 0}\left\|\theta_{x}(t) \theta_{x, \infty}^{-1}\right\|_{\infty} \lesssim 1
$$

Since $\theta$ is even, using (4.115), 4.120 and the above estimate, we prove

$$
\begin{equation*}
\sup _{t \geq 0}\left\|\theta_{\infty}+\theta(t)\right\|_{C^{\gamma}} \lesssim 1 \tag{4.129}
\end{equation*}
$$

Remark 4.6.1. Since we do not have a damping term in the $L^{\infty}$ estimate (4.125), the exponential convergence estimates in 4.127, 4.128) play a crucial role in obtaining 4.129).

### 4.6.3 Hölder regularity

Denote $\hat{\theta}=\theta_{\infty}+\theta$ and by $\theta_{\text {phy }}$ the solution with initial data $\hat{\theta}(0, \cdot)$ in the physical space. Recall the rescaling relation and the normalization conditions (4.123)

$$
\begin{align*}
& C_{\omega}(\tau)=\exp \left(\int_{0}^{\tau} c_{\omega}(s)+c_{\omega, \infty} d s\right), \quad t(\tau)=\int_{0}^{\tau} C_{\omega}(s) d s, \\
& C_{\theta}(\tau)=\exp \left(\int_{0}^{\tau} c_{\theta}(s)+c_{\theta, \infty} d s\right), \quad C_{l}(\tau)=\exp \left(-\int_{0}^{\tau}\left(c_{l}(s)+c_{l, \infty}\right) d s\right), \\
& \hat{\theta}(x, \tau)=C_{\theta}(\tau) \theta_{p h y}\left(C_{l}(\tau) x, t(\tau)\right), \quad c_{\theta}=2 c_{\omega}, \quad c_{l}=0 . \tag{4.130}
\end{align*}
$$

From assumptions $\hat{\theta}_{x}(0)|x|^{1-\gamma} \in L^{\infty}$ in (d) in Theorem 4.2, $E\left(\hat{\theta}_{x}(0)-\bar{\theta}_{x}, \hat{\omega}(0)-\right.$ $\bar{\omega}) \lesssim 1$, and estimates 4.119) and $E\left(\theta_{\infty, x}-\bar{\theta}_{x}, \omega_{\infty}-\bar{\omega}\right) \lesssim 1$, it is not difficult to obtain that $\theta_{x} \rho \in L^{\infty}$. Thus, $\theta, \hat{\theta}$ enjoys the energy estimates in Section 4.6.2. Using (4.127), 4.129), 4.130) and $\gamma c_{l, \infty}=c_{\theta, \infty}$, we prove $\sup _{\tau \geq 0}\left\|\theta_{p h y}(t(\tau))\right\|_{C^{\gamma}}=\sup _{\tau \geq 0}\|\hat{\theta}(\tau)\|_{C^{\gamma}} C_{\theta}^{-1} C_{l}^{-\gamma}=\sup _{\tau \geq 0}\|\hat{\theta}(\tau)\|_{C^{\gamma}} \exp \left(\int_{0}^{\tau}-2 c_{\omega} d \tau\right) \lesssim 1$.

### 4.6.3.1 Blowup in higher Hölder norm

We show that for any $\beta>\gamma$, the $C^{\beta}$ norm of the solution blows up. Since $1 \lesssim \psi(x)$ for $x \in[0,1]$, using (4.127) and Cauchy-Schwarz inequality, we get

$$
\begin{equation*}
|\theta(1)-\theta(0)|=\left|\int_{0}^{1} \theta_{x}(y) d y\right| \lesssim\left(\int_{0}^{1} \theta_{x}(y)^{2} d y\right)^{1 / 2} \lesssim\left\|\theta_{x} \psi^{1 / 2}\right\|_{2} \lesssim e^{-\kappa_{3} \tau} \tag{4.131}
\end{equation*}
$$

Recall the formulas in 4.130). Denote $T=t(\infty)$. Since $\left|c_{\omega}(\tau)\right|$ decays exponentially (4.127) and $c_{\omega, \infty}<-\frac{1}{2}$, we obtain

$$
\begin{aligned}
& C_{\omega}(\tau) \gtrsim e^{c_{\omega, \infty} \tau}, \quad C_{\theta}(\tau)^{-1} \gtrsim e^{-c_{\theta, \infty} \tau}, \quad C_{l}(\tau)^{-1} \gtrsim e^{c_{l, \infty} \tau}, \\
& T-t(\tau)=\int_{\tau}^{\infty} C_{\omega}(s) d s \gtrsim \int_{\tau}^{\infty} e^{c_{\omega, \infty} s} d s \gtrsim e^{c_{\omega, \infty} \tau}
\end{aligned}
$$

Recall $\gamma c_{l, \infty}=c_{\theta, \infty}=c_{l, \infty}+2 c_{\omega, \infty}$. Denote $\delta=-\frac{\beta c_{l, \infty}-c_{\theta, \infty}}{c_{\omega, \infty}}=\frac{2(\beta-\gamma)}{1-\gamma}>0$. We have
$S \triangleq \liminf _{\tau \rightarrow \infty}\left\|\theta_{p h y}(x, \tau)\right\|_{C^{\beta}}(T-t(\tau))^{\delta} \gtrsim \liminf _{\tau \rightarrow \infty}\|\hat{\theta}(x, \tau)\|_{C^{\beta}} C_{\theta}^{-1} C_{l}^{-\beta} \exp \left(\delta c_{\omega, \infty} \tau\right)$.

Note that $\theta_{\infty}(0)=0$. Using 4.131, we have $\|\hat{\theta}(\tau)\|_{C^{\beta}} \geq|\hat{\theta}(\tau, 1)-\hat{\theta}(\tau, 0)| \geq$ $\left|\theta_{\infty}(1)\right|-C \exp \left(-\kappa_{3} \tau\right)$. Using this estimate, $\delta=-\frac{\beta c_{l, \infty}-c_{\theta, \infty}}{c_{\omega, \infty}}$ and 4.116, we establish

$$
S \gtrsim \liminf _{\tau \rightarrow \infty}\left|\theta_{\infty}(1)\right| \exp \left(\left(-c_{\theta, \infty}+\beta c_{l, \infty}+\delta c_{\omega, \infty}\right) \tau\right) \gtrsim\left|\theta_{\infty}(1)\right|>0
$$

We conclude the proof of result (d) in Theorem 4.2.
Remark 4.6.2. The exponential convergence in 4.127) is crucial for us to obtain the unique Hölder exponent $\gamma$ that characterizes the regularity of the singular solution and the sharp blowup rate. It enables us to essentially treat the perturbation as 0 .

### 4.7 Connection between the HL model and the Boussinesq equations

In this section, we discuss the connection between the leading order system of the HL model and that of the 2D Boussinesq equations in $\mathbb{R}_{2}^{+}$with low regularity initial data.

### 4.7.1 The leading order system for the 2D Boussinesq equations

The 2D Boussinesq equations in $\mathbb{R}_{2}^{+}$read

$$
\begin{align*}
\omega_{t}+\mathbf{u} \cdot \nabla \omega & =\theta_{x}, \\
\theta_{t}+\mathbf{u} \cdot \nabla \theta & =0 \tag{4.132}
\end{align*}
$$

where the velocity field $\mathbf{u}=(u, v)^{T}: \mathbb{R}_{+}^{2} \times[0, T) \rightarrow \mathbb{R}_{+}^{2}$ is determined via the Biot-Savart law

$$
-\Delta \psi=\omega, \quad u=-\psi_{y}, \quad v=\psi_{x}
$$

with no flow boundary condition $\psi(x, 0)=0 \quad x \in \mathbb{R}$.
Consider the polar coordinate $(r, \beta)$ in $\mathbb{R}_{2}^{+}: r=\left(x^{2}+y^{2}\right)^{1 / 2}, \beta=\arctan (y / x)$. For $\alpha>0$, denote

$$
R=r^{\alpha}, \quad \Omega(R, \beta)=\omega(x, y), \quad \eta(R, \beta)=\theta_{x}(x, y), \quad \xi(R, \beta)=\theta_{y}(x, y) .
$$

In [16], the following leading order system of (4.132) is derived based on the framework developed in 42] under the assumption that $\omega, \nabla \theta$ are in some Hölder space $C^{\alpha}$ with sufficient small $\alpha$

$$
\begin{equation*}
\Omega_{t}=\eta, \quad \eta_{t}=\frac{2}{\pi \alpha} L_{12}(\Omega) \eta, \quad L_{12}(\Omega)=\int_{R}^{\infty} \int_{0}^{\pi / 2} \frac{\Omega(s, \beta) \sin (2 \beta)}{s} d s d \beta . \tag{4.133}
\end{equation*}
$$

An important observation made in [16] is that for certain class of $C^{\alpha}$ data, $\theta$ is anisotropic in the sense that $\left|\theta_{y}\right| \lesssim \alpha\left|\theta_{x}\right|$. Moreover, this property is preserved dynamically. Therefore, the $\theta_{y}$ variable does not appear in the leading order system. Define the following operators

$$
\begin{equation*}
P f(R)=\int_{0}^{\pi / 2} f(R, \beta) \sin (2 \beta) d \beta, \quad S f(R)=\frac{2}{\pi \alpha} \int_{R}^{\infty} f(S) \frac{d S}{S} . \tag{4.134}
\end{equation*}
$$

By definition, we have

$$
\begin{equation*}
\frac{2}{\pi \alpha} L_{12}(\Omega)=\frac{2}{\pi \alpha} \int_{R}^{\infty} P \Omega(s) \frac{d s}{s}=S(P \Omega) \tag{4.135}
\end{equation*}
$$

Since $L_{12}(\Omega)$ does not depend on $\beta$, we apply the operator $P$ to both sides of (4.133) to obtain

$$
\begin{equation*}
\partial_{P} \Omega=P \eta, \quad \partial_{t} P \eta=\frac{2}{\pi \alpha} L_{12}(\Omega) P \eta=S(P \Omega) \cdot P \eta . \tag{4.136}
\end{equation*}
$$

The above system is an 1D coupled system on $P \Omega, P \eta$. Once $P \Omega, P \eta$ are determined, we can obtain an explicit solution of (4.133).

### 4.7.2 The leading order system for the HL model

We use the observation made in [44] that the advection can be substantially weakened by choosing $C^{\alpha}$ data with sufficiently small $\alpha$. Suppose that $\omega, \theta_{x} \in$ $C^{\alpha}$ with small $\alpha$. Then the advection terms in the system of $\left(\omega, \theta_{x}\right)$ in the HL model become lower order terms

$$
\begin{equation*}
\omega_{t}=\theta_{x}+\text { l.o.t., } \quad\left(\theta_{x}\right)_{t}=-u_{x} \theta_{x}+\text { l.o.t. }, \quad u_{x}=H \omega . \tag{4.137}
\end{equation*}
$$

The above system is already very similar to 4.133 by taking $\Omega=\omega, \eta=\theta_{x}$. We further perform a simplification for the Hilbert transform. We impose extra assumptions that $\omega, \theta_{x}$ are odd, which are preserved dynamically. Due to these symmetries, it suffices to consider the HL model on $\mathbb{R}_{+}$. For $x>0$, symmetrizing the kernel, we get

$$
\begin{aligned}
H \omega(x) & =\frac{1}{\pi} \int_{\mathbb{R}_{+}} \omega(y)\left(\frac{1}{x-y}-\frac{1}{x+y}\right) d y \\
& =\frac{1}{\pi} \int_{\mathbb{R}_{+}} \omega(y) \frac{2 y}{x^{2}-y^{2}} d y=\frac{1}{\pi} \int_{\mathbb{R}_{+}} \omega(y) \frac{2}{(x / y)^{2}-1} \frac{d y}{y} .
\end{aligned}
$$

We learn the following formal derivation of the leading order part of general singular integral operator from Dr. Elgindi. ${ }^{1}$ Denote

$$
\begin{equation*}
X=x^{\alpha}, \quad Y=y^{\alpha}, \quad \Omega(X)=\omega(x), \quad \eta(X)=\theta_{x}(x) \tag{4.138}
\end{equation*}
$$

Using the above change of variables and $\frac{d y}{y}=\frac{1}{\alpha} \frac{d Y}{Y}$, we get

$$
H \omega(x)=\frac{1}{\alpha \pi} \int_{\mathbb{R}_{+}} \omega\left(Y^{1 / \alpha}\right) \frac{2}{\left(\frac{X}{Y}\right)^{1 / \alpha}-1} \frac{d Y}{Y}=\frac{1}{\alpha \pi} \int_{\mathbb{R}_{+}} \Omega(Y) K_{\alpha}(X, Y) \frac{d Y}{Y}
$$

where $K_{\alpha}(X, Y)=\frac{2}{\left(\frac{X}{Y}\right)^{1 / \alpha-1}}$. Next, we consider the leading order part of $K_{\alpha}(X, Y)$ as $\alpha \rightarrow 0^{+}$. Note that

$$
\lim _{\alpha \rightarrow 0^{+}}\left(\frac{X}{Y}\right)^{1 / \alpha}=0, \text { for } X<Y, \quad \lim _{\alpha \rightarrow 0^{+}}\left(\frac{X}{Y}\right)^{1 / \alpha}=\infty, \text { for } X>Y .
$$

Hence, for $X \neq Y$ and $X, Y>0$, we get

$$
\lim _{\alpha \rightarrow 0^{+}} K_{\alpha}(X, Y)=-2 \cdot \mathbf{1}_{Y>X}
$$

[^3]Therefore, formally, we get

$$
\begin{equation*}
H \omega(x)=-\frac{2}{\alpha \pi} \int_{X}^{\infty} \omega(Y) \frac{d Y}{Y}+\text { l.o.t. }=-S \Omega(X)+\text { l.o.t. }, \tag{4.139}
\end{equation*}
$$

where the operator $S$ is defined in (4.134). Now, plugging the above formula in (4.137), dropping the lower order terms in 4.137) and applying the notations (4.138), we derive another leading order system for the HL model

$$
\begin{equation*}
\partial_{t} \Omega(X)=\eta(X), \quad \partial_{t} \eta(X)=S \Omega(X) \cdot \eta(X) \tag{4.140}
\end{equation*}
$$

The above system is exactly the same as that in 4.136). We remark that the lower order term in the simplification (4.139) needs to be estimated rigorously. In general, the system 4.137) is more complicated than 4.140 since the Hilbert transform is nonlocal and is a singular operator, while we can obtain a local relation between $S f$ and $f$ by taking derivative $\partial_{X}(S f)(X)=-\frac{2}{\pi \alpha} \frac{f(X)}{X}$. Note that $\mathbf{1}_{X<Y}=\mathbf{1}_{x<y}$. Undoing the change of variables in 4.138, we get

$$
\begin{equation*}
S \Omega(X)=\frac{2}{\pi \alpha} \int_{\mathbb{R}_{+}} \mathbf{1}_{x<y} \Omega(Y) \frac{d Y}{Y}=\frac{2}{\alpha \pi} \int_{\mathbb{R}_{+}} \mathbf{1}_{x<y} \omega(y) \cdot \alpha \frac{d y}{y}=\frac{2}{\pi} \int_{x}^{\infty} \omega(y) \frac{d y}{y} . \tag{4.141}
\end{equation*}
$$

The operator on the right hand side is closely related to the Choi-KiselevYao (CKY) simplification of the Hilbert transform [22]. Therefore, the leading order system 4.140) can be seen as the CKY's simplification of 4.137) without the lower order terms.

## COMPETITION BETWEEN ADVECTION AND VORTEX STRETCHING

In this chapter, we investigate the DG model on $S^{1}$ to study the competition between advection and vortex stretching, an essential difficulty in studying the regularity of 3D Euler equations. In Chapter 3, we have established the finite time blowup of the De Gregorio (DG) model on $\mathbb{R}$ with smooth data. Yet, the blowup mechanism does not generalize to the case of $S^{1}$ due to the expanding nature of the blowup solution on $\mathbb{R}$. The dynamic of the solution in the case of $S^{1}$ is much more complicated, and we will show that the solutions exhibit dichotomous behaviors from initial data with different regularity. We refer to Sections 1.4, 1.4.1, and 3.1 for the background and conjectures of the DG model and existing results.

We focus on odd initial data $\omega_{0}$ with period $\pi$ in class $X$ (see (5.1)): $\omega_{0}(x) \geq 0$ or $\omega_{0}(x) \leq 0$ for all $x \in\left[0, \frac{\pi}{2}\right]$. These properties are preserved dynamically. The class of initial data in $X$ seems to provide the most promising scenario for a potential blowup solution of (3.1) on $S^{1}$ up to now for the following reasons. Firstly, the initial data considered in Chapter 3 [19 that lead to finite time blowup of (3.1) on $\mathbb{R}$ satisfies the same sign and symmetry properties as those in $X$. Secondly, for the gCLM model [97] (3.2) with $a>0$, which is closely related to (3.1), singularity formation [13, 14, 19, 44, 49] all develops from initial data with the same sign and symmetry properties as those in $X$. In particular, in [14], we established that the gCLM model on $S^{1}$ with $a$ slightly less than 1 , which can be seen as a slight perturbation to (3.1), develops finite time singularity from some smooth initial data in $X$. Thirdly, this scenario can be seen as a 1D analog of the hyperbolic blowup scenario for the 3D Euler equations reported by Hou-Luo [86, 87]. See also [16, 78, 80]. In fact, the restriction of the (angular) vorticity in [16, $78,80,86,87]$ to the boundary has the same sign and symmetry properties as those in $X$. Thus, to establish global regularity of (3.1) for general smooth initial data, which relates to Conjecture I in Section 1.4.3, we need to address the important question of whether there is a finite time blowup in this class. We note that the initial data considered
in [73] is close to the steady state $A \sin (2 x)$ of (3.1). Thus it belongs to or is close to that in $X$.

Note that the CLM model (3.4) can only blow up in finite time at the zeros of $\omega$ [26]. Since the vortex stretching is the driving force for a potential blowup of (3.1), it is likely that a potential singularity of (3.1) with general data is also located at the zeros of $\omega$. For a zero $x_{0}$ of $\omega$, across which $\omega$ changes sign, the leading order term of $\omega$ near $x_{0}$ is $\partial_{x}^{k} \omega\left(x_{0}\right)\left(x-x_{0}\right)^{k}$ for some odd $k \in Z_{+}$. It has the same sign and symmetry properties as those in $X$. Thus, our analysis of (3.1) with $\omega \in X$ can provide valuable insights on the local analysis of these potential singularities. For a zero $x_{0}$ of $\omega$, across which $\omega$ does not change sign, the local analysis could benefit from 83].

### 5.1 Main results

Throughout this chapter, we consider initial data $\omega_{0}$ in the following class $X$

$$
\begin{equation*}
X \triangleq\left\{f: f \text { is odd }, \pi-\text { periodic and } f(x) \leq 0, x \in\left[0, \frac{\pi}{2}\right]\right\} \tag{5.1}
\end{equation*}
$$

unless we specify otherwise. We assume $\omega_{0} \leq 0$ on $\left[0, \frac{\pi}{2}\right]$ without loss of generality. For the case of $\omega_{0} \geq 0$ on $\left[0, \frac{\pi}{2}\right]$, we can consider a new variable $\omega_{\text {new }}(x) \triangleq \omega\left(x+\frac{\pi}{2}\right)$ and then reduce it to the previous case. It is not difficult to show that the solution $\omega(t)$ remains in $X$.

Our first main result is a one-point blowup criterion. A similar blowup criterion has been obtained in our previous work [13] for the DG model and the gCLM model with dissipation.

Theorem 5.1. Suppose that $\omega_{0} \in X \cap H^{1}$ and $\int_{0}^{\pi / 2}\left|\frac{\omega_{0, x}^{2}}{\omega_{0}} \sin (2 x)\right| d x<+\infty$. The unique local in time solution of (3.1) cannot be extended beyond $T>0$ if and only if

$$
\begin{equation*}
\int_{0}^{T} u_{x}(0, t) d t=\infty \tag{5.2}
\end{equation*}
$$

For $\omega \in X \cap H^{1}$, we have $u_{x}(0, t) \geq 0$. Suppose that $\omega$ vanishes to the order $|x|^{\beta}, \beta>0$ near $x=0$. Then $\frac{\omega_{x}^{2}}{\omega} \sin (2 x)$ is of order $|x|^{2(\beta-1)-\beta+1}=|x|^{\beta-1}$ near $x=0$, which is locally integrable. A similar conclusion holds for the local integrability near $x=\frac{\pi}{2}$. For $\omega \in C^{1, \alpha} \cap X$, the sign condition in $X$ implies that $\omega$ degenerates at its zeros in $S^{1} \backslash\{0, \pi / 2\}$ with an order $\beta>1$, if it exists, and thus $\frac{\omega_{x}^{2}}{\omega} \sin (2 x)$ is still locally integrable. In particular, for $\omega_{0} \in C^{\infty} \cap X$ with a finite number of zeros and a finite order of degeneracy, the assumption
$\int_{0}^{\pi / 2}\left|\frac{\omega_{0, x}^{2}}{\omega_{0}} \sin (2 x)\right| d x<+\infty$ holds automatically. Based on Theorem 5.1, we obtain the following global well-posedness result.

Theorem 5.2. Suppose that $\omega_{0} \in X \cap H^{1}, \omega_{0}(x) x^{-1} \in L^{\infty}$, and $A\left(\omega_{0}\right)=$ $\int_{0}^{\pi / 2}\left|\frac{\omega_{0, x}^{2}}{\omega_{0}} \sin (2 x)\right| d x<+\infty$. There exists a global solution $\omega$ of (3.1) with initial data $\omega_{0}$. In particular, (a) for $\omega_{0} \in X \cap C^{1, \alpha}$ with $\alpha \in(0,1)$ and $A\left(\omega_{0}\right)<+\infty$, there exists a global solution from $\omega_{0}$; (b) for $\omega_{0} \in X \cap C^{1}$ with $A\left(\omega_{0}\right)<+\infty$, the unique local solution $\omega \in \cap_{\alpha<1} C^{\alpha}$ from $\omega_{0}$ exists globally. If the initial data further satisfies $\omega_{0} \in C^{1, \alpha}$ with $\alpha \in(0,1)$ and $\omega_{0, x}(0)=0$, we have

$$
\begin{aligned}
& \|\omega(t)\|_{L^{1}}+\left|u_{x}(0, t)\right| \leq K\left(\omega_{0}\right) e^{C Q(2) t} \\
& \|\omega(t)\|_{L^{\infty}} \leq K\left(\omega_{0}\right) \exp \left(2 \exp \left(K\left(\omega_{0}\right) \exp (C Q(2) t)\right)\right)
\end{aligned}
$$

where $Q(2)=\int_{0}^{\pi / 2}\left|\omega_{0}\right| \cot ^{2} y d y$ and $K\left(\omega_{0}\right)$ is some constant depending on $H \omega_{0}(0), H \omega_{0}\left(\frac{\pi}{2}\right),\left\|\omega_{0}\right\|_{L^{1}}, Q(2), A\left(\omega_{0}\right)$.

In the general case, the a-priori estimates are much weaker. See Lemma 5.5.4 and Remark 5.5.5 for more discussions. Since $H^{s} \hookrightarrow C^{1, \alpha}$ for $s>\alpha+\frac{3}{2}$, Theorem 5.2 implies the global well-posedness (GWP) in $H^{s} \cap X$ with $s>\frac{3}{2}$. The condition $\omega_{0}(x) x^{-1} \in L^{\infty}$ in Theorem 5.2 is necessary since we can obtain a finite time blowup for $\omega_{0}$ that is less regular near $x=0$.

Theorem 5.3. For any $0<\alpha<1, s<\frac{3}{2}$, there exists $\omega_{0} \in X \cap C^{\alpha} \cap H^{s} \cap$ $C^{\infty}\left(S^{1} \backslash\{0\}\right)$ with $\int_{0}^{\pi / 2}\left|\frac{\omega_{0, x}^{2}}{\omega_{0}} \sin (2 x)\right| d x<+\infty$, such that the solution of (3.1) with initial data $\omega_{0}$ develops a singularity in finite time. In particular, we have $\int_{0}^{T} u_{x}(0, t) d t=\infty$.

One can establish the local well-posedness of (3.1) in $C^{k, \alpha}$ with any $k \in \mathbb{Z}_{+} \cup$ $\{0\}$ and $\alpha \in(0,1)$ using the particle trajectory method [89]. From the illposedness result for the incompressible Euler equations in [3], it is conceivable that (3.1) is ill-posed in $C^{1}$. For $C^{1}$ initial data, there is a unique local solution in $\cap_{\alpha<1} C^{\alpha}$. Thus, in view of the above Theorems, in the class $\omega \in X$, the blowup criterion in Theorem 5.1 and the regularity results in Theorems 5.2 and 5.3 are sharp.

Theorem 5.2 verifies the conjecture on the GWP of (3.1) on $S^{1}$ and rules out potential blowup of (3.1) from initial data in $C^{\infty} \cap X$. It also addresses the conjecture made in [44] in the case of $S^{1}$ that the strong solution to (3.1) is global for $C^{1}$ initial data in class $X$. Note that the smooth initial data that
lead to singularity formation of the gCLM model (3.2) on $S^{1}[13,14,19]$ or the CLM model [26] can be chosen in the class in Theorem 5.2. Thus, Theorem 5.2 implies that the advection in (3.1) can prevent singularity formation in the CLM model or the gCLM model for such initial data. The global regularity results in Theorem 5.2 can be generalized to the DG model (3.1) with an external force $f \omega$ linear in $\omega$, where $f \in C^{\infty}$ is a given even function. Theorem 5.3 resolves the conjecture made in [44, 104] that (3.1) develops a finite time singularity from initial data $\omega_{0} \in C^{\alpha}$ or $\omega_{0} \in H^{s}$ for any $\alpha \in(0,1)$ and $s<\frac{3}{2}$ in the case of $S^{1}$. The case of $\mathbb{R}$ has been resolved in [19] with $\omega_{0} \in C_{c}^{\infty}$.

In [44], Elgindi-Jeong made an important observation that the advection can be substantially weakened by choosing $C^{\alpha}$ data with sufficiently small $\alpha$, and constructed $C^{\alpha}$ self-similar blowup solution of (3.1) on $\mathbb{R}$ with small $\alpha$. For (3.1) on $S^{1}$, a finite time blowup from $C_{c}^{\alpha}$ data with small $\alpha$ was obtained in [19]. In Theorem 5.3, the Hölder exponent $\alpha$ can be arbitrary close to 1. As we will see in the proof, it suffices to weaken the advection slightly. Theorem 5.3 is inspired by our previous work [14], where we constructed a finite time blowup solution for the gCLM model (3.2) with $a$ slightly less than 1 and smooth initial data.

### 5.1.1 Connection with the CLM model

The CLM model (3.4) can be solved explicitly [26]

$$
\begin{align*}
\omega(x, t) & =\frac{4 \omega_{0}(x)}{\left(2-t H \omega_{0}(x)\right)^{2}+t^{2} \omega_{0}^{2}(x)} \\
H \omega(x, t) & =\frac{2 H \omega_{0}(x)\left(2-t H \omega_{0}(x)\right)-2 t \omega_{0}^{2}(x)}{\left(2-t H \omega_{0}(x)\right)^{2}+t^{2} \omega_{0}^{2}(x)} . \tag{5.3}
\end{align*}
$$

We consider the solution of (3.4) with period $\pi$. From (5.3), the solution can blow up at $x$ in finite time if and only if $\omega_{0}(x)=0$ and $H \omega_{0}(x)>0$. Consider odd $\omega_{0}$ with $\omega_{0}<0$ on $\left(0, \frac{\pi}{2}\right)$. Since $H \omega_{0}(0)>0$ and $H \omega_{0}\left(\frac{\pi}{2}\right)<0$, the only point $x$ with $\omega_{0}(x)=0$ and $H \omega_{0}(x)>0$ is $x=0$. Within this class of initial data, from Theorem 5.1, $u_{x}(0, t)$ controls the blowup in both the CLM model and the De Gregorio model. On the other hand, the CLM model blows up in finite time for smooth initial data, while from Theorems 5.2 , 5.3 , the advection term in the De Gregorio model can prevent singularity formation if the initial data is smooth enough.

### 5.1.2 Competition between advection and vortex stretching

The competition between advection and vortex stretching and its relation with the vanishing order of $\omega \in X$ near $x=0$ can be illustrated by a simple Taylor expansion. Suppose that near $x=0, \omega=-x^{a}+$ l.o.t. for $a>0$ and $u=c x+$ l.o.t. for some $c>0$, where l.o.t. denotes the lower order terms. We impose the latter assumption on $u$ since $u=-\left(-\partial_{x x}\right)^{-1 / 2} \omega$ is odd and at least $C^{1}$ with $u_{x}(0)>0$ for nontrivial $\omega \in X$. The leading order term of $u \omega_{x}$ and $u_{x} \omega$ near $x=0$ are given by

$$
u \omega_{x}=-a c x^{a}+\text { l.o.t., } \quad u_{x} \omega=-c x^{a}+\text { l.o.t. }
$$

This simple calculation suggests that $a-1$ characterizes the relative strength between the advection $\left|u \omega_{x}\right|$ and the vortex stretching $\left|u_{x} \omega\right|$ near $x=0$. The advection is weaker than, comparable to, and stronger than the vortex stretching if $a<1, a=1$, and $a>1$, respectively. Considering the stabilizing effect of advection [14, 67, 97] and the destabilizing effect of vortex stretching [26], one would expect that there exists singularity formation in the case of $a<1$ and global well-posedness in the case of $a \geq 1$. Theorems 5.2 and 5.3 confirm this formal analysis. In the case of $a=1$, e.g., $\omega_{0} \in C^{1, \alpha}$ with $\omega_{0, x}(0) \neq 0$ in Theorem 5.2, the effects of two terms balance, making it very challenging to establish the GWP result in Theorem 5.2. To prove these results, we need to quantitatively characterize the competition in three different cases and precisely control the effects of advection and vortex stretching. See more discussions in Section 5.2.

### 5.1.3 Connections with incompressible fluids

### 5.1.3.1 The effect of advection

Theorem 5.2 provides some valuable insights on potential singularity formation in incompressible fluids. We consider the 2D Boussinesq equations

$$
\begin{equation*}
\omega_{t}+\mathbf{u} \cdot \nabla \omega=\theta_{x}, \quad \theta_{t}+\mathbf{u} \cdot \nabla \theta=0 \tag{5.4}
\end{equation*}
$$

where $\omega$ is the vorticity, $\theta$ is the density, and $\mathbf{u}$ is the velocity field determined by $\nabla^{\perp}(-\Delta)^{-1} \omega$.

In the whole space, a promising potential blowup scenario is the hyperbolicflow scenario with $\theta_{x}, \omega$ being odd in both $x, y$, and positive $\theta_{x}, \omega$ in the first quadrant. The induced flow is clockwise in the first quadrant near the origin.

A similar scenario has been used in [62, 106]. In this scenario, the flow in the $y$ direction in the first quadrant moves away from the origin. To understand the effect of $y$-advection, we derive a model on $\theta_{x}$, which is the driving force for the growth in (5.4). Taking $x$-derivative on (5.4) and using the incompressible condition $u_{2, y}=-u_{1, x}$, we yield

$$
\begin{equation*}
\partial_{t} \theta_{x}+\mathbf{u} \cdot \nabla \theta_{x}=-u_{1, x} \theta_{x}-u_{2, x} \theta_{y}=u_{2, y} \theta_{x}-u_{2, x} \theta_{y} . \tag{5.5}
\end{equation*}
$$

Dropping $\theta_{y}$ term and the advection in $x$ direction and simplifying $\omega=\theta_{x}$, we further derive

$$
\begin{align*}
& \partial_{t} \theta_{x}+u_{2} \partial_{y} \theta_{x}=u_{2, y} \theta_{x}  \tag{5.6}\\
& \mathbf{u}=\nabla^{\perp}(-\Delta)^{-1} \theta_{x}, \quad u_{2, y}=\partial_{x y}(-\Delta)^{-1} \theta_{x} \tag{5.7}
\end{align*}
$$

See more motivations for these simplifications in Appendix D.0.2. Note that the $\theta$-equation in (5.4) with (5.7) reduces to the incompressible porous media equation [30, 31]. Equation (5.6) captures the competition between the vortex stretching $u_{2, y} \theta_{x}$ and the $y$-advection $u_{2} \partial_{y} \theta_{x}$ in (5.5). This model relates to (3.1) via the connections $\theta_{x} \rightarrow-\omega, \partial_{x y}(-\Delta)^{-1} \rightarrow-H$. Moreover, the solutions of the two models enjoy similar sign and symmetry properties. See more discussions in Appendix D.0.2. The connection between $\partial_{x y}(-\Delta)^{-1}$ and $H$ can be justified under some assumptions [20, 23, 71], though it may not be consistent with the current setting.

Valuable insight from Theorem 5.2 and the connection between the above model and (3.1) is that if $\theta_{x}(x, y)$ vanishes near $y=0$ to order $|y|^{a}$ with $a \geq 1$, the advection may be strong enough to destroy potential singularity formation. In the hyperbolic flow scenario, due to the odd symmetry in $y$, a typical $\theta$ near the origin is of the form $\theta(x, y) \approx c_{1} x^{1+\alpha} y+$ l.o.t. for $\theta \in C^{1, \alpha}$ and $\theta(x, y) \approx c_{1} x^{2} y+$ l.o.t. for $\theta \in C^{\infty}$. In both cases, $\theta_{x}$ vanishes linearly in $y$, and thus the effect of $y$-advection can be an obstacle to singularity formation. Such effect can be overcome by imposing a solid boundary on $y=0$ and singularity formation with $C^{1, \alpha}$ velocity has been established in [16]. For smooth data, the importance of boundary has been studied in [86, 87]. In the absence of a boundary, new mechanisms to overcome the advection or a new scenario may be required to obtain singularity formation of (5.4) in $\mathbb{R}^{2}$.

### 5.1.3.2 Connections with the SQG equation

In [5], Castro-Córdoba observed that a solution $\omega(y, t)$ of the De Gregorio model (3.1) can be extended to a solution of the SQG equation

$$
\begin{equation*}
\theta_{t}+\mathbf{u} \cdot \nabla \theta=0, \quad \mathbf{u}=\nabla^{\perp}(-\Delta)^{-1 / 2} \theta \tag{5.8}
\end{equation*}
$$

with infinite energy via the connection $\theta(x, y, t)=x \omega(y, t)$. We can perform derivations for (5.8) similar to those in (5.4)-(5.7). Under this connection, the terms dropped in the derivations are exactly 0 , and the SQG equation in the hyperbolic-flow scenario [62] reduces exactly to the DG model (3.1) with a solution in class $X$. Hence, our analysis of (3.1) provides valuable insight into the effect of advection in (5.8) in such a scenario. Moreover, from Theorem 5.2, we obtain a new class of globally smooth non-trivial solutions to (5.8) with infinite energy. Note that a globally smooth solution to (5.8) with finite energy has been constructed in [7]. See also [59]. Singularity formation of (5.8) from smooth initial data with infinite energy follows from [19].

Under the radial homogeneity ansatz $\theta(t, r, \beta)=r^{2-2 \alpha} g(t, \beta)$, Elgindi-Jeong [46] established a connection between a solution $\theta$ to the generalized SQG equation and a solution $g(t, \beta)$ to the gCLM model (3.2) with $a>1$ up to some lower order term in the velocity operator. Our analysis of the global regularity of (3.1) sheds useful light on the analysis of (3.2) with $a>1$ and constructing globally non-trivial solutions to the generalized SQG equation using the connection in [46]. In particular, our argument to analyze $u_{x}(0)$ and a singular integral, which is defined in (5.12) and characterizes the competition between advection and vortex stretching in (3.1), can be generalized to the gCLM model with $a>1$. See more discussions in Chapter 6 .

Organization of the Chapter The rest of the chapter is organized as follows. In Section 5.2, we discuss the main ideas in the proofs of the main theorems. In Section 5.3, we establish the one-point blowup criterion. In Section 5.4, we discuss the stabilizing effect of the advection in (3.1) and study the positive-definiteness of several quadratic forms, which are the building blocks for the GWP results in Theorem 5.2. In Section 5.5, we prove Theorem 5.2. In Section 5.6, we construct finite time blowup of (3.1) with $C^{\alpha} \cap H^{s}$ data. We make some concluding remarks on the potential generalization of the results in Chapter 6. Some technical Lemmas and derivations are deferred to Appendix D.

### 5.2 Main ideas and the outline of the proofs

In this section, we discuss the main ideas and outline the proofs of the main theorems.

### 5.2.1 Difference between the De Gregorio on $\mathbb{R}$ and on $S^{1}$

Note that the initial condition considered in [19] that leads to finite time blowup of (3.1) on $\mathbb{R}$ has the same sign and symmetry properties as those in $X$. To establish the well-posedness results in Theorems 5.1 and 5.2, we need to understand the mechanism on $S^{1}$ that prevents singularity formation similar to [19].

For (3.1) on $S^{1}$ with $\omega \in X$, we have two special points $x=0, x=\pi / 2$, which correspond to $x=0, x=\infty$ in the case of $\mathbb{R}$. One of the key differences between two cases is captured by the evolution of $\|\omega\|_{L^{1}}$

$$
\frac{d}{d t}\left(-\int_{0}^{\pi / 2} \omega(x) d x\right)=\frac{2}{\pi} \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y) \cot (x+y) d x d y
$$

which is derived in (5.22), 5.23). Since $\omega \leq 0$ on $[0, \pi / 2],-\int_{0}^{\pi / 2} \omega(x) d x$ is the same as $\|\omega\|_{L^{1}}$.

For $x+y \leq \frac{\pi}{2}$, the interaction on the right hand side has a positive sign due to $\cot (x+y) \geq 0$, which leads to the growth of $\|\omega\|_{L^{1}}$. On the other hand, for $x+y \geq \frac{\pi}{2}$, the interaction has a negative sign, which contributes to the decrease of $\|\omega\|_{L^{1}}$. The former and the latter interaction can be seen as the interaction near 0 and $\pi / 2$, respectively. The latter plays a crucial role in our proof as a damping term. For comparison, a similar ODE can be derived for (3.1) on $\mathbb{R}$ with $\cot (x+y)$ replaced by $\frac{1}{x+y}$. The interaction is always positive and can contribute to the unbounded growth of the singular solution in [19] in the far field. Yet, for (3.1) on $S^{1}$, similar growth near $x=\pi / 2$ is prevented due to the above damping term.

Moreover, for (3.1) on $S^{1}$ with $\omega \in X$, we have $-u \in X$ and thus $u_{x}(0)>0$ and $u_{x}\left(\frac{\pi}{2}\right)<0$ for nontrivial $\omega$. The sign of $u_{x}\left(\frac{\pi}{2}\right)$ suggests that near $x=\frac{\pi}{2}$, the vortex stretching $u_{x} \omega$ in (3.1) depletes the growth of the solution. Using these observations, we show that the nonlinear terms near $x=\frac{\pi}{2}$ are harmless. Thus, the main difficulty is the analysis of (3.1) near $x=0$.

### 5.2.2 The one-point blowup criterion

In [83], an important equation was discovered

$$
\begin{equation*}
\frac{1}{2} \partial_{t}\left((\sqrt{\omega})^{\prime}\right)^{2}=-\frac{1}{2} u\left(\left((\sqrt{\omega})^{\prime}\right)^{2}\right)^{\prime}-\frac{1}{2} H \omega\left((\sqrt{\omega})^{\prime}\right)^{2}+\frac{1}{4}(H \omega)^{\prime} \omega^{\prime}, \tag{5.9}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\frac{1}{2} \partial_{t} \frac{\omega_{x}^{2}}{\omega}=-\frac{1}{2}\left(u \frac{\omega_{x}^{2}}{\omega}\right)_{x}+\omega_{x} H \omega_{x} . \tag{5.10}
\end{equation*}
$$

Identity (5.10) can also be obtained from the equation of $\omega_{x}$ and $\omega^{-1}$ using (3.1).

To prove Theorem 5.1, one of the key steps is the estimate of a new quantity $\int_{0}^{\pi / 2} \frac{\omega_{x}^{2}}{\omega} \sin (2 x) d x$. The vanishing property of $\sin (2 x)$ near $x=0, \frac{\pi}{2}$ cancels the singularity caused by $\frac{1}{\omega}$ for $\omega \in X$. Since $\omega(t)$ remains in $X$ (5.1) and $\omega \leq 0$ on $\left[0, \frac{\pi}{2}\right], \frac{\omega_{x}^{2}}{\omega} \sin (2 x)$ has a fixed sign. To control the nonlinear terms in the energy estimate, we will exploit the conservation form $\left(u \frac{\omega_{x}^{2}}{\omega}\right)_{x}$, use an important cancellation on a quadratic form of $\omega_{x}$ and a crucial extrapolation inequality on $u$. Using some estimates in [13, 19], we derive a-priori estimates on $u_{x}(0),\|\omega\|_{L^{1}}, \int_{0}^{\pi / 2} \frac{\omega_{x}^{2}}{\omega} \sin (2 x) d x$, which controls $\omega(x)$ away from $x=\frac{\pi}{2}$ by interpolation. By exploiting the damping mechanisms near $x=\pi / 2$ discussed in Section 5.2.1, we further show that $u_{x}\left(\frac{\pi}{2}, t\right)$ cannot blow up before the blowup of $u_{x}(0, t)$. With these estimates, we obtain an a-priori estimate on $\|\omega\|_{L^{\infty}}$ in terms of $\int_{0}^{t} u_{x}(0, s) d s$, and establish the one-point blowup criterion by applying the Beale-Kato-Majda type blowup criterion [1, 73]. See also [97].

### 5.2.3 Global well-posedness

To prove Theorem 5.2 using Theorem 5.1, we need to further control $u_{x}(0)$. In the special case of $\omega_{0} \in C^{1, \alpha}$ with $\omega_{0, x}(0)=0$, the key step is to establish

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{\frac{\pi}{2}} \omega \cot ^{2} x d x=\int_{0}^{\frac{\pi}{2}}\left(u_{x} \omega-u \omega_{x}\right) \cot ^{2} x d x \geq 0 \tag{5.11}
\end{equation*}
$$

The quantity $\int_{0}^{\pi / 2} \omega \cot ^{2} x d x$ is well-defined for $\omega \in C^{1, \alpha}$ with $\omega_{x}(0)=0$ and $\alpha>0$. The above inequality quantifies that the stabilizing effect of advection is stronger than the effect of vortex stretching in some sense for $\omega$ in this case. We will exploit the convolution structure in the quadratic form in (5.11) and use an idea from Bochner's theorem for a positive-definite function to establish (5.11). We remark that an inequality similar to (5.11) has been established in the arXiv version of [19], where a more singular function $\cot ^{\beta} x$
with $\beta \geq 2.2$ is used. The inequality (5.11) is stronger than that in [19] since $\int_{0}^{\pi / 2} \omega(\cot x)^{\beta} d x$ is not well-defined for $\omega \in C^{1, \alpha}$ with $\alpha \in(0, \beta-2)$ and $\omega_{x}(0)=0$. Since $\omega \leq 0$ on $[0, \pi / 2]$, (5.11) implies an a-priori estimate of $\int_{0}^{\pi / 2}\left|\omega \cot ^{2} x\right| d x$, based on which we can further control $\|\omega\|_{L^{1}}, u_{x}(0)$ and establish the global well-posedness.

In the general case, $\omega_{0}$ can vanish only linearly near $x=0$. The proof is much more challenging since $\int_{0}^{\pi / 2}\left|\omega \cot ^{2} x\right| d x$ is not well-defined, and there is no similar coercive conserved quantity. Note that in this case, for $\omega_{0}$ close to $A \sin 2 x$ in the $C^{2}$ norm, the solution $\omega(x, t)$ converges to $A \sin 2 x$ as $t \rightarrow$ $\infty$ [73]. As pointed out in [73], this imposes strong constraints on possible conserved quantities. Thus, it is not expected that there is any good conserved quantity similar to some weighted norm of $\omega$.

To illustrate our main ideas, we consider $\omega_{0} \in C^{1, \alpha} \cap X$ with $\omega_{0, x} \neq 0$. In this case, the only conserved quantities seems to be $\omega_{x}(x, t) \equiv \omega_{0, x}(x)$ for $x=0, \frac{\pi}{2}$. Surprisingly, the one-point conservation law $\omega_{x}(0, t) \equiv \omega_{0, x}(0)$ allows us to control $Q(\beta, t)$ defined below for $\beta<2$. We remark that we do not have monotonicity of $Q(\beta, t)$ in $t$ similar to (5.11) when $\beta<2$. A crucial observation is the following leading order structure

$$
\begin{equation*}
Q(\beta, t) \triangleq \int_{0}^{\pi / 2}-\omega(y, t)(\cot y)^{\beta} d y=\frac{-\omega_{x}(0)}{2-\beta}+\mathcal{R}(\beta, t), \quad|\mathcal{R}(\beta, t)| \lesssim_{\alpha}\|\omega\|_{C^{1, \alpha}} \tag{5.12}
\end{equation*}
$$

for any $\beta<2$. As long as $\omega(t)$ remains in $C^{1, \alpha}$, we can choose $\beta$ sufficiently close to 2 , such that $(2-\beta) Q(\beta, t)$ is comparable to $-\omega_{x}(0)$, which is timeindependent. Using this observation, an ODE of $Q(\beta, t)$ similar to (5.11) but with a nonlinear forcing term and an additional extrapolation-type estimate, we can control $Q(\beta(t), t)$ with $\beta(t)$ sufficiently close to 2 . In the case of the less regular initial data $\omega_{0} \in X \cap H^{1}$ with $\omega_{0} x^{-1} \in L^{\infty}$, we will establish an estimate similar to 5.12 . This enables us to further control $u_{x}(0)$ and establish the global well-posedness.

### 5.2.4 Finite time blowup

To prove Theorem 5.3, we follow the framework introduced in Section 1.3. See also the work of Chen-Hou-Huang [19]. We also adopt an idea developed in our previous work [14] that a singular solution of the gCLM model (3.2) can be constructed by perturbing the equilibrium $\sin (2 x)$ of (3.1). We first construct a $C^{\alpha}$ approximate self-similar profile of (3.1) $\omega_{\alpha}=C \cdot \operatorname{sgn}(x)|\sin 2 x|^{\alpha}$ with $\alpha<1$
sufficiently close to 1 . Our key observation is that for $\alpha<1$, the advection $u \omega_{x}$ is slightly weaker than the vortex stretching $u_{x} \omega$. See the discussions in the paragraph before Section 5.1.1 and in Section 5.1.2. Then we establish the nonlinear stability of the profile $\omega_{\alpha}$ in the dynamic rescaling formulation of (3.1) based on the coercivity estimates of a linearized operator established in [83] and several weighted estimates. Using the nonlinear stability results and the argument in [14, 19], we further establish finite time blowup.

The finite time singularity of (3.1) on $\mathbb{R}$ from $C_{c}^{\infty}$ initial data established in [19] has expanding support, and the vorticity blows up at $\infty$. The singularities of the gCLM model (3.2) with weak advection constructed in [13, 19, 44, 49] are focusing, and the blowups occur at the origin. Due to the relatively strong advection and the compactness of a circle, the $C^{\alpha}$ singular solution of (3.1) on $S^{1}$ we construct is neither expanding nor focusing, which is similar to that in [14]. Moreover, the solution blows up in most places at the blowup time. Compared to the analysis of the gCLM model in [14], the blowup analysis of (3.1) with $C^{\alpha}$ data is more complicated due to the less regular profile and its estimates in the nonlinear stability analysis with singular weights.

### 5.3 One-point blowup criterion

In this section, we establish the one-point blowup criterion in Theorem 5.1. Recall the class $X$ defined in (5.1) and the Hilbert transform on a circle with period $\pi$
$u_{x}=H \omega=\frac{1}{\pi} P . V . \int_{-\pi / 2}^{\pi / 2} \omega(y) \cot (x-y) d y, \quad u=-\frac{1}{\pi} \int_{-\pi / 2}^{\pi / 2} \omega(y) \log \left|\frac{\sin (x+y)}{\sin (x-y)}\right| d y$.
For (3.1) with initial data $\omega_{0} \in X$, it is not difficult to obtain that $\omega(\cdot, t),-u(\cdot, t)$ remain in $X$.

### 5.3.1 Energy estimate

To perform energy estimate using (5.10), we multiply both sides of (5.10) with $-\sin (2 x) \in X$ so that $-\frac{\omega_{x}^{2}}{\omega} \sin (2 x) \geq 0$. Integrating them over $S^{1}$, we obtain
$\frac{1}{2} \frac{d}{d t} \int_{S^{1}}-\frac{\omega_{x}^{2}}{\omega} \sin (2 x) d x=\frac{1}{2} \int_{S^{1}}\left(u \frac{\omega_{x}^{2}}{\omega}\right)_{x} \sin (2 x) d x-\int_{S^{1}} \omega_{x} H \omega_{x} \sin (2 x) d x \triangleq I+I I$.

We introduce the following functionals

$$
\begin{align*}
& A(\omega) \triangleq \int_{S^{1}}-\frac{\omega_{x}^{2}}{\omega} \sin (2 x) d x, E(\omega)=A(\omega)+u_{x}(0)+\|\omega\|_{L^{1}}  \tag{5.15}\\
& U(t) \triangleq \int_{0}^{t} u_{x}(0, s) d s
\end{align*}
$$

We choose the special function $\sin 2 x$ due to the crucial cancellation in Lemma D.0.3

$$
\begin{equation*}
I I=\int_{S^{1}} \omega_{x} H \omega_{x} \sin (2 x) d x=0 \tag{5.16}
\end{equation*}
$$

For $I$, using integration by parts, we obtain

$$
\begin{aligned}
I & =-\frac{1}{2} \int_{S^{1}} u \frac{\omega_{x}^{2}}{\omega}(\sin (2 x))_{x} d x=-\int_{S^{1}} \frac{u \cos (2 x)}{\sin (2 x)} \frac{\omega_{x}^{2}}{\omega} \sin (2 x) d x \\
& =-2 \int_{0}^{\pi / 2} \frac{u \cos (2 x)}{\sin (2 x)} \frac{\omega_{x}^{2}}{\omega} \sin (2 x) d x
\end{aligned}
$$

A crucial observation is that by taking advantage of the conservation form $\left(u \frac{\omega_{x}^{2}}{\omega}\right)_{x}$ and performing estimate on (5.10) with an explicit function, the coefficient $\frac{u \cos (2 x)}{\sin (2 x)}$ in the nonlinear term $I$ for $x$ away from $x=0, \frac{\pi}{2}$ is of lower order than $u_{x}, \omega$. We further estimate $I$ from above. Since $\omega,-u \in X$, we derive $-\frac{\omega_{x}^{2}}{\omega} \sin (2 x) \geq 0, \frac{u}{\sin (2 x)} \geq 0$, and $\cos (2 x) \leq 0$ on $\left[\frac{\pi}{4}, \frac{\pi}{2}\right]$. It follows

$$
\begin{equation*}
I \leq-2 \int_{0}^{\pi / 4} \frac{u \cos (2 x)}{\sin (2 x)} \frac{\omega_{x}^{2}}{\omega} \sin (2 x) d x \lesssim\left\|\frac{u}{\sin x}\right\|_{L^{\infty}\left[0, \frac{\pi}{4}\right]} A(\omega) \tag{5.17}
\end{equation*}
$$

where $A(\omega)$ is defined in (5.15). The fact that the nonlinear term in $[\pi / 4, \pi / 2]$ is harmless is related to the discussion in Section 5.2.1. To control $\frac{u}{\sin x}$, we use the following extrapolation.

Lemma 5.3.1. Suppse that $\omega \in X$ satisfies $A(\omega)<+\infty, u_{x}(0)<+\infty$ and $\omega \in L^{1}$. We have

$$
\begin{align*}
\left\|\frac{u}{\sin x}\right\|_{L^{\infty}\left[0, \frac{\pi}{4}\right]} & \lesssim\left(u_{x}(0)+\|\omega\|_{L^{1}}+1\right) \log \left(\|\omega\|_{L^{\infty}\left[0, \frac{\pi}{3}\right]}+2\right),  \tag{5.18}\\
\left\||\cos x|^{1 / 2} \omega\right\|_{L^{\infty}} & \lesssim\left(A(\omega)\left(u_{x}(0)+\|\omega\|_{L^{1}}\right)\right)^{1 / 2} \\
\|\sin x \cdot \omega\|_{L^{\infty}} & \lesssim\left(A(\omega)\left|u_{x}(\pi / 2)\right|\right)^{1 / 2} . \tag{5.19}
\end{align*}
$$

We remark that $\|\omega\|_{L^{\infty}\left[0, \frac{\pi}{3}\right]}$ can be further bounded by $\left\||\cos x|^{1 / 2} \omega\right\|_{L^{\infty}}$.

Proof. Denote

$$
\begin{aligned}
K(x, y) & =\frac{\sin y}{\sin x} \log \left|\frac{\sin (x+y)}{\sin (x-y)}\right|=\frac{\sin y}{\sin x} \log \left|\frac{\tan x+\tan y}{\tan x-\tan y}\right|, \\
f(x) & =x \log \left|\frac{x+1}{x-1}\right| .
\end{aligned}
$$

From (5.13), we get

$$
\begin{equation*}
\frac{u}{\sin x}=-\frac{1}{\pi} \int_{0}^{\pi / 2} \omega(y) \frac{1}{\sin x} \log \left|\frac{\sin (x+y)}{\sin (x-y)}\right| d y=-\frac{1}{\pi} \int_{0}^{\pi / 2} \frac{\omega(y)}{\sin y} K(x, y) d y \tag{5.20}
\end{equation*}
$$

For $\varepsilon<\frac{1}{10}$ to be determined, we decompose 5.20 as follows

$$
\begin{aligned}
\left|\frac{u}{\sin x}\right| \lesssim & \int_{0}^{\pi / 2} \mathbf{1}_{|y / x-1|>\varepsilon}\left|\frac{\omega(y)}{\sin y} K(x, y)\right| d y \\
& +\int_{0}^{\pi / 2} \mathbf{1}_{|y / x-1| \leq \varepsilon}\left|\frac{\omega(y)}{\sin x}\right| \log \left|\frac{\sin (x+y)}{\sin (x-y)}\right| d y \triangleq I+I I .
\end{aligned}
$$

Denote $z=\frac{\tan y}{\tan x}$. For $|y / x-1|>\varepsilon, x, y \in[0, \pi / 2]$, we have

$$
|z-1|=\left|\frac{\tan y-\tan x}{\tan x}\right|=\left|\frac{\sin (x-y)}{\cos x \cdot \cos y \cdot \tan x}\right|=\left|\frac{\sin (x-y)}{\cos y \cdot \sin x}\right| \gtrsim \frac{|x-y|}{x} \gtrsim \varepsilon .
$$

For $x \in\left[0, \frac{\pi}{4}\right]$ and $y \in\left[0, \frac{\pi}{2}\right]$, using $\sin x \asymp \tan x, \sin y \leq \tan y$ and the above estimate, we get

$$
K(x, y) \lesssim \frac{\tan y}{\tan x} \log \left|\frac{\tan x+\tan y}{\tan x-\tan y}\right|=z \log \left|\frac{z+1}{z-1}\right|=f(z) \lesssim \log \varepsilon^{-1}
$$

where we have used $f(z) \lesssim 1$ for $z>2$ and $z<\frac{1}{2}$ to obtain the last inequality. It follows

$$
\begin{aligned}
I & \lesssim \log \varepsilon^{-1} \int_{0}^{\pi / 2} \frac{|\omega|}{\sin y} d y \lesssim \log \varepsilon^{-1} \int_{0}^{\pi / 2}(-\omega(y))(\cot y+1) d y \\
& \lesssim \log \varepsilon^{-1}\left(u_{x}(0)+\|\omega\|_{1}\right)
\end{aligned}
$$

For $I I$, since $\left|\frac{y}{x}-1\right| \leq \varepsilon<\frac{1}{10}$ and $x \in[0, \pi / 4]$, we yield $y \in\left[0, \frac{\pi}{3}\right]$. Since $\sin z \asymp z$ on $[0,3 \pi / 4]$, we get $\left|\frac{\sin (x+y)}{\sin (x-y)}\right| \lesssim\left|\frac{x+y}{x-y}\right|$. Using these estimates, we derive

$$
\begin{aligned}
I I & \lesssim\|\omega\|_{L^{\infty}\left(0, \frac{\pi}{3}\right)} \int_{|y / x-1| \leq \varepsilon}\left(1+\log \left|\frac{y+x}{y-x}\right|\right) \frac{1}{x} d y \\
& =\|\omega\|_{L^{\infty}\left(0, \frac{\pi}{3}\right)} \int_{1-\varepsilon}^{1+\varepsilon}\left(1+\log \left|\frac{1+z}{1-z}\right|\right) d z .
\end{aligned}
$$

Using a change of variable $s=z-1 \in[-\varepsilon, \varepsilon]$, we further obtain

$$
I I \lesssim\|\omega\|_{L^{\infty}\left(0, \frac{\pi}{3}\right)} \int_{|s| \leq \varepsilon} \log |s|^{-1} d s \lesssim \varepsilon \log \varepsilon^{-1}\|\omega\|_{L^{\infty}\left(0, \frac{\pi}{3}\right)}
$$

Choosing $\varepsilon=\left(\|\omega\|_{L^{\infty}\left(0, \frac{\pi}{3}\right)}+10\right)^{-1}<\frac{1}{10}$, we prove

$$
\begin{aligned}
\left\|u(\sin x)^{-1}\right\|_{L^{\infty}[0, \pi / 4]} & \lesssim\left(u_{x}(0)+\|\omega\|_{1}+1\right) \log \varepsilon^{-1} \\
& \lesssim\left(u_{x}(0)+\|\omega\|_{1}+1\right) \log \left(\|\omega\|_{L^{\infty}\left(0, \frac{\pi}{3}\right)}+2\right)
\end{aligned}
$$

which is exactly (5.18).
For $x \in\left[0, \frac{\pi}{2}\right]$, using the Cauchy-Schwarz inequality, we prove

$$
\begin{aligned}
\left|\omega(x)(\cos x)^{1 / 2}\right| & \leq(\cos x)^{1 / 2} \int_{0}^{x}\left|\omega_{x}(y)\right| d y \leq \int_{0}^{x}\left|\omega_{x}(y)\right|(\cos y)^{1 / 2} d y \\
& \lesssim\left(\int_{0}^{\pi / 2} \frac{\omega_{x}^{2}}{|\omega|} \sin (2 x) d x \int_{0}^{\pi / 2}|\omega|(\cot x+1) d x\right)^{1 / 2} \\
& \lesssim\left(A(\omega)\left(u_{x}(0)+\|\omega\|_{L^{1}}\right)\right)^{1 / 2}
\end{aligned}
$$

which is the first inequality in 5.19. The proof of the second inequality in (5.19) is similar.

### 5.3.1.1 Estimates of $\|\omega\|_{L^{1}}, u_{x}(0)$

To close the energy estimate using Lemma 5.3.1, we further estimate $\|\omega\|_{L^{1}}, u_{x}(0)$ in terms of $U(t)$. Similar estimates have been established in [13] and the arXiv version of [19]. Integrating (3.1) over [0, $\left.\frac{\pi}{2}\right]$ and using integration by parts, we yield

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{\pi / 2}-\omega d x=\int_{0}^{\pi / 2}-u_{x} \omega+u \omega_{x} d x=-2 \int_{0}^{\pi / 2} u_{x} \omega d x \triangleq I I I \tag{5.21}
\end{equation*}
$$

Since $\omega$ is odd, symmetrizing the kernel in (5.13), we obtain

$$
\begin{align*}
I I I & =-\frac{2}{\pi} \int_{0}^{\pi / 2} \omega(x) \int_{0}^{\pi / 2} \omega(y)(\cot (x-y)-\cot (x+y)) d y d x \\
& =\frac{2}{\pi} \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y) \cot (x+y) d x d y  \tag{5.22}\\
& =\frac{4}{\pi} \int_{0}^{\pi / 2}(-\omega(x))\left(-\int_{0}^{x} \omega(y) \cot (x+y) d y\right)
\end{align*}
$$

Since $-\omega(x) \geq 0$ on $\left[0, \frac{\pi}{2}\right]$ and $\cot z$ is decreasing on $[0, \pi]$, we get

$$
\begin{equation*}
-\int_{0}^{x} \omega(y) \cot (x+y) d y \leq-\int_{0}^{x} \omega(y) \cot y d y \leq-\int_{0}^{\pi / 2} \omega(y) \cot y d y \lesssim u_{x}(0) \tag{5.23}
\end{equation*}
$$

It follows

$$
I I I \lesssim u_{x}(0) \int_{0}^{\pi / 2}(-\omega(y)) d y, \quad \frac{d}{d t} \int_{0}^{\pi / 2}-\omega(y) d y=I I I \lesssim u_{x}(0) \int_{0}^{\pi / 2}-\omega(y) d y
$$

Using Gronwall's inequality, we establish

$$
\|\omega(t)\|_{L^{1}} \leq\left\|\omega_{0}\right\|_{L^{1}} \exp \left(C \int_{0}^{t} u_{x}(0, s) d s\right) \lesssim\left\|\omega_{0}\right\|_{L^{1}} \exp (C U(t))
$$

Taking the Hilbert transform on both side of (3.1) and applying Lemma D.0.1. we derive

$$
\begin{align*}
\frac{d}{d t} u_{x}(0) & =H\left(u_{x} \omega-u \omega_{x}\right)(0)=2 H\left(u_{x} \omega\right)(0)-H\left(\partial_{x}(u \omega)\right)(0) \\
& =u_{x}^{2}(0)-\omega^{2}(0)+\frac{1}{\pi} \int_{-\pi / 2}^{\pi / 2} \cot y(u \omega)_{x}(y) d y  \tag{5.24}\\
& =u_{x}^{2}(0)+\frac{1}{\pi} \int_{-\pi / 2}^{\pi / 2} \frac{1}{\sin ^{2} y} u \omega d y
\end{align*}
$$

Note that $u \omega \leq 0$ for all $x$ and $u_{x}(0) \geq 0$ for $\omega \in X$. It follows

$$
\frac{d}{d t} u_{x}(0) \leq u_{x}^{2}(0)
$$

Using Gronwall's inequality, we obtain

$$
0 \leq u_{x}(0, t) \leq u_{x}(0,0) \exp (U(t))=H \omega_{0}(0) \exp (U(t))
$$

Plugging the above estimates, (5.16, (5.17) and Lemma 5.3.1 in (5.14, we obtain

$$
\begin{aligned}
\frac{d}{d t} A(\omega) \lesssim & C\left(\left\|\omega_{0}\right\|_{L^{1}}, H \omega_{0}(0)\right) \exp (C U(t)) \\
& \cdot A(\omega) \log \left(\left(A(\omega)\left(u_{x}(0)+\|\omega\|_{L^{1}}\right)\right)^{1 / 2}+2\right),
\end{aligned}
$$

where $C\left(\left\|\omega_{0}\right\|_{L^{1}}, H \omega_{0}(0)\right)$ is some constant only depending on $\left\|\omega_{0}\right\|_{L^{1}}, H \omega_{0}(0)$. Recall the energy $E(\omega)$ in (5.15). Combining the above estimates, we establish

$$
\frac{d}{d t} E(\omega) \lesssim C\left(\left\|\omega_{0}\right\|_{L^{1}}, H \omega_{0}(0)\right) \exp (C U(t)) \cdot E \log (E+2)
$$

Solving the differential inequality, we prove

$$
\begin{equation*}
E(\omega) \leq\left(E\left(\omega_{0}\right)+2\right) \exp \left(\exp \left(C\left(\left\|\omega_{0}\right\|_{L^{1}}, H \omega_{0}(0)\right) \int_{0}^{t} \exp (C U(s)) d s\right)\right) \tag{5.25}
\end{equation*}
$$

### 5.3.2 $\quad$ Estimate near $x=\frac{\pi}{2}$

In view of Lemma 5.3.1, we have control of $\|\omega\|_{L^{\infty}[0, a]}$ using $A(\omega), u_{x}(0)$ and $\|\omega\|_{L^{1}}$ only away from $x=\frac{\pi}{2}$, i.e. $a<\frac{\pi}{2}$, due to the vanishing weight $(\cos x)^{1 / 2}$. We further estimate $u_{x}(\pi / 2, t)$ so that we can apply Lemma 5.3.1 to control $\|\omega\|_{\infty}$. This will enable us to apply the BKM type blowup criterion for (3.1) to establish Theorem 5.1.

Using a derivation similar to that in (5.24), we obtain

$$
\begin{equation*}
\frac{d}{d t} u_{x}\left(\frac{\pi}{2}\right)=u_{x}^{2}\left(\frac{\pi}{2}\right)+\frac{1}{\pi} \int_{0}^{\pi} \frac{1}{\cos ^{2}(y)} u \omega d y \triangleq I+I I \tag{5.26}
\end{equation*}
$$

A crucial observation is that for $\omega \in X, u_{x}\left(\frac{\pi}{2}\right)=\frac{1}{\pi} \int_{0}^{\pi} \omega(y) \tan (y) d y$ is negative. Thus the vortex stretching term $u_{x}^{2}\left(\frac{\pi}{2}\right)$ depletes the growth of $u_{x}\left(\frac{\pi}{2}\right)$, which is the main mechanism that $u_{x}\left(\frac{\pi}{2}\right)$ does not blowup as long as $U(t)$ is bounded. See also Section 5.2.1. On the other hand, since $u \omega \leq 0$, the advection term $\frac{1}{\pi} \int_{0}^{\pi} \frac{1}{\cos ^{2}(y)} u \omega d y$ is negative and contributes to the growth of $u_{x}\left(\frac{\pi}{2}\right)$. Our goal is to show that the growing effect is weaker. The main difficulty is the singular functions $(\cos y)^{-2}, \tan y$ near $y=\frac{\pi}{2}$ in $I$ and $I I$ since we can control $\omega$ away from $y=\frac{\pi}{2}$.

For $I I$, we decompose it as follows

$$
I I=\frac{1}{\pi} \int_{0}^{\pi} \tan ^{2}(y) u \omega d y+\frac{1}{\pi} \int_{0}^{\pi} u \omega d y=I I_{1}+I I_{2} .
$$

Since $I I_{2}$ does not involve a singular function, the estimate of $I I_{2}$ is simple. Using (5.13), we get

$$
\begin{aligned}
|u(x)| & \lesssim \int_{0}^{\pi}\left|\omega(y)\left\|\left.\cos y\right|^{1 / 2}|\cos y|^{-1 / 2}|\log | \sin (x-y)\right\| d y\right. \\
& \lesssim\left\||\cos x|^{1 / 2} \omega\right\|_{\infty}\left|\left\|\left.\cos x\right|^{-1 / 2}\right\|\left\|_{L^{4 / 3}}| | \log x\right\|_{L^{4}} \lesssim\left\||\cos x|^{1 / 2} \omega\right\|_{\infty}\right.
\end{aligned}
$$

It follows

$$
\begin{equation*}
\left|I I_{2}\right| \leq\|u\|_{L^{\infty}}\|\omega\|_{L^{1}} \lesssim\left\||\cos x|^{1 / 2} \omega\right\|_{\infty}\|\omega\|_{L^{1}} . \tag{5.27}
\end{equation*}
$$

For $I$ and $I I_{1}$, our goal is to establish

$$
\begin{equation*}
I+I I_{1} \geq \frac{1}{4} u_{x}^{2}\left(\frac{\pi}{2}\right)-C\left|u_{x}\left(\frac{\pi}{2}\right)\right| \cdot\|\omega\|_{L^{\infty}} . \tag{5.28}
\end{equation*}
$$

We will further use Lemma 5.3.1 and $\varepsilon$-Young's inequality to estimate $\left|u_{x}\left(\frac{\pi}{2}\right)\right|$ $\|\omega\|_{L^{\infty}}$ and close the estimate of $u_{x}\left(\frac{\pi}{2}\right)$ in 5.26). Note that near $y=\frac{\pi}{2}$, we
have $(\cos y)^{-1}, \tan y=\frac{1}{\pi / 2-y}+O(|\pi / 2-y|)$. For simplicity, we consider the coordinate near $\frac{\pi}{2}$ and introduce

$$
\begin{equation*}
f=\omega\left(x+\frac{\pi}{2}\right), \quad g=u\left(x+\frac{\pi}{2}\right), \quad s(x, y)=\frac{\tan y}{\tan x} . \tag{5.29}
\end{equation*}
$$

Remark 5.3.2. Since $\tan z=z+O\left(z^{3}\right), \sin z=z+O\left(z^{3}\right)$ near $z=0$, in the following derivations, we essentially treat $\tan z, \sin z \operatorname{similar}$ to $z$.

Clearly, $g_{x}=H f, g$ and $f$ are odd and $f \geq 0, g \leq 0$ on ( $0, \frac{\pi}{2}$ ). Using (5.13), (5.29), $(\tan (x+\pi / 2))^{2}=(\tan x)^{-2}$ and symmetrizing the integrals in $I, I I_{1}$, we get

$$
\begin{aligned}
I & =\left(H \omega\left(\frac{\pi}{2}\right)\right)^{2}=(H f(0))^{2}=\frac{4}{\pi^{2}} \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} f(x) f(y) \cot x \cot y d x d y \\
& =\frac{4}{\pi^{2}} \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \frac{f(x) f(y)}{\tan x \cdot \tan y} d x d y \\
I I_{1} & =\frac{1}{\pi} \int_{0}^{\pi} \frac{f g}{\tan ^{2} x} d x=\frac{2}{\pi} \int_{0}^{\pi / 2} \frac{f g}{\tan ^{2} x} d x \\
& =-\frac{2}{\pi^{2}} \int_{0}^{\pi / 2} \frac{f(x)}{\tan ^{2} x} \int_{0}^{\pi / 2} f(y) \log \left|\frac{\sin (x+y)}{\sin (x-y)}\right| d y \\
& =-\frac{1}{\pi^{2}} \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} f(x) f(y)\left(\frac{1}{\tan ^{2} x}+\frac{1}{\tan ^{2} y}\right) \log \left|\frac{\sin (x+y)}{\sin (x-y)}\right| d y
\end{aligned}
$$

Recall $s$ from (5.29). Note that

$$
\begin{equation*}
\left|\frac{\sin (x+y)}{\sin (x-y)}\right|=\left|\frac{\tan x+\tan y}{\tan x-\tan y}\right|=\left|\frac{s+1}{1-s}\right|, \quad \frac{1}{\tan x}=s \frac{1}{\tan y} . \tag{5.30}
\end{equation*}
$$

We further obtain

$$
I+I I_{1}=\frac{1}{\pi^{2}} \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \frac{f(x) f(y)}{\tan ^{2} y}\left(4 s-\left(1+s^{2}\right) \log \left|\frac{s+1}{1-s}\right|\right) d x d y
$$

Note that $f(x) f(y) \geq 0$ for $x, y \in\left[0, \frac{\pi}{2}\right]$. The competition between $I, I I_{1}$ is characterized by the interaction kernel $K(s)=4 s-\left(1+s^{2}\right) \log \left|\frac{s+1}{1-s}\right|, s \in$ $[0, \infty)$. An important observation is that for large $s$ or small $s, K(s) \approx 2 s$. In particular, it is easy to obtain

$$
\begin{aligned}
& K(s)=s^{2} K\left(s^{-1}\right) \\
& K(s) \geq s-\left(1+s^{2}\right) \log \left|\frac{1+s}{1-s}\right| \mathbf{1}_{a \leq s \leq a^{-1}} \geq s-C \log \left|\frac{1+s}{1-s}\right| \mathbf{1}_{a \leq s \leq a^{-1}}
\end{aligned}
$$

for some absolute constant $0<a<1$ and $C>0$. It follows

$$
I+I I_{1} \geq \frac{1}{\pi^{2}} \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \frac{f(x) f(y)}{\tan ^{2} y}\left(s-C \log \left|\frac{s+1}{1-s}\right| \mathbf{1}_{a \leq s \leq a^{-1}}\right) d x d y
$$

Repeating the above derivations, we get

$$
\begin{equation*}
I+I I_{1} \geq \frac{1}{4}(H f(0))^{2}-C \int_{0}^{\pi / 2} \frac{f(y)}{\tan ^{2} y} \int_{0}^{\pi / 2} \log \left|\frac{s+1}{1-s}\right| \mathbf{1}_{a \leq s \leq a^{-1}} f(x) d x d y \tag{5.31}
\end{equation*}
$$

Next, we show that

$$
|J(y)| \lesssim\|f\|_{L^{\infty}}, \quad J(y) \triangleq \frac{1}{\tan y} \int_{0}^{\pi / 2} \log \left|\frac{s+1}{1-s}\right| \mathbf{1}_{a \leq s \leq a^{-1}} f(x) d x
$$

We consider a change of variable $z=\tan x$. The restriction $s \in\left[a, a^{-1}\right]$ implies $z \in\left[a \tan y, a^{-1} \tan y\right]$. Using $d x=\frac{1}{1+z^{2}} d z$ and (5.30), we yield

$$
\begin{aligned}
J(y) & \lesssim \frac{\|f\|_{\infty}}{\tan y} \int_{a \tan y}^{a^{-1} \tan y} \log \left|\frac{z+\tan y}{z-\tan y}\right| \frac{1}{1+z^{2}} d z \\
& \lesssim \frac{\|f\|_{\infty}}{\tan y} \int_{a \tan y}^{a^{-1} \tan y} \log \left|\frac{z+\tan y}{z-\tan y}\right| d z \lesssim\|f\|_{L^{\infty}} \int_{a}^{a^{-1}} \log \left|\frac{\tau+1}{\tau-1}\right| d \tau \lesssim\|f\|_{L^{\infty}}
\end{aligned}
$$

where we have used another change of variable $z=\tau \tan y$ to obtain the third estimate.

Recall $f=\omega\left(x+\frac{\pi}{2}\right)$ from 5.29. Plugging the above estimates in 5.31, we establish
$I+I I_{1} \geq \frac{1}{4}(H f(0))^{2}-C \int_{0}^{\pi / 2} \frac{|f(y)|}{\tan y} d y\|f\|_{L^{\infty}}=\frac{1}{4}(H f(0))^{2}-C|H f(0)| \cdot| | f \|_{L^{\infty}}$,
where we have used the facts that $f$ is odd and that $f$ has a fixed sign on $\left[0, \frac{\pi}{2}\right]$ to obtain the equality. We prove (5.28).

### 5.3.2.1 $\quad$ Estimate of $u_{x}\left(\frac{\pi}{2}\right)$

Combining the estimates (5.26)-5.28, we obtain

$$
\frac{d}{d t} u_{x}\left(\frac{\pi}{2}\right) \geq \frac{1}{4} u_{x}^{2}\left(\frac{\pi}{2}\right)-C\left|u_{x}\left(\frac{\pi}{2}\right)\right| \cdot\|\omega\|_{L^{\infty}}-\left\||\cos x|^{1 / 2} \omega\right\|_{\infty}\|\omega\|_{L^{1}} \triangleq J
$$

Recall the energies in 5.15). Using Lemma 5.3.1, we derive

$$
\|\omega\|_{L^{\infty}} \lesssim\left|u_{x}\left(\frac{\pi}{2}\right)\right|^{1 / 2}(E(\omega))^{1 / 2}+E(\omega), \quad\left\||\cos x|^{1 / 2} \omega\right\|_{\infty}\|\omega\|_{L^{1}} \lesssim E^{2}(\omega)
$$

Using $\varepsilon$-Young's inequality, we yield

$$
\begin{aligned}
J & \geq \frac{1}{4} u_{x}^{2}\left(\frac{\pi}{2}\right)-C\left|u_{x}\left(\frac{\pi}{2}\right)\right|\left(\left|u_{x}\left(\frac{\pi}{2}\right)\right|^{1 / 2}(E(\omega))^{1 / 2}+E(\omega)\right)-C E^{2}(\omega) \\
& \geq \frac{1}{8} u_{x}^{2}\left(\frac{\pi}{2}\right)-C E^{2}(\omega) .
\end{aligned}
$$

Since $u_{x}\left(\frac{\pi}{2}\right) \leq 0$, we derive

$$
\frac{d}{d t}\left|u_{x}\left(\frac{\pi}{2}\right)\right| \leq-\frac{1}{8} u_{x}^{2}\left(\frac{\pi}{2}\right)+C E^{2}(\omega) .
$$

Using the estimate (5.25), we prove

$$
\begin{align*}
& \left|u_{x}\left(t, \frac{\pi}{2}\right)\right| \leq\left|H \omega_{0}\left(\frac{\pi}{2}\right)\right|+C \int_{0}^{t} E^{2}(\omega(s)) d s \\
& \quad \leq\left|H \omega_{0}\left(\frac{\pi}{2}\right)\right|+C\left(E\left(\omega_{0}\right)+2\right)^{2} \exp \left(2 \exp \left(C\left(\left\|\omega_{0}\right\|_{L^{1}}, H \omega_{0}\right) \int_{0}^{t} \exp (C U(s)) d s\right)\right) \tag{5.32}
\end{align*}
$$

### 5.3.2.2 The blowup criterion

Using (5.25), 5.32 and Lemma 5.3.1, we prove

$$
\begin{equation*}
\|\omega\|_{L^{\infty}} \leq K_{1}\left(\omega_{0}\right) \exp \left(2 \exp \left(K_{1}\left(\omega_{0}\right) \int_{0}^{t} \exp (C U(s)) d s\right)\right) \tag{5.33}
\end{equation*}
$$

where $C$ is some absolute constant, and the constant $K_{1}\left(\omega_{0}\right)$ depends on $H \omega_{0}(0), H \omega_{0}\left(\frac{\pi}{2}\right),\left\|\omega_{0}\right\|_{L^{1}}$ and $A\left(\omega_{0}\right)$. Applying the BKM-type blowup criterion, we conclude the proof of Theorem 5.1.

### 5.4 Stabilizing effect of the advection and several quadratic forms

In order to apply Theorem 5.1 to establish the well-posedness result, we need to control $u_{x}(0)$. Yet, $u_{x}(0)$ itself does not enjoy a good estimate. Recall the ODE of $u_{x}(0)$ from (5.24).

$$
\frac{d}{d t} u_{x}(0)=u_{x}^{2}(0)+\frac{2}{\pi} \int_{0}^{\pi / 2} \frac{u \omega}{\sin ^{2} y} d y
$$

Since $u_{x}(0) \geq 0$ for $\omega \in X$, the quadratic nonlinearity $u_{x}^{2}(0)$ makes it very difficult to obtain a long time estimate on $u_{x}(0)$. Since $u_{x}(0)=\frac{-2}{\pi} \int_{0}^{\pi / 2} \omega(y) \cot y d y$ can be viewed as a weighted integral of $\omega$ with a singular weight near 0 , it motivates us to estimate other weighted integral that controls $u_{x}(0)$.

For $\beta \in(1,3)$, we introduce

$$
\begin{equation*}
Q(\beta, t) \triangleq-\int_{0}^{\pi / 2} \omega(y, t)(\cot y)^{\beta} d y, \quad B(\beta, t) \triangleq \int_{0}^{\frac{\pi}{2}}\left(u_{x} \omega-u \omega_{x}\right) \cot ^{\beta} x d x \tag{5.34}
\end{equation*}
$$

For $\omega \in X \cap H^{1}, Q(\beta, t), B(\beta, t)$ are well-defined if $\omega$ vanishes near $x=0$ at order $|x|^{\gamma}$ with $\gamma>\beta-1$. For $\omega \in X$, since $\omega \leq 0$ on $[0, \pi / 2]$, we have $Q(\beta, t) \geq 0$. The boundedness of $Q(\beta, t)$ implies that $\omega$ cannot be too large near 0 , and it allows us to control the weighted integral of $\omega$ near 0 . In Section 5.5, we will combine it and $\|\omega\|_{L^{1}}$ to further control $u_{x}(0)$.

Remark 5.4.1. The special singular function $(\cot y)^{\beta}$ and functional $Q(\beta, t)$ are motivated by the homogeneous function $|y|^{-\beta}$ and $\int_{\mathbb{R}^{+}} \omega / y^{\beta} d y$, which were used to analyze the gCLM model on the real line in the arXiv version of [19].

Using (3.1), we obtain the ODE of $Q(\beta, t)$

$$
\begin{equation*}
\frac{d}{d t} Q(\beta, t)=-B(\beta, t) . \tag{5.35}
\end{equation*}
$$

We should further estimate $B(\beta, t)$. The key Lemma to prove Theorem 5.2 is the following. To simplify the notation, we will drop " $t$ " in some places.

Lemma 5.4.2. Suppose that $\omega \in C^{\alpha}$ is odd with $\alpha \in(0,1)$ and $\omega(x) x^{-1} \in L^{\infty}$. There exists some absolute constant $\beta_{0} \in(1,2)$, such that for $\beta \in\left[\beta_{0}, 2\right)$, we have
$B(\beta) \geq-(2-\beta)\left(u_{x}(0) Q(\beta)+\frac{1}{\pi} \iint_{[0, \pi / 2]^{2}} \omega(x) \omega(y)(\cot y)^{\beta-1} \frac{s\left(s^{\beta-1}-1\right)}{s^{2}-1} d x d y\right)$,
where $s(x, y)=\frac{\cot x}{\cot y}$. If in addition $\omega \in C^{1, \alpha}$ with $\alpha \in(0,1)$ and $\omega_{x}(0)=0$, for $\beta=2$, we have

$$
B(2) \geq 0
$$

Note that in Lemma 5.4.2, we do not impose the sign condition: $\omega \leq 0$ (or $\geq 0$ ) on $[0, \pi / 2]$. Thus, it is likely that Lemma 5.4 .2 can be generalized to study (3.1) with a larger class of data.

Lemma 5.4.2 quantifies the stabilizing effect of the advection, and reflects that the advection is stronger or almost stronger than the vortex stretching for $\omega$ vanishes at least linearly near $x=0$, which has been discussed heuristically in Section 5.1.2. In fact, if $\omega \in C^{1, \alpha}$ with $\omega_{x}(0)=0$, using (5.35) and Lemma
5.4.2, we obtain that $Q(2, t)$ is bounded uniformly in $t$ and thus $\omega$ can not be too large near 0 . In the general case, $\omega$ can vanish only linearly near $x=0$. Then $Q(2, t)$ is not well-defined since $\omega(\cot y)^{2}$ is not integrable. In this case, we apply 5.36). Though $Q(\beta, t)$ may not be bounded uniformly in $t$, the critical small factor $2-\beta$ indicates that $Q(\beta, t)$ cannot grow too fast.

### 5.4.1 Symmetrization and derivation of the kernel

To prove Lemma 5.4.2, we first symmetrize the quadratic form $B(\beta)$ and derive its associated interaction kernel. The symmetrization idea has been used in [23] to analyze some quadratic forms in the Hou-Luo model. Denote

$$
\begin{equation*}
s=\frac{\tan y}{\tan x}=\frac{\cot x}{\cot y} . \tag{5.37}
\end{equation*}
$$

Since $\omega$ is odd, applying (5.13) and following the symmetrization argument in the arXiv version of [19], we derive (5.38) in Appendix D.0.3 if $\omega$ vanishes near $x=0$ at order $|x|^{\gamma}$ with $\gamma>\beta-1$

$$
\begin{equation*}
B(\beta)=\frac{1}{\pi} \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y) P_{\beta}(x, y) d x d y \tag{5.38}
\end{equation*}
$$

where

$$
\begin{align*}
P_{\beta}(x, y)= & (\cot y)^{\beta-1}\left(\frac{\beta}{2}\left(s^{\beta-1}+1\right) \log \left|\frac{s+1}{s-1}\right|-\left(s^{\beta-1}-1\right) \frac{2 s}{s^{2}-1}\right) \\
& +(\cot y)^{\beta+1}\left(\frac{\beta}{2}\left(s^{\beta+1}+1\right) \log \left|\frac{s+1}{s-1}\right|-\left(s^{\beta+1}-1\right) \frac{2 s}{s^{2}-1}\right)  \tag{5.39}\\
& \triangleq(\cot y)^{\beta-1} P_{2, \beta}(s)+(\cot y)^{\beta+1} P_{1, \beta}(s) .
\end{align*}
$$

Similar derivations and kernels were obtained in the arXiv version of [19]. The logarithm terms come from the advection $u \omega_{x}$ and are positive. Other terms $-\left(s^{\tau}-1\right) \frac{2 s}{s^{2}-1}, \tau=\beta-1, \beta+1$ are from the vortex stretching $u_{x} \omega$ and are negative. Thus, the kernel $P_{\beta}$ captures the competition between two terms. The main term in $P_{\beta}$ is $(\cot y)^{\beta+1} P_{1, \beta}(s)$ since $(\cot y)^{\beta+1}$ is more singular. For $s$ near $1, P_{\beta}(s)$ is positive due to the singularity in $\log \left|\frac{1+s}{s-1}\right|$. It is not difficult to see that

$$
\begin{equation*}
\lim _{s \rightarrow \infty} P_{1, \beta}(s)=(\beta-2) s^{\beta}, \quad \lim _{s \rightarrow \infty} P_{2, \beta}(s)=(\beta-2) s^{\beta-2} \tag{5.40}
\end{equation*}
$$

Formally, as $\beta$ increases, the kernel $P_{\beta}(x, y)$ becomes more positive-definite. Recall the ODE of $Q(\beta)$ from (5.34), 5.35). The higher vanishing order of $\omega$
near 0 , the larger $\beta$ we can choose with $Q(\beta)$ being well-defined, and it is more likely that $Q(\beta, t)$ is decreasing and bounded uniformly in $t$. Therefore, the higher vanishing order of $\omega$ near 0 reflects the stronger effect of the advection, which potentially depletes the growing effect of the vortex stretching. The asymptotics 5.40 suggests that to obtain the positive definiteness of $P_{\beta}, \beta$ should be at least 2. Indeed, such result is proved in the arXiv version of [19] for $\beta=2.2$ under the sign condition $\omega \in X(5.1)$ by showing that $P_{i, \beta}(s) \geq 0$ pointwisely. However, the method in [19] can not be applied to the critical case $\beta=2$ since numerical result shows that $P_{1,2}(s)<0$ for $s \leq 0.5$ or $s \geq 2$.

For $\beta<2$, it is not expected that $P_{\beta}$ is positive-definite and the gap is of order $2-\beta$ quantified in Lemma 5.4.2. We study the modified kernel and its associated quadratic form

$$
\begin{align*}
K_{1, \beta}(s) & =P_{1, \beta}(s)+(2-\beta)\left(s+s^{\beta}\right), \quad K_{2, \beta}(s)=P_{2, \beta}(s)+(2-\beta) \frac{\left(s^{\beta-1}-1\right) s}{s^{2}-1}, \\
K_{\beta} & =(\cot y)^{\beta+1} K_{1, \beta}+(\cot y)^{\beta-1} K_{2, \beta}, \\
\tilde{B}(\beta) & =\int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y) K_{\beta}(x, y) d x d y \tag{5.41}
\end{align*}
$$

where $P_{i}$, s are defined in (5.39), (5.37). Using (5.38), (5.39), 5.41), and the following identities

$$
\begin{align*}
& \left(s+s^{\beta}\right)(\cot y)^{\beta+1}=\cot x(\cot y)^{\beta}+(\cot x)^{\beta} \cot y \\
& \frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \int_{0}^{\frac{\pi}{2}} \omega(x) \omega(y)\left(s+s^{\beta}\right)(\cot y)^{\beta+1} d x d y  \tag{5.42}\\
& \quad=\frac{2}{\pi} \int_{0}^{\frac{\pi}{2}} \omega \cot y d y \int_{0}^{\frac{\pi}{2}} \omega(\cot y)^{\beta} d y=u_{x}(0) Q(\beta)
\end{align*}
$$

we derive

$$
\begin{align*}
\frac{\tilde{B}(\beta)}{\pi}= & \frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \int_{0}^{\frac{\pi}{2}} \omega(x) \omega(y)\left\{P_{\beta}(x, y)\right. \\
& \left.+(2-\beta)\left(\left(s+s^{\beta}\right)(\cot y)^{\beta+1}+\frac{\left(s^{\beta-1}-1\right) s}{s^{2}-1}(\cot y)^{\beta-1}\right)\right\} d x d y  \tag{5.43}\\
= & B(\beta)+(2-\beta)\left(u_{x}(0) Q(\beta)\right. \\
& \left.+\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \int_{0}^{\frac{\pi}{2}} \omega(x) \omega(y) \frac{\left(s^{\beta-1}-1\right) s}{s^{2}-1}(\cot y)^{\beta-1} d x d y\right)
\end{align*}
$$

Hence, Lemma 5.4 .2 is equivalent to $\tilde{B}(\beta) \geq 0$, or the positive definiteness of $K_{\beta}$ for $\beta \in\left[\beta_{0}, 2\right]$.

Our key observation is that $s(x, y)=\frac{\cot x}{\cot y}$ can be written as $p(u-v)$, for some function $p$ and variables $u, v$, and $K_{\beta}$ can be written as a convolution kernel after a change of variable. This allows us to follow the idea in Bochner's theorem for a positive-definite function to leverage the positive part of $K_{\beta}(s)$ and establish that $K_{\beta}$ is positive-definite.

In the following derivation, we restrict $\beta$ to $\beta \in[1.9,2]$. The reader can think of the special case $\beta=2$, since we will choose $\beta$ to be sufficiently close to 2 .

### 5.4.1.1 Reformulation of $K_{1, \beta}$

We introduce

$$
\begin{align*}
F_{1}(x) \triangleq & \omega(x)(\cot x)^{\frac{\beta+1}{2}} \\
\tilde{K}_{1, \beta}(s) \triangleq & s^{-\frac{\beta+1}{2}} K_{1, \beta}=\frac{\beta}{2}\left(s^{\frac{\beta+1}{2}}+s^{-\frac{\beta+1}{2}}\right) \log \left|\frac{s+1}{s-1}\right|-\frac{s^{\frac{\beta+1}{2}}-s^{-\frac{\beta+1}{2}}}{s^{2}-1} 2 s  \tag{5.44}\\
& +(2-\beta)\left(s^{\frac{\beta-1}{2}}+s^{\frac{1-\beta}{2}}\right) .
\end{align*}
$$

Recall $s \cot y=\cot x$ from 5.37). Using $s^{\frac{\beta+1}{2}}(\cot y)^{\beta+1}=(\cot y \cot x)^{\frac{\beta+1}{2}}$, we derive

$$
(\cot y)^{\beta+1} K_{1, \beta}(s)=(\cot y)^{\beta+1} s^{\frac{\beta+1}{2}} s^{-\frac{\beta+1}{2}} K_{1, \beta}(s)=(\cot y \cot x)^{\frac{\beta+1}{2}} \tilde{K}_{1, \beta}(s)
$$

Hence, we can rewrite the quadratic form associated with $K_{1, \beta}$ in $\tilde{B}(\beta)$ 5.41) as follows

$$
\begin{align*}
B_{1}(\beta) & \triangleq \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y)(\cot y)^{\beta+1} K_{1, \beta}(s) d x d y  \tag{5.45}\\
& =\int_{0}^{\pi / 2} \int_{0}^{\pi / 2} F_{1}(x) F_{1}(y) \tilde{K}_{1, \beta}(s) d x d y
\end{align*}
$$

For $x, y \in[0, \pi / 2]$, we consider a change of variable
$x=\arctan e^{r}, \quad y=\arctan e^{t}, \quad F_{2}(z)=\frac{e^{z} F_{1}\left(\arctan e^{z}\right)}{1+e^{2 z}}, \quad W_{1, \beta}(z)=\tilde{K}_{1, \beta}\left(e^{z}\right)$.
The variables $r=\log \tan x$ maps $\left(0, \frac{\pi}{2}\right)$ to $\mathbb{R}$. Using $\frac{d x}{d r}=\frac{e^{r}}{1+e^{2 r}}$ and $s=\frac{\tan y}{\tan x}=$ $e^{t-r}$, we obtain

$$
\begin{aligned}
B_{1} & =\int_{\mathbb{R}} \int_{\mathbb{R}} \frac{F_{1}\left(\arctan e^{r}\right) F_{1}\left(\arctan e^{t}\right)}{\left(1+e^{2 r}\right)\left(1+e^{2 t}\right)} \tilde{K}_{1, \beta}\left(e^{t-r}\right) e^{r} e^{t} d t d r \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}} F_{2}(r) F_{2}(t) W_{1, \beta}(t-r) d t d r .
\end{aligned}
$$

Recall $F_{1}$ in (5.44). Since $\cot \left(\arctan e^{r}\right)=e^{-r}$, we can rewrite $F_{2}$ in terms of $\omega$

$$
F_{2}(r)=\frac{e^{r} \omega\left(\arctan e^{r}\right)\left(\cot \left(\arctan e^{r}\right)\right)^{\frac{\beta+1}{2}}}{1+e^{2 r}}=\frac{e^{-\frac{\beta-1}{2} r} \omega\left(\arctan e^{r}\right)}{1+e^{2 r}} .
$$

Next, we discuss the integrability of $W_{1, \beta}$ and $F_{2}$. Since $\omega(x) x^{-1} \in L^{\infty}$, $\arctan x \lesssim \min (x, 1)$ and $\beta \in[1.9,2]$, we get

$$
\left|F_{2}(r)\right| \lesssim e^{-\frac{\beta-1}{2} r} \min \left(1, e^{r}\right) \lesssim \min \left(e^{r / 4}, e^{-r / 4}\right)
$$

Recall the definition of $\tilde{K}_{1, \beta}$ in (5.44. Clearly, $\left|\tilde{K}_{1, \beta}(s)\right|^{p},\left|W_{1, \beta}(z)\right|^{p}$ are locally integrable for any $p>0$. Using (5.40), $|\log | \frac{s+1}{s-1}\left|-\frac{2}{s}\right| \lesssim s^{-3}$ for $s>2$ and a direct estimate, we obtain

$$
\tilde{K}_{1, \beta}(s)=\tilde{K}_{1, \beta}\left(s^{-1}\right), \quad\left|\tilde{K}_{1, \beta}(s)\right| \lesssim s^{-\frac{\beta-1}{2}} \lesssim s^{-1 / 4} \text { for } s>2
$$

Note that for large $s$, the leading exponents $s^{\frac{\beta-1}{2}}$ appeared in each term of $\tilde{K}_{1, \beta}$ are canceled. As a result, we yield

$$
\begin{equation*}
W_{1, \beta}(z)=\tilde{K}_{1, \beta}\left(e^{z}\right)=\tilde{K}_{1, \beta}\left(e^{-z}\right)=W_{1, \beta}(-z), \quad\left|W_{1, \beta}(z)\right| \lesssim e^{-|z| / 4} \text { for }|z|>1 \tag{5.47}
\end{equation*}
$$

Denote by $\hat{f}=\int_{\mathbb{R}} \exp (-i x \xi) f(x) d x$ the Fourier transform of $f$. Using the Plancherel theorem, for some absolute constant $C_{1}>0$, we get

$$
\begin{equation*}
B_{1}(\beta)=C_{1} \int_{\mathbb{R}}\left|\hat{F}_{2}(\xi)\right|^{2} \widehat{W}_{1, \beta}(\xi) d \xi \tag{5.48}
\end{equation*}
$$

### 5.4.1.2 Reformulation of $K_{2, \beta}$

Similarly, we reformulate the kernel $K_{2, \beta}$ and its associated quadratic form in $\tilde{B}(\beta)$ in (5.41) as follows

$$
\begin{align*}
B_{2}(\beta) & \triangleq \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y)(\cot y)^{\beta-1} K_{2, \beta}(s) d x d y \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}} F_{4}(r) F_{4}(s) W_{2, \beta}(t-r) d t d r=C_{1} \int_{\mathbb{R}} \int_{\mathbb{R}}\left|\hat{F}_{4}(\xi)\right|^{2} \widehat{W}_{2, \beta}(\xi) d \xi \tag{5.49}
\end{align*}
$$

for some absolute constant $C_{1}>0$, where

$$
\begin{align*}
F_{4}(r) & =\frac{e^{\frac{3-\beta}{2} r} \omega\left(\arctan e^{r}\right)}{1+e^{2 r}}, \quad W_{2, \beta}(z)=\tilde{K}_{2, \beta}\left(e^{z}\right),  \tag{5.50}\\
\tilde{K}_{2, \beta}(s) & =\frac{\beta}{2}\left(\left(s^{\frac{\beta-1}{2}}+s^{-\frac{\beta-1}{2}}\right) \log \left|\frac{s+1}{s-1}\right|-\left(s^{\frac{\beta-1}{2}}-s^{-\frac{\beta-1}{2}}\right) \frac{2 s}{s^{2}-1}\right) .
\end{align*}
$$

The variable $F_{4}$ corresponds to $\omega(x)(\cot x)^{\frac{\beta-1}{2}}$ after a change of variable. For $\tilde{K}_{2, \beta}, W_{2, \beta}, F_{4}$ with $s>2,|z|>1$, we have

$$
\begin{aligned}
& \left|F_{4}(r)\right| \lesssim \min \left(e^{\frac{r}{4}}, e^{-\frac{r}{4}}\right), \quad W_{2, \beta}(z)=W_{2, \beta}(-z), \quad \tilde{K}_{2, \beta}(s)=\tilde{K}_{2, \beta}\left(s^{-1}\right), \\
& \left|W_{2, \beta}(z)\right| \lesssim e^{-|z| / 4}, \quad\left|\tilde{K}_{2, \beta}(s)\right| \lesssim s^{-1 / 4} .
\end{aligned}
$$

### 5.4.2 Positivity of $W_{j, \beta}$

Recall the formulas of $B_{j}(\beta)$ 5.48), 5.49. To show that $B_{j}(\beta) \geq 0$, we only need to prove $\widehat{W}_{j, \beta}(\xi) \geq 0$ for any $\xi$. Since $W_{j, \beta}$ is even, it is equivalent to show that

$$
\begin{equation*}
G_{j, \beta}(\xi) \triangleq \frac{1}{2} \hat{W}_{j, \beta}(\xi)=\frac{1}{2} \int_{\mathbb{R}} W_{j, \beta}(x) e^{-i x \xi} d x=\int_{\mathbb{R}_{+}} W_{j, \beta}(x) \cos (x \xi) d x \geq 0 \tag{5.51}
\end{equation*}
$$

for any $\xi$. Since $G_{j, \beta}(\xi), \widehat{W}_{j, \beta}(\xi)$ are even, we can further restrict to $\xi \geq 0$. We first study the positivity of $G_{1, \beta}$, which is much more difficult than that of $G_{2, \beta}$.

### 5.4.2.1 $\quad$ Positivity of $G_{1, \beta}$

Since we are interested in the case where $\beta$ close to 2 , using continuity, we can essentially reduce proving $G_{1, \beta} \geq 0$ to the special case $\beta=2$.

Lemma 5.4.3. Let $W=W_{1,2}, G=G_{1,2}$. Suppose that there exists $x_{0}>$ $0, M>0$, such that

$$
\begin{align*}
& G(\xi)>0, \quad \xi \in[0, M]  \tag{5.52}\\
& W^{\prime \prime}(x)>0, \quad x \in\left[0, x_{0}\right]  \tag{5.53}\\
& -W^{\prime}\left(x_{0}\right)-\frac{1}{M}\left(\left|W^{\prime \prime}\left(x_{0}\right)\right|+\int_{x_{0}}^{\infty}\left|W^{\prime \prime \prime}(x)\right| d x\right)>0 . \tag{5.54}
\end{align*}
$$

Then there exists $\beta_{0} \in(1,2)$, such that for any $\beta \in\left[\beta_{0}, 2\right]$ and $\xi$, we have $G_{1, \beta}(\xi) \geq 0$.

Using continuity of $W_{1, \beta}$ in $\beta$ and the smallness of $2-\beta$, we will show that (5.52)-5.54) hold for $W_{1, \beta}, G_{1, \beta}$. The proof of this part is standard and is deferred to Appendix D.0.4.

Next, we prove that (5.53), (5.54) implies $G_{1,2}(\xi) \geq 0$ on $[M, \infty]$, which along with (5.52) prove $G_{1,2}(\xi) \geq 0$. The same argument applies to $G_{1, \beta}$. We simplify $W_{1,2}, G_{1,2}$ defined in (5.44), (5.46), (5.51) as $W, G$.

Large $\xi$ We will choose $M$ to be relatively large. This allows us to exploit the oscillation in the integral $G(\xi)$ 5.51) for $\xi \geq M$. From the definition of $W(x)$ in (5.44) and (5.46), we know that $W(x)$ is smooth away from $x=0$ and $W(x)$ is singular of order $\log |x|$ near $x=0$. Using integration by parts twice, we yield

$$
\begin{align*}
G(\xi) & =\xi^{-1} \int_{\mathbb{R}_{+}} W(x) \partial_{x} \sin (x \xi) d x=-\xi^{-1} \int_{\mathbb{R}_{+}} W^{\prime}(x) \sin (x \xi) d x \\
& =-\xi^{-2} \int_{\mathbb{R}_{+}} W^{\prime}(x) \partial_{x}(1-\cos (x \xi)) d x=\xi^{-2} \int_{\mathbb{R}_{+}} W^{\prime \prime}(x)(1-\cos (x \xi)) d x \tag{5.55}
\end{align*}
$$

where the boundary term vanishes due to $W(x) \sin (x \xi)=O(x \log x)$ and $W^{\prime}(x)(1-\cos x \xi)=O\left(\frac{1}{x} x^{2}\right)=O(x)$ and the fast decay (5.47). The advantage of the above formula is that we obtain a nonnegative coefficient $1-\cos (x \xi)$. For some $x_{0}>0$, we define

$$
\begin{equation*}
G_{1}(\xi) \triangleq \int_{0}^{x_{0}} W^{\prime \prime}(x)(1-\cos (x \xi)) d x, \quad G_{2}(\xi) \triangleq \int_{x_{0}}^{\infty} W^{\prime \prime}(x)(1-\cos (x \xi)) d x \tag{5.56}
\end{equation*}
$$

It suffices to verify $G_{1}(\xi) \geq 0$ and $G_{2}(\xi) \geq 0$. Thanks to (5.53) and $1-$ $\cos (\xi x) \geq 0$, we obtain $G_{1}(\xi) \geq 0$. For $G_{2}(\xi)$, the main term is associated with 1 since $\cos (x \xi)$ oscillates. In fact, using integration by parts, we yield

$$
\begin{aligned}
G_{2}(\xi) & =-W^{\prime}\left(x_{0}\right)-\int_{x_{0}}^{\infty} W^{\prime \prime}(x) \cos (x \xi) d x \\
& =-W^{\prime}\left(x_{0}\right)-\xi^{-1} \int_{x_{0}}^{\infty} W^{\prime \prime}(x) \partial_{x} \sin (x \xi) d x \\
& =-W^{\prime}\left(x_{0}\right)+W^{\prime \prime}\left(x_{0}\right) \frac{\sin \left(x_{0} \xi\right)}{\xi}+\int_{x_{0}}^{\infty} W^{\prime \prime \prime}(x) \frac{\sin (x \xi)}{\xi} d x \\
& \geq-W^{\prime}\left(x_{0}\right)-\frac{1}{M}\left(\left|W^{\prime \prime}\left(x_{0}\right)\right|+\int_{x_{0}}^{\infty}\left|W^{\prime \prime \prime}(x)\right| d x\right)
\end{aligned}
$$

where we have used $\xi \geq M$ in the last inequality. We choose $x_{0}>0$ and decompose the integral into two domains $x \leq x_{0}$ and $x>x_{0}$ in (5.56) since $W^{\prime \prime \prime}$ in the above derivation is not integrable near $x=0$. Using the assumption (5.54), we obtain $G_{2}(\xi) \geq 0$.

### 5.4.2.2 Verification of the conditions in Lemma 5.4.3

We discuss how to verify (5.52)-5.54) below.


Figure 5.1: Rigorous lower bound of $G(\xi)$ for $\xi=i h, h=0.05,0 \leq i \leq 400$, $G(i h)>0$.

Firstly, $G(\xi)$ is smooth in $\xi$ and the Lipschitz constant satisfies

$$
\begin{equation*}
\left|\partial_{\xi} G\right| \leq \int_{\mathbb{R}_{+}}|W(x)| x d x \triangleq b_{1} . \tag{5.57}
\end{equation*}
$$

The constant $b_{1}$ will be estimated rigorously. For small $\xi \in[0, M]$, we compute a lower bound of the integral $G(\xi)$ rigorously for the discrete points $\xi=i h, i=$ $0,1,2 . ., n, M=n h$, and verify $G(i h)>0$. For $\xi \in[i h,(i+1) h]$, we use

$$
\begin{equation*}
G(\xi) \geq \min (G(i h), G((i+1) h))-\frac{h}{2} b_{1}>0 \tag{5.58}
\end{equation*}
$$

and verify the second inequality to obtain $G(\xi)>0$. This enables us to establish (5.52).

For (5.53) and (5.54), let us first motivate why they hold true for some $x_{0}, M$. Using (5.44) and (5.46) yields the asymptotic behavior of $W(x)$ for $x$ near 0
$W(x) \approx-C \log \left|e^{x}-1\right| \approx-C \log x, \quad W^{\prime}(x) \approx-\frac{C}{x}<0, \quad W^{\prime \prime}(x) \approx \frac{C}{x^{2}}>0$, for some constant $C>0$. See also (D.3) for a detailed derivation. Since $W^{\prime \prime \prime}$ is integrable away from $0,5.53$, 5.54 hold true for small $x_{0}$ and large $M$.

In practice, we choose $x_{0}=\log \frac{5}{3}$ and $M=20$ in Lemma 5.4.3. Note that $W_{1,2}$ is an explicit function. We prove 5.53 for $x_{0}=\log \frac{5}{3}$ in Appendix D.0.4. We discuss how to compute the integrals in (5.58) and 5.54) and verify these conditions, which are independent of $\xi$, rigorously in Appendix D.0.6. This allows us to establish the conditions in Lemma 5.4.3. The rigorous lower bound of $G(\xi)$ for $\xi=i h \in[0, M]$ is plotted in Figure 5.1, and $G(\xi)$ is strictly positive.

### 5.4.2.3 Positivity of $G_{2, \beta}$

Recall $W_{2, \beta}, G_{2, \beta}$ defined in (5.50) and (5.51). For $G_{2, \beta}$, it is easier to establish its positivity than that of $G_{1, \beta}$. From the argument in Section 5.4.2.1 and (5.55), a sufficient condition for $G_{2, \beta}(\xi) \geq 0$ is the convexity of $W_{2, \beta}$. We have the following result.

Lemma 5.4.4. For any $\beta \in(1,2]$, we have $W_{2, \beta}^{\prime \prime}(x) \geq 0$ for $x \geq 0$. As a result, $G_{2, \beta}(\xi) \geq 0$ for any $\xi$ and $\beta \in(1,2]$.

The proof is based on estimating $W_{2, \beta}^{\prime \prime}$ directly using its explicit formula and elementary inequalities, which is not difficult and deferred to Appendix D.0.4.

### 5.4.2.4 Proof of Lemma 5.4.2

Combining Lemma 5.4.3 and Lemma 5.4.4, we establish that there exists $\beta_{0} \in(1,2)$, such that for $\beta \in\left[\beta_{0}, 2\right]$ and any $\xi, \widehat{W}_{j, \beta}(\xi)=2 G_{1, \beta}(\xi) \geq$ $0, j=1,2$. From 5.48, 5.49, we prove $B_{j}(\beta) \geq 0$. Recall the definitions of $\tilde{B}(\beta), B_{1}(\beta), B_{2}(\beta)$ from (5.41), (5.45), and (5.49). We obtain $\tilde{B}(\beta)=$ $B_{1}(\beta)+B_{2}(\beta) \geq 0$.

Note that to obtain the equivalence between the forms of $B(\beta)$ in (5.34) and (5.38), we require that $\omega$ vanishes near $x=0$ at order $|x|^{\gamma}$ with $\gamma>\beta-1$. Using the relation 5.43 between $\tilde{B}(\beta)$ and $B(\beta)$, we prove (5.36) in Lemma 5.4.2 for $\beta \in\left[\beta_{0}, 2\right)$ and odd $\omega \in C^{\alpha}$ with $\omega x^{-1} \in L^{\infty}$. If in addition $\omega \in C^{1, \alpha}$ and $\omega_{x}(0)=0$, we obtain that the vanishing order of $\omega$ near $x=0$ is larger than 1 and choose $\beta=2$ to establish $B(2)=\tilde{B}(2) \geq 0$. We conclude the proof of Lemma 5.4.2.

### 5.5 Global well-posedness

In this section, we use the crucial Lemma 5.4 .2 to control $u_{x}(0, t)$ and then establish the global well-posedness result in Theorem 5.2 using the one-point blowup criterion in Theorem 5.1. We impose the assumptions $\omega_{0} \in H^{1} \cap$ $X, \omega_{0}(x) x^{-1} \in L^{\infty}$, and $A\left(\omega_{0}\right)<+\infty$ stated in Theorem 5.2 .

Recall $Q(\beta)$ defined in (5.34). To apply Theorem 5.1. from Hölder's inequality

$$
\begin{equation*}
\left|u_{x}(0)\right| \lesssim \int_{0}^{\pi / 2}|\omega(y)| \cot y d y \lesssim Q(\beta)^{1 / \beta}| | \omega \|_{L^{1}}^{1-1 / \beta} \tag{5.59}
\end{equation*}
$$

we only need to control $\|\omega\|_{L^{1}}$ and $Q(\beta)$. In (5.22), (5.23), we derive the evolution of $\|\omega\|_{L^{1}}$

$$
\begin{equation*}
\frac{d}{d t}-\int_{0}^{\pi / 2} \omega(x) d x=\frac{2}{\pi} \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y) \cot (x+y) d x d y \tag{5.60}
\end{equation*}
$$

Recall the discussion of the interaction on the right hand side in Section 5.2.1. For $x+y \geq \frac{\pi}{2}$, the interaction has a negative sign and it will play a crucial role as a damping term.

### 5.5.1 Special case: $\omega_{0} \in C^{1, \alpha}, \omega_{0, x}(0)=0$

For initial data $\omega_{0}$ with $\omega_{0, x}(0)=0, \omega_{x}(0, t)=0$ is preserved and $Q(2, t)=$ $-\int_{0}^{\pi / 2} \omega(y) \cot ^{2} y d y$ is well-defined. Using (5.35) and Lemma 5.4.2 we obtain

$$
\frac{d}{d t} Q(2, t)=-B(2, t) \leq 0
$$

Since $\omega \leq 0$ on $\left(0, \frac{\pi}{2}\right)$, we derive $Q(2, t) \geq 0$ and

$$
\int_{0}^{\pi / 2}|\omega| \cot ^{2} y d y=Q(2, t) \leq Q(2,0)=\int_{0}^{\pi / 2}\left|\omega_{0}\right| \cot ^{2} y d y<+\infty
$$

Next, we estimate $\|\omega\|_{L^{1}}$. We first establish an estimate similar to (5.23)

$$
\begin{equation*}
-\int_{0}^{x} \omega(y) \cot (x+y) d y \leq-\int_{0}^{\pi / 2} \omega(y) \cot ^{2} y d y=Q(2, t) \tag{5.61}
\end{equation*}
$$

for $x \in\left[0, \frac{\pi}{2}\right]$. Since $\cot z \leq 0$ for $z \geq \frac{\pi}{2}$, $\cot y \leq 1$ on $\left[0, \frac{\pi}{4}\right]$, and $\cot y$ is decreasing on $[0, \pi]$, for $0 \leq y \leq x \leq \frac{\pi}{2}$, we get

$$
\mathbf{1}_{y \leq x} \cot (x+y) \leq \mathbf{1}_{y \leq \frac{\pi}{4}} \mathbf{1}_{y \leq x} \cot (x+y) \leq \mathbf{1}_{y \leq \frac{\pi}{4}} \mathbf{1}_{y \leq x} \cot y \leq \cot y^{2}
$$

where we have used $x+y \geq \frac{\pi}{2}, \cot (x+y) \leq 0$ if $\frac{\pi}{4} \leq y \leq x$ in the first inequality. Since $\omega \leq 0$ on $\left[0, \frac{\pi}{2}\right]$, we prove (5.61). Plugging (5.61) in the estimates (5.21)-(5.22), we derive

$$
\frac{d}{d t} \int_{0}^{\pi / 2}-\omega d x \lesssim Q(2, t) \int_{0}^{\pi / 2}-\omega d x \leq Q(2,0) \int_{0}^{\pi / 2}-\omega d x
$$

Using the above estimate and the interpolation (5.59) with $\beta=2$, we obtain

$$
\begin{aligned}
\|\omega\|_{L^{1}} & \leq\left\|\omega_{0}\right\|_{L^{1}} e^{C Q(2,0) t} \\
\left|u_{x}(0)\right| & \lesssim\left(Q(2, t)\|\omega\|_{L^{1}}\right)^{1 / 2} \lesssim\left(Q(2,0)\left\|\omega_{0}\right\|_{L^{1}}\right)^{1 / 2} e^{C Q(2,0) t}
\end{aligned}
$$

for some constant $C>0$. Applying the same argument as that in Sections 5.3 .1 and 5.3 .2 with $U(t)$ replacing by $C Q(2,0) t$, we establish

$$
\|\omega\|_{L^{\infty}} \leq K\left(\omega_{0}\right) \exp \left(2 \exp \left(K\left(\omega_{0}\right) \exp (C Q(2,0) t)\right)\right)
$$

where we have used $\int_{0}^{t} \exp (C Q(2,0) s) d s \lesssim K\left(\omega_{0}\right) e^{C Q(2,0) t}$ and $K\left(\omega_{0}\right)$ is some constant depending on $H \omega_{0}(0), H \omega_{0}\left(\frac{\pi}{2}\right),\left\|\omega_{0}\right\|_{L^{1}}, Q(2,0)$ and $A\left(\omega_{0}\right)$. We prove the result in Theorem 5.2 for the case of $\omega_{0} \in C^{1, \alpha}$ with $\omega_{0, x}(0)=0$.

We remark that the above a-priori estimates can be generalized to initial data $\omega_{0}$ with lower regularity, e.g., $\omega_{0} /|x|^{1+\alpha} \in L^{\infty}$ for some $\alpha>0$ and $\omega_{0} \in X \cap H^{1}$.

### 5.5.2 General case

Recall from Section 5.2 .3 the difficulties and ideas in the general case where $\omega_{0}$ can vanish only linearly near $x=0$. In this case, the monotone quantity $Q(2, t)$ in the previous case is not well-defined and not applicable. We will exploit a relation similar to the conservation law $\omega_{x}(0, t)=\omega_{0, x}(0)$ and control $Q(\beta, t)$ for $\beta$ sufficiently close to 2 .

### 5.5.2.1 Estimate of $\omega x^{-1}$

For the less regular initial data $\omega_{0} \in H^{1}$ with $\omega_{0} x^{-1} \in L^{\infty}, \omega_{x}(0, t)$ is not well-defined. Instead of using the conservation law $\omega_{x}(0, t)=\omega_{0, x}(0)$, we show that $\omega(x, t) x^{-1}$ cannot grow too fast for $x$ near 0 . Consider the flow map

$$
\begin{equation*}
\frac{d}{d t} \Phi(x, t)=u(\Phi(x, t), t), \quad \Phi(x, 0)=x . \tag{5.62}
\end{equation*}
$$

We focus on $x \in\left[0, \frac{\pi}{2}\right]$. Since $u(x, t) \geq 0, u(0, t)=0$, and $u\left(\frac{\pi}{2}, t\right)=0$, we get

$$
\begin{equation*}
\frac{d}{d t} \Phi(x, t) \geq 0, \quad 0 \leq \Phi\left(x, t_{1}\right) \leq \Phi\left(x, t_{2}\right) \tag{5.63}
\end{equation*}
$$

for $t_{1} \leq t_{2}$. Using (3.1), we derive the equation of $\omega / x$

$$
\partial_{t} \frac{\omega}{x}+u \partial_{x}\left(\frac{\omega}{x}\right)=\left(u_{x}-\frac{u}{x}\right) \frac{\omega}{x} .
$$

Fix $\gamma \in\left(0, \frac{1}{2}\right)$. Using the embedding $H^{1} \hookrightarrow C^{\gamma}$, we have $\omega, u_{x} \in C^{\gamma}$. Since $u_{x}(x)-\frac{u(x)}{x}=0$ at $x=0$ and $\omega \leq 0$ on $[0, \pi / 2]$, for $x \in[0, \pi / 2]$, we yield

$$
\begin{aligned}
\frac{d}{d t}\left(-\frac{\omega(\Phi(x, t), t)}{\Phi(x, t)}\right) & =\left(u_{x}(\Phi(x, t), t)-\frac{u(\Phi(x, t), t)}{\Phi(x, t)}\right)\left(-\frac{\omega(\Phi(x, t), t)}{\Phi(x, t)}\right) \\
& \lesssim|\Phi(x, t)|^{\gamma} \|\left.\omega\right|_{H^{1}}\left|\frac{\omega(\Phi(x, t), t)}{\Phi(x, t)}\right|
\end{aligned}
$$

Denote

$$
m \triangleq\left\|\omega_{0} x^{-1}\right\|_{L^{\infty}}
$$

Using Gronwall's inequality and (5.63), we derive

$$
\begin{aligned}
\left|\frac{\omega(\Phi(x, t), t)}{\Phi(x, t)}\right| & \leq \exp \left(C \int_{0}^{t}|\Phi(x, s)|^{\gamma}\|\omega(s)\|_{H^{1}} d s\right)\left\|\frac{\omega_{0}}{x}\right\|_{L^{\infty}} \\
& \leq m \exp \left(C|\Phi(x, t)|^{\gamma} \int_{0}^{t}\|\omega(s)\|_{H^{1}} d s\right) .
\end{aligned}
$$

Since $\Phi(\cdot, t)$ is a bijection from $[0, \pi / 2]$ to $[0, \pi / 2]$ and $x$ is arbitrary, we yield

$$
\begin{equation*}
\left|\frac{\omega(x, t)}{x}\right| \leq m \exp \left(C|x|^{\gamma} \int_{0}^{t}\|\omega(s)\|_{H^{1}} d s\right) \leq m\left(1+C|x|^{\gamma} \exp \left(C \int_{0}^{t}\|\omega(s)\|_{H^{1}} d s\right)\right. \tag{5.64}
\end{equation*}
$$

where we have used $|x| \leq \pi / 2, e^{A x} \leq 1+A x \cdot e^{A x} \leq 1+C x e^{C A}$ for some absolute constant $C$ in the last inequality. The above estimate shows that $\lim \sup _{x \rightarrow 0}|\omega(x, t) / x|$ is bounded uniformly in $t$, which is an analog of $\omega_{x}(0, t)=$ $\omega_{0, x}(0)$. Moreover, we obtain that $\omega(x, t) x^{-1} \in L^{\infty}$.

### 5.5.2.2 Weighted $L^{1}$ estimates

From the local well-posedness result and (5.64), we have $\omega(t) \in X \cap H^{1}$ and $\omega(x, t) x^{-1} \in L^{\infty}$, and $\omega(t)$ satisfies the assumptions in Lemma 5.4.2. A key step to control $Q(\beta, t)$ is establishing the following weighted $L^{1}$ estimates.

Lemma 5.5.1. Let $\beta_{0}$ be the parameter in Lemma 5.4.2. For $\beta \in\left[\beta_{0}, 2\right)$, we have
$\frac{d}{d t} Q(\beta, t) \leq C(2-\beta) Q^{2}(\beta, t)+C(2-\beta) D(t), \quad \frac{d}{d t}\|\omega\|_{L^{1}} \leq C Q^{2}(\beta, t)-C_{2} D(t)$,
for some absolute constant $C, C_{2}>0$, where $D(t) \geq 0$ is a damping term

$$
\begin{equation*}
D(t)=-\int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y) \cot (x+y) \mathbf{1}_{x+y>\pi / 2} d x d y \tag{5.66}
\end{equation*}
$$

As a result, for some absolute constant $\lambda>0$, we have

$$
\begin{equation*}
\frac{d}{d t}\left(Q(\beta, t)+\lambda(2-\beta)\|\omega\|_{L^{1}}\right) \lesssim(2-\beta) Q^{2}(\beta, t) \tag{5.67}
\end{equation*}
$$

At first glance, the estimate (5.67) looks terrible due to the quadratic nonlinearity $Q^{2}(\beta, t)$. Yet, we have a crucial small factor $2-\beta$, which can compensate
the nonlinearity. The boundedness of $\omega x^{-1}$ for $x$ near 0 implies the following leading order structure of $Q(\beta, t)$

$$
\begin{aligned}
Q(\beta, t) & =-\int_{0}^{\pi / 2} \omega(x, t)(\cot x)^{\beta} d x \leq m \int_{0}^{1} x \cdot x^{-\beta} d x+\mathcal{R}(\beta, t) \\
& \leq \frac{m}{2-\beta}+\mathcal{R}(\beta, t)
\end{aligned}
$$

where the remainder $\mathcal{R}(\beta, t)$ is of order lower than $(2-\beta)^{-1}$. For $\beta$ sufficiently close to 2 , we get $(2-\beta) Q(\beta, t) \lesssim m$, which is time-independent. Formally, the nonlinearity in 5.67 becomes linear. In Section 5.5.2.3, we will apply (5.67) and this key observation to prove Theorem 5.2.

The first estimate in (5.65) is highly nontrivial since the forcing term $u_{x}(0) Q(\beta)$ (see (5.71)) cannot be controlled by $Q^{2}(\beta)$. The idea behind Lemma 5.5.1 is that for the forcing terms $B(\beta, t)$ in 5.35 ) and 5.36 ) and that in (5.60), we use the more singular integral $Q(\beta, t)$ to control them near $x=0$, and the magic damping term $D(t)$ from 5.60 to control them near $x=\pi / 2$. To prove Lemma 5.5.1, we need several inequalities, whose proofs are deferred to Appendix D.0.5.

Lemma 5.5.2. Denote $a \wedge b=\min (a, b)$. For $x, y \in[0, \pi / 2], \beta \in[3 / 2,2]$, we have

$$
\begin{align*}
& \cot (x+y) \leq \mathbf{1}_{x+y \geq \pi / 2} \cot (x+y)+(\cot x \cot y)^{\beta}  \tag{5.68}\\
& \cot y(\cot x)^{\beta-2} \wedge \cot x(\cot y)^{\beta-2} \\
& \quad \lesssim(\cot x \cot y)^{\beta}+\mathbf{1}_{x+y \geq \pi / 2} \cot (\pi-x-y)  \tag{5.69}\\
& \cot y \mathbf{1}_{y \geq \pi / 3} \lesssim(\cot x \cot y)^{\beta}+\mathbf{1}_{x+y \geq \pi / 2} \cot (\pi-x-y) \tag{5.70}
\end{align*}
$$

Proof of Lemma 5.5.1. Using $\omega(x) \omega(y) \geq 0$ for $x, y \in[0, \pi / 2]^{2}$ and 55.68, we obtain

$$
\begin{aligned}
& \int_{0}^{\frac{\pi}{2}} \int_{0}^{\frac{\pi}{2}} \omega(x) \omega(y) \cot (x+y) d x d y \\
\leq & -D(t)+\int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y)(\cot x \cot y)^{\beta} d x d y \leq-D(t)+Q^{2}(\beta, t),
\end{aligned}
$$

where $D(t)$ is defined in 5.66). Using the above estimate and 5.60), we prove the second estimate in (5.65). Recall the ODE of $Q(\beta, t)$ (5.35). Applying

Lemma 5.4.2, for $\beta \in\left[\beta_{0}, 2\right)$, we get

$$
\begin{align*}
\frac{d}{d t} Q(\beta, t) & \leq(2-\beta)\left(u_{x}(0) Q(\beta, t)\right. \\
& \left.+\frac{1}{\pi} \iint_{[0, \pi / 2]^{2}} \omega(x) \omega(y)(\cot y)^{\beta-1} \frac{s\left(s^{\beta-1}-1\right)}{s^{2}-1} d x d y\right) \triangleq(2-\beta)\left(I_{1}+I_{2}\right) \tag{5.71}
\end{align*}
$$

where $s=\frac{\cot x}{\cot y}$. Next, we estimate $f(s)=\frac{s\left(s^{\beta-1}-1\right)}{s^{2}-1}$. Note that $\beta \in(3 / 2,2)$. For $s \geq 0$, the following estimate is straightforward

$$
0 \leq f(s) \lesssim \mathbf{1}_{s<1 / 2} s+\mathbf{1}_{1 / 2 \leq s \leq 2}+\mathbf{1}_{s \geq 2} s^{\beta-2} \lesssim s \wedge s^{\beta-2}
$$

Since $s=\frac{\cot x}{\cot y}$, using the above estimate and (5.69), we yield

$$
\begin{aligned}
f(s)(\cot y)^{\beta-1} & \lesssim\left(s \wedge s^{\beta-2}\right) \cdot(\cot y)^{\beta-1}=\cot y(\cot x)^{\beta-2} \wedge \cot x(\cot y)^{\beta-2} \\
& \lesssim(\cot x \cot y)^{\beta}+\mathbf{1}_{x+y \geq \pi / 2} \cot (\pi-x-y) \\
& =(\cot x \cot y)^{\beta}-\mathbf{1}_{x+y \geq \pi / 2} \cot (x+y)
\end{aligned}
$$

Using $\omega(x) \omega(y) \geq 0$ for $x, y \in[0, \pi / 2]$, the above estimate and 55.66), we derive

$$
\begin{aligned}
0 \leq I_{2} & \lesssim \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y)\left((\cot x \cot y)^{\beta}-\mathbf{1}_{x+y \geq \pi / 2} \cot (x+y)\right) d x d y \\
& =Q^{2}(\beta, t)+D(t)
\end{aligned}
$$

For $I_{1}$, we cannot establish the desired estimate by comparing the kernel similar to the above since

$$
\cot y(\cot x)^{\beta} \lesssim(\cot x \cot y)^{\beta}-\mathbf{1}_{x+y \geq \pi / 2} \cot (x+y)
$$

does not holds for $x$ close to 0 and $y$ close to $\pi / 2$. In fact, for $\pi / 2-y=t^{\beta}, x=t$, with $t$ sufficiently small, the left hand side is of $O(1)$, while the right hand side is $o(t)$. The main difficulty lies in that $(\cot y)^{\beta}$ is too weak to control $\cot y$ for $y$ close to $\pi / 2$.

A key observation is that we can further impose the restriction $Q(\beta, t) \leq$ $u_{x}(0) \lesssim\|\omega\|_{L^{1}}$. In fact, if $u_{x}(0) \leq Q(\beta, t)$, we obtain the trivial estimate

$$
I_{1}=u_{x}(0) Q(\beta, t) \leq Q^{2}(\beta, t) .
$$

In the other case $Q(\beta, t) \leq u_{x}(0)$, thanks to the interpolation (5.59), we derive

$$
u_{x}(0) \lesssim Q(\beta, t)^{1 / \beta}\|\omega\|_{L^{1}}^{1-1 / \beta} \leq\left(u_{x}(0)\right)^{1 / \beta}\|\omega\|_{L^{1}}^{1-1 / \beta}
$$

which implies $u_{x}(0) \lesssim\|\omega\|_{L^{1}}$. Now, we decompose $I_{1}=u_{x}(0) Q(\beta, t)$ as follows

$$
\begin{aligned}
I_{1} & \lesssim \int_{0}^{\pi / 2}|\omega| \cot y d y Q(\beta, t)=\int_{0}^{\pi / 3}|\omega| \cot y d y Q(\beta, t)+\int_{\pi / 3}^{\pi / 2}|\omega| \cot y d y Q(\beta, t) \\
& \triangleq J_{1}+J_{2}
\end{aligned}
$$

For $J_{1}$, since $\cot y \lesssim(\cot y)^{\beta}$ for $y \leq \pi / 3$, we get $J_{1} \lesssim Q^{2}(\beta, t)$. For $J_{2}$, using $Q(\beta, t) \leq u_{x}(0) \lesssim\|\omega\|_{L^{1}}$, we yield

$$
J_{2} \lesssim \int_{\pi / 3}^{\pi / 2}|\omega(y)| \cot y\|\omega\|_{L^{1}} \lesssim \int_{\pi / 3}^{\pi / 2} \omega(y) \cot y d y \int_{0}^{\pi / 2} \omega(x) d x
$$

where we have used $\omega(x) \leq 0$ on $[0, \pi / 2]$ to obtain the last inequality. Applying (5.70) and $\cot (\pi-x-y)=-\cot (x+y)$, we obtain

$$
\begin{aligned}
J_{2} & \lesssim \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y)\left((\cot x \cot y)^{\beta}-\mathbf{1}_{x+y \geq \pi / 2} \cot (x+y)\right) d x d y \\
& =Q^{2}(\beta, t)+D(t)
\end{aligned}
$$

Combining the above estimates on $J_{1}, J_{2}$, in the other case $Q(\beta, t) \leq u_{x}(0)$, we prove

$$
I_{1} \lesssim J_{1}+J_{2} \lesssim Q^{2}(\beta, t)+D(t)
$$

Combining the above estimates on $I_{1}, I_{2}$, we establish the first inequality in (5.65). Estimate (5.67) follows directly from (5.65) by choosing $\lambda>0$ with $C_{2} \lambda \geq 2 C$, e.g., $\lambda=\frac{2 C}{C_{2}}$.
Remark 5.5.3. We cannot apply (5.59) to estimate $u_{x}(0)$ in $I_{1}$ directly, since such estimate only offers

$$
\frac{d}{d t}\left(Q(\beta, t)+\mu\|\omega\|_{L^{1}}\right) \lesssim(2-\beta)^{\gamma}\left(Q(\beta, t)+\mu\|\omega\|_{L^{1}}\right)^{2}
$$

with power $\gamma<1$ for any well chosen $\mu$, which is not sufficient for our purpose. Compared to (5.67), the above estimate loses a small factor $(2-\beta)^{1-\gamma}$, which is due to the fact that we do not have a good estimate on $\|\omega\|_{L^{1}}$, while for $Q(\beta, t)$ we have the crucial small factor $2-\beta$. We only add minimal amount of $\|\omega\|_{L^{1}}$ in the energy in 5.67) due to a similar reason.

### 5.5.2.3 A bootstrap estimate

Now, we are in a position to establish the global well-posedness result in Theorem 5.2 in the general case. It follows from a bootstrap lemma.

Lemma 5.5.4. Suppose that $\omega_{0}$ satisfies the assumptions in Theorem 5.2. Denote $m=\left\|\omega_{0} x^{-1}\right\|_{L^{\infty}}$. There exists some absolute constant $c$, such that for $\delta=\frac{c}{m}$, if $\int_{0}^{T} u_{x}(0, s) d s<+\infty$, we have $\int_{0}^{T+\delta} u_{x}(0, s) d s<+\infty$.

Proof. Without loss of generality, we assume $m>0$. Recall $Q(\beta, t)$ from (5.34). Denote

$$
H(\beta, t)=Q(\beta, t)+\lambda(2-\beta)\|\omega\|_{L^{1}}
$$

In view of Theorem 5.1 and 55.59, for $\omega_{0} \in H^{1} \cap X$, the solution $\omega(x, t)$ remains in $H^{1}$ if $H(\beta, t)<+\infty$ for some $\beta<2$. Thus, it suffices to control $H$. Using Lemma 5.5.1, we have

$$
\begin{equation*}
\frac{d}{d t} H(\beta, t) \leq \mu(2-\beta) H^{2}(\beta, t) \tag{5.72}
\end{equation*}
$$

for some absolute constant $\mu>0$ and any $\beta \in\left[\beta_{0}, 2\right)$. Since $\int_{0}^{T} u_{x}(0, s) d s<$ 0 , using Theorem 5.1, we obtain $\sup _{t \leq T}\|\omega(t)\|_{H^{1}}<+\infty,\|\omega(T)\|_{L^{1}}<+\infty$. Using (5.64), we obtain

$$
\begin{align*}
Q(\beta, T) & =\int_{0}^{\pi / 2}|\omega|(\cot y)^{\beta} d y \leq \int_{0}^{1}|\omega| y^{\beta} d y+C \int_{0}^{\pi / 2}|\omega| d y \\
& \leq m \int_{0}^{1}\left(y^{1-\beta}+C y^{\gamma+1-\beta} \exp \left(C T \sup _{t \leq T}\|\omega(t)\|_{H^{1}}\right)\right) d y+C\|\omega(T)\|_{L^{1}} \\
& \leq \frac{m}{2-\beta}+C m \exp \left(C T \sup _{t \leq T}\|\omega(t)\|_{H^{1}}\right)+C\|\omega(T)\|_{L^{1}} \tag{5.73}
\end{align*}
$$

where $C$ is some absolute constant and we have used $\left|(\cot x)^{\beta}-x^{-\beta}\right| \lesssim \mid \cot x-$ $x^{-1} \mid x^{-\beta+1} \lesssim x^{-\beta+2} \lesssim 1$ in the first inequality. Thus, there exists $\beta_{1}$ slightly less than 2 , such that

$$
\begin{aligned}
H\left(\beta_{1}, T\right) & =Q\left(\beta_{1}, T\right)+\lambda\left(2-\beta_{1}\right)\|\omega(T)\|_{L^{1}} \\
& \leq \frac{m}{2-\beta_{1}}+C m \exp \left(C T \sup _{t \leq T}\|\omega(t)\|_{H^{1}}\right)+C\|\omega(T)\|_{L^{1}} \leq \frac{2 m}{2-\beta_{1}} .
\end{aligned}
$$

Solving the ODE (5.72) with $\beta=\beta_{1}$ on $t \geq T$, we yield

$$
\frac{d}{d t} H^{-1}\left(\beta_{1}, t\right) \geq-\mu\left(2-\beta_{1}\right)
$$

which along with the estimate on $H\left(\beta_{1}, T\right)$ imply

$$
H^{-1}\left(\beta_{1}, T+\tau\right) \geq H^{-1}\left(\beta_{1}, T\right)-\mu\left(2-\beta_{1}\right) \tau \geq \frac{2-\beta_{1}}{2 m}-\mu\left(2-\beta_{1}\right) \tau
$$

Note that $\mu$ is absolute. We choose $\delta=\frac{1}{4 m \mu}$. Then, for $t \in[T, T+\delta]$, we yield

$$
\begin{equation*}
H^{-1}\left(\beta_{1}, t\right) \geq \frac{2-\beta_{1}}{2 m}-\frac{2-\beta_{1}}{4 m}=\frac{2-\beta_{1}}{4 m}, \quad H\left(\beta_{1}, t\right) \leq \frac{4 m}{2-\beta_{1}} \tag{5.74}
\end{equation*}
$$

Applying (5.59), we obtain $u_{x}(0, t) \lesssim \frac{m}{\left(2-\beta_{1}\right)^{2}}$ on $[T, T+\delta]$. We conclude the proof.

Remark 5.5.5. Denote $V(t)=\int_{0}^{t}\left(u_{x}(0, s)+1\right) d s$. We can obtain an a-priori estimate for $V(t)$ by tracking the bounds in the above proof. Using standard energy estimates and (5.33), we obtain

$$
\begin{aligned}
& C m \exp \left(C t \sup _{s \leq t}\|\omega(s)\|_{H^{1}}\right)+C\|\omega(t)\|_{L^{1}} \leq g\left(V(t), C_{1}\right) \\
& g(x, c) \triangleq c \cdot \exp (c \cdot \exp (c \cdot \exp (c \cdot \exp (c \cdot \exp (c \cdot \exp (c x)))))),
\end{aligned}
$$

for some constant $C_{1}>1$ depending only on the initial data. Note that the estimate of $\|\omega\|_{L^{\infty}} 5.33$ is triple exponential growth, and then the estimate of $\|\omega\|_{H^{1}}$ is a quintuple one due to extrapolation in bounding $\left\|u_{x}\right\|_{L^{\infty}}$. These estimates further lead to the above sextuple exponential growth. For any $T \geq 0$, choosing $\beta_{1}$ with $2-\beta_{1}=c \cdot \frac{m}{g\left(V(T), C_{1}\right)}$ for some absolute constant $c$ and using (5.59), (5.74), we yield

$$
V(T+\delta) \leq g\left(V(T), C_{2}\right)
$$

for some constant $C_{2}>0$ depending only on $\omega_{0}$. Since $\delta$ and $C_{2}$ are independent of $T$, iterating the above estimate yields an a-priori estimate for $V(t)$ with any $t \geq 0$.

Remark 5.5.6. The above estimate is consistent with the heuristic in the paragraph below (5.67) that the nonlinearity $(2-\beta) Q^{2}$ in (5.67) or $(2-\beta) H^{2}$ is essentially linear. In fact, for $t \in[T, T+\delta]$, (5.74) implies $\left(2-\beta_{1}\right) Q\left(\beta_{1}, t\right) \leq$ $\left(2-\beta_{1}\right) H\left(\beta_{1}, t\right) \leq 4 m$. Formally, $Q(\beta, t)$ grows exponentially in $t$ for $\beta$ close to 2 , which we can barely afford, while in the previous case, $Q(2, t)$ is bounded uniformly. This argument is similar in spirit to extrapolation, e.g., the BKM blowup criterion [1].

### 5.6 Finite time blowup for $C^{\alpha} \cap H^{s}$ data

In this section, we prove Theorem 5.3 on finite time blowup for (3.1) with $C^{\alpha} \cap H^{s}$ data for any $\alpha \in(0,1)$ and $s \in(1 / 2,3 / 2)$. We will use ideas outlined in Section 5.2.

Since we will adopt several estimates established in [14, 83], for consistency, throughout this section, we assume that the solution $\omega$ is $2 \pi$ periodic. This modification also simplifies our notations. Theorem 5.3 can be established by applying the same argument to $\omega_{\pi}(x) \triangleq \omega_{2 \pi}(2 x)$. As a result, the Hilbert transform and the set $X$ (5.1) becomes

$$
\begin{aligned}
H f & \triangleq \frac{1}{2 \pi} P \cdot V \cdot \int_{-\pi}^{\pi} \cot \frac{x-y}{2} f(y) d y \\
X & \triangleq\{f: f \text { is odd }, 2 \pi-\text { periodic and } f(x) \leq 0, x \in[0, \pi]\} .
\end{aligned}
$$

### 5.6.1 Slightly weakening the effect of advection

Recall the discussion on the competition between advection and vortex stretching in Section 5.1.2. To characterize that the advection is relatively weak for $\omega \in C^{\alpha} \cap X$ with $\omega \approx-C x^{\alpha}$ near $x=0$, we study (3.1) using the dynamic rescaling formulation

$$
\begin{equation*}
\omega_{t}+u \omega_{x}=\left(c_{\omega}+u_{x}\right) \omega, \quad u_{x}=H \omega \tag{5.75}
\end{equation*}
$$

derived in (5.77)-5.79) with the normalization condition

$$
\begin{equation*}
c_{\omega}(t)=(\alpha-1) u_{x}(0, t) \tag{5.76}
\end{equation*}
$$

where $c_{\omega}$ is a rescaling factor. If $u_{x}(0, t)$ is bounded away from $0: u_{x}(0, t) \geq$ $C>0$ for all $t$, the competition between advection and the vortex stretching is encoded in the sign of $c_{\omega} \operatorname{since} \operatorname{sign}\left(c_{\omega}\right)=\operatorname{sign}(\alpha-1)$, which can determine the long time behavior of the solution. See the discussion below (5.79). We remark that the idea and condition (5.76) are similar to those in [14], which play a crucial role in establishing singularity formation for the gCLM model.

### 5.6.2 Dynamic rescaling formulation

We follow the method in [14, 19] to construct finite time blowup solution using the dynamic rescaling formulation of (3.1). Let $\omega(x, t), u(x, t)$ be the solutions of equation (3.1). Following the ideas in Section 2.1.4, we obtain that

$$
\begin{equation*}
\tilde{\omega}(x, \tau)=C_{\omega}(\tau) \omega(x, t(\tau)), \quad \tilde{u}(x, \tau)=C_{\omega}(\tau) u(x, t(\tau)) \tag{5.77}
\end{equation*}
$$

are the solutions to the dynamic rescaling equations

$$
\begin{equation*}
\tilde{\omega}_{\tau}+\tilde{u} \tilde{\omega}_{x}=c_{\omega} \tilde{\omega}+\tilde{u}_{x} \tilde{\omega}, \quad \tilde{u}_{x}=H \tilde{\omega} \tag{5.78}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{\omega}(\tau)=\exp \left(\int_{0}^{\tau} c_{\omega}(s) d s\right), \quad t(\tau)=\int_{0}^{\tau} C_{\omega}(s) d s \tag{5.79}
\end{equation*}
$$

Remark 5.6.1. In (5.77)-(5.78), we do not rescale the spatial variable. This is different from the dynamic rescaling equation in Section 2.1.4 which contains a factor $C_{l}(\tau)$ in (5.77) and a stretching term $c_{l}(\tau) x \omega_{x}$ in 5.78). Here, we simply choose $c_{l}(\tau) \equiv 0$ and $C_{l}(\tau) \equiv 1$.

We will impose some normalization condition on the time-dependent scaling parameter $c_{\omega}(\tau)$, and establish that $-C_{1} \leq c_{\omega}(\tau) \leq-C<0$ for all $\tau>0$ and some $C_{1}, C>0$. To simplify our presentation, we still use $t$ to denote the rescaled time in the rest of this section, unless specified, and drop ${ }^{\sim}$ in (5.78). Then (5.78) reduces to (5.75).

### 5.6.3 Construction of the $C^{\alpha}$ approximate steady state

Based on the discussion in Sections 5.1.2 and 5.6.1, we first construct an approximate steady state $\left(\omega_{\alpha}, c_{\omega, \alpha}\right)$ of (5.75) with $\omega_{\alpha} \in C^{\alpha}$ and $\omega_{\alpha} \approx-C x^{\alpha}$ near $x=0$. Following the idea in [14], we perform the construction by perturbing the equilibrium $\sin (x)$ of (3.1). A natural choice of $\omega_{\alpha}$ is

$$
\begin{equation*}
\omega_{\alpha}=-\operatorname{sgn}(x)|\sin (x)|^{\alpha} c_{\alpha}, \quad c_{\alpha}=\left(\frac{1}{\pi} \int_{0}^{\pi}(\sin x)^{\alpha} \cot \frac{x}{2} d x\right)^{-1} \tag{5.80}
\end{equation*}
$$

We choose the above $c_{\alpha}$ to normalize $H \omega_{\alpha}(0)=1$. Let $u_{\alpha}$ be the associated velocity with $u_{\alpha, x}=H \omega_{\alpha}$. We choose $c_{\omega, \alpha}$ according to 5.76)

$$
\begin{equation*}
c_{\omega, \alpha}=(\alpha-1) u_{\alpha, x}(0)=\alpha-1 \tag{5.81}
\end{equation*}
$$

Denote

$$
\begin{equation*}
\omega_{1}=-\sin x, \quad u_{1}=\sin x, \quad \eta_{\alpha}=\omega_{\alpha}-\omega_{1} \tag{5.82}
\end{equation*}
$$

For $\alpha$ close to 1 , we expect that $\left(\omega_{\alpha}, u_{\alpha}\right)$ are close to $\left(\omega_{1}, u_{1}\right)$.
Lemma 5.6.2. Let $\kappa_{1}=\frac{3}{4}, \kappa_{2}=\frac{7}{8}$. For $\kappa_{2}<\frac{9}{10}<\alpha<1$ and $x \in[-\pi, \pi]$, we have

$$
\begin{align*}
& \left|\partial_{x}^{i} \eta_{\alpha}\right| \lesssim(1-\alpha)|\sin x|^{\kappa_{2}-i}, \quad i=1,2,3  \tag{5.83}\\
& \left|H \eta_{\alpha}\right| \lesssim(1-\alpha)|x|^{\kappa_{1}}, \quad\left|\partial_{x} H \eta_{\alpha}\right| \lesssim(1-\alpha)|\sin x|^{\kappa_{1}-1}  \tag{5.84}\\
& \left|(\alpha-1) \omega_{\alpha}-\sin x\left(\omega_{\alpha, x x}-\omega_{1, x x}\right)\right| \lesssim\left((1-\alpha) \wedge|x|^{2}\right)|\sin x|^{\alpha-1} \tag{5.85}
\end{align*}
$$

For $x$ near 0 , the above estimates on $\omega_{\alpha}$ are similar to those for $\omega_{\alpha}=-x^{\alpha}$ and $\omega_{1}=-x$. The reader can think of $\kappa_{1}, \kappa_{2}$ close to 1 , and that $\alpha$ is even closer to 1 .

Proof. Due to symmetry, it suffices to consider $x \geq 0$.
Firstly, using Lemma D.0.4 and $1 \lesssim \alpha-\kappa_{2}$, we obtain

$$
\begin{equation*}
\left|(\sin x)^{\alpha}-\sin x\right|=(\sin x)^{\kappa_{2}}(\sin x)^{\alpha-\kappa_{2}}\left(1-(\sin x)^{1-\alpha}\right) \lesssim(1-\alpha)(\sin x)^{\kappa_{2}} . \tag{5.86}
\end{equation*}
$$

Recall $c_{\alpha}$ defined in (5.80). Using the above estimate, we obtain

$$
\begin{equation*}
\frac{1}{\pi} \int_{0}^{\pi}\left|(\sin x)^{\alpha}-\sin x\right| \cot \frac{x}{2} d x \lesssim 1-\alpha, \quad\left|c_{\alpha}-1\right| \lesssim 1-\alpha . \tag{5.87}
\end{equation*}
$$

Next, we establish the estimate of $\omega_{\alpha}$ defined in 5.80. A direct calculation yields

$$
\begin{equation*}
\omega_{\alpha, x}=-c_{\alpha} \alpha(\sin x)^{\alpha-1} \cos x, \quad \omega_{\alpha, x x}=-c_{\alpha} \alpha(\alpha-1)(\sin x)^{\alpha-2} \cos ^{2} x+\alpha c_{\alpha}(\sin x)^{\alpha} . \tag{5.88}
\end{equation*}
$$

We consider a typical case $i=3$ in (5.83), and the case $i=1$ or 2 can be proved similarly. Recall $\omega_{1}, u_{1}, \eta_{\alpha}$ from (5.82). Using (5.86), 5.87) and $\kappa_{2}<\alpha$, we get

$$
\begin{aligned}
\left|\eta_{\alpha, x x}\right| & =\left|\omega_{\alpha, x x}-\sin x\right| \lesssim\left|\alpha c_{\alpha}(\sin x)^{\alpha}-\sin x\right|+(1-\alpha)(\sin x)^{\alpha-2} \\
& \lesssim\left|(\sin x)^{\alpha}-\sin x\right|+(1-\alpha)(\sin x)^{\alpha-2} \lesssim(1-\alpha)(\sin x)^{\kappa_{2}-2}
\end{aligned}
$$

For (5.85), the first bound $(1-\alpha)|\sin x|^{\alpha-1}$ follows directly from (5.83). Using (5.88), $\left|\omega_{1, x x}\right|=\sin x$ and a direct calculation, we yield

$$
\begin{aligned}
& \left|(\alpha-1) \omega_{\alpha}-\sin x\left(\omega_{\alpha, x x}-\omega_{1, x x}\right)\right| \\
\leq & \left|c_{\alpha}(\alpha-1) \alpha(\sin x)^{\alpha-1}\left(\cos x-\cos ^{2} x\right)\right|+C(\sin x)^{\alpha+1}+\sin x\left|\omega_{1, x x}\right| \\
\lesssim & (\sin x)^{a-1}|x|^{2}+(\sin x)^{a+1} \lesssim(\sin x)^{a-1}|x|^{2},
\end{aligned}
$$

where we have used $|1-\cos x| \lesssim x^{2}$.
Next, we prove (5.84). Denote $D_{x}=\sin x \partial_{x}$. Using (5.83) and $\kappa_{2}=\frac{7}{8}$ close to 1, we have

$$
\begin{align*}
& \left\|\partial_{x} \eta_{\alpha}\right\|_{L^{4}} \lesssim(1-\alpha)\left\||\sin x|^{\kappa_{2}-1}\right\|_{L^{4}} \lesssim 1-\alpha, \\
& \left\|\partial_{x}\left(D_{x} \eta_{\alpha}\right)\right\|_{L^{4}} \lesssim\left\|\left|\partial_{x} \eta_{\alpha}\right|+\left|\sin x \partial_{x}^{2} \eta_{\alpha}\right|\right\|_{L^{4}} \lesssim(1-\alpha)|\sin x|^{\kappa_{2}-1} \|_{L^{4}} \lesssim 1-\alpha . \tag{5.89}
\end{align*}
$$

Recall from (5.80) that $u_{\alpha, x}(0)=H \omega_{\alpha}(0)=1=u_{1, x}(0)$. It implies $H \eta_{\alpha}(0)=$ 0 . Since the Hilbert transform is $L^{4}$ bounded, using Hölder's inequality and (5.89), we yield

$$
\begin{aligned}
\left|H \eta_{\alpha}(x)\right| & =\left|\int_{0}^{x} \partial_{x} H \eta_{\alpha}(y) d y\right| \leq\left\|\partial_{x} H \eta_{\alpha}\right\|_{L^{4}}\left(\int_{0}^{x} 1 d y\right)^{3 / 4} \lesssim\left\|\partial_{x} H \eta_{\alpha}\right\|_{L^{4}} x^{3 / 4} \\
& =x^{3 / 4}| | H \partial_{x} \eta_{\alpha}\left\|_{L^{4}} \lesssim x^{3 / 4}\right\| \partial_{x} \eta_{\alpha} \|_{L^{4}} \lesssim(1-\alpha) x^{3 / 4}
\end{aligned}
$$

Since $D_{x} H \eta_{\alpha}$ vanishes on $x=0, \pi$, using an estimate similar to the above, we yield

$$
\left|D_{x} H \eta_{\alpha}(x)\right| \lesssim\left\|\partial_{x}\left(D_{x} H \eta_{\alpha}(x)\right)\right\|_{L^{4}}\left(|x|^{3 / 4} \wedge|\pi-x|^{3 / 4}\right) \lesssim\left\|\partial_{x}\left(D_{x} H \eta_{\alpha}(x)\right)\right\|_{L^{4}}|\sin x|^{3 / 4}
$$

Applying Lemma D.0.2 $(n=2)$, we yield

$$
\partial_{x}\left(D_{x} H \eta_{\alpha}\right)=\partial_{x}\left(H\left(D_{x} \eta_{\alpha}\right)-H\left(D_{x} \eta_{\alpha}\right)(0)\right)=\partial_{x}\left(H\left(D_{x} \eta_{\alpha}\right)=H\left(\partial_{x} D_{x} \eta_{\alpha}\right)\right.
$$

Applying (5.89) and the fact that $H$ is $L^{4}$ bounded, we establish $\left|D_{x} H \eta_{\alpha}(x)\right| \lesssim\left\|H\left(\partial_{x} D_{x} \eta_{\alpha}\right)\right\|_{L^{4}}|\sin x|^{3 / 4} \lesssim\left\|\partial_{x} D_{x} \eta_{\alpha}\right\|_{L^{4}}|\sin x|^{3 / 4} \lesssim(1-\alpha)|\sin x|^{3 / 4}$, which implies the second inequality in (5.84).

The above $L^{4}$ estimate on $H \eta_{\alpha}$ can be replaced by $L^{p}$ estimates with larger $p$, which offers more vanishing order of $H \eta_{\alpha}$ near $x=0$. Here, the power $|x|^{3 / 4}$ is sufficient for our later weighted energy estimates.

### 5.6.4 Nonlinear stability of the approximate steady state

In this section, we follow [14, 19] to perform stability analysis around ( $\omega_{\alpha}, c_{\omega, \alpha}$ ) constructed in (5.80), 5.81) and establish the finite time blowup results. We first introduce some weighted norms and spaces.

Definition 5.6.3. Define the singular weight $\rho=\left(\sin \frac{x}{2}\right)^{-2}$, the standard inner product $\langle\cdot, \cdot\rangle$ on $S^{1}$, the weighted norms $\|\cdot\|_{\mathcal{H}}$ and the Hilbert spaces $\mathcal{H}$ as follows

$$
\begin{equation*}
\langle f, g\rangle=\int_{0}^{2 \pi} f g d x, \quad\|f\|_{\mathcal{H}}^{2} \triangleq \frac{1}{4 \pi} \int_{-\pi}^{\pi} \frac{\left|f_{x}\right|^{2}}{\sin ^{2} \frac{x}{2}} d x, \quad \mathcal{H} \triangleq\left\{f \mid f(0)=0,\|f\|_{\mathcal{H}}<+\infty\right\} \tag{5.90}
\end{equation*}
$$

with inner products $\langle\cdot, \cdot\rangle_{\mathcal{H}}$ induced by the $\mathcal{H}$ norm.

The $\mathcal{H}$ norm was introduced in [83] for the stability analysis of the De Gregorio model. By definition, we have

$$
\begin{equation*}
\langle f, g\rangle_{\mathcal{H}}=(4 \pi)^{-1}\left\langle f_{x}, g_{x} \rho\right\rangle . \tag{5.91}
\end{equation*}
$$

### 5.6.4.1 Linearized equation

Linearizing (5.75) around $\omega_{\alpha}, c_{\omega, \alpha}$, we obtain the equation for the perturbation $\omega, c_{\omega}$ (Note that $\left(\omega+\omega_{\alpha}, c_{\omega}+c_{\omega, \alpha}\right)$ is the solution of (5.75))

$$
\begin{align*}
\omega_{t} & =-u_{\alpha} \omega_{x}+u_{\alpha, x} \omega+u_{x} \omega_{\alpha}-u \omega_{\alpha, x}+c_{\omega, \alpha} \omega+c_{\omega} \omega_{\alpha}+N(\omega)+F\left(\omega_{\alpha}\right)  \tag{5.92}\\
& \triangleq \mathcal{L}_{\alpha} \omega+N(\omega)+F\left(\omega_{\alpha}\right)
\end{align*}
$$

where the nonlinear term $N(\omega)$ and error term $F\left(\omega_{\alpha}\right)$ are given by

$$
\begin{equation*}
N(\omega)=\left(c_{\omega}+u_{x}\right) \omega-u \omega_{x}, \quad F\left(\omega_{\alpha}\right)=\left(c_{\omega, \alpha}+u_{\alpha, x}\right) \omega_{\alpha}-u_{\alpha} \omega_{\alpha, x} . \tag{5.93}
\end{equation*}
$$

We choose the normalization condition on $c_{\omega}$ according to (5.76)

$$
\begin{equation*}
c_{\omega}=(\alpha-1) u_{x}(0) \tag{5.94}
\end{equation*}
$$

Under the conditions (5.76), (5.94), it is easy to obtain that the slope of $\omega / x^{\alpha}$ is fixed, i.e.

$$
\lim _{x \rightarrow 0} \frac{\omega(x, t)+\omega_{\alpha}(x)}{x^{\alpha}}=\lim _{x \rightarrow 0} \frac{\omega(x, 0)+\omega_{\alpha}(x)}{x^{\alpha}}, \quad \lim _{x \rightarrow 0} \frac{\omega(x, t)}{x^{\alpha}}=\lim _{x \rightarrow 0} \frac{\omega(x, 0)}{x^{\alpha}} .
$$

In particular, if the initial perturbation $\omega_{0}(x)$ vanishes near $x=0$ with order higher than $x^{\alpha}$, e.g., $x^{2 \alpha}$, the perturbation $\omega(x, t)$ will also vanish near $x=0$ with higher order. This allows us to perform energy estimates on $\omega$ with a singular weight near $x=0$.

We treat the linearized operator $\mathcal{L}_{\alpha}$ as a perturbation to $\mathcal{L}_{1}$
$\mathcal{L}_{1} \omega=-u_{1} \omega_{x}+u_{1, x} \omega+u_{x} \omega_{1}-u \omega_{1, x}=-\sin x \omega_{x}+\cos x \omega-u_{x} \sin x+u \cos x$,
where we have used the explicit formulas (5.82), and perform the following decomposition

$$
\begin{align*}
\mathcal{L}_{\alpha} \omega= & \mathcal{L}_{1} \omega-\left(u_{\alpha}-u_{1}\right) \omega_{x}+\left(u_{\alpha, x}-u_{1, x}\right) \omega+u_{x}\left(\omega_{\alpha}-\omega_{1}\right) \\
& -u\left(\omega_{\alpha, x}-\omega_{1, x}\right)+c_{\omega, \alpha} \omega+c_{\omega} \omega_{\alpha} \\
= & \mathcal{L}_{1} \omega-u\left(\eta_{\alpha}\right) \omega_{x}+H \eta_{\alpha} \cdot \omega+u_{x} \eta_{\alpha}-u \eta_{\alpha, x}+c_{\omega, \alpha} \omega+c_{\omega} \omega_{\alpha} \triangleq \mathcal{L}_{1} \omega+\mathcal{R}_{\alpha} \omega, \tag{5.95}
\end{align*}
$$

where $u\left(\eta_{\alpha}\right)$ denotes the odd velocity $u$ with $u_{x}=H \eta_{\alpha}$. In fact, we have $u\left(\eta_{\alpha}\right)=-\left(-\partial_{x x}\right)^{-1 / 2} \eta_{\alpha}$.

The operator $\mathcal{L}_{1}$ enjoys an important coercive estimate established in 83]. The following slight modification of the result in [83] is from [14].

Lemma 5.6.4. Suppose that $f, g \in \mathcal{H}$ and $\int_{S^{1}} f d x=0$. Denote $e_{0}(x)=$ $\cos x-1$ and

$$
f_{e}=\left\langle f, e_{0}\right\rangle_{\mathcal{H}}, \quad\langle f, g\rangle_{Y} \triangleq\left\langle f-f_{e} e_{0}, g-g_{e} e_{0}\right\rangle_{\mathcal{H}}
$$

We have: (a) Equivalence of norms: $\left(\mathcal{H} / \mathbb{R} \cdot e_{0},\langle\cdot, \cdot\rangle_{Y}\right)$ is a Hilbert space and the induced norm $\|\cdot\|_{Y}$ satisfies $\frac{1}{2}\|f\|_{\mathcal{H}} \leq\|f\|_{Y} \leq\|f\|_{\mathcal{H}}$.
(b) Orthogonality: $\left\|e_{0}\right\|_{\mathcal{H}}=1$ and

$$
\left\langle f-f_{e} e_{0}, e_{0}\right\rangle_{\mathcal{H}}=0, \quad\|f\|_{\mathcal{H}}^{2}=f_{e}^{2}+\|f\|_{Y}^{2} .
$$

(c) Coercivity : $\left\langle\mathcal{L}_{1} f, f\right\rangle_{Y} \leq-\frac{3}{8}\|f\|_{Y}^{2}$.

Using (5.91) and the above result (b), we can represent $\langle\cdot, \cdot\rangle_{Y}$ as follows

$$
\begin{equation*}
\langle f, g\rangle_{Y}=\left\langle f-f_{e} e_{0}, g\right\rangle_{\mathcal{H}}=(4 \pi)^{-1}\left\langle f_{x}+f_{e} \sin x, g_{x} \rho\right\rangle, \tag{5.96}
\end{equation*}
$$

where we have used $\partial_{x} e_{0}=-\sin x$.

### 5.6.4.2 Weighted $H^{1}$ estimates

We consider odd perturbation $\omega$, which satisfies $\int_{S^{1}} \omega d x=0$. Recall the linearized equation (5.92) and the decomposition (5.95). Performing energy estimate on $\langle\omega, \omega\rangle_{Y}$ yields

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\langle\omega, \omega\rangle_{Y}=\left\langle\mathcal{L}_{1} \omega, \omega\right\rangle_{Y}+\left\langle\mathcal{R}_{\alpha} \omega, \omega\right\rangle_{Y}+\langle N(\omega), \omega\rangle_{Y}+\left\langle F\left(\omega_{\alpha}\right), \omega\right\rangle_{Y} \tag{5.97}
\end{equation*}
$$

The estimate of the first term $\left\langle\mathcal{L}_{1} \omega, \omega\right\rangle_{Y}$ follows from Lemma 5.6.4

$$
\begin{equation*}
\left\langle\mathcal{L}_{1} \omega, \omega\right\rangle_{Y} \leq-\frac{3}{8}\|\omega\|_{Y}^{2} . \tag{5.98}
\end{equation*}
$$

For the remainder $\mathcal{R}_{\alpha}$ in (5.95), a direct calculation yields

$$
\begin{aligned}
\partial_{x} \mathcal{R}_{\alpha} \omega & =-u\left(\eta_{\alpha}\right) \omega_{x x}+\partial_{x} H \eta_{\alpha} \cdot \omega+u_{x x} \eta_{\alpha}-u \eta_{\alpha, x x}+c_{\omega, \alpha} \omega_{x}+c_{\omega} \omega_{a, x} \\
& \triangleq-u\left(\eta_{\alpha}\right) \omega_{x x}+\mathcal{R}_{\alpha, 2} \omega .
\end{aligned}
$$

Applying (5.96), we derive

$$
\begin{align*}
& \left\langle\mathcal{R}_{\alpha} \omega, \omega\right\rangle_{Y}=(4 \pi)^{-1}\left\langle\partial_{x} \mathcal{R}_{\alpha} \omega,\left(\omega_{x}+\omega_{e} \sin x\right) \rho\right\rangle \\
= & (4 \pi)^{-1}\left\langle-u\left(\eta_{\alpha}\right) \omega_{x x},\left(\omega_{x}+\omega_{e} \sin x\right) \rho\right\rangle+(4 \pi)^{-1}\left\langle\mathcal{R}_{\alpha, 2},\left(\omega_{x}+\omega_{e} \sin x\right) \rho\right\rangle \triangleq I+I I . \tag{5.99}
\end{align*}
$$

Recall $\rho=\left(\sin \frac{x}{2}\right)^{-2}$. Since $\sin \frac{x}{2} \asymp x$, we can essentially treat $\rho$ as $x^{-2}$. For $I I$, it suffices to estimate $\left\|\mathcal{R}_{\alpha, 2} \omega \rho^{1 / 2}\right\|_{2}$. Since $c_{\omega}=(\alpha-1) u_{x}(0)$ (5.94), we decompose $\mathcal{R}_{\alpha, 2}$ as follows

$$
\begin{align*}
\mathcal{R}_{\alpha, 2}= & \partial_{x} H \eta_{\alpha} \cdot \omega+u_{x x} \eta_{\alpha}-\left(u-u_{x}(0) \sin x\right) \eta_{\alpha, x x}  \tag{5.100}\\
& +u_{x}(0)\left((\alpha-1) \omega_{\alpha, x}-\sin x \cdot \eta_{\alpha, x x}\right)+c_{\omega, \alpha} \omega_{x}
\end{align*}
$$

Next, we estimate the $L^{2}(\rho)$ norm of each term. The main difficulty is the estimate of the nonlocal term, e.g., $\left\|u_{x x} \eta_{\alpha} \rho^{1 / 2}\right\|_{2}$, due to the singular weight $\rho$ near $x=0$ and that the profiles $\omega_{\alpha}, \eta_{\alpha}$ are not smooth near $x=0, \pi$. Since $\eta_{\alpha} \rho^{1 / 2} \notin L^{\infty}$ (see $(5.80),(5.82)$ ), we need to perform a weighted estimate on $u_{x x}$. It is based on the lemma below, which shows that the Hilbert transform commutes with $\frac{1}{x}$ up to some lower order terms.

Lemma 5.6.5. Suppose that $\frac{f}{x} \in L^{2}([-\pi, \pi])$. We have

$$
\left|\frac{H f-H f(0)}{x}-H\left(\frac{f}{x}\right)\right| \lesssim \int_{-\pi}^{\pi}\left|\frac{f(y)}{y}\right| d y .
$$

The proof is deferred to Appendix D.0.1. Since $u, \omega$ are odd, we get $u_{x x}(0)=0$. Applying the above Lemma with $f=u_{x}$ and using the fact that $H$ is $L^{2}$ bounded, we yield

$$
\begin{equation*}
\left\|\frac{u_{x x}}{x}\right\|_{L^{2}}=\left\|\frac{H \omega_{x}}{x}\right\|_{L^{2}} \lesssim\left\|H\left(\frac{\omega_{x}}{x}\right)\right\|_{L^{2}}+\left\|\frac{\omega_{x}}{x}\right\|_{L^{1}} \lesssim\left\|\frac{\omega_{x}}{x}\right\|_{L^{2}} \lesssim\|\omega\|_{\mathcal{H}} \tag{5.101}
\end{equation*}
$$

Applying 5.83) in Lemma 5.6.2, we obtain

$$
\left\|u_{x x} \eta_{\alpha} \rho^{1 / 2}\right\|_{L^{2}} \lesssim\left\|u_{x x} x^{-1}\right\|_{L^{2}}\left\|\eta_{\alpha}\right\|_{L^{\infty}} \lesssim(1-\alpha)\|\omega\|_{\mathcal{H}}
$$

Denote $\tilde{u}=u-u_{x}(0) \sin x$. Next we estimate $\left\|\tilde{u} \eta_{\alpha, x x} \rho^{1 / 2}\right\|_{2}$. From (5.80) and (5.83), $\eta_{\alpha, x x}$ is similar to $|\sin x|^{\alpha-2}$, which is singular both at $x=0, \pi$. To overcome the singularities from $\eta_{\alpha, x x}$ and $\rho^{1 / 2}$, we estimate $\tilde{u}(\sin x)^{-1} x^{-1}$. For $|x| \geq \frac{\pi}{2}$, since $\tilde{u}(\pi)=0$ and $|\sin x| \lesssim\left|\pi-|x|^{-1}\right.$, we yield

$$
\left|\tilde{u}(\sin x)^{-1} x^{-1}\right| \lesssim|\tilde{u}| \pi-\left|x\left\|^{-1} \mid \lesssim\right\| \partial_{x} \tilde{u}\left\|_{\infty} \lesssim\right\| u_{x x}\left\|_{2} \lesssim\right\| \omega \|_{\mathcal{H}} .\right.
$$

For $|x| \leq \frac{\pi}{2}$, since $\tilde{u}(0)=\partial_{x} \tilde{u}(0)=0$, using integration by parts, we obtain

$$
\begin{aligned}
\left|\tilde{u}(\sin x)^{-1} x^{-1}\right| & \lesssim \frac{|\tilde{u}|}{x^{2}}=\frac{1}{x^{2}}\left|\int_{0}^{x} \partial_{y y} \tilde{u}(y) \cdot(x-y) d y\right| \\
& \lesssim \frac{1}{x^{2}}\left\|\partial_{y y} \tilde{u} \cdot y^{-1}\right\|_{2}\left(\int_{0}^{x} y^{2}(x-y)^{2} d y\right)^{1 / 2}
\end{aligned}
$$

Since $\partial_{y y} \tilde{u}(y)=\partial_{y y} u+u_{x}(0) \sin y$, using (5.101), we derive

$$
\left|\tilde{u}(\sin x)^{-1} x^{-1}\right| \lesssim x^{-2}\left(\left\|u_{x x} x^{-1}\right\|_{2}+\left|u_{x}(0)\right|\right) x^{5 / 2} \lesssim\|\omega\|_{\mathcal{H}}
$$

Since $\rho^{1 / 2}=\left(\sin \frac{x}{2}\right)^{-1} \asymp x^{-1}$, applying the above estimate and (5.83), we obtain

$$
\begin{aligned}
\left\|\left(u-u_{x}(0) \sin x\right) \eta_{\alpha, x x} \rho^{1 / 2}\right\|_{2} & \lesssim\left\|\tilde{u}(\sin x)^{-1} \rho^{1 / 2}\right\|_{\infty}\left\|\eta_{\alpha, x x} \sin x\right\|_{2} \\
& \lesssim(1-\alpha)\|\omega\|_{\mathcal{H}}\left\||\sin x|^{\kappa_{2}-1}\right\|_{2} \lesssim(1-\alpha)\|\omega\|_{\mathcal{H}}
\end{aligned}
$$

The estimates of other terms in (5.100) and $I$ in (5.99) are relatively simple. Since $\omega$ vanishes at $x=0, \pi$, using the Hardy-type inequality in Lemma D.0.5, we yield

$$
\begin{aligned}
\left\|\omega(\sin x)^{-1} \rho^{1 / 2}\right\|_{2} & \lesssim\left\|\omega x^{-2}\right\|_{2}+\|\omega|\pi-| x\|^{-1} \|_{2} \\
& \lesssim\left\|\omega_{x} x^{-1}\right\|_{2}+\left\|\omega_{x}\right\|_{2} \lesssim\left\|\omega_{x} x^{-1}\right\|_{2} \lesssim\|\omega\|_{\mathcal{H}} .
\end{aligned}
$$

Applying the above estimates and (5.84) in Lemma 5.6.2, we obtain

$$
\left\|\partial_{x} H \eta_{\alpha} \cdot \omega \rho^{1 / 2}\right\|_{2} \lesssim\left\|\omega(\sin x)^{-1} \rho^{1 / 2}\right\|_{2}\left\|\sin (x) \partial_{x} H \eta_{\alpha}\right\|_{L^{\infty}} \lesssim(1-\alpha)\|\omega\|_{\mathcal{H}} .
$$

Applying 5.85 in Lemma 5.6.2 and $(1-\alpha) \wedge x^{2} \lesssim(1-\alpha)^{1 / 2}|x|$, we yield

$$
\begin{aligned}
\left\|u_{x}(0)\left((\alpha-1) \omega_{\alpha, x}-\sin x \cdot \eta_{\alpha, x x}\right) \rho^{1 / 2}\right\|_{2} & \left.\lesssim\left\|u_{x}\right\|_{L^{\infty}} \|(1-\alpha) \wedge|x|^{2}\right)|\sin x|^{\alpha-1} x^{-1} \|_{2} \\
& \lesssim\left\|u_{x x}\right\|_{2}(1-\alpha)^{1 / 2}\left\||\sin x|^{\alpha-1}\right\|_{2} \\
& \lesssim(1-\alpha)^{1 / 2}\left\|\omega_{x}\right\|_{2} \lesssim(1-\alpha)^{1 / 2}\|\omega\|_{\mathcal{H}} .
\end{aligned}
$$

Recall $c_{\omega, \alpha}=(\alpha-1)$ from (5.81). The estimate of the last term in 5.100) is trivial

$$
\left\|c_{\omega, \alpha} \omega_{x} \rho^{1 / 2}\right\|_{2} \lesssim(1-\alpha)\|\omega\|_{\mathcal{H}}
$$

Combining the above $L^{2}(\rho)$ estimates of each term in (5.100), we establish

$$
\begin{align*}
|I I| & \lesssim\left\|\mathcal{R}_{\alpha, 2} \rho^{1 / 2}\right\|_{2}\left\|\left(\omega_{x}+\omega_{e} \sin x\right) \rho^{1 / 2}\right\|_{2} \\
& \lesssim(1-\alpha)^{\frac{1}{2}}\|\omega\|_{\mathcal{H}}\left(\|\omega\|_{\mathcal{H}}+\left|\omega_{e}\right|\right) \lesssim(1-\alpha)^{\frac{1}{2}}\|\omega\|_{\mathcal{H}}^{2}, \tag{5.102}
\end{align*}
$$

where we have applied $\left|\omega_{e}\right| \lesssim\|\omega\|_{\mathcal{H}}$ from Lemma 5.6 .4 in the last inequality. Next, we estimate the term $I$ from (5.99). Applying integration by parts, we yield

$$
\begin{aligned}
& I_{1} \triangleq\left\langle-u\left(\eta_{\alpha}\right) \omega_{x x}, \omega_{x} \rho\right\rangle=\left\langle-u\left(\eta_{\alpha}\right) \rho, \frac{1}{2} \partial_{x}\left(\omega_{x}\right)^{2}\right\rangle=\frac{1}{2}\left\langle\partial_{x}\left(u\left(\eta_{\alpha}\right) \rho\right) \rho^{-1}, \omega_{x}^{2} \rho\right\rangle, \\
& I_{2} \triangleq\left\langle-u\left(\eta_{\alpha}\right) \omega_{x x}, \omega_{e} \sin x \cdot \rho\right\rangle=\omega_{e}\left\langle\partial_{x}\left(u\left(\eta_{\alpha}\right) \rho \cdot \sin x\right), \omega_{x}\right\rangle .
\end{aligned}
$$

Since $\rho=\left(\sin \frac{x}{2}\right)^{-2},\left|\partial_{x} \rho\right| \lesssim \rho|x|^{-1}$, and $\partial_{x} u\left(\eta_{\alpha}\right)=H \eta_{\alpha}$, applying (5.84), we derive

$$
\begin{aligned}
\left|\partial_{x}\left(u\left(\eta_{\alpha}\right) \rho\right)\right| & \lesssim\left(\left|\partial_{x} u\left(\eta_{\alpha}\right)\right|+\left|\frac{u\left(\eta_{\alpha}\right)}{x}\right|\right) \rho \lesssim\left\|\partial_{x} u\left(\eta_{\alpha}\right)\right\|_{\infty} \rho \lesssim(1-\alpha) \rho, \\
\left|\partial_{x}\left(u\left(\eta_{\alpha}\right) \rho \cdot \sin x\right)\right| & \lesssim\left|u\left(\eta_{\alpha}\right) \rho\right|+\left|x \partial_{x}\left(u\left(\eta_{\alpha}\right) \rho\right)\right| \\
& \lesssim\left\|\partial_{x} u\left(\eta_{\alpha}\right)\right\|_{\infty}|x \rho|+(1-\alpha)|x| \rho \lesssim(1-\alpha)|x| \rho
\end{aligned}
$$

Using the above estimate and the result (b) in Lemma 5.6.4, we establish

$$
\begin{align*}
& \left|I_{1}\right| \lesssim\left\|\partial_{x}\left(u\left(\eta_{\alpha}\right) \rho\right) \rho^{-1}\right\|_{\infty}\left\|\omega_{x} \rho^{1 / 2}\right\|_{2}^{2} \lesssim(1-\alpha)\|\omega\|_{\mathcal{H}}^{2} \\
& \left|I_{2}\right| \lesssim(1-\alpha)\left|\omega_{e}\right| \cdot\left\|\omega_{x} x \rho\right\|_{L^{1}} \lesssim(1-\alpha)\|\omega\|_{\mathcal{H}}\left\|\omega_{x} \rho^{1 / 2}\right\|_{L^{1}} \lesssim(1-\alpha)\|\omega\|_{\mathcal{H}}^{2} . \tag{5.103}
\end{align*}
$$

Plugging the estimates (5.102) and (5.103) in (5.99) and then applying Lemma 5.6.4, we obtain

$$
\begin{equation*}
\left|\left\langle\mathcal{R}_{\alpha} \omega, \omega\right\rangle_{Y}\right| \lesssim(1-\alpha)^{1 / 2}\|\omega\|_{\mathcal{H}}^{2} \lesssim(1-\alpha)^{1 / 2}\|\omega\|_{Y}^{2} \tag{5.104}
\end{equation*}
$$

### 5.6.4.3 Estimates of nonlinear and error terms

Recall the nonlinear term $N(\omega)$ and error term $F\left(\omega_{\alpha}\right)$ from (5.93). Since $N(\omega)$ is similar to that in [14, 83] and the perturbation $\omega$ lies in the same space $\mathcal{H}$, the estimate of $N(\omega)$ is almost identical to that in [14, 83]. In particular, we yield

$$
\begin{equation*}
\left|\langle N(\omega), \omega\rangle_{Y}\right| \lesssim\|\omega\|_{\mathcal{H}}^{3} \lesssim\|\omega\|_{Y}^{3} \tag{5.105}
\end{equation*}
$$

and refer the detailed estimates to [14, 83].
In the following derivation, we use the implicit notation $O(f)$ to denote some term $g$ that satisfies $|g| \lesssim f$. It can vary from line to line. Due to symmetry, we focus on $x \in[0, \pi]$.

For the error term $F\left(\omega_{\alpha}\right)$, we first compute $\partial_{x} F\left(\omega_{\alpha}\right)$

$$
\begin{equation*}
\partial_{x} F\left(\omega_{\alpha}\right)=u_{\alpha, x x} \omega_{\alpha}-u_{\alpha} \omega_{\alpha, x x}+c_{\omega, \alpha} \omega_{\alpha, x} \tag{5.106}
\end{equation*}
$$

Recall $u_{1}=\sin x, \omega_{1}=-\sin x, \eta_{\alpha}=\omega_{\alpha}-\omega_{1}$ from (5.82), and $u_{\alpha, x}-u_{1, x}=H \eta_{\alpha}$. Applying Lemma 5.6 .2 and $\left|\omega_{\alpha}\right| \lesssim|\sin x|^{\alpha} 5.80$, we yield

$$
\begin{align*}
u_{\alpha, x x} \omega_{\alpha} & =\left(u_{1, x x}+\partial_{x} H \eta_{\alpha, x}\right) \omega_{\alpha}=u_{1, x x} \omega_{\alpha}+O\left((1-\alpha)|\sin x|^{\kappa_{1}-1+\alpha}\right) \\
& =u_{1, x x} \omega_{1}-\sin x \cdot \eta_{\alpha}+O\left((1-\alpha)|\sin x|^{\kappa_{1}-1+\alpha}\right)  \tag{5.107}\\
& =(\sin x)^{2}+O\left((1-\alpha)|\sin x|^{\kappa_{1}-1+\alpha}\right)
\end{align*}
$$

We decompose the second term in (5.106) as follows

$$
\begin{align*}
u_{\alpha} \omega_{\alpha, x x} & =u_{\alpha} \eta_{\alpha, x x}+u_{\alpha} \omega_{1, x x}  \tag{5.108}\\
& =\left(u_{\alpha}-\sin x\right) \eta_{\alpha, x x}+\sin x \cdot \eta_{\alpha, x x}+u_{\alpha} \omega_{1, x x} \triangleq I_{1}+I_{2}+I_{3} .
\end{align*}
$$

Using (5.84), we yield

$$
\begin{aligned}
\left|u_{\alpha, x x}\right| & \lesssim\left|u_{1, x x}\right|+\left|\partial_{x} H \eta_{\alpha}\right| \lesssim|\sin x|^{\kappa_{1}-1} \\
\left|u_{\alpha}-\sin x\right| & \lesssim\left(\left|\left|u_{x}\left(\eta_{\alpha}\right)\right|\right|_{\infty}+1\right)|\sin x| \lesssim|\sin x| .
\end{aligned}
$$

Recall $u_{\alpha, x}(0)=1$ from 5.80 . For $0 \leq x \leq \frac{\pi}{2}$, the above estimate implies

$$
\begin{aligned}
& \left|u_{\alpha}-\sin x\right| \leq\left|u_{\alpha}-x\right|+C|x|^{3}=\left|\int_{0}^{x}\left(u_{\alpha, x}(x)-u_{\alpha, x}(0)\right) d x\right|+C|x|^{3} \\
& \quad=\left|\int_{0}^{x} u_{\alpha, x x}(y) \cdot(x-y) d y\right|+C|x|^{3} \lesssim \int_{0}^{x} y^{\kappa_{1}-1}(x-y) d y+C|x|^{3} \lesssim|x|^{\kappa_{1}+1}
\end{aligned}
$$

Therefore, we yield

$$
\left|u_{\alpha}-\sin x\right| \lesssim \mathbf{1}_{x \leq \pi / 2}|x|^{\kappa_{1}+1}+\mathbf{1}_{x>\pi / 2}|\sin x| \lesssim|\sin x| \cdot|x|^{\kappa_{1}},
$$

which along with (5.83) imply the estimate of $I_{1}$ in (5.108)

$$
\left|I_{1}\right| \lesssim(1-\alpha)|\sin x|^{\kappa_{2}-1}|x|^{\kappa_{1}} .
$$

For $I_{3}$ in (5.108), applying (5.84) and $u_{1}=\sin x, \omega_{1}=-\sin x$, we get

$$
\begin{aligned}
I_{3} & =u_{1} \omega_{1, x x}+\left(u_{\alpha}-u_{1}\right) \omega_{1, x x}=(\sin x)^{2}+O\left(|\sin x|^{2}\left\|u_{\alpha, x}\right\|_{\infty}\right) \\
& =(\sin x)^{2}+O\left((1-\alpha)|\sin x|^{2}\right) .
\end{aligned}
$$

Recall $c_{\omega, \alpha}=\alpha-1$ from (5.81). We combine $I_{2}$ in (5.108) and $c_{\omega, \alpha} \omega_{\alpha, x}$ in (5.106) and then apply (5.85) to obtain

$$
\begin{aligned}
\left|c_{\omega, \alpha} \omega_{\alpha, x}-I_{2}\right| & =\left|(\alpha-1) \omega_{\alpha, x}-\sin x \cdot \eta_{\alpha, x x}\right| \lesssim\left((1-\alpha) \wedge|x|^{2}\right)|\sin x|^{\alpha-1} \\
& \lesssim(1-\alpha)^{1 / 2}|x| \cdot|\sin x|^{\alpha-1} .
\end{aligned}
$$

Plugging the above estimates on $I_{i}$ and $c_{\omega, \alpha}$ in (5.108), we establish
$u_{\alpha} \omega_{\alpha, x x}-c_{\omega, \alpha} \omega_{\alpha, x}=I_{1}+I_{3}+\left(I_{2}-c_{\omega, \alpha} \omega_{\alpha, x}\right)=(\sin x)^{2}+O\left((1-\alpha)^{1 / 2}|x|^{\kappa_{1}}|\sin x|^{\kappa_{2}-1}\right)$,
where we have used $|\sin x| \leq|\sin x|^{\kappa_{2}-1},|\sin x| \lesssim|x| \lesssim 1$ and $\kappa_{2}<\alpha$ to combine the estimates of $I_{i}$ in the last estimate.

Recall $\kappa_{1}=\frac{3}{4}, \kappa_{2}=\frac{7}{8}$ from Lemma 5.6.2. Combining (5.106, 5.107) and (5.109), we establish

$$
\begin{aligned}
\partial_{x} F\left(\omega_{\alpha}\right) & =(\sin x)^{2} \cdot(1-1)+O\left((1-\alpha)|\sin x|^{\kappa_{1}-1+\alpha}\right)+O(1-\alpha)^{1 / 2}|x|^{\kappa_{1}}|\sin x|^{\kappa_{2}-1} \\
& =(1-\alpha)^{1 / 2}|\sin x|^{\kappa_{2}-1}|x|^{\kappa_{1}},
\end{aligned}
$$

where we have used $|\sin x|^{\kappa_{1}+\alpha-\kappa_{2}} \lesssim|\sin x|^{\kappa_{1}} \lesssim|x|^{\kappa_{1}}$ to obtain the last estimate. Using the above estimate and Lemma 5.6.4, we prove

$$
\begin{align*}
\left|\left\langle F\left(\omega_{\alpha}\right), \omega\right\rangle_{Y}\right| & \lesssim\left\|F\left(\omega_{\alpha}\right)\right\|_{Y}\|\omega\|_{Y} \lesssim\left\|\partial_{x} F\left(\omega_{\alpha}\right) \rho^{1 / 2}\right\|_{2}\|\omega\|_{Y} \\
& \lesssim(1-\alpha)^{1 / 2}\left\||\sin x|^{\kappa_{2}-1}|x|^{\kappa_{1}-1}\right\|_{2}\|\omega\|_{Y} \lesssim(1-\alpha)^{1 / 2}\|\omega\|_{Y} \tag{5.110}
\end{align*}
$$

The integral is bounded since $2 \kappa_{2}-2=-\frac{1}{4}>-1,2 \kappa_{2}+2 \kappa_{1}-4=-\frac{3}{4}>-1$.

### 5.6.4.4 Nonlinear stability and finite time blowup

Combining (5.98), 5.104, 5.105), and (5.110), we establish the following nonlinear estimate for some absolute constant $C>0$

$$
\frac{1}{2} \frac{d}{d t}\|\omega\|_{Y}^{2} \leq-\left(\frac{3}{8}-C|1-\alpha|^{1 / 2}\right)\|\omega\|_{Y}^{2}+C|1-\alpha|^{1 / 2}\|\omega\|_{Y}+C\|\omega\|_{Y}^{3}
$$

Therefore, there exist absolute constants $\alpha_{0}<1$ sufficiently close to 1 and $\mu>$ 0 , such that for any $\alpha \in\left(\alpha_{0}, 1\right)$, if the initial perturbation satisfies $\left\|\omega_{0}\right\|_{Y}<$ $\mu|1-\alpha|^{1 / 2}$, then

$$
\begin{aligned}
\|\omega(t)\|_{Y} & <\mu|1-\alpha|^{1 / 2} \\
c_{\omega, \alpha}+c_{\omega}(t) & =(\alpha-1)\left(1+u_{x}(0)\right) \leq(\alpha-1)\left(1-C|\alpha-1|^{1 / 2}\right) \leq \frac{1}{2}(\alpha-1)
\end{aligned}
$$

holds true for all $t>0$. Since the weight $\rho=O(1)$ near $x=\pi$ and $\left(\partial_{x} \omega_{\alpha}\right)^{2} \rho$ is integrable near $x=\pi$, we can choose initial perturbation $\omega_{0}$ such that $\left\|\omega_{0}\right\|_{Y}<\mu|1-\alpha|^{1 / 2}, \omega_{0} \in C^{2}((-\pi / 3, \pi / 3))$ and $\omega_{0}+\omega_{\alpha} \in C^{\alpha} \cap C^{\infty}\left(S^{1} \backslash\{0\}\right)$. For example, $\omega_{0}$ can be $-\omega_{\alpha}$ near $x=\pi, \omega_{0}=0$ near $x=0$ and smooth in the intermediate region. A simple Lemma D.0.6 shows that $\omega_{0}+\omega_{\alpha} \in H^{s}$ for any $s<\alpha+\frac{1}{2}$, and a direct calculation gives $\int_{0}^{\pi}\left|\sin x \cdot f_{x}^{2} / f\right| d x<+\infty$ where $f=\omega_{0}+\omega_{\alpha}$. Using the rescaling argument in Section 5.6.2, we establish finite time blowup of (3.1) from $\omega_{0}+\omega_{\alpha}$.

The condition $\int_{0}^{T} u_{p h y, x}(0, t) d t=\infty$ in Theorem 5.3. where $u_{p h y}$ is the velocity in (3.1), follows from Theorem 5.1 or a calculation using the above a-priori estimates on the perturbation and the rescaling relations (5.77)- 5.79). Due to the inclusion $C^{\alpha} \subset C^{\alpha_{1}}, H^{s} \subset H^{s_{1}}$ for $0<\alpha_{1}<\alpha, s_{1}<s$, we conclude the proof of Theorem 5.3.

## CONCLUDING DISCUSSIONS AND RELATED PROBLEMS

## Toward the Hou-Luo scenario with smooth data

In this thesis, we have centered around the important question of singularity formation for the 3D incompressible Euler equations. Our ultimate goal is to establish singularity formation of the 3D Euler equations with smooth data and boundary.

In Chapter 2, following the framework in Section 1.3 and adopting several important methods from [42], we have proved finite time blowup of the 2D Boussinesq and the 3D axisymmetric Euler equations with solid boundary and $C^{1, \alpha}$ velocity that has finite energy. These results provide the first rigorous justification of the Hou-Luo scenario using $C^{1, \alpha}$ data.

We remark that the analysis presented in Chapter 2 relies heavily on the small parameter $\alpha$ from the $C^{1, \alpha}$ regularity of the velocity. By choosing a sufficiently small $\alpha$, several important nonlocal terms in the equations can be made arbitrarily small. As a result, the equations can be characterized by a much simpler leading order system. For smooth initial data considered in 86, 87], it is almost impossible to obtain an analytic expression of an approximate steady state with a small residual error for the dynamic rescaling equations.

In Chapters 3, 4, we further develop the framework for smooth data and establish finite time asymptotically self-similar blowup of the De Gregorio model on $\mathbb{R}$ and the Hou-Luo model from $C_{c}^{\infty}$ initial data. An important novelty is to construct the approximate steady state with a small residual error by solving the dynamic rescaling equations numerically for a sufficiently long time. The residual error is incorporated in the energy estimates as a small and lower order term. This approach can be generalized to construct the approximate steady state for the 2D Boussinesq equations in the Hou-Luo scenario.

The framework of analysis established in this thesis provides a promising approach to studying the singularity formation of the 2D Boussinesq equations and the 3D axisymmetric Euler equations with smooth initial data and bound-
ary. The key step is to establish the linear stability analysis of the approximate steady state in (1.6). We can follow the general strategy developed in this thesis, in particular Section 1.3 and Chapter 4 by (1) extracting the damping effect from the local terms, (2) treating the advection terms as the perturbation to vortex stretching, and (3) controlling the nonlocal terms by developing sharp functional inequalities on the Biot-Savart law and exploiting cancellation among them to control the nonlocal terms by using the damping effects from the local terms. See also Section 1.3. Compared with the HL model, we will encounter some additional difficulties associated with the advection away from the boundary, and need to estimate more complicated Biot-Savart law in the 2D Boussinesq and the 3D Euler equations. In our future work, we will explore a more effective functional space, e.g., weighted $L^{p}$ or weighted $C^{\alpha}$ space, to establish the stability analysis. Such space offers the advantage of weakening the effect of the advection in the stability analysis and extracting larger damping effect from the local terms in the linearized equations. Moreover, it still allows us to estimate the Biot-Savart law effectively.

## Singularity formation in related equations

Our framework is useful to study other fluids equations and models. We discuss some equations and problems below.

Incompressible porous medium equation The 2D incompressible porous medium (IPM) equation

$$
\begin{equation*}
\theta_{t}+\mathbf{u} \cdot \nabla \theta=0, \quad \mathbf{u}=\nabla^{\perp}(-\Delta)^{-1} \partial_{x} \theta \tag{6.1}
\end{equation*}
$$

describes the evolution of density transported by incompressible flows. Equation (6.1) has the same level of regularity as the surface quasi-geostrophic (SQG) equation (3.5), which has a Biot-Savart law $\mathbf{u}=\nabla^{\perp}(-\Delta)^{-1 / 2} \theta$. Whether the IPM equation blows up in finite time remains an open question.

Simplifying the $\omega$ equation in the 2D Boussinesq equations (1.3) by $\omega=\theta_{x}$, we obtain

$$
\partial_{t} \theta+\mathbf{u} \cdot \nabla \theta=0, \quad \omega=\theta_{x}, \quad \mathbf{u}=\nabla^{\perp}(-\Delta)^{-1} \omega
$$

which is exactly (6.1). See also the discussion in Section 5.1.3. We consider a scenario similar to the Hou-Luo scenario: $\theta$ is even in $x, \theta_{x}(x, y) \geq 0$ for $x>0$. Note that $\theta_{x}$ is the driving force for the growth of $\omega$ in (1.3), and it leads to a
strong alignment between $\theta_{x}$ and $\omega$. It is reasonable to expect that this simplification does not change the essential mechanism in generating a potential singularity in the presence of a boundary. In particular, we expect that the method developed in this thesis to study the blowup of the 2D Boussinesq equations can be generalized to study the potential singularity formation of the IPM equation with smooth data and boundary.

In the above scenarios with boundary, the solutions to the 3 D axisymmetric Euler equations, the 2D Boussinesq equations, and the IPM equation all enjoy the following parities. The density $\theta$ or swirl $\left(u^{\theta}\right)^{2}$ is even, and the velocity $u^{z}$ for the 3D Euler or $u_{1}$ for Boussinesq and IPM equations is odd with respect to the symmetry axis: $z=0$ for the 3D Euler or $x=0$ for the 2D Boussinesq and the IPM equations. These parities are important to generate the potential singularity. See [38] for the discussions of parity in the singularity formation of some 1D models.

These examples of potential finite time blowup for the 3D axisymmetric Euler equations, the 2D Boussinesq equations, and the IPM equations with boundary suggest the following guideline of blowup, which has some flavor of universality.

## In the presence of boundary, singularity formation may develop

 from smooth initial data if the Biot-Savart law has a certain parity and the solution satisfies suitable sign and symmetry properties.Singularity formation without boundary In the case without the boundary, the understanding of the potential singularity of incompressible fluids with smooth data is much poorer. In Chapter 5, we have proved that stronger advection can prevent singularity formation in the DG model on $S^{1}$. Thus, one of the guidelines to study finite time blowup without boundary is to look for a scenario where the advection is relatively weak. Meanwhile, it is important to understand how the vortex stretching generates the blowup without the boundary.

For these purposes, one can study the modified 3D axisymmetric Euler equations (1.14) [72] that add a weight $\varepsilon$ to the advection. The authors in [72] showed numerically that (1.14) develops a stable self-similar singularity for weak advection. Thus, a natural step is the following.

Problem 1. Prove that there exists $\varepsilon_{0}>0$, such that the modified 3D axisymmetric Euler equations (1.14) with any $0 \leq \varepsilon \leq \varepsilon_{0}$ develop a finite time singularity from some $C_{c}^{\infty}$ initial data.

A closely related problem is establishing the singularity formation of Constantin-Lax-Majda type models in 2D

$$
\begin{equation*}
\omega_{t}=\mathcal{K}(\omega) \omega, \quad x \in \mathbb{R}^{2} \tag{6.2}
\end{equation*}
$$

where $\mathcal{K}(\omega)$ is some zero order Calderon-Zygmund operator in 2D. Singularity formation of (6.2) is listed as an open problem in [57]. See also [25]. We focus on three specific operators

$$
\begin{equation*}
\mathcal{K}(\omega)=\partial_{x y}(-\Delta)^{-1} \omega, \quad \mathcal{K}(\omega)=\partial_{x}^{2}(-\Delta)^{-1} \omega, \quad \mathcal{K}(\omega)=\partial_{x}(-\Delta)^{-1 / 2} \omega \tag{6.3}
\end{equation*}
$$

These operators arise naturally in 2D. In fact, we consider the equation of $\theta_{x}$ in 6.1)

$$
\begin{equation*}
\partial_{t} \theta_{x}+\mathbf{u} \cdot \nabla \theta_{x}=-u_{x} \theta_{x}-v_{x} \theta_{y} . \tag{6.4}
\end{equation*}
$$

For the vortex stretching term, we have $-u_{x} \theta_{x}=-\partial_{x y}(-\Delta)^{-1} \theta_{x} \cdot \theta_{x}$, which relates to the first operator in (6.3). If we remove the advection term and $-v_{x} \theta_{y}$ from (6.4), we get (6.2).

The second operator in (6.3) relates to $v_{x}=\partial_{x x}(-\Delta)^{-1} \omega$ in the 2D Boussinesq equations (1.3). The third operator relates to the SQG (3.5), where the BiotSavart law is given by $\mathbf{u}=\nabla^{\perp}(-\Delta)^{-1 / 2} \theta$. The question is the following.

Problem 2. Prove finite time blowup of (6.2) with $\mathcal{K}(\omega)$ being one of the operators in (6.3) from some $C_{c}^{\infty}$ initial data.

Unlike the 1D CLM model (3.4), (6.2) cannot be solved explicitly for general initial data. We believe that our framework provides a promising approach to studying Problems 1, 2.

Based on the solutions to these problems, a potential approach to construct finite time blowup of the full equations is by a continuation argument. One adds the advection back to the equations and then gradually increases the strength of the advection. For strong advection, the singular solution would be unstable. In this case, it would be helpful to consider the equations of the self-similar blowup profile, which is time-independent, rather than the dynamic equations.

## General vorticity model

We have shown in this thesis and previous discussions that the competition between the advection and vortex stretching is an essential difficulty for singularity formation in incompressible fluids and can lead to complicated dynamics. In Chapter 5, we construct a finite time blowup solution of the De Gregorio model (3.1) on $S^{1}$ from $C^{\alpha} \cap X$ initial data for any $0<\alpha<1$, The blowup result from initial data $\omega_{0}$ in class $X$ is sharp as we have proved global regularity for $\omega_{0} \in C^{1} \cap X$. From these results, we better understand the situation where the advection is weaker. In particular, the weakening of the advection is a local phenomenon since the initial data $\omega_{0} \in C^{\infty}\left(S^{1} \backslash\{0\}\right) \cap X$ of the singular solution is only $C^{\alpha}$ at the origin. This phenomenon is quite surprising since the advection and the vortex stretching are nonlocal effects. A natural question is the following.

Problem 3. How universal are this phenomenon and weakening mechanism? Do they depend on the specific Biot-Savart law?

In the DG model, the velocity $u$ is determined by the Hilbert transform $u_{x}=$ $H \omega$. To study the above problem, we can consider the general vorticity model proposed in [38]

$$
\begin{equation*}
\omega_{t}+u \omega_{x}=u_{x} \omega, \quad u_{x}=\mathcal{K}(\omega), \quad x \in S^{1} \tag{6.5}
\end{equation*}
$$

where $\mathcal{K}$ is a non-trivial Fourier integral operator with bounded symbol $m$ satisfying $|m(k)| \leq \frac{C}{1+|k|}$. The motivation for this bound on $m(k)$ is that the velocity $u$ should be at least one order more regular than $\omega$ to avoid the loss of derivative. In particular, we have $\left\|u_{x}\right\|_{H^{s}} \lesssim_{s}\|\omega\|_{H^{s}}$.

It is conjectured in 38 that 6.5 can blow up from $H^{s}$ data with $s<\frac{3}{2}$. In the case of Hilbert transform $\mathcal{K}=H$, (6.5) reduces to the DG model (3.1), and we have resolved the conjecture in Chapter 5. The construction of finite time blowup in Chapter 5 is based on perturbing the smooth steady state $\sin (2 x)$ of the DG model. We first developed this argument in [14]. For even symbol $m$, i.e. $\mathcal{K}(\omega)$ is odd if $\omega$ is odd, we believe that this argument can be applied to study singularity formation of (6.5) and answer Problem 3 in the context of the 1D vorticity model. Such an answer will allow us to understand the essential feature of the weakening mechanism and then generalize it to full fluids equations.

Global regularity of (6.5) can be investigated using the argument in Chapter 5 with additional assumptions on the operator $\mathcal{K}$.

## Global regularity of the De Gregorio model on $S^{1}$

In Chapter 5, we have established the global regularity of the DG model on $S^{1}$ from initial data $\omega_{0} \in H^{1} \cap X$ with $\omega_{0}(x) x^{-1} \in L^{\infty}$, based on a one-point blowup criterion, where $X$ denotes the class of odd solution $\omega$ with $\omega(x, t) \leq 0$ for $x \in[0, \pi / 2]$. This result rules out the potential blowup of the DG model on $S^{1}$ from smooth initial data in $X$ that provide the most promising blowup candidate up to now.

Our analysis provides valuable insights on the global regularity of (3.1) with more general data, which relates to the Open Problem I in Section 1.4.1. A potential direction is to generalize the one-point blowup criterion to a finitepoints version. For simplicity, we assume that the number of zeros of $\omega(x, t)$ is finite, and the zeros are $x_{i}(t), i=1,2, . ., n$ with $\partial_{x} \omega\left(x_{i}(t), t\right) \neq 0$. It is shown in [73] that the number $n$ and $\partial_{x} \omega\left(x_{i}(t), t\right), i=1,2 .,, . n$ are conserved. Denote $N_{ \pm}(t) \triangleq\left\{x: \omega(x, t)=0, \operatorname{sgn}\left(\omega_{x}(x, t)\right)= \pm 1\right\}$. A natural generalization of Theorem 5.1 is that the solution of (3.1) cannot be extended beyond $T$ if and only if

$$
\begin{equation*}
\int_{0}^{T} \sum_{x \in N_{-}(t)}\left|u_{x}(x, t)\right| d t=\infty \tag{6.6}
\end{equation*}
$$

A weaker version is that $\sum_{i=1}^{n}\left|u_{x}\left(x_{i}(t), t\right)\right|$ controls the breakdown of the solution. These blowup criteria are consistent with that of the CLM model. See the discussion in Section 5.1.1. We believe that these criteria are important for establishing global regularity from general smooth initial data.

Passing from (6.6) to the global regularity, one may estimate functionals and quadratic forms similar to those in Section 5.4 in a suitable moving frame. We remark that our proof of Lemma 5.4 .2 does not require the assumption of the sign of $\omega$. Thus, it is conceivable that the argument can be adapted to study other scenarios.
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## APPENDIX TO CHAPTER 2

In Appendix A.0.1, we estimate $\Gamma(\beta)$ and the constant $c$ appeared in the approximate profile (2.44). In Appendix A.0.2, we perform the derivations and establish several inequalities in the linear stability analysis in Section 2.6.6. In Appendix A.0.3, we derive the singular term (2.138) in the elliptic estimates. In Appendix A.0.4, we will establish several estimates of $L_{12}(\Omega)$ that are used frequently in the nonlinear stability analysis. Notice that we only have the formula of $\bar{\eta}=\bar{\theta}_{x}$ in (2.44). We need to recover $\bar{\theta}, \bar{\xi}=\bar{\theta}_{y}$ from $\bar{\eta}$ via integration. Yet, we do not have a simple formula to perform integration. Alternatively, we derive useful estimates for $\bar{\xi}$ in Appendix A.0.5. Some estimates of $\bar{\Omega}, \bar{\eta}$ are also obtained there. In Appendix A.0.6, we show that the truncation of the approximate steady state would contribute only to a small perturbation under the norm we use, and we prove Lemma 2.10.1. In Appendix A.0.7, we prove Lemma 2.10.1. In Appendix A.0.8, we study the toy model introduced in [42].

## A.0.1 Estimates of $\Gamma(\beta)$ and the constant $c$

Lemma A.0.1. For $x \in[0,1]$, the following estimate holds uniformly for $\lambda \geq 1 / 10$,

$$
\begin{equation*}
\left(1-x^{\kappa}\right) x^{\lambda} \leq \frac{\kappa}{\lambda} \tag{A.1}
\end{equation*}
$$

Consequently, for $\beta \in[0, \pi / 2], 2 \geq \lambda \geq 1 / 10$, we have

$$
\left|(\Gamma(\beta)-1)(\sin (2 \beta))^{\lambda}\right| \lesssim\left|\left(\cos ^{\alpha}(\beta)-1\right)(\cos (\beta))^{\lambda}\right| \lesssim \alpha
$$

and

$$
\left|c-\frac{2}{\pi}\right|=\left|\frac{2}{\pi} \int_{0}^{\pi / 2}(\Gamma(\beta)-1) \sin (2 \beta) d \beta\right| \leq 2 \alpha .
$$

Proof. Using change of a variable $t=x^{\kappa}$, it suffices to show that for $t \in$ $[0,1],(1-t) t^{\lambda / \kappa} \leq \frac{\kappa}{\lambda}$. Notice that $\lambda \geq 1 / 10$ and $t \leq 1$. Using Young's inequality, we derive

$$
\begin{aligned}
(1-t) t^{\lambda / \kappa} & =\frac{\kappa}{\lambda} \cdot\left(\frac{\lambda}{\kappa}(1-t)\right) t^{\lambda / \kappa} \\
& \leq \frac{\kappa}{\lambda}\left(\frac{\frac{\lambda}{\kappa}(1-t)+\frac{\lambda}{\kappa} t}{1+\frac{\lambda}{\kappa}}\right)^{1+\lambda / \kappa}=\frac{\kappa}{\lambda}\left(\frac{\lambda}{\lambda+\kappa}\right)^{1+\lambda / \kappa} \leq \frac{\kappa}{\lambda},
\end{aligned}
$$

which implies A.1). The remaining inequalities in the Lemma follows directly from A.1).

## A.0.2 Computations in the linear stability analysis

We perform the derivations and establish several inequalities in the linear stability analysis in Section 2.6.6.

The calculations and estimates presented below can also be verified using Mathematica ${ }^{1}$ since we have simple and explicit formulas.

## A.0.2.1 Derivations of 2.81

Recall the formulas of $\psi_{0}, \varphi_{0}$ in (2.78). A direct calculation yields

$$
\begin{aligned}
\frac{1}{2}\left(R \varphi_{0}\right)_{R}-\varphi_{0} & =\left(\frac{1}{2}\left(R \cdot \frac{(1+R)^{3}}{R^{3}}\right)_{R}-\frac{(1+R)^{3}}{R^{3}}\right) \sin (2 \beta) \\
& =\left(\frac{1}{2}\left(-2 R^{-3}-3 R^{-2}+1\right)-\frac{(1+R)^{3}}{R^{3}}\right) \sin (2 \beta) \\
& =-\left(2 R^{-3}+\frac{9}{2} R^{-2}+3 R^{-1}+\frac{1}{2}\right) \sin (2 \beta)
\end{aligned}
$$

Denote $\psi_{0}=A(R) \Gamma(\beta)^{-1}$. For the coefficient in the $\eta$ integral in (2.81), we have

$$
\begin{aligned}
\frac{1}{2}\left(R \psi_{0}\right)_{R}+\left(-2+\frac{3}{1+R}\right) \psi_{0} & =\left(\frac{1}{2}(R A(R))_{R}+\left(-2+\frac{3}{1+R}\right) A(R)\right) \Gamma(\beta)^{-1} \\
& \triangleq(I+I I) \Gamma(\beta)^{-1}
\end{aligned}
$$

[^4]Note that $A(R)=\frac{3}{16}\left(\frac{(1+R)^{3}}{R^{4}}+\frac{3}{2} \frac{(1+R)^{4}}{R^{3}}\right)$ 2.78). A direct calculation implies

$$
\begin{aligned}
I & =\frac{3}{32}\left(\frac{(1+R)^{3}}{R^{3}}+\frac{3}{2} \frac{(1+R)^{4}}{R^{2}}\right)_{R} \\
& =\frac{3}{32}\left(3 \frac{(1+R)^{2}}{R^{3}}-3 \frac{(1+R)^{3}}{R^{4}}+6 \frac{(1+R)^{3}}{R^{2}}-3 \frac{(1+R)^{4}}{R^{3}}\right) \\
& =\frac{3}{32}\left(\frac{(1+R)^{2}}{R^{4}}\left(3 R-3(1+R)+6(1+R) R^{2}-3(1+R)^{2} R\right)\right) \\
& =\frac{3(1+R)^{2}}{32 R^{4}}\left(-3-3 R+3 R^{3}\right), \\
I I & =\left(-2+\frac{3}{1+R}\right) \frac{3}{32}\left(2 \frac{(1+R)^{3}}{R^{4}}+3 \frac{(1+R)^{4}}{R^{3}}\right) \\
& =\frac{3(1+R)^{2}}{32 R^{4}}(-2-2 R+3)(2+3 R(1+R)), \\
I+I I & =\frac{3(1+R)^{2}}{32 R^{4}}\left(-3-3 R+3 R^{3}+(1-2 R)\left(2+3 R+3 R^{2}\right)\right) \\
& =\frac{3(1+R)^{2}}{32 R^{4}}\left(-1-4 R-3 R^{2}-3 R^{3}\right) .
\end{aligned}
$$

The above calculations imply (2.81).

## A.0.2.2 Derivations of 2.86

From (2.44), we know

$$
\frac{\bar{\eta}-R \partial_{R} \bar{\eta}}{\bar{\eta}}=\frac{(1+R)^{3}}{6 R}\left(\frac{6 R}{(1+R)^{3}}-R \cdot \frac{6}{(1+R)^{3}}+R \cdot \frac{18 R}{(1+R)^{4}}\right)=\frac{3 R}{1+R} .
$$

Using the above identity, 2.78) and $c_{\omega}=-\frac{2}{\pi \alpha} L_{12}(\Omega)(0)$ 2.47), we can compute

$$
\begin{aligned}
\left(\bar{\eta}-R \partial_{R} \bar{\eta}\right) \psi_{0} c_{\omega} & =\frac{\bar{\eta}-R \partial_{R} \bar{\eta}}{\bar{\eta}} \frac{9}{8} \frac{\alpha}{c}\left(R^{-3}+\frac{3}{2} \frac{1+R}{R^{2}}\right) c_{\omega} \\
& =\frac{27 \alpha}{8 c} \frac{R}{1+R}\left(R^{-3}+\frac{3}{2} \frac{1+R}{R^{2}}\right) c_{\omega} \\
& =\left(\frac{27 \alpha}{8 c} \frac{1}{(1+R) R^{2}}+\frac{81 \alpha}{16 c} \frac{1}{R}\right) \cdot \frac{-2}{\pi \alpha} L_{12}(\Omega)(0) \\
& =\left(-\frac{27}{4 \pi c} \frac{1}{(1+R) R^{2}}-\frac{81}{8 \pi c} \frac{1}{R}\right) L_{12}(\Omega)(0)
\end{aligned}
$$

which implies (2.86).

## A.0.2.3 Derivation of the ODE (2.87) for $L_{12}(\Omega)(0)$

Multiplying $\sin (2 \beta) / R$ on both sides of (2.52) and then integrating (2.52), we derive

$$
\begin{aligned}
\frac{d}{d t} L_{12}(\Omega)(0)= & -\left\langle R \partial_{R} \Omega, \frac{\sin (2 \beta)}{R}\right\rangle-L_{12}(\Omega)(0)+c_{\omega}\left\langle\bar{\Omega}-R \partial_{R} \bar{\Omega}, \frac{\sin (2 \beta)}{R}\right\rangle \\
& +\left\langle\eta, \frac{\sin (2 \beta)}{R}\right\rangle-\left\langle\frac{3}{1+R} D_{\beta} \Omega, \frac{\sin (2 \beta)}{R}\right\rangle+\left\langle\mathcal{R}_{\Omega}, \frac{\sin (2 \beta)}{R}\right\rangle
\end{aligned}
$$

The first term vanishes by an integration by parts argument. Using (2.44) and (2.47), we can compute the third term

$$
\begin{aligned}
& c_{\omega}\left\langle\bar{\Omega}-R \partial_{R} \bar{\Omega}, \frac{\sin (2 \beta)}{R}\right\rangle \\
= & \frac{\alpha}{c} c_{\omega} \int_{0}^{\infty} \int_{0}^{\pi / 2} \Gamma(\beta) \frac{6 R^{2}}{(1+R)^{3}} \cdot \frac{\sin (2 \beta)}{R} d \beta d R=\frac{\pi \alpha}{2} c_{\omega} \int_{0}^{\infty} \frac{6 R}{(1+R)^{3}} d R \\
= & \left.3 \pi \alpha c_{\omega}\left(-(1+R)^{-1}+\frac{1}{2}(1+R)^{-2}\right)\right|_{0} ^{\infty}=\frac{3 \pi \alpha}{2} c_{\omega}=-3 L_{12}(\Omega)(0) .
\end{aligned}
$$

It follows that

$$
\frac{d}{d t} L_{12}(\Omega)(0)=-4 L_{12}(\Omega)(0)+\left\langle\eta, \frac{\sin (2 \beta)}{R}\right\rangle-\left\langle\frac{3 \sin (2 \beta)}{(1+R) R}, D_{\beta} \Omega\right\rangle+\left\langle\mathcal{R}_{\Omega}, \frac{\sin (2 \beta)}{R}\right\rangle
$$

Multiplying $\frac{81}{4 \pi c} L_{12}(\Omega)(0)$ to the both sides, we derive (2.87).

## A.0.2.4 Computations of the integrals in 2.89

A simple calculation implies that for any $k>2$

$$
\begin{align*}
\int_{0}^{\infty}(1+R)^{-k} d R & =\frac{1}{k-1} \\
\int_{0}^{\infty} \frac{R}{(1+R)^{k}} d R & =\int_{0}^{\infty} \frac{1}{(1+R)^{k-1}}-\frac{1}{(1+R)^{k}} d R=\frac{1}{(k-1)(k-2)} \tag{A.2}
\end{align*}
$$

For the integral in $\beta$, we get

$$
\begin{aligned}
\int_{0}^{\pi / 2}(1-2 \sin (2 \beta))^{2} d \beta & =\frac{\pi}{2}-4 \int_{0}^{\pi / 2} \sin (2 \beta) d \beta+4 \int_{0}^{\pi / 2}(\sin (2 \beta))^{2} d \beta \\
& =\frac{\pi}{2}-4+4 \cdot \frac{\pi}{4}=\frac{3 \pi}{2}-4
\end{aligned}
$$

Using A.2 with $k=4$ and the above calculation, we can compute

$$
\begin{aligned}
\left\|\frac{R^{3 / 2}}{(1+R)^{2}} \frac{1}{R}(1-2 \sin (2 \beta))\right\|_{2}^{2} & =\int_{0}^{\infty} \frac{R}{(1+R)^{4}} d R \cdot \int_{0}^{\pi / 2}(1-2 \sin (2 \beta))^{2} d \beta \\
& =\frac{1}{6}\left(\frac{3 \pi}{2}-4\right)
\end{aligned}
$$

Using (A.2), we can calculate

$$
\left\|\frac{R^{2}}{(1+R)^{3 / 2}} \cdot \frac{1}{(1+R) R^{2}}\right\|_{2}^{2}=\int_{0}^{\pi / 2} 1 d \beta \cdot \int_{0}^{\infty}(1+R)^{-5} d R=\frac{\pi}{8}
$$

## A.0.2.5 Estimates of $D(\Omega), D(\eta)$ and the proof of 2.97)

We introduce

$$
\begin{aligned}
& D_{1}(\eta) \triangleq-\frac{3(1+R)^{2}}{32 R^{4}}\left(1+4 R+3 R^{2}+3 R^{3}\right) \\
& D_{2}(\eta) \triangleq\left(\frac{3}{16} R^{-3}+\frac{3}{8} \frac{(1+R)^{2}}{R^{2}}+\frac{3 R}{4(1+R)}\right)+\frac{3}{16}\left(\frac{1}{6} \frac{(1+R)^{4}}{R^{3}}+\frac{3}{8} \frac{(1+R)^{3}}{R^{4}}\right)
\end{aligned}
$$

Recall $D(\Omega), D(\eta)$ in (2.96) and the weights $\varphi_{0}, \psi_{0}$ defined in (2.78). By definition, $D(\eta)=D_{1}(\eta) \Gamma(\beta)^{-1}+D_{2}(\eta)$. Thus, (2.97) is equivalent to

$$
\begin{equation*}
\sin (2 \beta) D(\Omega) \leq-\frac{1}{6} \varphi_{0}, \quad D_{1}(\eta) \Gamma(\beta)^{-1}+D_{2}(\eta) \leq-\frac{1}{8} \psi_{0} \tag{A.3}
\end{equation*}
$$

To prove the first inequality, it suffices to prove

$$
D(\Omega)=-2 R^{-3}-\frac{9}{2} R^{-2}-3 R^{-1}-\frac{1}{2}+\frac{4}{3} R^{-3}+6 R^{-2}+\frac{1+R}{3 R} \leq-\frac{(1+R)^{3}}{6 R^{3}}
$$

which is equivalent to proving

$$
\left(-2+\frac{4}{3}+\frac{1}{6}\right) R^{-3}+\left(-\frac{9}{2}+6+\frac{1}{2}\right) R^{-2}+\left(-3+\frac{1}{3}+\frac{1}{2}\right) R^{-1}+\left(-\frac{1}{2}+\frac{1}{3}+\frac{1}{6}\right) \leq 0 .
$$

It is further equivalent to

$$
-\frac{1}{2} R^{-3}+2 R^{-2}-\frac{13}{6} R^{-1} \leq 0
$$

which is valid since $2 \sqrt{\frac{1}{2} \times \frac{13}{6}}>2$. Hence, we prove the first inequality in (A.3).

For the second inequality in A.3), firstly, we use $\Gamma(\beta) D_{2}(\eta) \leq D_{2}(\eta)(\Gamma(\beta)=$ $\cos ^{\alpha}(\beta)(2.44)$ to obtain

$$
\begin{align*}
D_{3}(\eta) \triangleq & D_{1}(\eta)+D_{2}(\eta) \Gamma(\beta) \leq D_{1}(\eta)+D_{2}(\eta) \\
= & \frac{3}{16}\left\{-\frac{(1+R)^{2}}{2 R^{4}}\left(1+4 R+3 R^{2}+3 R^{3}\right)\right.  \tag{A.4}\\
& \left.+R^{-3}+2 \frac{(1+R)^{2}}{R^{2}}+\frac{4 R}{1+R}+\frac{1}{6} \frac{(1+R)^{4}}{R^{3}}+\frac{3}{8} \frac{(1+R)^{3}}{R^{4}}\right\} .
\end{align*}
$$

Recall the definition of $\psi_{0}$ in 2.78). Multiplying both sides of the second inequality in A.3) by $\Gamma(\beta)$, we obtain that the inequality is equivalent to

$$
\begin{equation*}
D_{3}(\eta) \leq \frac{3}{16}\left(-\frac{1}{8} \frac{(1+R)^{3}}{R^{4}}-\frac{3}{16} \frac{(1+R)^{4}}{R^{3}}\right) . \tag{A.5}
\end{equation*}
$$

We split the negative term in the upper bound of $D_{3}(\eta)$ in A.4) as follows

$$
\begin{aligned}
& -\frac{(1+R)^{2}}{2 R^{4}}\left(1+4 R+3 R^{2}+3 R^{3}\right) \\
= & -\frac{(1+R)^{2}}{2 R^{4}}\left\{(1+R)+\left(3 R^{2}\right)+R(1+R)^{2}+R\left(2-2 R+2 R^{2}\right)\right\} \\
= & -\frac{(1+R)^{3}}{2 R^{4}}-\frac{3}{2} \frac{(1+R)^{2}}{R^{2}}-\frac{(1+R)^{4}}{2 R^{3}}-\frac{(1+R)^{2}\left(1-R+R^{2}\right)}{R^{3}} .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
D_{3}(\eta) \leq & \frac{3}{16}\left\{\frac{(1+R)^{3}}{R^{4}}\left(-\frac{1}{2}+\frac{3}{8}\right)+\frac{(1+R)^{4}}{R^{3}}\left(-\frac{1}{2}+\frac{1}{6}\right)\right. \\
& \left.+\frac{1}{2} \frac{(1+R)^{2}}{R^{2}}-\frac{(1+R)^{2}\left(1-R+R^{2}\right)}{R^{3}}+\frac{1}{R^{3}}+\frac{4 R}{1+R}\right\} \\
= & \frac{3}{16}\left\{-\frac{1}{8} \frac{(1+R)^{3}}{R^{4}}-\frac{1}{3} \frac{(1+R)^{4}}{R^{3}}\right. \\
& \left.+\frac{1}{2} \frac{(1+R)^{2}}{R^{2}}-\frac{(1+R)\left(1+R^{3}\right)}{R^{3}}+\frac{1}{R^{3}}+\frac{4 R}{1+R}\right\} .
\end{aligned}
$$

Observe that

$$
\begin{aligned}
-\frac{1}{3} \frac{(1+R)^{4}}{R^{3}}+\frac{1}{2} \frac{(1+R)^{2}}{R^{2}} & =-\frac{3}{16} \frac{(1+R)^{4}}{R^{3}}+\left(-\frac{7}{48} \frac{(1+R)^{4}}{R^{3}}+\frac{1}{2} \frac{(1+R)^{2}}{R^{2}}\right) \\
& \leq-\frac{3}{16} \frac{(1+R)^{4}}{R^{3}}, \\
-\frac{(1+R)\left(1+R^{3}\right)}{R^{3}}+\frac{1}{R^{3}}+\frac{4 R}{1+R} & =-\frac{1}{R^{2}}-(1+R)+\frac{4 R}{1+R} \\
& =-\frac{1}{R^{2}}-\frac{(R-1)^{2}}{(1+R)} \leq 0,
\end{aligned}
$$

where we have used $\frac{7}{48} \frac{(1+R)^{2}}{R} \geq \frac{7}{48} \times 4 \geq 1 / 2$ to derive the first inequality. Therefore, we prove A.5), which further implies the second inequality in A.3).

## A.0.3 Derivation of the singular term 2.138 in the elliptic estimates

Suppose that $\Psi$ is the solution of (2.134). Consider $\tilde{\Psi}=\Psi+G \sin (2 \beta)$. Notice that if $\alpha=0, \sin (2 \beta)$ is the kernel of the operator $\mathcal{L}_{\alpha}$ in (2.134) (it is self-adjoint if $\alpha=0$ ). We have

$$
\mathcal{L}_{\alpha}(\tilde{\Psi})=\Omega+\mathcal{L}_{\alpha}(G \sin (2 \beta))=\Omega-\left(\alpha^{2} R^{2} \partial_{R R} G+\alpha(\alpha+4) R \partial_{R} G\right) \sin (2 \beta)
$$

We look for $G(R)$ that satisfies $G(R) \rightarrow 0$ as $R \rightarrow+\infty$ and $\mathcal{L}_{\alpha}(\tilde{\Psi})$ is orthogonal to $\sin (2 \beta)$ :

$$
0=\int_{0}^{\pi / 2} \sin (2 \beta)\left(\Omega-\left(\alpha^{2} R^{2} \partial_{R R} G+\alpha(\alpha+4) R \partial_{R} G\right) \sin (2 \beta)\right) d \beta
$$

for every $R$, which implies

$$
\begin{equation*}
\alpha^{2} R^{2} \partial_{R R} G+\alpha(\alpha+4) R \partial_{R} G=\frac{4}{\pi} \Omega_{*}, \tag{A.6}
\end{equation*}
$$

where $\Omega_{*}(R)=\int_{0}^{\pi / 2} \Omega(R, \beta) \sin (2 \beta) d \beta$ and we have used $\int_{0}^{\pi / 2} \sin ^{2}(2 \beta) d \beta=$ $\frac{\pi}{4}$. The above ODE is first order with respect to $\partial_{R} G$ and can be solved explicitly. Multiplying the integrating factor $\frac{1}{\alpha^{2}} R^{-2+\frac{4+\alpha}{\alpha}}$ to both sides and then integrating from 0 to $R$ yield

$$
R^{\frac{4+\alpha}{\alpha}} \partial_{R} G=\frac{4}{\alpha^{2} \pi} \int_{0}^{R} \Omega_{*}(t) t^{\frac{4}{\alpha}-1} d t
$$

Imposing the vanishing condition $G(R) \rightarrow 0$ as $R \rightarrow+\infty$, we yield

$$
G=-\frac{4}{\alpha^{2} \pi} \int_{R}^{\infty} s^{-\frac{4+\alpha}{\alpha}} \int_{0}^{s} \Omega_{*}(t) t^{\frac{4}{\alpha}-1} d t d s
$$

Using integration by parts, we further derive

$$
\begin{aligned}
G & =\frac{1}{\alpha \pi} \int_{R}^{\infty} \partial_{s}\left(s^{-\frac{4}{\alpha}}\right) \int_{0}^{s} \Omega_{*}(t) t^{\frac{4}{\alpha}-1} d t d s \\
& =-\frac{1}{\alpha \pi} \int_{R}^{\infty} \frac{\Omega_{*}(s)}{s} d s-\frac{1}{\alpha \pi} R^{-\frac{4}{\alpha}} \int_{0}^{R} \Omega_{*}(s) s^{\frac{4}{\alpha}-1} d s .
\end{aligned}
$$

Using the above formula and the notation $L_{12}(\Omega)$ 2.31), we derive (2.138).

## A.0.4 Estimates of $L_{12}(\Omega)$

Recall $\tilde{L}_{12}(\Omega)=L_{12}(\Omega)-L_{12}(\Omega)(0)$. We have the following important cancellation between $\tilde{L}_{12}(\Omega)$ and $\Omega$.

Lemma A.0.2. For $k \in[3 / 2,4]$ and any $\lambda>0$, we have

$$
\begin{align*}
&\left\langle\sin (2 \beta) \Omega \tilde{L}_{12}(\Omega), R^{-k}\right\rangle=-\frac{k-1}{2}\left\|\tilde{L}_{12}(\Omega) R^{-k / 2}\right\|_{L^{2}(R)}^{2} \\
&\left\langle\left(\sin (2 \beta) \Omega+\lambda \tilde{L}_{12}(\Omega)\right)^{2}, R^{-k}\right\rangle=\left\langle R^{-k}(\sin (2 \beta))^{2}, \Omega^{2}\right\rangle  \tag{A.7}\\
&-\left((k-1) \lambda-\frac{\pi}{2} \lambda^{2}\right)\left\|\tilde{L}_{12}(\Omega) R^{-k / 2}\right\|_{L^{2}(R)}^{2}
\end{align*}
$$

Proof. From the definition of $\tilde{L}_{12}(\omega)(R)$ in 2.55 , we know that it does not depend on $\beta$ and

$$
\int_{0}^{\pi / 2} \Omega(s, \beta) \sin (2 \beta) d \beta=-\left(\partial_{R} \tilde{L}_{12}(R)\right) R
$$

Using integration by parts, we obtain

$$
\begin{aligned}
\left\langle\sin (2 \beta) \Omega \tilde{L}_{12}(\Omega), R^{-k}\right\rangle & =\int_{0}^{\infty}\left(-\left(\partial_{R} \tilde{L}_{12}(R)\right) R\right) \tilde{L}_{12}(\Omega) R^{-k} d R \\
& =-\frac{k-1}{2} \int_{0}^{\infty} \tilde{L}_{12}(\Omega)^{2} R^{-k} d R
\end{aligned}
$$

which is the first identity in A.7). The second identity in A.7) follows from $\left\langle\tilde{L}_{12}^{2}(\Omega), R^{-k}\right\rangle=\frac{\pi}{2}\left\|\tilde{L}_{12}(\Omega) R^{-k / 2}\right\|_{L^{2}(R)}^{2}$ and the first identity.

To estimate $\tilde{L}_{12}(\Omega) g$ in $\mathcal{L}_{i}$, we use the following simple Lemma.
Lemma A.0.3. Let $g$ be some function depending on $\bar{\Omega}, \bar{\eta}, \bar{\xi}$ and $\varphi$ be some weights. We have

$$
\begin{align*}
\left\langle\tilde{L}_{12}^{2}(\Omega) g^{2}, \varphi\right\rangle & \lesssim\left\|R^{-1} \tilde{L}_{12}(\Omega)\right\|_{L^{2}(R)}^{2}\left\|\int_{0}^{\pi / 2} R^{2} g^{2}(R, \beta) \varphi(R, \beta) d \beta\right\|_{L^{\infty}(R)}, \\
\left\langle\left(D_{R}^{k} \tilde{L}_{12}(\Omega)\right)^{2} g^{2}, \varphi\right\rangle & \lesssim\left\|R^{-1} D_{R}^{k-1} \Omega\right\|_{L^{2}}^{2}\left\|\int_{0}^{\pi / 2} R^{2} g^{2}(R, \beta) \varphi(R, \beta) d \beta\right\|_{L^{\infty}(R)}, \tag{A.8}
\end{align*}
$$

for $k \geq 1$, provided that the upper bound is well-defined, where $D_{R}=R \partial_{R}$.
Proof. The first inequality follows directly from that $\tilde{L}_{12}(\Omega)$ does not dependent on $\beta$. Recall the definition of $\tilde{L}_{12}(\Omega)$ in 2.55 and $D_{R}=R \partial_{R}$. Notice that for $k \geq 1$, we have

$$
D_{R}^{k} \tilde{L}_{12}(\Omega)=-\int_{0}^{\pi / 2} D_{R}^{k-1} \Omega(R, \beta) \sin (2 \beta) d \beta
$$

Using the Cauchy-Schwarz inequality, we prove

$$
\begin{aligned}
\left\langle\left(D_{R}^{k} \tilde{L}_{12}(\Omega)\right)^{2} g^{2}, \varphi\right\rangle & =\int_{0}^{\infty}\left(\left(\int_{0}^{\pi / 2} D_{R}^{k-1} \Omega(R, \beta) \sin (2 \beta) d \beta\right)^{2} \int_{0}^{\pi / 2} g^{2} \varphi d \beta\right) d R \\
& \lesssim \int_{0}^{\infty}\left(\int_{0}^{\pi / 2}\left(D_{R}^{k-1} \Omega\right)^{2} d \beta\right)\left(\int_{0}^{\pi / 2} g^{2} \varphi d \beta\right) d R \\
& \leq\left\|R^{-1} D_{R}^{k-1} \Omega\right\|_{L^{2}}^{2}\left\|\int_{0}^{\pi / 2} R^{2} g^{2} \varphi(R, \beta) d \beta\right\|_{L^{\infty}(R)}
\end{aligned}
$$

Lemma A.0.4. Let $\chi(\cdot):[0, \infty) \rightarrow[0,1]$ be a smooth cutoff function, such that $\chi(R)=1$ for $R \leq 1$ and $\chi(R)=0$ for $R \geq 2$. For $k=1,2$, we have

$$
\begin{align*}
& \left\|L_{12}(\Omega)\right\|_{L^{\infty}} \lesssim\left\|\frac{1+R}{R} \Omega\right\|_{L^{2}}, \quad\left\|\tilde{L}_{12}(\Omega)\left(R^{-2}+R^{-3}\right)^{1 / 2}\right\|_{L^{2}(R)}^{2} \lesssim\left\|\Omega \frac{(1+R)^{2}}{R^{2}}\right\|_{L^{2}}^{2} \\
& \left\|L_{12}(\Omega)\right\|_{2} \lesssim\|\Omega\|_{2}, \quad\left\|\frac{(1+R)^{k}}{R^{k}}\left(L_{12}(\Omega)-L_{12}(\Omega)(0) \chi\right)\right\|_{L^{2}(R)} \lesssim\left\|\frac{(1+R)^{k}}{R^{k}} \Omega\right\|_{L^{2}} \tag{A.9}
\end{align*}
$$

provided that the right hand side is bounded. Moreover, if $\Omega \in \mathcal{H}^{3}$, then for $0 \leq k \leq 3,0 \leq l \leq 2$, we have
$\left\|L_{12}(\Omega)-L_{12}(\Omega)(0) \chi\right\|_{\mathcal{H}^{3}}+\left\|D_{R}\left(L_{12}(\Omega)-L_{12}(\Omega)(0) \chi\right)\right\|_{\mathcal{H}^{3}} \lesssim\|\Omega\|_{\mathcal{H}^{3}}$,
$\left\|D_{R}^{k} L_{12}(\Omega)\right\|_{\infty}+\left\|D_{R}^{k}\left(L_{12}(\Omega)-\chi L_{12}(\Omega)(0)\right)\right\|_{\infty} \lesssim\|\Omega\|_{\mathcal{H}^{3}}$, $\left\|(1+R) \partial_{R} D_{R}^{l} L_{12}(\Omega)\right\|_{\infty}+\left\|(1+R) \partial_{R} D_{R}^{l}\left(L_{12}(\Omega)-\chi L_{12}(\Omega)(0)\right)\right\|_{\infty} \lesssim\|\Omega\|_{\mathcal{H}^{3}}$, $\left\|L_{12}(\Omega)\right\|_{X}+\left\|D_{R} L_{12}(\Omega)\right\|_{X} \lesssim\|\Omega\|_{\mathcal{H}^{3}}$,
where $X \triangleq \mathcal{H}^{3} \oplus \mathcal{W}^{5, \infty}$ is defined in 2.140.
Remark A.0.5. We subtract $\chi L_{12}(\Omega)(0)$ near $R=0$ since $L_{12}(\Omega)$ does not vanishes at $R=0$.

Proof. Recall $L_{12}(\Omega)$ in (2.31) and $\tilde{L}_{12}(\Omega)$ in 2.55). Using the Cauchy-Schwarz and the Hardy inequality, we get

$$
\begin{align*}
&\left\|L_{12}(\Omega)\right\|_{L^{\infty}} \lesssim\langle | \Omega\left|, \frac{1}{R}\right\rangle \lesssim\left\|\frac{1+R}{R} \Omega\right\|_{L^{2}}\left\|\frac{1}{1+R}\right\|_{L^{2}(R)} \lesssim\left\|\frac{1+R}{R} \Omega\right\|_{L^{2}}, \\
&\left\|\frac{1}{R^{l}} \tilde{L}_{12}(\Omega)\right\|_{L^{2}(R)} \lesssim \int_{0}^{\infty} \frac{1}{R^{2 l}} \tilde{L}_{12}^{2}(\Omega) d R  \tag{A.11}\\
& \int_{0}^{\infty} \frac{1}{R^{2 l-2}}\left(\partial_{R} \tilde{L}_{12}(\Omega)\right)^{2} d R \lesssim\left\langle\Omega^{2}, R^{-2 l}\right\rangle,
\end{align*}
$$

for $l=1, \frac{3}{2}, 2$, which implies the first two inequalities in A.9). For $k=1,2$, observe that

$$
\begin{aligned}
& \left\|\frac{(1+R)^{k}}{R^{k}}\left(L_{12}(\Omega)-L_{12}(\Omega)(0) \chi\right)\right\|_{L^{2}(R)} \\
\lesssim & \left\|\frac{(1+R)^{k}}{R^{k}} \tilde{L}_{12}(\Omega) \chi\right\|_{L^{2}(R)}+\left\|\frac{(1+R)^{k}}{R^{k}} L_{12}(\Omega)(1-\chi)\right\|_{L^{2}(R)} \\
\lesssim & \left\|\frac{1}{R^{k}} \tilde{L}_{12}(\Omega)\right\|_{L^{2}(R)}+\left\|L_{12}(\Omega)\right\|_{L^{2}(R)} \lesssim\left\|\Omega \frac{(1+R)^{k}}{R^{k}}\right\|_{L^{2}}+\left\|L_{12}(\Omega)\right\|_{L^{2}(R)},
\end{aligned}
$$

where we have used (A.11) in the last inequality. Denote $\Omega_{*}=\int_{0}^{\pi / 2} \Omega d \beta$. From (2.31), we know

$$
L_{12}(\Omega)(R)=\int_{R}^{\infty} \frac{\Omega_{*}(S)}{S} d S=\int_{0}^{\infty} K(R, S) \Omega_{*}(S) d S, \quad K(R, S)=\frac{1}{S} \mathbf{1}_{R \leq S}
$$

The $L^{2}$ boundedness of $L_{12}$ is standard. Notice that $K$ is homogeneous of degree -1, i.e. $K(\lambda R, \lambda S)=\lambda^{-1} K(R, S)$ for $\lambda>0$. Using change of a variable $S=R z$, we get

$$
L_{12}(\Omega)(R)=\int_{0}^{\infty} \frac{1}{R} K(1, z) \Omega_{*}(R z) R d z=\int_{0}^{\infty} K(1, z) \Omega_{*}(R z) d z
$$

Then, the Minkowski inequality implies

$$
\begin{aligned}
\left\|L_{12}(\Omega)\right\|_{L^{2}} & \leq \int_{0}^{\infty} K(1, z)\left\|\Omega_{*}(R z)\right\|_{L^{2}(R)} d z \lesssim \int_{0}^{\infty} K(1, z) z^{-1 / 2}\|\Omega\|_{L^{2}} d z \\
& =\|\Omega\|_{L^{2}} \int_{z \geq 1} z^{-3 / 2} d z \lesssim\|\Omega\|_{L^{2}} .
\end{aligned}
$$

We complete the proof of A.9). Notice that $D_{R} L_{12}(\Omega)=-\Omega_{*},\left\|D_{R}^{k} \chi\right\|_{L^{2}} \lesssim 1$ for $1 \leq k \leq 4$ and $D_{\beta} L_{12}(\Omega)=0, D_{\beta} \chi=0$. Using that $\sin (2 \beta)^{-\sigma}$ in the weight $\varphi_{1}=\sin (2 \beta)^{-\sigma} \frac{(1+R)^{4}}{R^{4}}$ is integrable in the $\beta$ direction and (A.9), we yield

$$
\begin{align*}
& \left\|\left(L_{12}(\Omega)-L_{12}(\Omega)(0) \chi\right) \varphi_{1}^{1 / 2}\right\|_{L^{2}}+\left\|D_{R}^{k}\left(L_{12}(\Omega)-L_{12}(\Omega)(0) \chi\right) \varphi_{1}^{1 / 2}\right\|_{L^{2}} \\
\lesssim & \left\|\left(L_{12}(\Omega)-L_{12}(\Omega)(0) \chi\right) \frac{(1+R)^{2}}{R^{2}}\right\|_{L^{2}}+\left\|D_{R}^{k}\left(L_{12}(\Omega)-L_{12}(\Omega)(0) \chi\right) \frac{(1+R)^{2}}{R^{2}}\right\|_{L^{2}} \\
\lesssim & \left\|\Omega \frac{(1+R)^{2}}{R^{2}}\right\|_{L^{2}}+\left\|D_{R}^{k-1} \Omega_{*} \frac{(1+R)^{2}}{R^{2}}\right\|_{L^{2}}+\left\lvert\, L_{12}(\Omega)(0)\left\|D_{R}^{k} \chi \frac{(1+R)^{2}}{R^{2}}\right\|_{L^{2}}\right. \\
\lesssim & \left\|\Omega \frac{(1+R)^{2}}{R^{2}}\right\|_{L^{2}}+\left\|D_{R}^{k-1} \Omega \frac{(1+R)^{2}}{R^{2}}\right\|_{L^{2}} \lesssim\|\Omega\|_{\mathcal{H}^{3}}, \tag{A.12}
\end{align*}
$$

which implies the first estimate in A.10). From the definition of $L_{12}(\Omega)$ in (2.31), we have $D_{R} L_{12}(\Omega)=L_{12}\left(D_{R} \Omega\right)$. Notice that $\left|D_{R}^{k} \chi(R)\right| \lesssim 1$. Using (A.9), we prove for $k \leq 3$

$$
\left\|D_{R}^{k} L_{12}(\Omega)\right\|_{L^{\infty}}+\left|L_{12}(\Omega)(0)\right| \cdot\left\|D_{R}^{k} \chi\right\|_{L^{\infty}} \lesssim\|\Omega\|_{\mathcal{H}^{3}},
$$

which implies the second estimate in A.10). Similarly, since $\partial_{R} D_{R}^{l} L_{12}(\Omega)=$ $\partial_{R} L_{12}\left(D_{R}^{l} \Omega\right)=-R^{-1} D_{R}^{l} \Omega_{*}(R)$, where $\Omega_{*}(R)=\int_{0}^{\pi / 2} \Omega(R, \beta) d \beta$, and that $l \leq$ 2 , we have

$$
\begin{aligned}
\left\|\partial_{R} D_{R}^{l} L_{12}(\Omega)\right\|_{L^{\infty}} & =\left\|R^{-1} D_{R}^{l} \Omega_{*}\right\|_{L^{\infty}(R)} \\
& \lesssim\left\|R^{-1} D_{R}^{l} \Omega_{*}\right\|_{L^{2}(R)}^{1 / 2}\left\|\partial_{R}\left(R^{-1} D_{R}^{l} \Omega_{*}\right)\right\|_{L^{2}(R)}^{1 / 2} \lesssim\|\Omega\|_{\mathcal{H}^{3}}
\end{aligned}
$$

which along with the second estimate in A.10 and $\left|\partial_{R} D_{R}^{l} \chi L_{12}(\Omega)(0)\right| \lesssim$ $\left|L_{12}(\Omega)(0)\right| \lesssim\|\Omega\|_{\mathcal{H}^{3}}$ completes the proof of the third estimate in A.10).

Since $\chi L_{12}(\Omega)(0)$ does not depend on $\beta$, we apply the first two estimates in (A.10) to yield

$$
\begin{aligned}
\left\|D_{R}^{i} L_{12}(\Omega)\right\|_{X} & \leq\left\|D_{R}^{i}\left(L_{12}(\Omega)-\chi L_{12}(\Omega)(0)\right)\right\|_{\mathcal{H}^{3}}+\left\|D_{R}^{i} \chi L_{12}(\Omega)(0)\right\|_{\mathcal{W}^{5, \infty}} \\
& \lesssim\|\Omega\|_{\mathcal{H}^{3}}+\left|L_{12}(\Omega)(0)\right| \lesssim\|\Omega\|_{\mathcal{H}^{3}}
\end{aligned}
$$

for $i=0,1$. We complete the proof of A.10).

## A.0.5 Estimate of the approximate self-similar solution

In Appendix A.0.5.1, we estimate some norm of $\bar{\Omega}, \bar{\eta}$ using the explicit formulas. For $\bar{\xi}$, it is given by an integration of $\bar{\eta}$ that does not have an explicit formula. We estimates $\bar{\xi}$, its derivatives and some norm in subsection A.0.5.2.

## A.0.5.1 Estimate of $\bar{\Omega}, \bar{\eta}$

Recall the formula of $\bar{\Omega}, \bar{\eta}$ in (2.44). A simple calculation yields

$$
\begin{equation*}
\bar{\Omega}=\frac{\alpha}{c} \frac{3 R \Gamma(\beta)}{(1+R)^{2}}, \bar{\eta}=\frac{\alpha}{c} \frac{6 R \Gamma(\beta)}{(1+R)^{3}}, \bar{\Omega}-D_{R} \bar{\Omega}=\frac{\alpha}{c} \frac{6 R^{2} \Gamma(\beta)}{(1+R)^{3}}, \bar{\eta}-D_{R} \bar{\eta}=\frac{\alpha}{c} \frac{18 R^{2} \Gamma(\beta)}{(1+R)^{4}} . \tag{A.13}
\end{equation*}
$$

Without specification, in later sections, we assume that $R \geq 0, \beta \in[0, \pi / 2]$.
Lemma A.0.6. The following results apply to any $k \leq 3,0 \leq i+j \leq 3, j \neq 1$. (a) For $f=\bar{\Omega}, \bar{\eta}, \bar{\Omega}-D_{R} \bar{\Omega}, \bar{\eta}-D_{R} \bar{\eta}$, we have

$$
\begin{equation*}
\left|D_{R}^{k} f\right| \lesssim f, \quad\left|D_{R}^{i} D_{\beta}^{j} f\right| \lesssim \alpha \sin (\beta) f \tag{A.14}
\end{equation*}
$$

(b) Let $\varphi_{i}$ be the weights defined in 2.61. For $g=\bar{\Omega}, \bar{\eta}$, we have

$$
\begin{equation*}
\int_{0}^{\pi / 2} R^{2}\left(D_{R}^{k} g\right)^{2} \varphi_{1} d \beta \lesssim \alpha^{2}, \quad \int_{0}^{\pi / 2} R^{2}\left(D_{R}^{i} D_{\beta}^{j} g\right)^{2} \varphi_{2} d \beta \lesssim \alpha^{3} \tag{A.15}
\end{equation*}
$$

uniformly in $R$ and

$$
\begin{equation*}
\left\langle\left(D_{R}^{k}\left(g-D_{R} g\right)\right)^{2}, \varphi_{1}\right\rangle \lesssim \alpha^{2}, \quad\left\langle\left(D_{R}^{i} D_{\beta}^{j}\left(g-D_{R} g\right)\right)^{2}, \varphi_{2}\right\rangle \lesssim \alpha^{3} \tag{A.16}
\end{equation*}
$$

Proof. Recall $D_{\beta}=\sin (2 \beta) \partial_{\beta}, D_{R}=R \partial_{R}$. Using $\Gamma(\beta)=\cos (\beta)^{\alpha}$, 2.69) and a direct calculation gives

$$
\begin{align*}
& \left|D_{\beta}^{j} \Gamma(\beta)\right| \lesssim \alpha \sin (\beta) \Gamma(\beta) \\
& \left|D_{R}^{i} \frac{R}{(1+R)^{m}}\right| \lesssim \frac{R}{(1+R)^{m}}, \quad\left|D_{R}^{i} \frac{R^{2}}{(1+R)^{m}}\right| \lesssim \frac{R^{2}}{(1+R)^{m}} \tag{A.17}
\end{align*}
$$

for $1 \leq j \leq 5,0 \leq i \leq 5$ and $m=2,3,4$. Combining these estimates and the formulas in A.13) implies A.14. As a result, we have the following pointwise estimates for $g=\bar{\Omega}$ or $\bar{\eta}$

$$
\begin{aligned}
& \left|D_{R}^{k} g\right| \lesssim g \lesssim \alpha \Gamma(\beta) \frac{R}{(1+R)^{2}}, \quad\left|D_{R}^{i} D_{\beta}^{j} g\right| \lesssim \alpha \sin (\beta) g \lesssim \alpha^{2} \sin (\beta) \Gamma(\beta) \frac{R}{(1+R)^{2}} \\
& \left|D_{R}^{k}\left(g-D_{R} g\right)\right| \lesssim g-D_{R} g \lesssim \alpha \frac{R^{2} \Gamma(\beta)}{(1+R)^{3}}, \\
& \left|D_{R}^{i} D_{\beta}^{j}\left(g-D_{R} g\right)\right| \lesssim \alpha \sin (\beta)\left(g-D_{R} g\right) \lesssim \alpha^{2} \sin (\beta) \frac{R^{2} \Gamma(\beta)}{(1+R)^{3}}
\end{aligned}
$$

for $k \leq 3, i+j \leq 3, j \neq 0$, where we have used $c \approx \frac{2}{\pi}$ in Lemma A.0.1. Recall $\varphi_{i}$ in Definition 2.6.2.

$$
\varphi_{1} \triangleq(1+R)^{4} R^{-4} \sin (2 \beta)^{-\sigma}, \quad \varphi_{2} \triangleq(1+R)^{4} R^{-4} \sin (2 \beta)^{-\gamma}
$$

Notice that for $\sigma=\frac{99}{100}, \gamma=1+\frac{\alpha}{10}$, we have

$$
\begin{aligned}
& \int_{0}^{\pi / 2} \Gamma(\beta)^{2} \sin (2 \beta)^{-\sigma} d \beta \lesssim 1 \\
& \int_{0}^{\pi / 2} \alpha^{2} \sin (\beta)^{2} \Gamma(\beta)^{2} \sin (2 \beta)^{-\gamma} d \beta \lesssim \alpha^{2} \int_{0}^{\pi / 2} \cos (\beta)^{2 \alpha-1-\alpha / 10} d \beta \lesssim \alpha
\end{aligned}
$$

Combining the pointwise estimates, the estimates of the angular integral and a simple calculation then gives (A.15), (A.16).

Recall the $\mathcal{W}^{l, \infty}$ norm in 2.139). We have
Proposition A.0.7. It holds true that $\Gamma(\beta), \bar{\Omega}, \bar{\eta} \in \mathcal{W}^{7, \infty}$ with

$$
\begin{aligned}
& \|\Gamma(\beta)\|_{\mathcal{W}^{7, \infty}} \lesssim 1, \quad\left\|\frac{(1+R)^{2}}{R} \bar{\Omega}\right\|_{\mathcal{W}^{7, \infty}}+\left\|\frac{(1+R)^{2}}{R} \bar{\eta}\right\|_{\mathcal{W}^{7, \infty}} \lesssim \alpha, \\
& \left\|D_{\beta} \bar{\Omega}\right\|_{\mathcal{W}^{7}, \infty}+\left\|D_{\beta} \bar{\eta}\right\|_{\mathcal{W}^{7, \infty}} \lesssim \alpha^{2} .
\end{aligned}
$$

Proof. It follows from the calculation A. 17 and $\sin (\beta) \Gamma(\beta) \sin (2 \beta)^{-\alpha / 5} \lesssim 1$.

## A.0.5.2 Estimates of $\bar{\xi}$

Recall that the approximate self-similar profile $\bar{\eta}(2.44)$ is given by

$$
\begin{equation*}
\left(\bar{\theta}_{x}\right)(x, y)=\bar{\eta}(R, \theta)=\frac{\alpha}{c} \frac{6 R}{(1+R)^{3}} \cos ^{\alpha}(\beta)=\frac{6 \alpha}{c} \frac{x^{\alpha}}{\left(1+\left(x^{2}+y^{2}\right)^{\alpha / 2}\right)^{3}} . \tag{A.18}
\end{equation*}
$$

We also use $\bar{\eta}(x, y)$ to denote the above expression. Throughout this section, we use the following notation

$$
\begin{equation*}
R=\left(x^{2}+y^{2}\right)^{\alpha / 2}, \quad \beta=\arctan (y / x), \quad S=\left(z^{2}+y^{2}\right)^{\alpha / 2}, \quad \tau=\arctan (y / z) \tag{A.19}
\end{equation*}
$$

where $z$ will be used in the integral. $\bar{\theta}(x, y), \bar{\xi}(R, \theta)=\bar{\theta}_{y}(x, y)$ can be obtained from $\bar{\eta}(x, y)$ (or $\bar{\theta}_{x}$ ) as follows

$$
\begin{equation*}
\bar{\theta}=1+\int_{0}^{x} \bar{\eta}(z, y) d z, \quad \bar{\xi}=\bar{\theta}_{y}=\int_{0}^{x} \bar{\eta}_{y}(z, y) d z \tag{A.20}
\end{equation*}
$$

We can choose $\bar{\theta}(0, y) \equiv c$ for other constant $c>0$, and it does not change $\nabla \bar{\theta}$. Observe that

$$
\begin{align*}
\bar{\eta}_{y}(z, y) & =-\frac{6 \alpha}{c} \cdot \frac{3 \alpha y}{y^{2}+z^{2}} \frac{\left(z^{2}+y^{2}\right)^{\alpha / 2} z^{\alpha}}{\left(1+\left(z^{2}+y^{2}\right)^{\alpha / 2}\right)^{4}} \\
& =-\frac{1}{z} \frac{3 \alpha y z}{y^{2}+z^{2}} \frac{\left(z^{2}+y^{2}\right)^{\alpha / 2}}{1+\left(z^{2}+y^{2}\right)^{\alpha / 2}} \bar{\eta}(z, y)=-\frac{1}{z} \frac{3 \alpha \sin (2 \tau) S}{2(1+S)} \bar{\eta}, \tag{A.21}
\end{align*}
$$

where we have used the notation $S, \tau$ defined in (A.19). Hence, we get

$$
\begin{equation*}
\bar{\xi}=\int_{0}^{x}-\frac{6 \alpha}{c} \cdot \frac{3 \alpha y}{y^{2}+z^{2}} \frac{\left(z^{2}+y^{2}\right)^{\alpha / 2} z^{\alpha}}{\left(1+\left(z^{2}+y^{2}\right)^{\alpha / 2}\right)^{4}} d z=\int_{0}^{x} \frac{1}{z}\left(-\frac{3 \alpha \sin (2 \tau) S}{2(1+S)} \bar{\eta}\right) d z \tag{A.22}
\end{equation*}
$$

These integrals cannot be calculated explicitly for general $\alpha$. We have the following estimates for $\bar{\xi}$.

Lemma A.0.8. Assume that $0 \leq \alpha \leq \frac{1}{1000}$. For $R \geq 0, \beta \in[0, \pi / 2]$ and $0 \leq i+j \leq 5$, we have

$$
\begin{align*}
\left|D_{R}^{i} D_{\beta}^{j} \bar{\xi}\right| & \lesssim-\bar{\xi}, \quad\left|D_{R}^{i} D_{\beta}^{j}\left(3 \bar{\xi}-R \partial_{R} \bar{\xi}\right)\right| \lesssim-\bar{\xi}  \tag{A.23}\\
|\bar{\xi}| & \lesssim \frac{\alpha^{2}\left(x^{2}+y^{2}\right)^{\alpha / 2}}{\left(1+\left(x^{2}+y^{2}\right)^{\alpha / 2}\right)} \frac{y^{\alpha}}{\left(1+y^{\alpha}\right)^{3}} \min \left(1, \frac{x^{1+\alpha}}{y^{1+\alpha}}\right) \\
& \lesssim \frac{\alpha^{2} R^{2}}{1+R}\left(\mathbf{1}_{\beta<\pi / 4} \frac{\sin ^{\alpha}(\beta)}{\left(1+R \sin ^{\alpha}(\beta)\right)^{3}}+\mathbf{1}_{\beta \geq \pi / 4} \frac{\cos ^{\alpha+1}(\beta)}{(1+R)^{3}}\right),  \tag{A.24}\\
-\bar{\xi} & \lesssim \alpha^{2} \cos (\beta), \quad\|\bar{\xi}\|_{\mathcal{C}^{1}} \lesssim\left\|\frac{1+R}{R}\left(1+\left(R \sin (2 \beta)^{\alpha}\right)^{-\frac{1}{40}}\right) \bar{\xi}\right\|_{L^{\infty}} \lesssim \alpha^{2}
\end{align*}
$$

where $\|\cdot\|_{\mathcal{C}^{1}}$ is defined in 2.117). Let $\psi_{1}, \psi_{2}$ be the weights defined in (2.61). We have

$$
\begin{equation*}
\int_{0}^{\pi / 2} R^{2}\left(D_{R}^{i} D_{\beta}^{j} \bar{\xi}\right)^{2} \psi_{k} d \beta \lesssim \alpha^{4} \tag{A.25}
\end{equation*}
$$

uniformly in $R$, and

$$
\begin{equation*}
\left\langle\left(D_{R}^{i} D_{\beta}^{j}\left(3 \bar{\xi}-R \partial_{R} \bar{\xi}\right)\right)^{2}, \psi_{k}\right\rangle \lesssim \alpha^{4}, \quad\left\langle\left(D_{R}^{i} D_{\beta}^{j} \bar{\xi}\right)^{2}, \psi_{k}\right\rangle \lesssim\left\langle\bar{\xi}^{2}, \psi_{k}\right\rangle \lesssim \alpha^{4} \tag{A.26}
\end{equation*}
$$

where $\left(D_{R}^{i} D_{\beta}^{j}, \psi_{k}\right)$ represents $\left(D_{R}^{i}, \psi_{1}\right)$ for $0 \leq i \leq 5$, and $\left(D_{R}^{i} D_{\beta}^{j}, \psi_{2}\right)$ for $i+j \leq 5, j \geq 1$.
Remark A.0.9. Using A.22, we have $-\bar{\xi} \geq 0$ for $R \geq 0, \beta \in[0, \pi / 2]$.
We have several commutator estimates which enable us to exchange the derivative and integration in A.22) so that we can estimate $D_{R}^{i} D_{\beta}^{j} \bar{\xi}$ easily.
Recall the relation between $\partial_{x}, \partial_{y}$ and $\partial_{R}, \partial_{\beta}$ in (2.24). We have the following relation

$$
\begin{equation*}
D_{R}=R \partial_{R}=\frac{1}{\alpha}\left(x \partial_{x}+y \partial_{y}\right), \quad D_{\beta}=\sin (2 \beta) \partial_{\beta}=2 y \partial_{y}-2 \alpha \sin ^{2}(\beta) D_{R} \tag{A.27}
\end{equation*}
$$

The first relation holds because $R=r^{\alpha}, R \partial_{R}=\frac{1}{\alpha} r \partial_{r}$, and the second relation is obtained by multiplying $\partial_{y}=\frac{\sin (\beta)}{r} \alpha D_{R}+\frac{\cos (\beta)}{r} \partial_{\beta}$ by $y$ and then using $y / r=\sin (\beta), x / r=\cos (\beta)$.

Lemma A.0.10. Suppose that $f(0, y)=0$ for any $y$. Denote

$$
\begin{equation*}
I(f)(x, y)=\int_{0}^{x} \frac{1}{z} f(z, y) d z \tag{A.28}
\end{equation*}
$$

We have

$$
\begin{align*}
D_{R} I(f)(x, y) & =I\left(D_{S} f\right)(x, y),  \tag{A.29}\\
D_{\beta} I(f)(x, y)-I\left(D_{\tau} f\right)(x, y) & =-2 \alpha \sin ^{2}(\beta) \cdot I\left(D_{S} f\right)+2 \alpha I\left(\sin ^{2}(\tau) D_{S} f\right), \tag{A.30}
\end{align*}
$$

where $R, \beta, S, \tau$ are defined in A.19, provided that $f$ is sufficiently smooth.
Proof. Notice that $y \partial_{y}$ commutes with the $z$ integral. From A.27, it suffices to prove

$$
x \partial_{x} I(f)(x, y)=I\left(z \partial_{z} f\right)
$$

A direct calculation yields

$$
\begin{aligned}
& x \partial_{x} I(f)(x, y)=x \partial_{x}\left(\int_{0}^{x} \frac{1}{z} f(z, y) d z\right)=f(x, y) \\
& I\left(z \partial_{z} f\right)(x, y)=\int_{0}^{x} \frac{1}{z} \cdot z \partial_{z} f(z, y) d z=f(x, y)
\end{aligned}
$$

It follows A.29). Using the fact that both $y \partial_{y}$ and $R \partial_{R}$ commute with the $z$ integral and the formula of $D_{\beta}$ A.27) twice, we derive

$$
\begin{aligned}
D_{\beta} I(f)(x, y) & =\left(2 y \partial_{y}-2 \alpha \sin ^{2}(\beta) D_{R}\right) I(f)=I\left(2 y \partial_{y} f\right)-2 \alpha \sin ^{2}(\beta) I\left(D_{S} f\right) \\
& =I\left(D_{\tau} f+2 \alpha \sin ^{2}(\tau) D_{S} f\right)-2 \alpha \sin ^{2}(\beta) I\left(D_{S} f\right) \\
& =I\left(D_{\tau} f\right)+2 \alpha I\left(\sin ^{2}(\tau) D_{S} f\right)-2 \alpha \sin ^{2}(\beta) I\left(D_{S} f\right)
\end{aligned}
$$

Identity A.30) follows by rearranging the above identity.
Next, we prove Lemma A.0.8.

Proof of Lemma A.0.8. Step 1. Recall $D_{R}=R \partial_{R}, D_{\beta}=\sin (2 \beta) \partial_{\beta}$. First, we show that

$$
\begin{equation*}
\left|D_{R}^{i} D_{\beta}^{j} \bar{\xi}\right| \lesssim \alpha \int_{0}^{x} \frac{1}{z} \sin (2 \tau) \frac{S}{1+S} \bar{\eta}(z, y) d z \asymp-\bar{\xi} \tag{A.31}
\end{equation*}
$$

for $0 \leq i+j \leq 5$. Using $\left.\Gamma(\beta)=\cos (\beta)^{\alpha}, 2.69\right)$ and a direct calculation yields

$$
\begin{equation*}
\left|D_{R}^{i} \frac{R^{2}}{(1+R)^{4}}\right| \lesssim \frac{R^{2}}{(1+R)^{4}}, \quad\left|D_{\beta}^{i} \Gamma(\beta)\right| \lesssim \alpha \sin (\beta) \Gamma(\beta), \quad\left|D_{\beta}^{i} \sin (2 \beta)\right| \lesssim \sin (2 \beta) \tag{A.32}
\end{equation*}
$$

for $i \leq 5$. Denote

$$
\begin{equation*}
f(S, \tau)=\frac{3 \alpha}{2} \sin (2 \tau) \frac{S}{1+S} \bar{\eta}=\frac{9 \alpha^{2}}{c} \sin (2 \tau) \Gamma(\tau) \frac{S^{2}}{(1+S)^{4}} \tag{А.33}
\end{equation*}
$$

We remark that $f=-z \bar{\eta}_{y}(z, y)$ according to A.21. Obviously, $f(S, \tau) \geq 0$. Using the above estimates, we get

$$
\begin{equation*}
\left|D_{S}^{i} D_{\tau}^{j} f\right| \lesssim f \tag{A.34}
\end{equation*}
$$

for $i+j \leq 5$. Notice that A.22 implies $\bar{\xi}=-I(f)$ and that $I(\cdot)$ A.28 is a positive linear operator for $x \geq 0$. We further derive

$$
\begin{equation*}
\left|I\left(D_{S}^{i} D_{\tau}^{j} f \mid\right)\right| \leq I\left(\left|D_{S}^{i} D_{\tau}^{j} f\right|\right) \lesssim I(f) \tag{A.35}
\end{equation*}
$$

for $i+j \leq 5$. Using (A.29) and the above estimates, we yield

$$
\left|D_{R}^{i} \bar{\xi}\right|=\left|D_{R}^{i} I(f)\right|=\left|I\left(D_{S}^{i} f\right)\right| \lesssim I(f)
$$

For other derivatives $D_{R}^{i} D_{\beta}^{j}$ with $j \geq 1, i+j \leq 5$, we estimate $D_{\beta}^{2} \bar{\xi}$, which is representative. Using A.30, we have

$$
\begin{aligned}
D_{\beta}^{2} \bar{\xi}= & D_{\beta}^{2} I(f)=D_{\beta}\left(I\left(D_{\tau} f\right)-2 \alpha \sin ^{2}(\beta) \cdot I\left(D_{S} f\right)+2 \alpha I\left(D_{S} f \sin ^{2}(\tau)\right)\right) \\
= & I\left(D_{\tau}^{2} f\right)-2 \alpha \sin ^{2}(\beta) \cdot I\left(D_{S} D_{\tau}(f)\right)+2 \alpha I\left(\sin ^{2}(\tau) D_{S} D_{\tau} f\right) \\
& +D_{\beta}\left(-2 \alpha \sin ^{2}(\beta) \cdot I\left(D_{S} f\right)\right)+D_{\beta}\left(2 \alpha I\left(D_{S} f \sin ^{2}(\tau)\right)\right) \\
= & J_{1}+J_{2}+J_{3}+J_{4}+J_{5}
\end{aligned}
$$

For $J_{1}, J_{2}, J_{3}$, we simply use $\sin ^{2}(\beta), \sin ^{2}(\tau) \leq 1$ and A.35 to obtain

$$
\begin{equation*}
I_{1}, J_{2}, J_{3} \lesssim I\left(\left|D_{R}^{i} D_{\tau}^{j} f\right|\right) \lesssim I(f) \tag{A.36}
\end{equation*}
$$

for $(i, j)=(0,2),(1,1),(1,1)$, respectively. For $J_{4}$, if $D_{\beta}$ acts on $\sin ^{2}(\beta)$, we obtain $\alpha D_{\beta}\left(\sin ^{2}(\beta)\right) \cdot I\left(D_{S} f\right)$, which can be bounded as before using A.35). For the remaining parts in $J_{4}$ and $J_{5}, D_{\beta}$ acts on $I(\cdot)$, and we can use A.30 again to obtain several terms. Each term can be bounded using A.35 and an argument similar to A.36). The estimates of other derivatives $D_{R}^{i} D_{\beta}^{j}$ can be done similarly. We omit these estimates. Since the right hand side of A.31) is $\frac{2}{3} I(f)=-\frac{2}{3} \bar{\xi} \asymp-\bar{\xi}$, the above estimates imply A.31).

Step 2. The estimate A.31 can be generalized to $i+j \leq 6$ easily. Hence, we get

$$
\left|D_{R}^{i} D_{\beta}^{j}\left(3 \bar{\xi}-R \partial_{R} \bar{\xi}\right)\right| \lesssim\left|D_{R}^{i} D_{\beta}^{j} \bar{\xi}\right|+\left|D_{R}^{i+1} D_{\beta}^{j} \bar{\xi}\right| \lesssim-\bar{\xi}
$$

for any $i+j \leq 5$, which proves A.23).

Step 3: Pointwise estimate. In this step, we prove A.24). From A.22, we know that the first inequality in (A.24) is equivalent to

$$
\int_{0}^{x} \frac{y}{y^{2}+z^{2}} \frac{z^{\alpha}\left(y^{2}+z^{2}\right)^{\alpha / 2}}{\left(1+\left(y^{2}+z^{2}\right)^{\alpha / 2}\right)^{4}} d z \lesssim \frac{\left(x^{2}+y^{2}\right)^{\alpha / 2}}{\left(1+\left(x^{2}+y^{2}\right)^{\alpha / 2}\right)} \frac{y^{\alpha}}{\left(1+y^{\alpha}\right)^{3}} \min \left(1, \frac{x^{1+\alpha}}{y^{1+\alpha}}\right)
$$

For $z \in[0, x]$, we have $z^{2}+y^{2} \leq x^{2}+y^{2}$. Since $\frac{t}{1+t}$ is increasing with respect to $t \geq 0$, we yield

$$
\frac{\left(y^{2}+z^{2}\right)^{\alpha / 2}}{1+\left(y^{2}+z^{2}\right)^{\alpha / 2}} \lesssim \frac{\left(y^{2}+x^{2}\right)^{\alpha / 2}}{1+\left(y^{2}+x^{2}\right)^{\alpha / 2}}
$$

Therefore, it suffices to prove

$$
\begin{equation*}
J(x, y) \triangleq \int_{0}^{x} \frac{y}{y^{2}+z^{2}} \frac{z^{\alpha}}{\left(1+\left(y^{2}+z^{2}\right)^{\alpha / 2}\right)^{3}} d z \lesssim \frac{y^{\alpha}}{\left(1+y^{\alpha}\right)^{3}} \min \left(1, \frac{x^{1+\alpha}}{y^{1+\alpha}}\right) \tag{A.37}
\end{equation*}
$$

Case 1: $x \leq 1+y$ Observe that

$$
J \leq \frac{1}{\left(1+y^{\alpha}\right)^{3}} \int_{0}^{x} \frac{y z^{\alpha}}{y^{2}+z^{2}} d z=\frac{y^{\alpha}}{\left(1+y^{\alpha}\right)^{3}} \int_{0}^{\frac{x}{y}} \frac{t^{\alpha}}{1+t^{2}} d t
$$

where we have used change of a variable $z=y t$ to derive the identity. Since $\alpha \leq 1 / 10$, we get

$$
\int_{0}^{\frac{x}{y}} \frac{t^{\alpha}}{1+t^{2}} d t \leq \int_{0}^{\infty} \frac{t^{\alpha}}{1+t^{2}} d t \lesssim 1, \quad \int_{0}^{\frac{x}{y}} \frac{t^{\alpha}}{1+t^{2}} d t \leq \int_{0}^{\frac{x}{y}} t^{\alpha} d t \lesssim \frac{x^{1+\alpha}}{y^{1+\alpha}}
$$

Combining the above estimates, we prove A.37) for $x \leq 1+y$.

Case 2: $x>1+y$ Firstly, we have

$$
\begin{aligned}
J(x, y) & =\int_{0}^{1+y} \frac{y}{y^{2}+z^{2}} \frac{z^{\alpha}}{\left(1+\left(y^{2}+z^{2}\right)^{\alpha / 2}\right)^{3}} d z+\int_{1+y}^{x} \frac{y}{y^{2}+z^{2}} \frac{z^{\alpha}}{\left(1+\left(y^{2}+z^{2}\right)^{\alpha / 2}\right)^{3}} d z \\
& \triangleq J_{1}+J_{2} .
\end{aligned}
$$

We apply the result in Case 1 to estimate $J_{1}$

$$
J(1+y, y) \lesssim \frac{y^{\alpha}}{\left(1+y^{\alpha}\right)^{3}} \min \left(1, \frac{(1+y)^{1+\alpha}}{y^{1+\alpha}}\right) \lesssim \frac{y^{\alpha}}{\left(1+y^{\alpha}\right)^{3}}
$$

For $J_{2}$, we have

$$
\begin{aligned}
J_{2} & \leq \int_{1+y}^{x} \frac{y}{y^{2}+z^{2}} \frac{z^{\alpha}}{z^{3 \alpha}} d z=y^{-2 \alpha} \int_{\frac{1+y}{y}}^{\frac{x}{y}} \frac{t^{-2 \alpha}}{1+t^{2}} d t \lesssim y^{-2 \alpha} \int_{\frac{1+y}{y}}^{\infty} t^{-2 \alpha-2} d t \\
& \lesssim y^{-2 \alpha}\left(\frac{1+y}{y}\right)^{-1-2 \alpha}=\frac{y}{(1+y)^{1+2 \alpha}}=\frac{y^{\alpha}}{(1+y)^{3 \alpha}} \frac{y^{1-\alpha}}{(1+y)^{1-\alpha}} \lesssim \frac{y^{\alpha}}{\left(1+y^{\alpha}\right)^{3}},
\end{aligned}
$$

where we have used change of a variable $z=y t$ to derive the first identity. Noting that $x \geq y$ in this case. We conclude

$$
J(x, y)=J_{1}+J_{2} \lesssim \frac{y^{\alpha}}{\left(1+y^{\alpha}\right)^{3}} \leq \frac{y^{\alpha}}{\left(1+y^{\alpha}\right)^{3}} \min \left(1, \frac{x^{1+\alpha}}{y^{1+\alpha}}\right)
$$

Combining the above two cases, we prove A.37, which implies the first inequality in A.24).

Finally, we prove the second inequality in A.24. Using the notation A.19, we have

$$
\begin{aligned}
& R=\left(x^{2}+y^{2}\right)^{\alpha / 2}, \quad y^{\alpha}=R \sin ^{\alpha}(\beta), \\
& \frac{\left(x^{2}+y^{2}\right)^{\alpha / 2}}{1+\left(x^{2}+y^{2}\right)^{\alpha / 2}}=\frac{R}{1+R}, \quad \frac{y^{\alpha}}{\left(1+y^{\alpha}\right)^{3}}=\frac{R \sin ^{\alpha}(\beta)}{\left(1+R \sin ^{\alpha}(\beta)\right)^{3}} .
\end{aligned}
$$

For $x \leq y$, we have $\beta \geq \pi / 4,1 \lesssim \sin (\beta), x^{2}+y^{2} \lesssim y^{2}$. Hence,
$\frac{y^{\alpha}}{\left(1+y^{\alpha}\right)^{3}} \frac{x^{1+\alpha}}{y^{1+\alpha}} \lesssim \frac{y^{\alpha}}{\left(1+\left(x^{2}+y^{2}\right)^{\alpha / 2}\right)^{3}} \frac{x^{1+\alpha}}{y^{1+\alpha}}=\frac{R \sin ^{\alpha}(\beta)}{(1+R)^{3}} \cdot \frac{\cos ^{1+\alpha}(\beta)}{\sin ^{1+\alpha}(\beta)} \lesssim \frac{R \cos ^{1+\alpha}(\beta)}{(1+R)^{3}}$.
Combining the above identity and the estimate, we prove the second inequality in (A.24). The last inequality in (A.24) follows directly from A.23) and the first two inequalities in A.24.

Step 4: Estimates of the integral Now, we are in a position to prove A.25) and A.26). We are going to prove

$$
\begin{equation*}
\int_{0}^{\pi / 2} \bar{\xi}^{2}(R, \beta) \psi_{k} d \beta \lesssim \frac{\alpha^{4}}{(1+R)^{2}} \tag{A.38}
\end{equation*}
$$

Clearly, A.25 and A.26 follow from the above estimate and A.23).
Notice that $\psi_{i}$ defined in (2.61) satisfies

$$
\begin{equation*}
\psi_{1}, \psi_{2} \lesssim \frac{(1+R)^{4}}{R^{4}} \sin (\beta)^{-\sigma} \cos (\beta)^{-\gamma} \tag{A.39}
\end{equation*}
$$

where $\gamma=1+\frac{\alpha}{10}, \sigma=\frac{99}{100}$. Using (A.24), $1+R \sin ^{\alpha}(\beta) \geq(1+R) \sin ^{\alpha}(\beta)$, we yield

$$
\begin{aligned}
& (1+R)^{2} \int_{0}^{\pi / 2}|\bar{\xi}|^{2} \psi_{k} d \beta \\
\lesssim & (1+R)^{2} \frac{\alpha^{4} R^{4}}{(1+R)^{2}} \cdot\left\{\int_{0}^{\pi / 4} \frac{\sin ^{2 \alpha}(\beta)}{\left((1+R) \sin ^{\alpha}(\beta)\right)^{6}} \psi_{k} d \beta+\int_{\pi / 4}^{\pi / 2} \frac{\cos ^{2 \alpha+2}}{(1+R)^{6}} \psi_{k} d \beta\right\} \\
\lesssim & \frac{\alpha^{4} R^{4}}{(1+R)^{6}} \frac{(1+R)^{4}}{R^{4}}\left\{\int_{0}^{\pi / 4} \sin (\beta)^{-4 \alpha} \sin (\beta)^{-\sigma} \cos (\beta)^{-\gamma}\right. \\
& \left.+\int_{\pi / 4}^{\pi / 2} \cos (\beta)^{2+2 \alpha} \sin (\beta)^{-\sigma} \cos (\beta)^{-\gamma} d \beta\right\} \\
\lesssim & \alpha^{4}\left(\int_{0}^{\pi / 4} \sin (\beta)^{-\sigma-4 \alpha} d \beta+\int_{\pi / 4}^{\pi / 2} \cos (\beta)^{2+2 \alpha-\gamma} d \beta\right) \lesssim \alpha^{4},
\end{aligned}
$$

where we have used $\alpha \leq \frac{1}{1000}, 4 \alpha+\sigma<\frac{199}{200}, 2+2 \alpha-\gamma \geq 1$, to derive the last inequality which does not depend on $\alpha$ for $\alpha \leq \frac{1}{1000}$. It follows A.38).

## A.0.6 Other Lemmas

We use the following Lemma to construct small perturbation.
Lemma A.0.11. Let $\chi(\cdot):[0, \infty) \rightarrow[0,1]$ be a smooth cutoff function, such that $\chi(R)=1$ for $R \leq 1$ and $\chi(R)=0$ for $R \geq 2$. Denote

$$
\begin{equation*}
\chi_{\lambda}(R)=\chi(R / \lambda), \quad \bar{\Omega}_{\lambda}=\chi_{\lambda} \bar{\Omega}, \quad \bar{\eta}_{\lambda}=\partial_{x}\left(\chi_{\lambda} \bar{\theta}\right), \quad \bar{\xi}_{\lambda}=\partial_{y}\left(\chi_{\lambda} \bar{\theta}\right) \tag{A.40}
\end{equation*}
$$

where $\bar{\theta}$ is obtained in A.20. We have

$$
\begin{align*}
& \lim _{\lambda \rightarrow+\infty}\left\|\bar{\Omega}_{\lambda}-\bar{\Omega}\right\|_{\mathcal{H}^{3}}+\left\|(1+R)\left(\bar{\eta}_{\lambda}-\bar{\eta}\right)\right\|_{\mathcal{H}^{3}}+\left\|\bar{\xi}_{\lambda}-\bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)}=0 \\
& \limsup _{\lambda \rightarrow+\infty}\left\|\bar{\xi}_{\lambda}-\bar{\xi}\right\|_{\mathcal{C}^{1}} \leq K_{10} \alpha^{2} \tag{A.41}
\end{align*}
$$

where $K_{10}>0$ is some absolute constant. In particular, we also have

$$
\begin{equation*}
\lim _{\lambda \rightarrow+\infty} L_{12}^{2}\left(\bar{\Omega}_{\lambda}-\bar{\Omega}\right)(0)+\left\langle\left(\bar{\Omega}_{\lambda}-\bar{\Omega}\right)^{2}, \varphi_{0}\right\rangle+\left\langle\left(\bar{\eta}_{\lambda}-\bar{\eta}\right)^{2}, \psi_{0}\right\rangle=0 \tag{A.42}
\end{equation*}
$$

We need a Lemma similar to Lemma A.0.10

Lemma A.0.12. Suppose that $f(0, y)=0$ for any $y$. Denote $J(f)(x, y)=$ $\frac{1}{z} \int_{0}^{x} f(z, y) d z$. We have

$$
\begin{aligned}
D_{R} J(f)(x, y) & =J\left(D_{S} f\right)(x, y) \\
D_{\beta} J(f)(x, y)-J\left(D_{\tau} f\right)(x, y) & =-2 \alpha \sin ^{2}(\beta) \cdot J\left(D_{S} f\right)+2 \alpha J\left(\sin ^{2}(\tau) D_{S} f\right),
\end{aligned}
$$

where $R, \beta, S, \tau$ are defined in A.19, provided that $f$ is sufficiently smooth.

The first identity follows from a direct calculation and the proof of the second is similar to that in Lemma A.0.10. We omit the proof.

Proof of Lemma A.0.11. Step 1: Estimate of $J(\bar{\eta})$. Using A.20 and the operator $J$ in Lemma A.0.12, we get $\bar{\theta}=1+x J(\bar{\eta})$. We have the following estimate for $J(\bar{\eta})$

$$
\begin{equation*}
\left|D_{R}^{i} D_{\beta}^{j} J(\bar{\eta})\right| \lesssim J(\bar{\eta})=\frac{1}{x} \int_{0}^{x} \bar{\eta}(z, y) d z \lesssim \bar{\eta} \tag{A.43}
\end{equation*}
$$

for $0 \leq i+j \leq 5$. The proof of the first inequality follows from Lemma A.0.12 and the argument in the proof of (A.31). The proof of the second inequality is similar to that of (A.37) by considering $x \leq 1+y$ and $x>1+y$. We omit the proof.

Step 2: Estimate of $\bar{\eta}_{\lambda}-\bar{\eta}, \bar{\xi}_{\lambda}-\bar{\xi}$. Recall $\bar{\eta}_{\lambda}=\partial_{x}\left(\chi_{\lambda} \bar{\theta}\right), \bar{\xi}_{\lambda}=\partial_{y}\left(\chi_{\lambda} \bar{\theta}\right)$ and the formula of $\partial_{x}, \partial_{y}(2.24)$. A direct calculation yields

$$
\begin{align*}
& \bar{\eta}_{\lambda}(R, \beta)- \bar{\eta}=\alpha \frac{\cos (\beta)}{r} D_{R} \chi_{\lambda} \cdot \bar{\theta}+\left(\chi_{\lambda}-1\right) \bar{\eta} \\
&=\alpha \cos ^{2}(\beta) D_{R} \chi_{\lambda} \cdot J(\bar{\eta})+\alpha \frac{\cos (\beta)}{r} D_{R} \chi_{\lambda}+\left(\chi_{\lambda}-1\right) \bar{\eta}  \tag{A.44}\\
& \bar{\xi}_{\lambda}(R, \beta)-\bar{\xi}=\alpha \frac{\sin (\beta)}{r} D_{R} \chi_{\lambda} \cdot \bar{\theta}+\left(\chi_{\lambda}-1\right) \bar{\xi} \\
&=\alpha \sin (\beta) \cos (\beta) D_{R} \chi_{\lambda} \cdot J(\bar{\eta})+\alpha \frac{\sin (\beta)}{r} D_{R} \chi_{\lambda}+\left(\chi_{\lambda}-1\right) \bar{\xi}
\end{align*}
$$

where we have used $\partial_{x} \bar{\theta}=\bar{\eta}, \partial_{y} \bar{\theta}=\bar{\xi}, \bar{\theta}=1+x J(\bar{\eta})=1+r \cos (\beta) J(\bar{\eta})$. From (A.40), we have

$$
D_{\beta} \chi_{\lambda}=0, \quad\left|D_{R} \chi_{\lambda}\right|=(R / \lambda)\left|\chi^{\prime}(R / \lambda)\right| \lesssim 1 .
$$

Similarly, we have

$$
\begin{equation*}
\left|D_{R}^{k} \chi_{\lambda}\right| \lesssim 1 \tag{A.45}
\end{equation*}
$$

for $k=1,2,3$, 4. For $G_{\lambda}(R, \beta)=\alpha \frac{g(\beta)}{r} D_{R} \chi_{\lambda}$ with $g(\beta)=\sin (\beta)$ or $\cos (\beta)$ and $i+j \leq 3$, since $R \geq \lambda$ in $\operatorname{supp}\left(D_{R}^{k} \chi_{\lambda}\right)$ and $r=R^{-1 / \alpha}$, we get

$$
\left|D_{\beta}^{i} D_{R}^{j} G_{\lambda}\right| \lesssim \alpha R^{-1 / \alpha} \mathbf{1}_{R \geq \lambda}, \quad\left|D_{\beta}^{i+1} D_{R}^{j} G_{\lambda}\right| \lesssim_{\alpha} \sin (2 \beta) R^{-1 / \alpha} \mathbf{1}_{R \geq \lambda} .
$$

Recall the $\mathcal{C}^{1}$ norm (2.117) and $\mathcal{H}^{3}(2.136)$. Using the fast decay of $G_{\lambda}$ in $R$ and the smoothness in $\beta$, we get

$$
\begin{equation*}
\lim _{\lambda \rightarrow \infty}\left\|(1+R) G_{\lambda}\right\|_{\mathcal{H}^{3}}=0, \quad \lim _{\lambda \rightarrow \infty}\left\|G_{\lambda}\right\|_{\mathcal{C}^{1}}=0 \tag{A.46}
\end{equation*}
$$

Notice that $\partial_{R} \chi_{\lambda},\left(\chi_{\lambda}-1\right)=0$ for $R \leq \lambda$. From the formula of $\bar{\eta}$ and (A.26) in Lemma A.0.8, we know $\left(\chi_{1}-1\right)(1+R) \bar{\eta} \in \mathcal{H}^{3}\left(\bar{\eta}\right.$ decays $R^{-2}$ for large $R$ ) and $\bar{\xi} \in \mathcal{H}^{3}(\psi)$. Using the estimates of $J(\bar{\eta})$ in A.43), we also have $\left(\chi_{1}-1\right) J(\bar{\eta}) \in \mathcal{H}^{3} \subset \mathcal{H}^{3}(\psi)$. Therefore, applying A.44), A.45) to $\chi_{\lambda}$, A.46, the fact that the $\mathcal{H}^{3}$ norm is stronger than the $\mathcal{H}^{3}(\psi)$ norm (2.129), and the Dominated Convergence Theorem yields

$$
\lim _{\lambda \rightarrow \infty}\left\|(1+R)\left(\bar{\eta}_{\lambda}-\bar{\eta}\right)\right\|_{\mathcal{H}^{3}}=0, \quad \lim _{\lambda \rightarrow \infty}\left\|\bar{\xi}_{\lambda}-\bar{\xi}\right\|_{\mathcal{H}^{3}(\psi)}=0 .
$$

Similarly, we have

$$
\lim _{\lambda \rightarrow \infty}\left\|\bar{\Omega}_{\lambda}-\bar{\Omega}\right\|_{\mathcal{H}^{3}}=0
$$

Using (A.43), A.45) and the fact that $\bar{\eta}$ decays for large $R$ (see (2.44), we have

$$
\limsup _{\lambda \rightarrow \infty}\left\|\sin (\beta) \cos (\beta) D_{R} \chi_{\lambda} \cdot J(\bar{\eta})\right\|_{\mathcal{C}^{1}}=0 .
$$

Using A.23)-(A.24) in Lemma A.0.8, and A.44)-A.46), we conclude

$$
\left\|\left(\chi_{\lambda}-1\right) \bar{\xi}\right\|_{\mathcal{C}^{2}} \lesssim \alpha^{2}, \quad \varlimsup_{\lambda \rightarrow+\infty}\left\|\bar{\xi}_{\lambda}-\bar{\xi}\right\|_{\mathcal{C}^{1}} \lesssim \alpha^{2}
$$

We complete the proof of A.41.
Recall that the $\mathcal{H}^{3}$ norm is stronger than $L^{2}\left(\varphi_{1}\right)$. Using Lemma A.0.4 for $L_{12}(\Omega)(0)$, the fact that $\varphi_{0} \lesssim \varphi_{1}, \psi_{0} \lesssim(1+R) \varphi_{1}$ (see Definition 2.6.2, 2.6.7) and the limit obtained in A.41), we prove A.42).

Let $C^{\frac{\alpha}{40}}$ be the standard Hölder space. Recall the $\mathcal{C}^{1}$ norm defined in (2.117). We have the following embedding.

Lemma A.0.13. Suppose that $f \in \mathcal{C}^{1}(R, \beta)$ and $f(R, \pi / 2)=0$ for $R \geq 0$.
We have

$$
\|f\|_{C^{\frac{\alpha}{40}}} \leq C_{\alpha}\|f\|_{\mathcal{C}^{1}}
$$

for some constant $C_{\alpha}$ depending on $\alpha$ only.

Proof. Recall the relation between the Cartesian coordinates $(x, y)$ and the polar coordinates $(r, \beta),(R, \beta)$. Since $f$ vanishes on the axis $\beta=\frac{\pi}{2}$. It suffices to prove that $f$ is Hölder in $\mathbb{R}_{++}^{2}$. Let $\left(R_{1}, \beta_{1}\right),\left(R_{2}, \beta_{2}\right)$ be arbitrary two different points in $\mathbb{R}_{++}^{2}$, i.e. $R_{1}, R_{2} \geq 0, \beta_{1}, \beta_{2} \in[0, \pi / 2]$, and $r_{1}=R_{1}^{1 / \alpha}, r_{2}=$ $R_{2}^{1 / \alpha}$. Without loss of generality, we assume $R_{1} \leq R_{2}, \beta_{1} \leq \beta_{2}$ and $\|f\|_{\mathcal{C}^{1}}=1$. From (2.117), we have $|f| \leq 1,\left|\partial_{R} f\right| \leq \frac{1}{1+R},\left|\partial_{\beta} f\right| \leq R^{1 / 40} \sin (2 \beta)^{\alpha / 40-1}$. Using

$$
\sin (2 \beta)^{\alpha / 40-1} \lesssim\left(\sin (\beta)^{\alpha / 40-1}+\cos (\beta)^{\alpha / 40-1}\right) \lesssim\left(\beta^{\alpha / 40-1}+(\pi / 2-\beta)^{\alpha / 40-1}\right)
$$

and the estimates of the derivatives, we obtain

$$
\begin{aligned}
& \left|f\left(R_{1}, \beta_{1}\right)-f\left(R_{1}, \beta_{2}\right)\right| \\
\leq & \int_{\beta_{1}}^{\beta_{2}}\left|\partial_{\beta} f\left(R_{1}, \beta\right)\right| d \beta \leq C R_{1}^{\frac{1}{40}} \int_{\beta_{1}}^{\beta_{2}}\left(\beta^{\frac{\alpha}{40}-1}+\left(\frac{\pi}{2}-\beta\right)^{\frac{\alpha}{40}-1}\right) d \beta \\
\leq & C_{\alpha} R_{1}^{\frac{1}{40}}\left(\beta_{2}^{\frac{\alpha}{40}}-\beta_{1}^{\frac{\alpha}{40}}+\left(\frac{\pi}{2}-\beta_{1}\right)^{\frac{\alpha}{40}}-\left(\frac{\pi}{2}-\beta_{2}\right)^{\frac{\alpha}{40}}\right) \leq C_{\alpha} R_{1}^{\frac{1}{40}}\left|\beta_{2}-\beta_{1}\right|^{\frac{\alpha}{40}} \\
& \left|f\left(R_{1}, \beta_{2}\right)-f\left(R_{2}, \beta_{2}\right)\right| \\
\leq & \int_{R_{1}}^{R_{2}}\left|\partial_{R} f\left(R, \beta_{2}\right)\right| d R \leq \int_{R_{1}}^{R_{2}} \frac{1}{1+R} d R=\log \frac{1+R_{2}}{1+R_{1}} \lesssim\left(R_{2}-R_{1}\right)^{1 / 40}
\end{aligned}
$$

where we have used $\log \frac{1+R_{2}}{1+R_{1}} \leq \log \left(1+R_{2}-R_{1}\right)$ and $\log (1+x) \lesssim x^{1 / 40}$ for $x \geq 0$ in the last inequality. The distance $d$ between two points is

$$
\begin{aligned}
d^{2} & =\left(r_{1} \cos \left(\beta_{1}\right)-r_{2} \cos \left(\beta_{2}\right)\right)^{2}+\left(r_{1} \sin \left(\beta_{1}\right)-r_{2} \sin \left(\beta_{2}\right)\right)^{2} \\
& =\left(r_{1}-r_{2}\right)^{2}+2 r_{1} r_{2}\left(1-\cos \left(\beta_{1}-\beta_{2}\right)\right) \\
& =\left|R_{1}^{1 / \alpha}-R_{2}^{1 / \alpha}\right|^{2}+4 R_{1}^{1 / \alpha} R_{2}^{1 / \alpha} \sin \left(\frac{1}{2}\left(\beta_{1}-\beta_{2}\right)\right)^{2} \\
& \geq C_{\alpha}\left(\left|R_{1}-R_{2}\right|^{2 / \alpha}+R_{1}^{2 / \alpha}\left|\beta_{1}-\beta_{2}\right|^{2}\right),
\end{aligned}
$$

where we have used $R_{1} \leq R_{2}$ in the last inequality. Using triangle inequality and the above estimates, we prove $\left|f\left(R_{1}, \beta_{1}\right)-f\left(R_{2}, \beta_{2}\right)\right| \lesssim C_{\alpha} d^{\frac{\alpha}{40}}$.

## A.0.7 Proof of Lemma 2.10 .1

Proof of Lemma 2.10.1. We simplify $\omega^{\theta}$ as $\omega$ and denote by $\vartheta=\arctan \left(x_{2} / x_{1}\right)$ the angular variable. Recall the cylinder $D_{1}=\{(r, z): r \in[0,1],|z| \leq 1\}$. We extend $\omega \mathbf{1}_{(r, z) \in D_{1}}$ to $\mathbb{R}^{3}$ as follows :

$$
\begin{equation*}
\omega_{e}(r, z)=\omega(r, z) \text { for }(r, z) \in D_{1}, \quad \omega_{e}(r, z)=0 \text { for }(r, z) \notin D_{1} \tag{A.47}
\end{equation*}
$$

Note that $\omega_{e}$ is only supported in $D_{1}$, which is different from $\omega$. Denote
$\omega_{ \pm}=\max \left( \pm \omega_{e}, 0\right), \quad \mathcal{L}=-\partial_{r r}-\frac{1}{r} \partial_{r}-\partial_{z z}+\frac{1}{r^{2}}, \quad \Delta=\partial_{r r}+\frac{1}{r} \partial_{r}+\partial_{z z}+\frac{1}{r^{2}} \partial_{\vartheta \vartheta}$,
$\psi_{ \pm}(r, z)=\frac{1}{4 \pi} \int_{0}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{2 \pi} \frac{\sin (\vartheta) \omega_{ \pm}\left(r_{1}, z_{1}\right)}{\left(\left(z-z_{1}\right)^{2}+r^{2}+r_{1}^{2}-2 \sin (\vartheta) r r_{1}\right)^{1 / 2}} r_{1} d r_{1} d z_{1} d \vartheta$,
where $\Delta$ is the Laplace operator in $\mathbb{R}^{3}$ in cylindrical coordinates. Clearly, $\psi_{ \pm}$ solve the Poisson equation in $\mathbb{R}^{3}:-\Delta\left(\sin (\vartheta) \psi_{ \pm}(r, z)\right)=\omega_{ \pm}(r, z) \sin (\vartheta)$, which can be verified easily using the Green function of $-\Delta$. Since $\omega_{ \pm} \geq 0$, using the above formula and $\frac{\sin (\vartheta)}{\left(\left(z-z_{1}\right)^{2}+r^{2}+r_{1}^{2}-2 \sin (\vartheta) r r_{1}\right)^{1 / 2}}-\frac{\sin (\vartheta)}{\left(\left(z-z_{1}\right)^{2}+r^{2}+r_{1}^{2}+2 \sin (\vartheta) r r_{1}\right)^{1 / 2}} \geq 0$ for $\vartheta \in[0, \pi]$, we get $\psi_{ \pm} \geq 0$.

Let $\tilde{\psi}$ be a solution of (2.179)-2.180). By definition of $\mathcal{L}$, we have

$$
-\Delta(\tilde{\psi} \sin (\vartheta))=\sin (\vartheta) \mathcal{L} \tilde{\psi}=\omega \sin (\vartheta) .
$$

Consider the domain $D_{1}^{+}=\{(r, z, \vartheta): r \in[0,1],|z| \leq 1, \vartheta \in[0, \pi]\}$, which is a half of the cylinder $D_{1}$. Next, we compare $\tilde{\psi} \sin (\vartheta)$ and $\psi_{+} \sin (\vartheta)$ in $D_{1}^{+}$using the maximal principle for the Laplace operator $\Delta$.

Recall from A.47) that $\omega_{e}=\omega$ in $D_{1}^{+} \subset D_{1}$. For $(r, z, \vartheta) \in D_{1}^{+}$, we have $\sin (\vartheta) \geq 0$ and

$$
\begin{equation*}
-\Delta\left(\left(\tilde{\psi}-\psi_{+}\right) \sin (\vartheta)\right)=\left(\omega-\omega_{+}\right) \sin (\vartheta) \leq 0 \tag{A.49}
\end{equation*}
$$

On the boundary of $\partial D_{1}^{+}$, we have $\vartheta \in\{0, \pi\}, r=1$ or $z \in\{-1,1\}$. The boundary related to $\vartheta \in\{0, \pi\}$ is $\{(r, z, \vartheta): r \in[0,1],|z| \leq 1, \vartheta=0, \pi\}$, or equivalently $\{(x, y, z):|x| \leq 1, y=0,|z| \leq 1\}$ in the Cartesian coordinates. It contains the symmetry axis $r=0$. Recall that $\tilde{\psi}$ is odd and 2-periodic in $z$. We obtain (2.181) $\tilde{\psi}(r, \pm 1)=0$. Recall the boundary condition (2.180) $\tilde{\psi}(1, z)=0$ and the fact that $\psi^{+}$is nonnegative. We have

$$
\begin{array}{ll}
\left(\tilde{\psi}-\psi_{+}\right) \sin (\vartheta)=0 & \text { for } \quad \vartheta \in\{0, \pi\} \\
\left(\tilde{\psi}-\psi_{+}\right) \sin (\vartheta) \leq 0 & \text { for } \quad r=1 \text { or } z \in\{-1,1\}
\end{array}
$$

where we have used $\sin (\vartheta) \geq 0$ in $D_{1}^{+}$. Applying the maximal principle to (A.49) in the bounded domain $D_{1}^{+}$, we yield $\left(\tilde{\psi}(r, z)-\psi_{+}(r, z)\right) \sin (\vartheta) \leq 0$ in $D_{1}^{+}$, which further implies $\tilde{\psi}(r, z) \leq \psi_{+}(r, z)$ for $r \leq 1,|z| \leq 1$. Similarly, we have $\tilde{\psi}+\psi_{-} \geq 0$. Hence $|\tilde{\psi}| \leq \psi_{+}+\psi_{-}$.

Recall from A.47, A.48 that $\operatorname{supp}\left(\omega_{ \pm}\right) \subset \operatorname{supp}(\omega) \cap D_{1}$ and the assumption $\operatorname{supp}(\omega) \cap D_{1} \subset\left\{(r, z):(r-1)^{2}+z^{2}<1 / 4\right\}$ in Lemma 2.10.1. Thus, for $r>\frac{1}{4},\left(r_{1}, z_{1}\right)$ in the support of $\omega_{ \pm}$and $|\vartheta| \leq \pi$, we have $r_{1}>\frac{1}{2}$ and

$$
\begin{aligned}
\left(z-z_{1}\right)^{2}+r^{2}+r_{1}^{2}-2 \cos (\vartheta) r r_{1} & =\left(z-z_{1}\right)^{2}+\left(r-r_{1}\right)^{2}+4 \sin ^{2}(\vartheta / 2) r r_{1} \\
& \asymp\left(\left(\left(z-z_{1}\right)^{2}+\left(r-r_{1}\right)^{2}\right)^{1 / 2}+|\vartheta|\right)^{2} .
\end{aligned}
$$

We have similar estimate with $\cos (\vartheta)$ replaced by $\sin (\vartheta)$. Using this estimate and integrating the $\vartheta$ variable in the integral about $\psi_{ \pm}$in (A.48), we complete the proof.

Remark A.0.14. The above proof can also be established in the Cartesian coordinates, which is essentially the same up to change of variables.

## A.0.8 A toy model for the 2D Boussinesq equations

We consider the toy model introduced in 42

$$
\begin{aligned}
& \omega_{t}-\left(x_{1} \lambda(t),-x_{2} \lambda(t)\right) \cdot \nabla \omega=\partial_{1} \theta \\
& \theta_{t}-\left(x_{1} \lambda(t),-x_{2} \lambda(t)\right) \cdot \nabla \theta=0, \quad \lambda(t)=\int_{\mathbb{R}^{2}} \frac{y_{1} y_{2}}{|y|^{4}} \omega(y, t) d y,
\end{aligned}
$$

where $\partial_{1} \theta=\partial_{x_{1}} \theta$. This model can be derived from the 2D Boussinesq equations by approximating the velocity $(u, v)$ by $u_{x_{1}}(0,0, t) \cdot\left(x_{1},-x_{2}\right)$ and rescaling the solution by a constant. Assume that $\omega$ is odd in $x_{1}$ and $x_{2}$, and $\theta$ is even in $x_{1}$ and odd in $x_{2}$. We show that for initial data $\omega_{0}, \nabla \theta_{0} \in C_{c}^{\alpha}\left(\mathbb{R}_{2}\right)$, the solution exists globally. We follow the argument in 42. Without loss of generality, we assume $\operatorname{supp}\left(\partial_{1} \theta_{0}\right) \subset[-1,1]^{2}$. Using the derivation in [42], we get

$$
\begin{align*}
& \omega\left(x_{1}, x_{2}, t\right)=\left(\partial_{1} \theta_{0}\right)\left(\mu(t) x_{1}, \frac{x_{2}}{\mu(t)}\right) \int_{0}^{t} \mu(s) d s, \quad \mu(t) \triangleq \exp \left(\int_{0}^{t} \lambda(s) d s\right) \\
& \frac{\dot{\mu}}{\mu}=4 \int_{0}^{t} \mu(s) d s J(t), \quad J(t) \triangleq \int_{0}^{\infty} \int_{0}^{\infty} \frac{y_{1} y_{2}}{|y|^{4}}\left(\partial_{1} \theta_{0}\right)\left(\mu(t) y_{1}, \frac{y_{2}}{\mu(t)}\right) d y_{1} d y_{2} . \tag{A.50}
\end{align*}
$$

Next, we estimate $J(t)$. Denote $\tilde{\theta}\left(x_{1}, x_{2}\right)=\theta_{0}\left(x_{1}, x_{2}\right)-\theta_{0}\left(0, x_{2}\right)$. Clearly, we have $\partial_{1} \tilde{\theta}=\partial_{1} \theta$. We simplify $\mu(t)$ as $\mu$. Since $\left(\partial_{1} \tilde{\theta}_{0}\right)\left(\mu y_{1}, \frac{y_{2}}{\mu}\right)=\mu^{-1} \partial_{1}\left(\tilde{\theta}_{0}\left(\mu y_{1}, \frac{y_{2}}{\mu}\right)\right)$, $\operatorname{supp}\left(\partial_{1} \tilde{\theta}_{0}\right)=\operatorname{supp}\left(\partial_{1} \theta_{0}\right) \subset[-1,1]^{2}$, using integration by parts and $\partial_{1} \frac{y_{1} y_{2}}{|y|^{4}}=$ $\frac{y_{2}\left(y_{2}^{2}-3 y_{1}^{2}\right)}{|y|^{6}}$, we yield

$$
\begin{aligned}
& J=\mu^{-1} \int_{0}^{\mu^{-1}} \int_{0}^{\infty} \frac{y_{1} y_{2}}{|y|^{4}} \partial_{1}\left(\tilde{\theta}_{0}\left(\mu(t) y_{1}, \frac{y_{2}}{\mu(t)}\right)\right) d y_{1} d y_{2} \\
= & \mu^{-1} \int_{0}^{\infty} \frac{\mu^{-1} y_{2}}{\left(\mu^{-2}+y_{2}^{2}\right)^{2}} \tilde{\theta}_{0}\left(1, \frac{y_{2}}{\mu}\right) d y_{2}-\mu^{-1} \int_{0}^{\mu^{-1}} \int_{0}^{\infty} \frac{y_{2}\left(y_{2}^{2}-3 y_{1}^{2}\right)}{|y|^{6}} \tilde{\theta}_{0}\left(\mu y_{1}, \frac{y_{2}}{\mu}\right) d y_{1} d y_{2} \\
\triangleq & J_{1}+J_{2}
\end{aligned}
$$

Since $\tilde{\theta}_{0} \in C^{1, \alpha}, \tilde{\theta}_{0}\left(0, x_{2}\right)=0$ and $\tilde{\theta}_{0}\left(x_{1}, 0\right)=0$, we have $\left|\tilde{\theta}_{0}\left(x_{1}, x_{2}\right)\right| \lesssim\left|x_{1}\right|^{\alpha}\left|x_{2}\right|$. It follows

$$
\begin{aligned}
& \left|J_{1}\right| \lesssim \mu^{-1} \int_{0}^{\infty} \frac{\mu^{-1} y_{2}}{\left(\mu^{-2}+y_{2}^{2}\right)^{2}} \frac{y_{2}}{\mu} d y_{2}=\mu^{-2} \int_{0}^{\infty} \frac{z^{2}}{\left(1+z^{2}\right)^{2}} d z \lesssim \mu^{-2}, \\
& \left|J_{2}\right| \lesssim \mu^{-2} \int_{0}^{\mu^{-1}}\left(\mu y_{1}\right)^{\alpha} \int_{0}^{\infty}\left|\frac{y_{2}^{2}\left(y_{2}^{2}-3 y_{1}^{2}\right)}{|y|^{6}}\right| d y_{2} d y_{1} \lesssim \mu^{-2} \int_{0}^{\mu^{-1}}\left(\mu y_{1}\right)^{\alpha} y_{1}^{-1} d y_{1} \lesssim \alpha \mu^{-2} .
\end{aligned}
$$

Plugging the above estimates in A.50, we obtain

$$
\left|\frac{\dot{\mu}}{\mu}\right| \lesssim \alpha \mu^{-2} \int_{0}^{t} \mu(s) d s
$$

Thus, $\mu$ remains bounded for all time. Formula A.50 implies that the solution exists globally.

## Appendix $B$

## APPENDIX TO CHAPTER 3

Throughout this section, without specification, we assume that $\omega$ is smooth and decays sufficiently fast. The general case can be obtained easily by approximation.

The following identity is well known whose proof can be found in e.g., [39, 44].
Lemma B.0.1 (The Tricomi identity). We have

$$
H(\omega H \omega)=\frac{1}{2}\left((H \omega)^{2}-\omega^{2}\right) .
$$

The Hilbert transform has a nice property that it almost commutes with the power $x^{-1}, x$.

Lemma B.0.2. Suppose that $u_{x}=H \omega$. Then we have

$$
\begin{equation*}
\frac{u_{x}-u_{x}(0)}{x}=H\left(\frac{\omega}{x}\right), \text { or equivalently }(H \omega)(x)=(H \omega)(0)+x H\left(\frac{\omega}{x}\right) \tag{B.1}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
u_{x x}=H \omega_{x}, \quad x u_{x x}=H\left(x \omega_{x}\right) \tag{B.2}
\end{equation*}
$$

Suppose that in addition $\omega$ is odd. Then we further have

$$
\begin{equation*}
x^{2} u_{x x}=H\left(x^{2} \omega_{x}\right), \quad x u_{x}=H(x \omega), \quad \frac{u_{x x}}{x}=H\left(\frac{\omega_{x}-\omega_{x}(0)}{x}\right) . \tag{B.3}
\end{equation*}
$$

If $\omega$ is odd and a piecewise cubic polynomial supported on $[-L, L]$ with $\omega(L)=$ $\omega(-L)=0\left(\omega^{\prime}, \omega^{\prime \prime}\right.$ may not be continuous at $\left.x= \pm L\right)$, then we have

$$
\begin{equation*}
u_{x x x}\left(x^{2}-L^{2}\right)=H\left(\omega_{x x}\left(x^{2}-L^{2}\right)\right) . \tag{B.4}
\end{equation*}
$$

Proof. The identity (B.1) is very well known. We have

$$
\frac{u_{x}-u_{x}(0)}{x}=\frac{1}{\pi x} P . V . \int \omega(y)\left(\frac{1}{x-y}+\frac{1}{y}\right) d y=\frac{1}{\pi} P . V . \int \frac{\omega(y)}{(x-y) y} d y=H\left(\frac{\omega}{y}\right)(x) .
$$

For (B.2), note that

$$
H \omega_{x}=u_{x x}, \quad H\left(x \omega_{x}\right)(0)=-\frac{1}{\pi} \int \omega_{x} d x=0
$$

From (B.1), we get

$$
H\left(x \omega_{x}\right)(x)=H\left(x \omega_{x}\right)(0)+x\left(H \omega_{x}\right)(x)=x u_{x x}(x)
$$

For (B.3), if $\omega$ is odd, then we obtain

$$
H\left(x^{2} \omega_{x}\right)(0)=-\frac{1}{\pi} \int x \omega_{x} d x=\frac{1}{\pi} \int \omega d x=0
$$

Applying (B.1) again yields

$$
H\left(x^{2} \omega_{x}\right)=H\left(x^{2} \omega_{x}\right)(0)+x H\left(x \omega_{x}\right)=x H\left(x \omega_{x}\right)=x^{2} u_{x x}
$$

For the second identity, since $\omega$ is odd, we can apply a similar argument to yield $H(x \omega)(0)=-\frac{1}{\pi} \int \omega d x=0$ and

$$
H(x \omega)(x)=H(x \omega)(0)+x H \omega=x H \omega=x u_{x}
$$

For the third identity in (B.3), first of all, we have

$$
\omega_{x}=-H u_{x x}
$$

If $\omega$ is odd, then $u, u_{x x}$ are also odd. $\frac{\omega_{x}-\omega_{x}(0)}{x}$ and $\frac{u_{x x}}{x}$ are $L^{2}$ for $\omega$ smooth with suitable decay at infinity. Using an argument similar to that in the proof of (B.1) implies

$$
\frac{\omega_{x}-\omega_{x}(0)}{x}=-H\left(\frac{u_{x x}}{x}\right) .
$$

Applying the Hilbert transform on both sides proves the third identity.
Next, we consider (B.4). From the assumption of $\omega$, we know $\omega \in H^{1}(\mathbf{R})$. We can apply (B.3) to yield

$$
x^{2} u_{x x}=H\left(x^{2} \omega_{x}\right), \quad L^{2} u_{x x}=L^{2} H\left(\omega_{x}\right),
$$

which implies $\left(x^{2}-L^{2}\right) u_{x x}=H\left(\omega_{x}\left(x^{2}-L^{2}\right)\right)$. Since $\omega$ is a piecewise cubic polynomial on $[-L, L]$ and is continuous globally, we further have that $\omega_{x}\left(x^{2}-\right.$ $L^{2}$ ) is globally Lipschitz and it is in $H^{1}(\mathbf{R})$. By the $L^{2}$ isometry of the Hilbert
transform, we get $u_{x x}\left(x^{2}-L^{2}\right) \in H^{1}(\mathbf{R})$. Using the fact that the derivative commutes with the Hilbert transform, we yield

$$
\partial_{x} H\left(\omega_{x}\left(x^{2}-L^{2}\right)\right)=H\left(\partial_{x}\left(\omega_{x}\left(x^{2}-L^{2}\right)\right)\right),
$$

which implies

$$
u_{x x x}\left(x^{2}-L^{2}\right)+2 u_{x x} x=H\left(\omega_{x x}\left(x^{2}-L^{2}\right)+2 x \omega_{x}\right)
$$

Using the linearity of the Hilbert transform and $u_{x x} x=H\left(x \omega_{x}\right) \widehat{B .2}$, we conclude the proof of (B.4).

The cancellation in the following Lemma is crucial in our linear stability analysis.

Lemma B.0.3. Suppose $u_{x}=H \omega$. (a) We have

$$
\begin{equation*}
\int_{\mathbf{R}} \frac{\left(u_{x}-u_{x}(0)\right) \omega}{x} d x=\frac{\pi}{2}\left(u_{x}^{2}(0)+\omega^{2}(0)\right) \geq 0 \tag{B.5}
\end{equation*}
$$

Furthermore, if $\omega$ is odd (so is $u_{x x}$ due to the symmetry of Hilbert transform), we have

$$
\begin{equation*}
\int_{\mathbf{R}} \frac{\left(u_{x}-u_{x}(0)\right) \omega}{x^{3}} d x=\frac{\pi}{2}\left(\omega_{x}^{2}(0)-u_{x x}^{2}(0)\right)=\frac{\pi}{2} \omega_{x}^{2}(0) \geq 0 \tag{B.6}
\end{equation*}
$$

In particular, the right hand side of (B.5) vanishes if $u_{x}(0)=\omega(x)=0$.
(b) We have

$$
\begin{equation*}
\int_{\mathbf{R}} u_{x x} \omega_{x} x d x=0 \tag{B.7}
\end{equation*}
$$

(c) The Hardy inequality: Suppose that $\omega$ is odd and $\omega_{x}(0)=0$. For $p=2,4$, we have

$$
\begin{equation*}
\int \frac{\left(u-u_{x}(0) x\right)^{2}}{|x|^{p+2}} d x \leq\left(\frac{2}{p+1}\right)^{2} \int \frac{\left(u_{x}-u_{x}(0)\right)^{2}}{|x|^{p}} d x=\left(\frac{2}{p+1}\right)^{2} \int \frac{\omega^{2}}{|x|^{p}} d x \tag{B.8}
\end{equation*}
$$

Proof of B.5). Note that $u_{x}=H \omega, u_{x}(0)=-\frac{1}{\pi} \int \frac{\omega}{x} d x$. Using Lemma B.0.1. we get

$$
\begin{aligned}
\int \frac{\left(u_{x}-u_{x}(0)\right) \omega}{x} d x & =\int \frac{\omega \cdot H \omega}{x} d x-u_{x}(0) \int \frac{\omega}{x} d x \\
& =-\pi H(\omega \cdot H \omega)(0)+\pi u_{x}(0) \cdot u_{x}(0) \\
& =\frac{\pi}{2}\left(\omega^{2}(0)-u_{x}^{2}(0)\right)+\pi u_{x}^{2}(0)=\frac{\pi}{2}\left(\omega^{2}(0)+u_{x}^{2}(0)\right)
\end{aligned}
$$

If $\omega(0)=0$, the above estimates are reduced to $\frac{\pi}{2} u_{x}^{2}(0)$.

Proof of B.6). If $\omega$ is odd and smooth, then $\omega / x$ is even and smooth and $H(\omega / x)$ is odd. Using (B.1) and Lemma B.0.1, we have

$$
\begin{aligned}
\int \frac{\left(u_{x}-u_{x}(0)\right) \omega}{x^{3}} d x & =\int \frac{1}{x} \frac{\omega}{x} H\left(\frac{\omega}{x}\right) d x=-\pi H\left(\frac{\omega}{x} H\left(\frac{\omega}{x}\right)\right)(0) \\
& =\frac{\pi}{2}\left\{\left(\frac{\omega}{x}(0)\right)^{2}-H\left(\frac{\omega}{x}\right)(0)^{2}\right\}=\frac{\pi}{2}\left(\omega_{x}^{2}(0)-u_{x x}^{2}(0)\right) .
\end{aligned}
$$

If $u_{x x}(0)=0$, the above equality is reduced to $\frac{\pi}{2} \omega_{x}^{2}(0)$.
Proof of B.7). Applying (B.5) with $\left(u_{x}, \omega\right)$ replaced by $\left(u_{x x}, \omega_{x}\right)$ yields

$$
\begin{aligned}
\left\langle u_{x x} \omega_{x}, x\right\rangle & =\int \frac{\left(x \omega_{x}\right) H\left(x \omega_{x}\right)}{x} d x=\int \frac{\left(x \omega_{x}\right)\left(H\left(x \omega_{x}\right)-H\left(x \omega_{x}\right)(0)\right)}{x} d x \\
& =\frac{\pi}{2}\left(\left(x \omega_{x}\right)^{2}(0)+\left(x u_{x x}\right)^{2}(0)\right)=0
\end{aligned}
$$

where we have used $\left(x u_{x x}\right)(0)=\left(x \omega_{x}\right)(0)=0$ to obtain the last equality.

Proof of (B.8). The first inequality in (B.8) is the standard Hardy inequality [61]. Since $\omega$ is odd and $\omega_{x}(0)=0, \omega / x, \omega / x^{2} \in L^{2}(\mathbf{R})$. From (B.0.3), we have

$$
\frac{u_{x}-u_{x}(0)}{x}=H\left(\frac{\omega}{x}\right), \quad H\left(\frac{\omega}{x^{2}}\right)=\frac{1}{x}\left(H\left(\frac{\omega}{x}\right)-H\left(\frac{\omega}{x}\right)(0)\right) .
$$

Since $\omega$ is odd, we obtain $H\left(\frac{\omega}{x}\right)=0$. Hence, we can simplify the second equality as follows

$$
H\left(\frac{\omega}{x^{2}}\right)=\frac{1}{x} H\left(\frac{\omega}{x}\right)=\frac{1}{x} \frac{u_{x}-u_{x}(0)}{x}=\frac{u_{x}-u_{x}(0)}{x^{2}} .
$$

Applying the $L^{2}$ isometry property of the Hilbert transform $H$ to $H\left(\frac{\omega}{x}\right), H\left(\frac{\omega}{x^{2}}\right)$, we establish the equality in B.8).

The following Lemma is an analogy of Lemma B.0.3 for Hölder continuous functions. (B.9), ( B .10 ) and (B.11) are from Córdoba \& Córdoba [29].

Lemma B.0.4 (Weighted estimate for $C^{\alpha}$ functions). Suppose that $u_{x}=H \omega$ and $\omega$ is odd in (B.9), (B.11) and (B.12). (a) For $\beta \in(0,2)$, we have

$$
\begin{align*}
\int \frac{\left(u_{x}-u_{x}(0)\right)^{2}}{|x|^{1+\beta}} d x & \leq \frac{1}{\tan ^{2} \frac{\beta \pi}{4} \wedge \cot ^{2} \frac{\beta \pi}{4}} \int \frac{w^{2}}{|x|^{1+\beta}} d x \\
& \lesssim \frac{1}{(\beta \wedge(2-\beta))^{2}} \int \frac{w^{2}}{|x|^{1+\beta}} d x,  \tag{B.9}\\
\int \frac{u_{x}^{2}}{|x|^{1-\beta}} d x & \leq \frac{1}{\tan ^{2} \frac{\beta \pi}{4} \wedge \cot ^{2} \frac{\beta \pi}{4}} \int \frac{w^{2}}{|x|^{1-\beta}} d x \\
& \lesssim \frac{1}{(\beta \wedge(2-\beta))^{2}} \int \frac{w^{2}}{|x|^{1-\beta}} d x, \tag{B.10}
\end{align*}
$$

provided that the right hand side is finite, where $a \wedge b=\min (a, b)$. Note that we do not need to assume that $\omega$ is odd in (B.10).
(b) For $\beta \in(0,2)$, we have

$$
\begin{equation*}
\int \frac{\left(u_{x}-u_{x}(0)\right) \omega}{\operatorname{sgn}(x)|x|^{1+\beta}} d x \geq 0 \tag{B.11}
\end{equation*}
$$

(c) $1 D$ Hardy inequality [61]: For $\beta \in(0,1)$, we have

$$
\begin{equation*}
\int \frac{\left(u-u_{x}(0) x\right)^{2}}{|x|^{3+\beta}} d x \leq\left(\frac{2}{\beta+2}\right)^{2} \int \frac{\left(u_{x}-u_{x}(0)\right)^{2}}{|x|^{\beta+1}} d x \lesssim \frac{1}{\beta^{2}} \int \frac{\omega^{2}}{|x|^{\beta+1}} \tag{B.12}
\end{equation*}
$$

The first inequality in (B.12) is the Hardy inequality 61 and the second inequality in (B.12) follows from B.9).

## Appendix $C$

## APPENDIX TO CHAPTER 4

Throughout this section, we assume that $\omega$ is smooth and decays sufficiently fast. The general case can be obtained by approximation. The properties of the Hilbert transform in Lemmas C.0.1 C.0.3 are well known, see e.g., 13, 19, 39].

Lemma C.0.1. Assume that $\omega$ is odd. We have

$$
H \omega(x)-H \omega(0)=x H\left(\frac{\omega}{x}\right) .
$$

Lemma C.0.2. Assume that $\omega$ is odd and $\omega_{x}(0)=0$. For $p=1,2$, we have

$$
\begin{equation*}
\left(u_{x}-u_{x}(0)\right) x^{-p}=H\left(\omega x^{-p}\right) \tag{C.1}
\end{equation*}
$$

Consequently, the $L^{2}$ isometry property of the Hilbert transform implies

$$
\left\|\left(u_{x}-u_{x}(0)\right) x^{-p}\right\|_{2}^{2}=\left\|\omega x^{-p}\right\|_{2}^{2} .
$$

Recall the inner product $\langle f, g\rangle=\int_{0}^{\infty} f g d x$ (see 4.8) and $\Lambda=(-D)^{1 / 2}=H \partial_{x}$.
Lemma C.0.3. For $f \in L^{p}, g \in L^{q}$ with $\frac{1}{p}+\frac{1}{q}=1$ and $1<p<\infty$, we have

$$
\begin{equation*}
\langle H f, g\rangle=-\langle f, H g\rangle . \tag{C.2}
\end{equation*}
$$

Lemma C.0.4. Denote $\Lambda=\left(-\partial_{x}^{2}\right)^{1 / 2}$. Assume that $f$ is odd and $g_{x}=$ $H f, g(0)=0$. We have

$$
\begin{aligned}
& \left\langle H f-H f(0), f x^{-3}\right\rangle=0 \\
& \left\langle g, f_{x} x^{-1}\right\rangle=-\left\langle\Lambda \frac{g}{x}, \frac{g}{x}\right\rangle, \quad\left\langle g, f x^{-2}\right\rangle=-\left\langle\Lambda \frac{g}{x}, \frac{g}{x}\right\rangle-\frac{\pi}{4} g_{x}(0)^{2}
\end{aligned}
$$

Identities similar to those in Lemma C.0.4 have been used in [5, 13, 19, 49]. We refer the proof of Lemma C.0.4 to the arXiv version of this paper [20].

Lemma C.0.5. Assume that $\omega \in L^{2}\left(|x|^{-4 / 3}+|x|^{-2 / 3}\right)$ is odd and $u_{x}=H \omega$. We have

$$
\int_{\mathbb{R}} \frac{\left(u_{x}(x)-u_{x}(0)\right)^{2}}{|x|^{4 / 3}}=\int_{\mathbb{R}}\left(\frac{w^{2}}{|x|^{4 / 3}}+2 \sqrt{3} \cdot \operatorname{sgn}(x) \frac{\omega\left(u_{x}(x)-u_{x}(0)\right)}{|x|^{4 / 3}}\right) d x
$$

It seems that the identity 4.78) $H\left(|x|^{-\alpha}\right)=\tan \left(\frac{\alpha \pi}{2}\right) \operatorname{sgn}(x)|x|^{-\alpha}$, which will be used in the proof of Lemma C.0.5, is difficult to locate in the literature. We thus give a proof.

Proof. Firstly, we compute $H\left(|x|^{-\alpha}\right)$. For $\alpha \in(0,1)$, we have $H\left(|x|^{-\alpha}\right)=$ $C_{\alpha} \operatorname{sgn}(x)|x|^{-\alpha}$, for some constant $C_{\alpha}$. We determine $C_{\alpha}$ by applying Lemma C.0. 3 to

$$
f=|x|^{-\alpha}, \quad H f=C_{\alpha} \operatorname{sgn}(x)|x|^{-\alpha}, \quad g=-\frac{x}{1+x^{2}}, \quad H g=\frac{1}{1+x^{2}}
$$

which implies

$$
C_{\alpha} \int_{0}^{\infty} \frac{x^{1-\alpha}}{1+x^{2}} d x=\int_{0}^{\infty} \frac{1}{x^{\alpha}\left(1+x^{2}\right)} d x
$$

The integrals can be evaluated using the Beta function $\mathbf{B}(x, y)$ and $\mathbf{B}(\beta, 1-$ $\beta)=\frac{\pi}{\sin (\beta \pi)}$ for $\beta \in(0,1)$. In particular, we get

$$
C_{\alpha}=\frac{\mathrm{B}\left(\frac{\alpha+1}{2}, \frac{1-\alpha}{2}\right)}{\mathrm{B}\left(\frac{2-\alpha}{2}, \frac{\alpha}{2}\right)}=\frac{\pi / \sin ((\alpha+1) \pi / 2)}{\pi / \sin ((2-\alpha) \pi / 2)}=\tan \left(\frac{\alpha \pi}{2}\right) .
$$

Choosing $\alpha=1 / 3$, we get

$$
\begin{equation*}
H\left(|x|^{-1 / 3}\right)=\frac{1}{\sqrt{3}} \operatorname{sgn}(x)|x|^{-1 / 3}, \quad H\left(\operatorname{sgn}(x)|x|^{-1 / 3}\right)=-\sqrt{3}|x|^{-1 / 3} . \tag{C.3}
\end{equation*}
$$

Recall that $\omega$ is odd. We assume that $\omega$ is in the Schwartz space. Applying the Cotlar identity, see e.g., [19, 39,

$$
(H F)^{2}=F^{2}+2 H(F \cdot H F)
$$

we yield

$$
\begin{aligned}
I & \triangleq \int_{\mathbb{R}} \frac{\left(u_{x}(x)-u_{x}(0)\right)^{2}}{|x|^{4 / 3}}=\int_{\mathbb{R}}|x|^{2 / 3}\left(H\left(\frac{\omega}{x}\right)\right)^{2} d x \\
& =\int_{\mathbb{R}}\left\{|x|^{2 / 3}\left(\frac{\omega}{x}\right)^{2}+2|x|^{2 / 3} H\left(\frac{\omega}{x} H\left(\frac{\omega}{x}\right)\right)\right\} d x
\end{aligned}
$$

Since the Hilbert transform is antisymmetric (Lemma C.0.3), we get $H\left(\omega H\left(\frac{\omega}{x}\right)\right)=$ $-\frac{1}{\pi} \int_{\mathbb{R}} \frac{\omega}{x} H\left(\frac{\omega}{x}\right) d x=0$. Using Lemma C.0.1. we obtain

$$
|x|^{2 / 3} H\left(\frac{\omega}{x} H\left(\frac{\omega}{x}\right)\right)=|x|^{2 / 3} \frac{1}{x} H\left(\omega H\left(\frac{\omega}{x}\right)\right)=\operatorname{sgn}(x)|x|^{-1 / 3} H\left(\omega H\left(\frac{\omega}{x}\right)\right) .
$$

Thus, applying Lemma C.0.3, then (C.3 and $H\left(\frac{\omega}{x}\right)=\frac{u_{x}-u_{x}(0)}{x}$ in Lemma C.0.1, we prove

$$
\begin{aligned}
I & =\int_{\mathbb{R}}\left\{\frac{\omega^{2}}{|x|^{4 / 3}}-2 H\left(\operatorname{sgn}(x)|x|^{-1 / 3}\right) \omega H\left(\frac{\omega}{x}\right)\right\} d x \\
& =\int_{\mathbb{R}}\left\{\frac{\omega^{2}}{|x|^{4 / 3}}+2 \sqrt{3}|x|^{-1 / 3} \omega H\left(\frac{\omega}{x}\right)\right\} d x \\
& =\int_{\mathbb{R}}\left\{\frac{\omega^{2}}{|x|^{4 / 3}}+2 \sqrt{3}|x|^{-1 / 3} \omega \frac{u_{x}-u_{x}(0)}{x}\right\} d x \\
& =\int_{\mathbb{R}}\left(\frac{\omega^{2}}{|x|^{4 / 3}}+2 \sqrt{3} \operatorname{sgn}(x) \frac{\omega\left(u_{x}(x)-u_{x}(0)\right)}{|x|^{4 / 3}}\right) d x .
\end{aligned}
$$

To prove the Lemma for general odd $\omega \in L^{2}\left(|x|^{-4 / 3}+|x|^{-2 / 3}\right)$, or equivalently $\frac{\omega}{x} \in L^{2}\left(|x|^{2 / 3}+|x|^{4 / 3}\right)$, we approximate $\frac{\omega}{x}$ by the Schwartz function and use the fact that $|x|^{2 / 3}$ is an $A_{2}$ weight [39].

The weighted estimates in Lemma C.0.6 were established in [29.
Lemma C.0.6. For $f \in L^{2}\left(x^{-4 / 3}+x^{-2 / 3}\right)$, we have

$$
\begin{aligned}
\left\|(H f-H f(0)) x^{-2 / 3}\right\|_{2} & \leq \cot \frac{\pi}{12}\left\|f x^{-2 / 3}\right\|_{2}
\end{aligned}=(2+\sqrt{3})\left\|f x^{-2 / 3}\right\|_{2}, ~ \begin{aligned}
\left\|H f x^{-1 / 3}\right\|_{2} & \leq \cot \frac{\pi}{12}\left\|f x^{-1 / 3}\right\|_{2}
\end{aligned}=(2+\sqrt{3})\left\|f x^{-1 / 3}\right\|_{2} .
$$

The estimate in the following Lemma is the Hardy inequality [61].
Lemma C.0.7. Assume that $u$ is odd. Then for $p>\frac{3}{2}$, we have

$$
\int_{0}^{+\infty} \frac{\left(u(x)-u_{x}(0) x\right)^{2}}{x^{2 p}} \leq \frac{4}{(2 p-1)^{2}} \int_{0}^{+\infty} \frac{\left(u_{x}(x)-u_{x}(0)\right)^{2}}{x^{2 p-2}}
$$

Lemma C.0.8. Assume that $\omega$ is odd and $\omega \in L^{2}\left(x^{-4}+x^{-2 / 3}\right)$. Let $u_{x}=H \omega$.
For any $\alpha, \beta, \gamma \geq 0$, we have

$$
\begin{aligned}
& \left\|\left(u_{x}-u_{x}(0)\right)\left(\alpha x^{-4}+\beta x^{-2}\right)^{1 / 2}\right\|_{2}^{2}=\left\|\omega\left(\alpha x^{-4}+\beta x^{-2}\right)^{1 / 2}\right\|_{2}^{2} \\
& \left\|\left(u-u_{x}(0) x\right)\left(\frac{\alpha}{x^{6}}+\frac{\beta}{x^{4}}+\frac{\gamma}{x^{10 / 3}}\right)^{1 / 2}\right\|_{2}^{2} \\
\leq & \left\|\omega\left(\frac{4 \alpha}{25 x^{4}}+\frac{4 \beta}{9 x^{2}}\right)^{1 / 2}\right\|_{2}^{2}+\frac{36 \gamma}{49}\left\|\left(u_{x}-u_{x}(0)\right) x^{-2 / 3}\right\|_{2}^{2} .
\end{aligned}
$$

The first identity follows from Lemma C.0.2. Applying Lemma C.0.7 with $p=3,2, \frac{5}{3}$ and then Lemma C.0.2 to the power $x^{-4}, x^{-2}$ yield the second inequality. The constants $\frac{4}{25}, \frac{4}{9}, \frac{36}{49}$ are determined by $\frac{4}{(2 p-1)^{2}}$ with $p=3,2, \frac{5}{3}$.

## C. 1 Derivations and estimates in the linear stability analysis

## C.1.1 Derivation of (4.12)

For $p \in[1,3]$, using integration by parts yields

$$
\begin{aligned}
& \left\|\left(\tilde{u}-\frac{1}{2 p-1} \tilde{u}_{x} x\right) x^{-p}\right\|_{2}^{2}=\int_{\mathbb{R}_{+}}\left(\frac{1}{(2 p-1)^{2}} \frac{\tilde{u}_{x}^{2}}{x^{2 p-2}}-\frac{2}{2 p-1} \frac{\tilde{u} \tilde{u}_{x}}{x^{2 p-1}}+\frac{\tilde{u}^{2}}{x^{2 p}}\right) d x \\
= & \int_{\mathbb{R}_{+}}\left(\frac{1}{(2 p-1)^{2}} \frac{\tilde{u}_{x}^{2}}{x^{2 p-2}}+\frac{1}{2 p-1}\left(\partial_{x} x^{-(2 p-1)}\right) \tilde{u}^{2}+\frac{\tilde{u}^{2}}{x^{2 p}}\right) d x=\frac{1}{(2 p-1)^{2}} \int_{\mathbb{R}_{+}} \frac{\tilde{u}_{x}^{2}}{x^{2 p-2}} d x .
\end{aligned}
$$

## C.1.2 Estimate of $I_{r 1}, I_{r 2}, I_{r 3}$

We construct the cutoff function $\chi$ in (4.25) as follows

$$
\chi(x)=\frac{2}{\pi} \arctan \left(\left(\frac{x-l_{1}}{l_{2}}\right)^{3}\right) \mathbf{1}_{x \geq l_{1}}, \quad l_{1}=5 \cdot 10^{8}, \quad l_{2}=10 l_{1} .
$$

Recall $I_{r 1}, I_{r 2}$ in 4.33), 4.46), and 4.92

$$
\begin{equation*}
I_{r 1}=\left\langle\tilde{u}_{x} \chi\left(\xi_{1} \psi_{n}+\xi_{2} \psi_{f}\right), \theta_{x}\right\rangle, \quad I_{r 2}=\lambda_{1}\left\langle\tilde{u}, \chi \xi_{3} \omega \varphi\right\rangle, \quad I_{r 3}=-\frac{1}{3} \lambda_{1}\left\langle\tilde{u} \chi \xi_{3}, D_{x} \omega \varphi\right\rangle . \tag{C.4}
\end{equation*}
$$

Recall from the beginning of Section 4.3.1 that $\bar{\omega}, \bar{\theta}_{x}, \bar{\omega}_{x}, \bar{\theta}_{x x}$ have decay rates $x^{\alpha}, x^{2 \alpha}, x^{\alpha-1}, x^{2 \alpha-1}$, respectively, with $\alpha$ slightly smaller than $-\frac{1}{3}$. Using the formulas of $\xi_{i}$ in (4.24) and $\varphi_{f}, \varphi_{n}, \psi$ in (4.25), 4.26), we obtain the decay rates $\chi\left(\xi_{1} \psi_{n}+\xi_{2} \psi_{f}\right) \sim C_{1} x^{-4 / 3}, \chi \xi_{3} \varphi \sim C_{2} x^{-2}$ for sufficiently large $x$, where $C_{1}, C_{2}$ are some constants.

Recall $\tilde{u}_{x}=u_{x}-u_{x}(0)$. Using the Cauchy-Schwarz inequality and Lemmas C.0.6, we obtain

$$
\begin{aligned}
\left|I_{r 1}\right| & \leq\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}\left\|\chi\left(\xi_{1} \psi_{n}+\xi_{2} \psi_{f}\right) \theta_{x}\right\|_{2} \\
& \leq(2+\sqrt{3})\left\|\omega x^{-2 / 3}\right\|_{2}\left\|\chi\left(\xi_{1} \psi_{n}+\xi_{2} \psi_{f}\right) \theta_{x}\right\|_{2}
\end{aligned}
$$

For $I_{r 2}$, we first decompose it as follows using $\tilde{u}=u-u_{x}(0) x$

$$
I_{r 2}=\lambda_{1}\left\langle u, \chi \xi_{3} \omega \varphi\right\rangle-u_{x}(0) \lambda_{1}\left\langle x, \chi \xi_{3} \omega \varphi\right\rangle \triangleq J_{1}+J_{2} .
$$

Using the Cauchy-Schwarz inequality, Lemma C.0.7 with $p=\frac{4}{3}$ and Lemma C.0.6, we get

$$
\begin{aligned}
\left|J_{1}\right| & \leq \lambda_{1}\left\|u x^{-4 / 3}\right\|_{2}\left\|x^{4 / 3} \chi \xi_{3} \omega \varphi\right\|_{2} \leq \frac{6 \lambda_{1}}{5}\left\|u_{x} x^{-1 / 3}\right\|_{2}\left\|x^{4 / 3} \chi \xi_{3} \omega \varphi\right\|_{2} \\
& \leq \frac{6 \lambda_{1}(2+\sqrt{3})}{5}\left\|\omega x^{-1 / 3}\right\|_{2}\left\|x^{4 / 3} \chi \xi_{3} \omega \varphi\right\|_{2}
\end{aligned}
$$

Recall $c_{\omega}=u_{x}(0)$. For $J_{2}$, using Cauchy-Schwarz inequality, we yield

$$
\left|J_{2}\right| \leq \lambda_{1}\left|c_{\omega}\right| \cdot\left\|\chi^{1 / 2} \omega \varphi^{1 / 2}\right\|_{2}\left\|x \xi_{3} \chi^{1 / 2} \varphi^{1 / 2}\right\|_{2}
$$

In the above estimates of $I_{r 1}$, if we further bound $\left\|\chi\left(\xi_{1} \psi_{n}+\xi_{2} \psi_{f}\right) \theta_{x}\right\|_{2}$ by the weighted $L^{2}$ norm $\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}$, we obtain a small factor $\rho_{2}^{-1 / 3}$ since $\chi$ is supported in $|x| \geq \rho_{2}$ and the profile has decay. See also the above discussion on the decay rates. Similarly, we get a small factor in the estimates of $J_{1}, J_{2}$ from $\left\|x^{4 / 3} \chi \xi_{3} \omega \varphi\right\|_{2},\left\|x^{4 / 3} \chi \xi_{3} \omega \varphi\right\|_{2}$, respectively.

Using Young's inequality $a b \leq t a^{2}+\frac{1}{4 t} b^{2}$, we obtain

$$
\begin{aligned}
\left|I_{r 1}\right|+\left|I_{r 2}\right| \leq & t_{51}\left\|\omega x^{-2 / 3}\right\|_{2}^{2}+\frac{(2+\sqrt{3})^{2}}{4 t_{51}}\left\|\chi\left(\xi_{1} \psi_{n}+\xi_{2} \psi_{f}\right) \theta_{x}\right\|_{2}^{2}+t_{52}\left\|\omega x^{-1 / 3}\right\|_{2}^{2} \\
& +\frac{1}{4 t_{52}}\left(\frac{6 \lambda_{1}(2+\sqrt{3})}{5}\right)^{2}\left\|x^{4 / 3} \chi \xi_{3} \omega \varphi\right\|_{2}^{2} \\
& +t_{53}\left\|\chi^{1 / 2} \omega \varphi^{1 / 2}\right\|_{2}^{2}+\frac{\lambda_{1}^{2}\left\|x \xi_{3} \chi^{1 / 2} \varphi^{1 / 2}\right\|_{2}^{2}}{4 t_{53}} c_{\omega}^{2}
\end{aligned}
$$

where $t_{51}=10^{-10}, t_{52}=10^{-5}, t_{53}=10^{-2}$. We choose these weights $t_{5 i}$ so that the terms $t a^{2}, \frac{1}{4 t} b^{2}$ in Young's inequality are comparable. It follows the estimate 4.53).

Note that replacing $\omega$ in $I_{r 2}$ in (C.4) by $-\frac{1}{3} D_{x} \omega$, we obtain $I_{r 3}$. Therefore, applying the same estimate as that of $I_{r 2}$ to $I_{r 3}$, we yield

$$
\begin{aligned}
\left|I_{r 3}\right| \leq & \frac{2 \lambda_{1}(2+\sqrt{3})}{5}\left\|\omega x^{-1 / 3}\right\|_{2}\left\|x^{4 / 3} \chi \xi_{3} D_{x} \omega \varphi\right\|_{2} \\
& +\frac{\lambda_{1}}{3}\left|c_{\omega}\right| \cdot\left\|\chi^{1 / 2} D_{x} \omega \varphi^{1 / 2}\right\|_{2}\left\|x \xi_{3} \chi^{1 / 2} \varphi^{1 / 2}\right\|_{2} .
\end{aligned}
$$

Using Young's inequality $a b \leq t a^{2}+\frac{1}{4 t} b^{2}$, we establish

$$
\begin{aligned}
\left|I_{r 3}\right| \leq & t_{94}\left\|x^{4 / 3} \chi \xi_{3} D_{x} \omega \varphi\right\|_{2}^{2}+\frac{1}{4 t_{94}}\left(\frac{2 \lambda_{1}(2+\sqrt{3})}{5}\right)^{2}\left\|\omega x^{-1 / 3}\right\|_{2}^{2} \\
& +t_{95}\left\|\chi^{1 / 2} D_{x} \omega \varphi^{1 / 2}\right\|_{2}^{2}+\frac{\lambda_{1}^{2}\left\|x \xi_{3} \chi^{1 / 2} \varphi^{1 / 2}\right\|_{2}^{2}}{36 t_{95}} c_{\omega}^{2} .
\end{aligned}
$$

where $t_{94}=10^{6}, t_{95}=10^{-3}$. We choose these weights $t_{94}, t_{95}$ so that the terms $t a^{2}, \frac{1}{4 t} b^{2}$ in Young's inequality are comparable. It follows 4.93).

## C.1.3 Derivations of the ODE (4.60) in Section 4.3.11

We use the following functions in the derivations

$$
\begin{align*}
& f_{2} \triangleq \frac{1}{4} \frac{\bar{u}_{x}}{x}-\frac{1}{5}\left(\frac{3}{4} \bar{u}_{x x}+\frac{1}{4} \frac{\bar{u}_{x}}{x}\right)-\frac{\bar{u}_{x}}{x}+\frac{\bar{u}}{x^{2}}, \quad f_{3} \triangleq \lambda_{1}\left(\bar{\omega}-x \bar{\omega}_{x}\right) \varphi, \\
& f_{4} \triangleq \frac{3}{5} \frac{\bar{u}_{\theta, x}}{x}+\frac{1}{5}\left(\frac{3}{5} \bar{u}_{\theta, x x}+\frac{2}{5} \frac{\bar{u}_{\theta, x}}{x}\right), \quad f_{6} \triangleq \frac{\bar{u}}{x^{2}},  \tag{C.5}\\
& f_{7} \triangleq\left(\bar{\theta}_{x}-x \bar{\theta}_{x x}\right) \psi, \quad f_{8} \triangleq \frac{3}{4} \bar{\omega}_{x}+\frac{1}{4} \frac{\bar{\omega}}{x}, \quad f_{9} \triangleq \frac{3}{5} \bar{\theta}_{x x}+\frac{2}{5} \frac{\bar{\theta}_{x}}{x} .
\end{align*}
$$

## C.1.3.1 Derivations of the ODE for $c_{\omega}^{2}, d_{\theta}^{2}$ and 4.60

Recall $c_{\omega}=u_{x}(0)=-\frac{2}{\pi} \int_{0}^{+\infty} \frac{\omega}{x} d x$ from 4.20. Multiplying the equation of $\omega$ in 4.18) by $-\frac{1}{x}$ and then taking the integral from $0,+\infty$ yield

$$
\begin{aligned}
\frac{d}{d t} \frac{\pi}{2} c_{\omega}= & \frac{d}{d t} \int_{0}^{+\infty} \frac{\omega}{-x} d x=\int_{0}^{\infty} \frac{\left(\bar{c}_{l} x+\bar{u}\right) \omega_{x}+u \bar{\omega}_{x}}{x} d x-\int_{0}^{\infty} \frac{\theta_{x}}{x} d x \\
& +\int_{0}^{\infty} \frac{\bar{c}_{\omega} \omega+c_{\omega} \bar{\omega}}{-x} d x-\int_{0}^{\infty} \frac{F_{\omega}+N(\omega)}{x} d x \\
= & \int_{0}^{\infty} \frac{\bar{u} \omega_{x}+u \bar{\omega}_{x}}{x} d x-d_{\theta}+\frac{\pi}{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right) c_{\omega}-\int_{0}^{\infty} \frac{F_{\omega}+N(\omega)}{x} d x
\end{aligned}
$$

where we have used the notation $d_{\theta}$ in 4.58) and $\int_{0}^{\infty} \frac{f}{-x}=\frac{\pi}{2} H f(0)$ with $f=\omega, \bar{\omega}$ in the last identity. Multiplying $c_{\omega}$ on both sides, we yield

$$
\begin{align*}
\frac{1}{2} \frac{d}{d t} \frac{\pi}{2} c_{\omega}^{2}= & \frac{\pi}{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right) c_{\omega}^{2}+c_{\omega} \int_{0}^{\infty} \frac{\bar{u} \omega_{x}+u \bar{\omega}_{x}}{x} d x  \tag{C.6}\\
& -c_{\omega} d_{\theta}-c_{\omega} \int_{0}^{\infty} \frac{F_{\omega}+N(\omega)}{x} d x
\end{align*}
$$

which is exactly 4.59.
We derive the ODE for $d_{\theta}$ using the $\theta$ equation in 4.18. Since $\int_{\mathbb{R}_{+}} \frac{\bar{c}_{l} x \theta_{x x}}{x} d x=$ 0 , we get

$$
\begin{align*}
\frac{d}{d t} d_{\theta} & =2 \bar{c}_{\omega} \int_{\mathbb{R}_{+}} \frac{\theta_{x}}{x}+2 c_{\omega} \int_{\mathbb{R}_{+}} \frac{\bar{\theta}_{x}}{x}-\int_{0}^{\infty} \frac{\bar{u}_{x} \theta_{x}+\bar{u} \theta_{x x}}{x} d x-\int_{0}^{\infty} \frac{u \bar{\theta}_{x x}+u_{x} \bar{\theta}_{x}}{x} d x \\
& +\int_{0}^{\infty} \frac{F_{\theta}+N(\theta)}{x} d x \triangleq I_{1}+I_{2}+I_{3}+I_{4}+I_{5} \tag{C.7}
\end{align*}
$$

We use the notation $\langle\cdot, \cdot\rangle$ in 4.8 to simplify the integral. For $I_{3}$, using integration by parts, we obtain

$$
I_{3}=-\left\langle\left(\bar{u} \theta_{x}\right)_{x}, x^{-1}\right\rangle=\left\langle\bar{u} \theta_{x}, \partial_{x} x^{-1}\right\rangle=-\left\langle\bar{u} \theta_{x}, x^{-2}\right\rangle .
$$

Similarly, for $I_{4}$, we get

$$
I_{4}=-\left\langle u \bar{\theta}_{x}, x^{-2}\right\rangle
$$

Recall $c_{\omega}=u_{x}(0)$. We rewrite the above term using the decomposition $u=$ $\tilde{u}+u_{x}(0) x$ 4.27)

$$
I_{4}=-\left\langle\left(\tilde{u}+u_{x}(0) x\right) \bar{\theta}_{x}, x^{-2}\right\rangle=-\left\langle\tilde{u} \bar{\theta}_{x}, x^{-2}\right\rangle-c_{\omega} \bar{d}_{\theta} .
$$

where we have used the notation $\bar{d}_{\theta}$ defined in (4.58). Using (4.58), we can simplify $I_{1}, I_{2}$ as

$$
I_{1}=2 \bar{c}_{\omega} d_{\theta}, \quad I_{2}=2 c_{\omega} \bar{d}_{\theta}
$$

The $c_{\omega} d_{\theta}$ term in $I_{2}$ and $I_{4}$ are canceled partially. Using these computations and multiplying both sides of (C.7) by $d_{\theta}$ yields

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} d_{\theta}^{2}=2 \bar{c}_{\omega} d_{\theta}^{2}+c_{\omega} \bar{d}_{\theta} d_{\theta}-d_{\theta} \int_{0}^{\infty} \frac{\bar{u} \theta_{x}}{x^{2}} d x-d_{\theta} \int_{0}^{\infty} \frac{\tilde{u} \bar{\theta}_{x}}{x^{2}} d x+d_{\theta} \int_{0}^{\infty} \frac{F_{\theta}+N(\theta)}{x} d x \tag{C.8}
\end{equation*}
$$

Since $\bar{d}_{\theta}>0$, the term $c_{\omega} d_{\theta}$ in (C.8) and (C.6) have cancellation.
The quadratic parts on the right hand sides in (C.6), (C.8) involve the following terms remained to estimate

$$
\begin{equation*}
J_{1}=\left\langle\bar{u}, \omega_{x} x^{-1}\right\rangle, J_{2}=\left\langle u, \bar{\omega}_{x} x^{-1}\right\rangle, J_{3}=\left\langle\bar{u}, \theta_{x} x^{-2}\right\rangle, J_{4}=\left\langle\tilde{u}, \bar{\theta}_{x} x^{-2}\right\rangle \tag{C.9}
\end{equation*}
$$

We use the idea in Section 4.3.11.2 to rewrite the integrals of $u$ as the integrals of $\omega$ and of $\tilde{u}-\frac{1}{5} \tilde{u}_{x} x=u_{\Delta}$ (see 4.58). We use the functions $f_{i}$ defined (C.5) to simplify the integrals of $\theta_{x}, \omega$. In Appendix C.1.3.2, we rewrite $J_{i}$ as follows

$$
\begin{equation*}
J_{1}+J_{2}=\left\langle\omega, f_{2}\right\rangle+\left\langle u_{\Delta} x^{-1}, f_{5}\right\rangle, \quad J_{3}=\left\langle\theta_{x}, f_{6}\right\rangle, \quad J_{4}=\left\langle u_{\Delta} x^{-1}, f_{9}\right\rangle-\left\langle\omega, f_{4}\right\rangle . \tag{C.10}
\end{equation*}
$$

For some parameters $\lambda_{2}, \lambda_{3}>0$ to be determined, combining (C.6) and C.8), we yield

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left(\frac{\lambda_{2} \pi}{2} c_{\omega}^{2}+\lambda_{3} d_{\theta}^{2}\right)= & \frac{\pi \lambda_{2}}{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right) c_{\omega}^{2}+\lambda_{2} c_{\omega}\left(J_{1}+J_{2}\right)-\lambda_{2} c_{\omega} d_{\theta} \\
& -\lambda_{2} c_{\omega}\left\langle F_{\omega}+N(\omega), x^{-1}\right\rangle+2 \bar{c}_{\omega} \lambda_{3} d_{\theta}^{2}+\lambda_{3} c_{\omega} \bar{d}_{\theta} d_{\theta} \\
& -\lambda_{3} d_{\theta} J_{3}-\lambda_{3} d_{\theta} J_{4}+\lambda_{3} d_{\theta}\left\langle F_{\theta}+N(\theta), x^{-1}\right\rangle
\end{aligned}
$$

Plugging (C.10) in the above ODE, we derive 4.60).

## C.1.3.2 Derivations of (C.10 in the ODEs

Recall the integrals $J_{i}$ from (C.9). We use the idea in Section 4.3.11.2 to derive the formulas in C.10.

Recall $\tilde{u}=u-u_{x}(0) x$ from 4.27). Firstly, we consider $J_{2}$. Since $\int_{0}^{\infty} \bar{\omega}_{x} d x=0$, we have

$$
J_{2}=\left\langle u-u_{x}(0) x, \bar{\omega}_{x} x^{-1}\right\rangle=\left\langle\tilde{u}, \bar{\omega}_{x} x^{-1}\right\rangle .
$$

We approximate the far field of $\bar{\omega}_{x} x^{-1}$ by $\frac{1}{4}\left(\frac{\bar{\omega}}{x}\right)_{x}$ and derive

$$
J_{2}=\left\langle\tilde{u}, \frac{\bar{\omega}_{x}}{x}-\frac{1}{4}\left(\frac{\bar{\omega}}{x}\right)_{x}\right\rangle+\frac{1}{4}\left\langle\tilde{u},\left(\frac{\bar{\omega}}{x}\right)_{x}\right\rangle \triangleq J_{21}+J_{22} .
$$

Applying integration by parts, (C.1) and (C.2 yields

$$
J_{22}=-\frac{1}{4}\left\langle\tilde{u}_{x}, \bar{\omega} x^{-1}\right\rangle=-\frac{1}{4}\left\langle H\left(\frac{\omega}{x}\right), \bar{\omega}\right\rangle=\frac{1}{4}\left\langle\frac{\omega}{x}, H \bar{\omega}\right\rangle=\frac{1}{4}\left\langle\frac{\omega}{x}, \bar{u}_{x}\right\rangle .
$$

In $J_{21}$, the coefficient

$$
\frac{\bar{\omega}_{x}}{x}-\frac{1}{4}\left(\frac{\bar{\omega}}{x}\right)_{x}=\frac{3}{4} \frac{\bar{\omega}_{x}}{x}+\frac{1}{4} \frac{\bar{\omega}}{x^{2}}
$$

decays much faster than $\bar{\omega}_{x} x^{-1}$ for large $x$. We approximate $\tilde{u}$ by $\frac{1}{5} \tilde{u}_{x} x$ $J_{21}=\left\langle\tilde{u}, \frac{3}{4} \frac{\bar{\omega}_{x}}{x}+\frac{1}{4} \frac{\bar{\omega}}{x^{2}}\right\rangle=\left\langle\tilde{u}-\frac{1}{5} \tilde{u}_{x} x, \frac{3}{4} \frac{\bar{\omega}_{x}}{x}+\frac{1}{4} \frac{\bar{\omega}}{x^{2}}\right\rangle+\frac{1}{5}\left\langle\tilde{u}_{x} x, \frac{3}{4} \frac{\bar{\omega}_{x}}{x}+\frac{1}{4} \frac{\bar{\omega}}{x^{2}}\right\rangle \triangleq I_{1}+I_{2}$.

Using a direct computation and then applying (C.1) and (C.2), we get

$$
\begin{aligned}
I_{2} & =\frac{1}{5}\left(\frac{3}{4}\left\langle\tilde{u}_{x}, \bar{\omega}_{x}\right\rangle+\frac{1}{4}\left\langle\frac{\tilde{u}_{x}}{x}, \bar{\omega}\right\rangle\right)=\frac{1}{5}\left(\frac{3}{4}\left\langle u_{x}, \bar{\omega}_{x}\right\rangle+\frac{1}{4}\left\langle H\left(\frac{\omega}{x}\right), \bar{\omega}\right\rangle\right) \\
& =\frac{1}{5}\left(-\frac{3}{4}\left\langle\omega, H \bar{\omega}_{x}\right\rangle-\frac{1}{4}\left\langle\frac{\omega}{x}, H \bar{\omega}\right\rangle\right)=-\frac{1}{5}\left\langle\omega, \frac{3}{4} \bar{u}_{x x}+\frac{1}{4} \frac{\bar{u}_{x}}{x}\right\rangle,
\end{aligned}
$$

where we have used $\int_{0}^{\infty} u_{x}(0) \bar{\omega}_{x} d x=0$ in the second identity. Using the notation and function in (4.58), (C.5), we can simplify $I_{1}$ as

$$
I_{1}=\left\langle u_{\Delta} x^{-1}, f_{8}\right\rangle .
$$

Combining the above calculations on $J_{22}, I_{1}, I_{2}$, we obtain

$$
J_{2}=I_{1}+I_{2}+J_{22}=\left\langle\omega, \frac{1}{4} \frac{\bar{u}_{x}}{x}-\frac{1}{5}\left(\frac{3}{4} \bar{u}_{x x}+\frac{1}{4} \frac{\bar{u}_{x}}{x}\right)\right\rangle+\left\langle\frac{u_{\Delta}}{x}, f_{8}\right\rangle .
$$

For $J_{1}$ in (C.9), using integration by parts, we obtain

$$
J_{1}=\left\langle\bar{u} x^{-1}, \omega_{x}\right\rangle=-\left\langle\partial_{x}\left(\bar{u} x^{-1}\right), \omega\right\rangle=\left\langle-\frac{\bar{u}_{x}}{x}+\frac{\bar{u}}{x^{2}}, \omega\right\rangle .
$$

We can simplify $J_{1}+J_{2}$ using the function $f_{2}$ in C.5

$$
\begin{equation*}
J_{1}+J_{2}=\left\langle\omega, f_{2}\right\rangle+\left\langle u_{\Delta} x^{-1}, f_{5}\right\rangle . \tag{C.11}
\end{equation*}
$$

For $J_{3}$, using $f_{6}$ defined in (C.5), we get

$$
\begin{equation*}
J_{3}=\left\langle\theta_{x}, \bar{u} x^{-2}\right\rangle=\left\langle\theta_{x}, f_{6}\right\rangle . \tag{C.12}
\end{equation*}
$$

For $J_{4}$ in (C.9), we use a similar computation to obtain

$$
\begin{aligned}
J_{4} & =\left\langle\tilde{u}, \bar{\theta}_{x} x^{-2}\right\rangle=\left\langle\tilde{u}, \frac{\bar{\theta}_{x}}{x^{2}}+\frac{3}{5}\left(\frac{\bar{\theta}_{x}}{x}\right)_{x}\right\rangle-\frac{3}{5}\left\langle\tilde{u},\left(\frac{\bar{\theta}_{x}}{x}\right)_{x}\right\rangle \\
& =\left\langle\tilde{u}, \frac{3}{5} \frac{\bar{\theta}_{x x}}{x}+\frac{2}{5} \frac{\bar{\theta}_{x}}{x^{2}}\right\rangle-\frac{3}{5}\left\langle\tilde{u},\left(\frac{\bar{\theta}_{x}}{x}\right)_{x}\right\rangle \\
& =\left\langle\tilde{u}-\frac{1}{5} \tilde{u}_{x} x, \frac{3}{5} \frac{\bar{\theta}_{x x}}{x}+\frac{2}{5} \frac{\bar{\theta}_{x}}{x^{2}}\right\rangle+\frac{1}{5}\left\langle\tilde{u}_{x} x, \frac{3}{5} \frac{\bar{\theta}_{x x}}{x}+\frac{2}{5} \frac{\bar{\theta}_{x}}{x^{2}}\right\rangle-\frac{3}{5}\left\langle\tilde{u},\left(\frac{\bar{\theta}_{x}}{x}\right)_{x}\right\rangle \\
& \triangleq J_{41}+J_{42}+J_{43} .
\end{aligned}
$$

For $J_{41}$, using the notations in (4.58) and (C.5), we obtain

$$
J_{41}=\left\langle u_{\Delta} x^{-1}, f_{9}\right\rangle
$$

For $J_{42}, J_{43}$, using Lemmas C.0.2 and C.0.3, we derive

$$
\begin{aligned}
J_{42} & =\frac{1}{5}\left\langle\tilde{u}_{x}, \frac{3}{5} \bar{\theta}_{x x}+\frac{2}{5} \frac{\bar{\theta}_{x}}{x}\right\rangle=\frac{1}{5}\left(\frac{3}{5}\left\langle H \omega-H \omega(0), \bar{\theta}_{x x}\right\rangle+\frac{2}{5}\left\langle H\left(\frac{\omega}{x}\right), \bar{\theta}_{x}\right\rangle\right) \\
& =-\frac{1}{5}\left(\frac{3}{5}\left\langle\omega, H \bar{\theta}_{x x}\right\rangle+\frac{2}{5}\left\langle\frac{\omega}{x}, H \bar{\theta}_{x}\right\rangle\right), \\
J_{43} & =\frac{3}{5}\left\langle\tilde{u}_{x}, \frac{\bar{\theta}_{x}}{x}\right\rangle=\frac{3}{5}\left\langle H\left(\frac{\omega}{x}\right), \bar{\theta}_{x}\right\rangle=-\frac{3}{5}\left\langle\frac{\omega}{x}, H \bar{\theta}_{x}\right\rangle .
\end{aligned}
$$

Combining the above computations and using the notations $\bar{u}_{\theta, x}, f_{4}$ defined in (4.58), (C.5), we yield

$$
\begin{aligned}
J_{4} & =J_{41}+J_{42}+J_{43}=\left\langle u_{\Delta} x^{-1}, f_{9}\right\rangle-\left\langle\omega, \frac{3}{5} \frac{\bar{u}_{\theta, x}}{x}+\frac{1}{5}\left(\frac{3}{5} \bar{u}_{\theta, x x}+\frac{2}{5} \frac{\bar{u}_{\theta, x}}{x}\right)\right\rangle \\
& =\left\langle u_{\Delta} x^{-1}, f_{9}\right\rangle-\left\langle\omega, f_{4}\right\rangle
\end{aligned}
$$

The formulas in (C.11), (C.12) and the above formula imply (C.10).

## C.1.4 Derivations of the commutators in 4.81)

Recall $D_{x}=x \partial_{x}$ and the operators in 4.22). We choose $f=\theta_{x}, g=\omega$ in (4.22). We use the notation $u_{x}=H \omega$. Then $u=-\Lambda^{-1} \omega$.

Firstly, we compute the commutator related to the transport term. Using $\left(\bar{c}_{l} x+\bar{u}\right) \partial_{x}=\left(\bar{c}_{l}+\frac{\bar{u}}{x}\right) D_{x}$, for $p=\omega$ or $\theta_{x}$, we yield

$$
-\left[D_{x},\left(\bar{c}_{l} x+\bar{u}\right) \partial_{x}\right] p=-\left[D_{x},\left(\bar{c}_{l}+\frac{\bar{u}}{x}\right) D_{x}\right] p
$$

$=-D_{x}\left(\left(\bar{c}_{l}+\frac{\bar{u}}{x}\right) D_{x} p\right)+\left(\bar{c}_{l}+\frac{\bar{u}}{x}\right) D_{x}\left(D_{x} p\right)=-D_{x}\left(\bar{c}_{l}+\frac{\bar{u}}{x}\right) D_{x} p=-\left(\bar{u}_{x}-\frac{\bar{u}}{x}\right) D_{x} p$.

Next, we compute the velocity corresponding to $D_{x} \omega$. Using Lemma C.0.1, we get

$$
H\left(D_{x} \omega\right)-H\left(D_{x} \omega\right)(0)=x H\left(\omega_{x}\right)=x \partial_{x} H \omega=x u_{x x}
$$

Note that $H\left(D_{x} \omega\right)(0)=-\frac{1}{\pi} \int_{\mathbb{R}} \omega_{x} d x=0$. We obtain $D_{x} u_{x}=x u_{x x}=H\left(D_{x} \omega\right)$. From

$$
\left(x u_{x}-u\right)_{x}=x u_{x x}=H\left(D_{x} \omega\right), \quad\left(x u_{x}-u\right)(0)=0
$$

we obtain that $x u_{x}-x$ is the velocity corresponding to $D_{x} \omega$. Therefore, we have

$$
\begin{aligned}
& H \omega=u_{x}, \quad-\Lambda^{-1} \omega=u, \quad H\left(D_{x} \omega\right)(0)=0, \\
& H\left(D_{x} \omega\right)=x u_{x x}, \quad-\Lambda^{-1}\left(D_{x} \omega\right)=x u_{x}-u .
\end{aligned}
$$

Using these formulas, for $q=\bar{\omega}_{x}$ or $\bar{\theta}_{x x}$ we obtain

$$
\begin{align*}
& D_{x}\left(-\left(-\Lambda^{-1} \omega-H \omega(0) x\right) q\right)-\left(-\left(-\Lambda^{-1} D_{x} \omega-H D_{x} \omega(0) x\right) q\right) \\
= & D_{x}\left(-\left(u-u_{x}(0) x\right) q\right)+\left(x u_{x}-u\right) q  \tag{C.14}\\
= & -\left(u-u_{x}(0) x\right) D_{x} q+\left(-\left(x u_{x}-u_{x}(0) x\right)\right) q+\left(x u_{x}-u\right) q \\
= & -\left(u-u_{x}(0) x\right)\left(D_{x} q+q\right) .
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
& D_{x}(-(H \omega-H \omega(0) x) q)-\left(-\left(H D_{x} \omega-H D_{x} \omega(0)\right) q\right) \\
= & D_{x}\left(-\left(u_{x}-u_{x}(0)\right) q\right)+x u_{x x} q  \tag{C.15}\\
= & -D_{x} u_{x} q-\left(u_{x}-u_{x}(0)\right) D_{x} q+x u_{x x} q=-\left(u_{x}-u_{x}(0)\right) D_{x} q .
\end{align*}
$$

Since $\bar{c}_{\omega} \omega, \theta_{x}$ in $\mathcal{L}_{\omega 1}$ 4.22 vanish in the commutator, applying (C.13 with $p=\omega$ and (C.14) with $q=\bar{\omega}_{x}$ yields the formula for $\left[D_{x}, \mathcal{L}_{\omega 1}\right]$ in (4.81). Note that

$$
D_{x}\left(\left(2 \bar{c}_{\omega}-\bar{u}_{x}\right) \theta_{x}\right)-\left(2 \bar{c}_{\omega}-\bar{u}_{x}\right) D_{x} \theta_{x}=-D_{x} \bar{u}_{x} \theta_{x} .
$$

Combining this computation, (C.13) with $p=\theta_{x}$, (C.14) with $q=\bar{\theta}_{x x}$ and (C.15) with $q=\bar{\theta}_{x}$, we derive the formula for $\left[D_{x}, \mathcal{L}_{\theta 1}\right]$ in (4.81).

## C.1.5 Derivation and computing $C_{o p t}$ in Section 4.3.11.3

Recall the inequality (4.67), the functions in 4.66), and the spaces $\Sigma_{i}$ in 4.68). We use the argument similar to that in [19] to derive and compute $C_{\text {opt }}$.

In Section 4.3.11.3, we have reduced 4.67) to an optimization problem on the finite dimensional space $\Sigma_{1} \oplus \Sigma_{2} \oplus \Sigma_{3}$ with $X \in \Sigma_{1}, Y \in \Sigma_{2}, Z \in \Sigma_{3}$. Here, we have a direct sum of spaces since there is no inner product among $X, Y, Z$. Let $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}, \mathbf{e}_{4}\right\}$ be an orthonormal basis (ONB) of $\Sigma_{1}$ with $\mathbf{e}_{1}=\frac{g_{1}}{\left\|g_{1}\right\|_{2}^{2}}$; $\left\{\mathbf{e}_{5}, \mathbf{e}_{6}, \mathbf{e}_{7}\right\}$ be that of $\Sigma_{2}$ with $\mathbf{e}_{2}=\frac{g_{5}}{\left\|g_{5}\right\|_{2}^{2}} ;\left\{\mathbf{e}_{8}, \mathbf{e}_{9}\right\}$ be that of $\Sigma_{3}$. Then $\left\{\mathbf{e}_{i}\right\}_{i=1}^{9}$ is an ONB of $\Sigma \triangleq \Sigma_{1} \oplus \Sigma_{2} \oplus \Sigma_{3}$.

Let $v_{i} \in \mathbb{R}^{9}$ be the coordinate of $g_{i}$ in $\Sigma$ under the basis $\left\{\mathbf{e}_{i}\right\}_{i=1}^{9}$ and $p=$ $(x, y, z) \in \mathbb{R}^{4} \times \mathbb{R}^{3} \times \mathbb{R}^{2}$ be that of $X+Y+Z$. The vectors $v_{i}$ and $p$ are column vectors. By abusing notation, we also use $\langle\cdot, \cdot\rangle$ to denote the Euclidean inner product in $\mathbb{R}^{9}$. With these convections, each summand on the left hand side of (4.67) is a quadratic form in $p$. For example, we have

$$
\left\langle X, g_{1}\right\rangle\left\langle Y, g_{7}\right\rangle=\left\langle p, v_{1}\right\rangle\left\langle p, v_{7}\right\rangle=\left(p^{T} v_{1}\right)\left(v_{7}^{T} p\right)=p^{T}\left(v_{1} v_{7}^{T}\right) p
$$

Hence, (4.67) is equivalent to

$$
\begin{equation*}
p^{T} M p \leq C_{o p t} p^{T} D p \tag{C.16}
\end{equation*}
$$

where $M$ and $D$ are given by

$$
\begin{align*}
M= & v_{1} v_{3}^{T}+v_{1} v_{7}^{T}-\left(\lambda_{2}-\lambda_{3} \bar{d}_{\theta}\right) v_{1} v_{5}^{T}+\lambda_{2} v_{1} v_{2}^{T} \\
& -\lambda_{3} v_{5} v_{6}^{T}+\lambda_{3} v_{5} v_{4}^{T}+\lambda_{2} v_{1} v_{8}^{T}-\lambda_{3} v_{5} v_{9}^{T}  \tag{C.17}\\
D= & I d+s_{1} v_{1} v_{1}^{T}+s_{2} v_{5} v_{5}^{T}
\end{align*}
$$

By definition of $\mathbf{e}_{1}, \mathbf{e}_{5}$, i.e. $\mathbf{e}_{1}=\frac{g_{1}}{\left\|g_{1}\right\|_{2}}, \mathbf{e}_{5}=\frac{g_{5}}{\left\|g_{5}\right\|_{2}}$, we have $v_{1}=\left\|g_{1}\right\|_{2} E_{1}, v_{5}=$ $\left\|g_{5}\right\|_{2} E_{5}$, where $E_{i} \in \mathbb{R}^{9}$ is the standard basis of $\mathbb{R}^{9}$, i.e. the $i$-th coordinate of $E_{i}$ is 1 and 0 otherwise. Therefore, $D$ is a diagonal matrix

$$
D=\operatorname{diag}\left(1+s_{1}\left\|g_{1}\right\|_{2}^{2}, 1,1,1,1+s_{2}\left\|g_{5}\right\|_{2}^{2}, 1,1,1,1\right) \in \mathbb{R}^{9 \times 9}
$$

Symmetrizing the left hand side of C.16 and using a change of variable $q=D^{1 / 2} p$, we obtain

$$
C_{o p t}=\lambda_{\max }\left(D^{-1 / 2} M_{s} D^{-1 / 2}\right), \quad M_{s}=\frac{1}{2}\left(M+M^{T}\right)
$$

Firstly, $M$ can be written as

$$
\begin{aligned}
& M=V_{1} V_{2}^{T}, \quad V_{2}=\left(v_{3}, v_{7}, v_{5}, v_{2}, v_{6}, v_{4}, v_{8}, v_{9}\right) \\
& V_{1}=\left(v_{1}, v_{1},-\left(\lambda_{2}-\bar{d}_{\theta} \lambda_{3}\right) v_{1}, \lambda_{2} v_{1},-\lambda_{3} v_{5}, \lambda_{3} v_{5}, \lambda_{2} v_{1},-\lambda_{3} v_{5}\right) .
\end{aligned}
$$

Then $M_{s}=\frac{1}{2}\left(V_{1} V_{2}^{T}+V_{2} V_{1}^{T}\right)=\frac{1}{2} U_{1} U_{2}^{T}$ with $U_{1}=\left[V_{1}, V_{2}\right], U_{2}=\left[V_{2}, V_{1}\right] \in$ $\mathbb{R}^{9 \times 16}$. Using the argument in [19], for any even integer $p \geq 2$, we obtain

$$
\begin{align*}
C_{o p t} & \leq\left(\operatorname{Tr}\left|D^{-1 / 2} M_{s} D^{-1 / 2}\right|^{p}\right)^{1 / p}=2^{-1}\left(\operatorname{Tr}\left(D^{-1 / 2} U_{1} U_{2}^{T} D^{-1 / 2}\right)^{p}\right)^{1 / p} \\
& =2^{-1}\left(\operatorname{Tr}\left(U_{2}^{T} D^{-1} U_{1}\right)^{p}\right)^{1 / p} . \tag{C.18}
\end{align*}
$$

We will explain how to rigorously estimate the bound above in the Supplementary Material [21].

## C.1.6 Estimate of $\mathcal{T}$ in Section 4.3 .12

For $\lambda_{2}, \lambda_{3}, t_{61}, \kappa, r_{c_{\omega}}>0$ chosen in C.25, Appendix C.2 and $t_{62}$ determined by these parameters, we define $T_{i}$ and $s_{i}$

$$
\begin{align*}
& T_{1}=\left(-\lambda_{1} D_{\omega}-A_{\omega} \varphi^{-1}-\lambda_{1} \kappa\right) \varphi-t_{61} x^{-4}, \quad T_{2}=\left(-D_{\theta}-A_{\theta} \psi^{-1}-\kappa\right) \psi, \\
& T_{3}=25 t_{61} x^{-4}+t_{62} x^{-4 / 3}, \quad s_{1}=-\frac{\pi}{2} \lambda_{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right)-r_{c_{\omega}}-\frac{\pi \lambda_{1} e_{3} \alpha_{6}}{12}-G_{c}, \\
& s_{2}=-2 \bar{c}_{\omega} \lambda_{3}-\kappa \lambda_{3}, \tag{C.19}
\end{align*}
$$

We will verify that $T_{i}>0, s_{i}>0$ later. The parameter $r_{c_{\omega}}$ is essentially determined by $\kappa$. See Appendix C.2.2 for the procedure to determine these parameters. Plugging the above $T_{i}$ and $s_{i}$ in (4.65), we can compute the upper bound of $C_{\text {opt }}$ in (4.65) using (C.18) with $p=36$

$$
\begin{equation*}
C_{o p t} \leq 2^{-1}\left(\operatorname{Tr}\left(U_{2}^{T} D^{-1} U_{1}\right)^{p}\right)^{1 / p}<0.9930<1 \tag{C.20}
\end{equation*}
$$

which is verified in C.33, Appendix C.3. Thus from (4.65), we obtain

$$
\mathcal{T} \leq\left\|\omega T_{1}^{1 / 2}\right\|_{2}^{2}+\left\|\theta_{x} T_{2}^{1 / 2}\right\|_{2}^{2}+\left\|\frac{u_{\Delta}}{x} T_{3}^{1 / 2}\right\|_{2}^{2}+s_{1} c_{\omega}^{2}+s_{2} d_{\theta}^{2}
$$

which is exactly 4.70. By definition of $T_{1}, T_{2}$, we have

$$
\begin{aligned}
\left\langle\left(D_{\theta}+A_{\theta} \psi^{-1}\right) \psi, \theta_{x}^{2}\right\rangle+\left\langle T_{2}, \theta_{x}^{2}\right\rangle & =-\kappa\left\langle\theta_{x}^{2}, \psi\right\rangle, \\
\left\langle\left(\lambda_{1} D_{\omega}+A_{\omega} \varphi^{-1}\right) \varphi, \omega^{2}\right\rangle+\left\langle T_{1}, \omega^{2}\right\rangle & =-\kappa \lambda_{1}\left\langle\omega^{2}, \varphi\right\rangle-t_{61}\left\langle\omega^{2}, x^{-4}\right\rangle
\end{aligned}
$$

Hence, plugging the above estimate on $\mathcal{T}$ in 4.69, we yield

$$
\begin{align*}
J= & -\kappa\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}-\kappa \lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}-t_{61}\left\|\omega x^{-2}\right\|_{2}^{2}+s_{1} c_{\omega}^{2}+s_{2} d_{\theta}^{2} \\
& +\left\|\frac{u_{\Delta}}{x} T_{3}^{1 / 2}\right\|_{2}^{2}-\left(D_{u}-\frac{9}{49} t_{12}-\frac{72 \lambda_{1}}{49} \cdot 10^{-5}\right)\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}+A(u)+G_{c} c_{\omega}^{2} . \tag{C.21}
\end{align*}
$$

It remains to estimate the $u_{\Delta}$ term. Recall $u_{\Delta}$ in 4.58) and $T_{3}$ in (C.19). A direct calculation yields

$$
\begin{aligned}
\left\|\frac{u_{\Delta}}{x} T_{3}^{1 / 2}\right\|_{2}^{2} & =\int_{0}^{\infty}\left(\tilde{u}-\frac{1}{5} \tilde{u}_{x} x\right)^{2} \cdot 25 t_{61} x^{-6} d x+\int_{0}^{\infty}\left(\tilde{u}-\frac{1}{5} \tilde{u}_{x} x\right)^{2} \cdot t_{62} x^{-10 / 3} d x \\
& \triangleq I_{1}+I_{2}
\end{aligned}
$$

Using (4.12) with $p=3$ and Lemma C.0.2, we get

$$
I_{1}=t_{61}\left\|\tilde{u}_{x} x^{-2}\right\|_{2}^{2}=t_{61}\left\|\omega x^{-2}\right\|_{2}^{2}
$$

For $I_{2}$, using integration by parts and Lemma C.0.8 about $\tilde{u}$ with $\alpha=\beta=0$, we get

$$
\begin{aligned}
I_{2} & =t_{62} \int_{0}^{\infty} \frac{1}{25} \frac{\tilde{u}_{x}^{2}}{x^{4 / 3}}-\frac{2}{5} \frac{\tilde{u} \tilde{u}_{x}}{x^{7 / 3}}+\frac{\tilde{u}^{2}}{x^{10 / 3}} d x=t_{62} \int_{0}^{\infty} \frac{1}{25} \frac{\tilde{u}_{x}^{2}}{x^{4 / 3}}+\frac{1}{5} \tilde{u}^{2} \partial_{x} x^{-7 / 3}+\frac{\tilde{u}^{2}}{x^{10 / 3}} d x \\
& =t_{62} \int_{0}^{\infty} \frac{1}{25} \frac{\tilde{u}_{x}^{2}}{x^{4 / 3}}+\left(1-\frac{7}{15}\right) \frac{\tilde{u}^{2}}{x^{10 / 3}} d x \leq t_{62} \int_{0}^{\infty} \frac{\tilde{u}_{x}^{2}}{x^{4 / 3}}\left(\frac{1}{25}+\frac{8}{15} \cdot \frac{36}{49}\right) d x
\end{aligned}
$$

Combining the estimates of $I_{1}, I_{2}$ yields

$$
\begin{equation*}
\left\|\frac{u_{\Delta}}{x} T_{3}^{1 / 2}\right\|_{2}^{2} \leq t_{61}\left\|\omega x^{-2}\right\|_{2}^{2}+\left(\frac{1}{25}+\frac{8}{15} \cdot \frac{36}{49}\right) t_{62}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2} \tag{C.22}
\end{equation*}
$$

We define $t_{62}$ in Appendix C. 2 so that the terms $\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}$ in (C.22) and (C.21) are almost canceled. We establish (4.71), i.e.
$J \leq-\kappa\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}^{2}-\kappa \lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}+\left(s_{1}+G_{c}\right) c_{\omega}^{2}+s_{2} d_{\theta}^{2}-10^{-6}\left\|\tilde{u}_{x} x^{-2 / 3}\right\|_{2}^{2}+A(u)$.

## C. 2 Parameters in the estimates

## C.2.1 Parameters

Parameters $e_{1}, e_{2}, e_{3}$ introduced in (4.24) are determined by the approximate self-similar profiles

$$
\begin{equation*}
e_{1}=1.5349, \quad e_{2}=1.2650, \quad e_{3}=1.3729 \tag{C.23}
\end{equation*}
$$

We choose the following parameters for the weights $\psi, \varphi$ 4.25, 4.26

$$
\begin{equation*}
\alpha_{1}=5.3, \quad \alpha_{2}=3.3, \quad \alpha_{3}=0.68, \quad \alpha_{4}=12.1, \quad \alpha_{5}=2.1, \quad \alpha_{6}=0.77 \tag{C.24}
\end{equation*}
$$

and the following parameters in the linear stability analysis in Section 4.3

$$
\begin{align*}
& \lambda_{1}=0.32, \quad t_{1}=1.29, \quad t_{12}=\frac{49}{9} \cdot 0.9 D_{u}, \quad t_{2}=5.5, \quad t_{22}=13.5, \quad t_{31}=3.2, \\
& t_{32}=0.5, \quad t_{34}=2.9, \quad \tau_{1}=4.7, \quad t_{4}=3.8, \quad \lambda_{2}=2.15, \quad \lambda_{3}=0.135, \\
& t_{61}=0.16, \quad \kappa=0.03, \quad r_{c_{\omega}}=0.15 . \tag{C.25}
\end{align*}
$$

Parameter $\lambda_{1}$ is introduced in 4.29, 4.31; $t_{2}, t_{22}$ are introduced in the estimates of $I_{n}$ (4.35), 4.37); $t_{1}, t_{12}$ are introduced in the estimate of $I_{f}$ 4.40), (4.42); $t_{4}$ is introduced in the estimate of $I_{s}$ in 4.45; $\left(t_{31}, t_{32}\right), t_{34}, \tau_{1}$ are introduced in the estimate of $I_{u \omega}$ in (4.50, 4.49) and (4.47), respectively; $\lambda_{2}, \lambda_{3}, t_{61}, \kappa, r_{c_{\omega}}$ are introduced in (C.19) to estimate $\mathcal{T}$ in 4.70.

The parameter $D_{u}$ introduced in (4.42), $t_{62}$ in (C.19) are determined by the above parameters

$$
D_{u}=\frac{t_{1} \alpha_{3} \lambda_{1} \alpha_{6}}{\sqrt{3}}, \quad t_{62}=\left(D_{u}-\frac{9}{49} t_{12}-\frac{72 \lambda_{1}}{49} \cdot 10^{-5}-10^{-6}\right)\left(\frac{1}{25}+\frac{8}{15} \cdot \frac{36}{49}\right)^{-1} .
$$

After we complete the weighted $L^{2}$ estimate, we choose the following parameters in the weighted $H^{1}$ estimates and nonlinear stability estimates

$$
\begin{gather*}
\kappa_{2}=0.024, \quad t_{71}=2.8, \quad t_{72}=2, \quad t_{81}=5, \quad t_{82}=0.7, \quad t_{91}=1, \quad t_{92}=1.2, \\
\gamma_{1}=0.98, \quad \gamma_{2}=0.07, \quad \lambda_{4}=0.005, \quad E_{*}=2.5 \cdot 10^{-5}, \quad a_{H^{1}}=0.31 . \tag{C.26}
\end{gather*}
$$

Parameters $t_{7 i}, t_{8 i}, t_{9 i}$ are introduced in the estimates of $Q_{2}$ 4.89, 4.95; $\kappa_{2}$ in 4.101; ; $\gamma_{1}, \gamma_{2}$ in 4.100); $\lambda_{4}$ in 4.107). Parameter $a_{H 1}$ is determined by the above parameters via $A_{\omega 2}$ (4.98) and 4.102)

$$
a_{H^{1}}=0.31
$$

## C.2.2 Choosing parameters in $\mathcal{T}$ and determining $\kappa$

We first choose $r_{c_{\omega}}=\kappa \frac{\pi}{2} \lambda_{2}$ with small $\kappa=0.001$. The remaining unknown parameters in the linear stability analysis are $\lambda_{2}, \lambda_{3}, t_{61}>0$. Once $\lambda_{2}, \lambda_{3}, t_{61}$ are chosen, the functions $T_{i}$ and scalars $s_{i}$ in C.19) are determined and then we can compute $C_{\text {opt }}$ in (4.65) using the argument in Section (4.64) and Appendix C.1.5. We optimize $\lambda_{2}, \lambda_{3}, t_{61}>0$ subject to the constraints $T_{i}>0, s_{i}>0$, such that $C_{\text {opt }}<0.98$ and $C_{\text {opt }}$ is as small as possible. Then we obtain the approximate values for $\lambda_{2}, \lambda_{3}, t_{61}$.

Our goal is to obtain $\kappa$ as large as possible. The estimate of $C_{\text {opt }}$ depends on all the parameters in C.24-C.25). We gradually increase $\kappa$ until $C_{\text {opt }}<0.98$ is violated. We further refine all the parameters in C.24-C.25 one by one and by modifying them around their approximate values to obtain smaller $C_{\text {opt }}$. Then we increase $\kappa$ again. Repeating this process several times, we obtain larger $\kappa$ and $\kappa=0.03$. Finally, we increase $r_{c_{\omega}}$ until $C_{o p t}<0.98$ is violated. This allows us to obtain a damping term for $c_{\omega}^{2}$ with a larger coefficient in the weighted $L^{2}$ estimate (4.74), Using this procedure, we determine the parameters in (C.24), C.25) and further establish (4.74).

In our process of determining the parameters, we actually first use the grid point values of the functions and only need to track the constraints, e.g., $T_{i}>0$, on the grid points instead of every $x \in \mathbb{R}$. After we determine all parameters, we verify the constraints rigorously by using computer-assisted analysis and establish the desired bound $C_{\text {opt }}<0.993<1$ (C.20).

## C. 3 Rigorous verification

This section is a collection of inequalities that will be rigorously verified with the help of computer programs. The methods of computer-assisted verification are introduced and discussed in detail in the Supplementary Material [21]. All the numerical computations and quantitative verifications are performed in MATLAB (version 2020a) in double-precision floating-point operations. The MATLAB codes can be found via the link [17].

## C.3.1 Ranges of the parameters

Denote by

$$
\begin{aligned}
G_{1}\left(\lambda_{1}, t_{2}, t_{22}\right) & \triangleq t_{2} x^{-4}+\frac{t_{22}}{25} x^{-4}+t_{2}\left(\lambda_{1} \alpha_{5}\right)^{2} x^{-2} \\
G_{2}\left(t_{2}, t_{22}\right) & \triangleq \frac{1}{4 t_{2}}\left(\alpha_{2} x^{-1}+\alpha_{1} x^{-2}\right)^{2}+\frac{1}{4 t_{22}}\left(x^{3} \bar{\theta}_{x x} \psi_{n}\right)^{2}
\end{aligned}
$$

the coefficients in 4.38). Applying estimate 4.38) on $I_{n}$, we establish 4.39) with $c=0.01$ if

$$
\frac{1}{\lambda_{1}} G_{1}\left(\lambda_{1}, t_{2}, t_{22}\right) \varphi^{-1}+D_{\omega} \leq-c, \quad G_{2}\left(t_{2}, t_{22}\right) \psi^{-1}+D_{\theta} \leq-c
$$

where $D_{\omega}, D_{\theta}$ defined in 4.30 are the coefficients in $D_{1}, D_{2}$. To verify the above estimate for $\lambda_{1} \in\left[\lambda_{1 l}, \lambda_{1 u}\right]=[0.31,0.33], t_{2} \in\left[t_{2 l}, t_{2 u}\right]=[5.0,5.8], t_{22} \in$ $\left[t_{22 l}, t_{22 u}\right]=[13,14]$, since $G_{1}, G_{2}$ are monotone in $\lambda_{1}, t_{2}, t_{22}$, it suffices to verify

$$
\begin{equation*}
\frac{1}{\lambda_{1 l}} G_{1}\left(\lambda_{1 u}, t_{2 u}, t_{22 u}\right) \varphi^{-1}+D_{\omega} \leq-c, \quad G_{2}\left(t_{2 l}, t_{22 l}\right) \psi^{-1}+D_{\theta} \leq-c \tag{C.27}
\end{equation*}
$$

Similarly, in order for $I_{f}+D_{1}+D_{2} \leq-0.01\left(\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}+\lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}\right)$ with estimate 4.44 on $I_{f}$ and $\lambda_{1} \in\left[\lambda_{1 l}, \lambda_{1 u}\right]=[0.31,0.33], t_{1} \in\left[t_{1 l}, t_{1 u}\right]=[1.2,1.4], t_{12} \in$ $\left[t_{12 l}, t_{12 u}\right]=[0.55,0.65]$, it suffices to verify

$$
\begin{equation*}
\frac{1}{\lambda_{1 l}} G_{3}\left(\lambda_{1 u}, t_{1 u}, t_{12 u}\right) \varphi^{-1}+D_{\omega} \leq-c, \quad G_{4}\left(t_{1 l}, t_{12 l}\right) \psi^{-1}+D_{\theta} \leq-c \tag{C.28}
\end{equation*}
$$

where

$$
\begin{aligned}
G_{3}\left(\lambda_{1}, t_{1}, t_{12}\right) & =t_{1}\left(\alpha_{3}^{2} x^{-2}+\frac{\alpha_{3} \lambda_{1} \alpha_{6}}{\sqrt{3}} x^{-4 / 3}+\left(\lambda_{1} \alpha_{6}\right)^{2} x^{-2 / 3}\right) \\
G_{4}\left(t_{1}, t_{12}\right) & =\frac{1}{4 t_{1}} x^{-2 / 3}+\frac{1}{4 t_{12}}\left(\psi_{f} \bar{\theta}_{x x} x^{5 / 3}\right)^{2}
\end{aligned}
$$

In order for $I_{s}+D_{1}+D_{2} \leq-0.01\left(\left\|\theta_{x} \psi^{1 / 2}\right\|_{2}+\lambda_{1}\left\|\omega \varphi^{1 / 2}\right\|_{2}^{2}\right)$ with estimate 4.45) on $I_{s}$ and $\lambda_{1} \in\left[\lambda_{1 l}, \lambda_{1 u}\right]=[0.31,0.33], t_{4} \in\left[t_{4 l}, t_{4 u}\right]=[3.5,4.0]$, it suffices to verify

$$
\begin{equation*}
\frac{1}{\lambda_{1 l}} G_{5}\left(t_{4 u}\right)+D_{\omega} \leq-c, \quad G_{6}\left(\lambda_{1 u}, t_{4 l}\right)+D_{\theta} \leq-c \tag{C.29}
\end{equation*}
$$

where

$$
G_{5}\left(t_{4}\right)=t_{4} x^{-3} \varphi^{-1}, \quad G_{6}\left(\lambda_{1}, t_{4}\right)=\frac{\left(\lambda_{1} \alpha_{4}\right)^{2}}{4 t_{4}} x^{-5} \psi^{-1}
$$

Remark C.3.1. We do not actually use the above estimates. Yet, they provide a useful guideline to determine the parameters $t_{i j}$ in the estimates.

## C.3.2 Inequalities on the approximate steady state

To establish the nonlinear estimates in Sections 4.3 and 4.5, we have used several inequalities on the approximate steady state and the parameters defined in Appendix C.2. These inequalities are summarized below.

In (4.30, we derive the damping terms in the weighted $L^{2}$ estimate with coefficients $D_{\theta}, D_{\omega}$. These coefficients are negative uniformly. That is, for some $c>0$, we have

$$
\begin{equation*}
D_{\theta}, D_{\omega} \leq-c<0 \tag{C.30}
\end{equation*}
$$

Recall that we choose the weights $T_{i}$ and $s_{i}$ defined in (C.19) and apply the argument in Section 4.3.11.3 to obtain the sharp estimate of the $\mathcal{T}$ term defined in (4.64). This estimate requires that the weights are nonnegative, i.e.

$$
\begin{align*}
& T_{1}=\left(-\lambda_{1} D_{\omega}-A_{\omega} \varphi^{-1}-\lambda_{1} \kappa\right) \varphi-t_{61} x^{-4}>0 \\
& T_{2}=\left(-D_{\theta}-A_{\theta} \psi^{-1}-\kappa\right) \psi>0  \tag{C.31}\\
& T_{3}=25 t_{61} x^{-4}+t_{62} x^{-4 / 3}>0
\end{align*}
$$

and

$$
\begin{align*}
& s_{1}=-\frac{\pi}{2} \lambda_{2}\left(\bar{c}_{\omega}+\bar{u}_{x}(0)\right)-r_{c_{\omega}}-\frac{\pi \lambda_{1} e_{3} \alpha_{6}}{12}-G_{c}>0  \tag{C.32}\\
& s_{2}=-2 \bar{c}_{\omega} \lambda_{3}-\kappa \lambda_{3}>0
\end{align*}
$$

Using the above $T_{i}, s_{i}$ and the argument in Section C.1.5, we establish the following estimate for the constant $C_{\text {opt }}$ in 4.65

$$
\begin{equation*}
C_{o p t} \leq 2^{-1}\left(\operatorname{Tr}\left(U_{2}^{T} D^{-1} U_{1}\right)^{p}\right)^{1 / p}<0.9930<1 \tag{C.33}
\end{equation*}
$$

The fact that $C_{o p t}<1$ implies (4.70).
In the weighted $H^{1}$ estimates, we have used

$$
\begin{equation*}
\left(x^{2} \bar{u}_{x x} \psi\right)_{x} \leq 0.02 \psi \tag{C.34}
\end{equation*}
$$

in (4.87) to establish (4.88). We have also used

$$
\begin{align*}
D_{\theta}+A_{\theta} \psi^{-1}-\left(\bar{u}_{x}-\frac{\bar{u}}{x}\right)+B_{\theta} \psi^{-1} & \leq-\kappa_{2},  \tag{C.35}\\
\lambda_{1} D_{\omega}+A_{\omega} \varphi^{-1}-\lambda_{1}\left(\bar{u}_{x}-\frac{\bar{u}}{x}\right)+B_{\omega} \varphi^{-1} & \leq-\kappa_{2} \lambda_{1} .
\end{align*}
$$

and

$$
\begin{equation*}
\left\|A_{\omega 2} \varphi^{-1}\right\|_{\infty} \leq a_{H^{1}} \tag{C.36}
\end{equation*}
$$

originated from (4.87) and (4.102) to establish (4.103).

Appendix D

## APPENDIX TO CHAPTER 5

## D.0.1 Properties of the Hilbert transform and functional inequalities

The following Cotlar's identity for the Hilbert transform is well known, see e.g., [19, 39, 44].

Lemma D.0.1. For $f \in C^{\infty}\left(S^{1}\right)$, we have

$$
H(f H f)=\frac{1}{2}\left((H f)^{2}-f^{2}\right) .
$$

We have the following commutator identity from Lemma 2.6 in [14].
Lemma D.0.2. For $f \in H^{1}\left(S^{1}\right)$ with period $n \pi$, we have

$$
H\left(\sin \left(\frac{2 x}{n}\right) f_{x}\right)-\sin \left(\frac{2 x}{n}\right) H f_{x}=-\frac{2}{n^{2} \pi} \int f \sin (2 y) d y=H\left(\sin \left(\frac{2 x}{n}\right) f_{x}\right)(0)
$$

The case $n=2$ is proved in [14]. The general case follows by a rescaling argument.

We use the following important Lemma to establish the energy estimate in Section 5.3.

Lemma D.0.3. Suppose that $\omega \in H^{1}$ is $\pi$-periodic and odd. We have $\int_{S^{1}} \omega_{x} H \omega_{x}$. $\sin (2 x) d x=0$.

Proof. We prove the identity for smooth function $\omega \in C^{\infty}$, and the general case $\omega \in H^{1}$ can be obtained by approximation. Applying Lemma D.0.2 with $f=\omega$ and $n=1$ yields

$$
\begin{aligned}
S & \triangleq \int_{S^{1}} \omega_{x} H \omega_{x} \cdot \sin (2 x) d x=\int_{S^{1}} \omega_{x}\left(H\left(\sin (2 x) \omega_{x}\right)-H\left(\sin (2 x) \omega_{x}\right)(0)\right) d x \\
& =\int_{S^{1}} \omega_{x} H\left(\sin (2 x) \omega_{x}\right) d x
\end{aligned}
$$

Denote $f=\sin (2 x) \omega_{x}$. Using $\frac{1}{\sin (2 x)}=\frac{1}{2}(\tan x+\cot x)=\frac{1}{2}\left(\cot \left(\frac{\pi}{2}-x\right)+\cot (x)\right)$, (5.13) and Lemma D.0.1, we obtain

$$
\begin{aligned}
S & =\frac{1}{2} \int_{S^{1}}\left(\cot \left(\frac{\pi}{2}-x\right)+\cot (x)\right) f \cdot H f d x=\frac{\pi}{2}\left(H(f H f)\left(\frac{\pi}{2}\right)-H(f H f)(0)\right) \\
& \left.=\frac{\pi}{4}\left((H f)^{2}\left(\frac{\pi}{2}\right)-f^{2}\left(\frac{\pi}{2}\right)-(H f)^{2}(0)-f^{2}(0)\right)\right) .
\end{aligned}
$$

Since $\omega \in C^{\infty}$ and it is odd, we get $f(0)=f\left(\frac{\pi}{2}\right)=0$. Note that

$$
\begin{aligned}
H f\left(\frac{\pi}{2}\right)-H f(0) & =\frac{1}{\pi} \int_{S^{1}}\left(\cot \left(\frac{\pi}{2}-x\right)+\cot x\right) \sin (2 x) \omega_{x} d x \\
& =\frac{1}{\pi} \int_{S^{1}} \frac{2}{\sin (2 x)} \sin (2 x) \omega_{x} d x=0
\end{aligned}
$$

We obtain $S=0$ and establish the desired result.
We use the following Lemma from [16] to estimate the profile in Section 5.6
Lemma D.0.4. For $x \in[0,1], \alpha, \lambda>0$, we have

$$
\left(1-x^{\alpha}\right) x^{\lambda} \leq \frac{\alpha}{\lambda}
$$

We refer the proof to that of Lemma A.0.1.
We have the following Hardy-type inequality [61] in bounded domain.
Lemma D.0.5. For $p>1$ and $L>0$, suppose that $f x^{-p / 2}, f_{x} x^{-p / 2+1} \in$ $L^{2}([0, L])$. We have

$$
\int_{0}^{L} \frac{f^{2}}{x^{p}} d x \lesssim_{p} \int_{0}^{L} \frac{f_{x}^{2}}{x^{p-2}} d x
$$

It can be proved by applying an integration by parts argument. A proof can be founded in the Supplementary material of 20$]$.

Next, we prove the commutator-type Lemma 5.6.5.
Proof of Lemma 5.6.5. A direct calculation yields

$$
\begin{aligned}
S & \triangleq \frac{1}{x}(H f-H f(0))-H\left(\frac{f}{x}\right) \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left(\frac{1}{x} \cot \frac{x-y}{2}+\frac{1}{x} \cot \frac{y}{2}-\frac{1}{y} \cot \frac{x-y}{2}\right) f(y) d y \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{1}{x}\left(y \cot \frac{y}{2}-(x-y) \cot \frac{x-y}{2}\right) \frac{f(y)}{y} d y \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{1}{x}(g(y)-g(y-x)) \frac{f(y)}{y} d y,
\end{aligned}
$$

where $g(z)=z \cot \frac{z}{2}$ and it satisfies $g(z)=g(-z)$. Since $g$ is Lipschitz on $[-3 \pi / 2,3 \pi / 2]$

$$
\left|g^{\prime}(z)\right|=\left|\cot \frac{z}{2}-\frac{z}{2\left(\sin \frac{z}{2}\right)^{2}}\right|=\frac{|\sin z-z|}{2\left(\sin \frac{z}{2}\right)^{2}} \lesssim \frac{z^{3}}{z^{2}} \lesssim 1
$$

applying $|g(y)-g(y-x)| \lesssim|x|$, we prove the desired result.

## D.0.2 Derivation of a model for 2D Boussinesq equations

We derive the model (5.6)-(5.7), and discuss its connections with (3.1). Recall the Boussinesq equations (5.4) and (5.5)

$$
\partial_{t} \theta_{x}+\mathbf{u} \cdot \nabla \theta_{x}=-u_{1, x} \theta_{x}-u_{2, x} \theta_{y}=u_{2, y} \theta_{x}-u_{2, x} \theta_{y}
$$

Inspired by the anisotropic property of $\theta$ in [16], i.e. $\left|\theta_{y}\right| \ll\left|\theta_{x}\right|$ near the origin, we drop the $\theta_{y}$ term. To study the $y$-advection, we further drop the $x$-advection. Then we obtain 5.6

$$
\partial_{t} \theta_{x}+u_{2} \partial_{y} \theta_{x}=u_{2, y} \theta_{x} .
$$

Since $\theta_{x}$ is the forcing term in the $\omega$ equation in (5.4), it leads to a strong alignment between $\theta_{x}$ and $\omega$. Thus, we simplify the $\omega$-equation in (5.4) by $\omega=\theta_{x}$, which leads to the following Biot-Savart law in (5.7)

$$
\mathbf{u}=\nabla^{\perp}(-\Delta)^{-1} \theta_{x}, \quad u_{2, y}=\partial_{x y}(-\Delta)^{-1} \theta_{x}
$$

This model relates to (3.1) via the connections $\theta_{x} \rightarrow-\omega, \partial_{x y}(-\Delta)^{-1} \rightarrow-H$. The velocities of the two models $u_{2}$ and $u$ are related via $u_{2, y}=\partial_{x y}(-\Delta)^{-1} \theta_{x} \approx$ $-H(-\omega)=H \omega=u_{x}$. Moreover, the solutions of the two models enjoy similar sign and symmetry properties. Suppose that $\theta_{x}$ satisfies the sign and symmetry properties in the hyperbolic-flow scenario. The induced flow $u_{2}(x, y)$ is odd in $y$ with $u_{2}(x, y)>0$ in the first quadrant near $(0,0)$. The odd symmetries of $\theta_{x}, u_{2}$ in $y$ are the same as those of $\omega, u$ in (3.1) for class $X$ (5.1). Moreover, for fixed $x>0,-\theta_{x}(x, \cdot)$ and $\omega$ satisfy similar sign conditions, and $u_{2}(x, \cdot)$ and $u$ satisfy similar sign conditions near the origin.

## D.0.3 Derivation of (5.38)- 5.39

Recall the formulas of $u_{x}, u$ in (5.13) and the quadratic form in (5.34). Using integration by parts, we obtain

$$
\begin{aligned}
B(\beta) & =\int_{0}^{\pi / 2}\left(2 u_{x} \omega-(u \omega)_{x}\right) \cot ^{\beta} x d x \\
& =2 \int_{0}^{\pi / 2} u_{x} \omega \cot ^{\beta} x d x-\beta \int_{0}^{\pi / 2} u \omega \cot ^{\beta-1} x \frac{1}{\sin ^{2} x} d x \triangleq I+I I
\end{aligned}
$$

The boundary terms $\left.u \omega \cot ^{\beta} x\right|_{0} ^{\pi / 2}$ in the integration by parts vanish since $u(\pi / 2)=0$ and $u(x)=O(x), \omega(x)=O\left(x^{\gamma}\right)$ with $\gamma>\beta-1$ near $x=0$ by the assumption in Lemma 5.4.2.

Since $\omega$ is odd, using (5.13 and symmetrizing the kernel, we yield

$$
\begin{aligned}
I & =\frac{2}{\pi} \int_{0}^{\pi / 2} \omega(x) \cot ^{\beta} x \int_{0}^{\pi / 2} \omega(y)(\cot (x-y)-\cot (x+y)) d y \\
& =\frac{1}{\pi} \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} \omega(x) \omega(y) P_{1}(x, y) d x d y
\end{aligned}
$$

where

$$
P_{1}(x, y)=\cot ^{\beta} x(\cot (x-y)-\cot (x+y))+\cot ^{\beta} y(\cot (y-x)-\cot (x+y)) .
$$

Recall $s=\frac{\cot x}{\cot y}$ in 5.37). We get $\cot x=s \cot y$. We expand $\cot (x-y), \cot (x+$ y) as follows

$$
\begin{aligned}
& \cot (x-y)=\frac{\cot x \cot y+1}{\cot y-\cot x}=\frac{s \cot ^{2} y+1}{\cot y \cdot(1-s)} \\
& \cot (x+y)=\frac{\cot x \cot y-1}{\cot y+\cot x}=\frac{s \cot ^{2} y-1}{\cot y \cdot(1+s)}
\end{aligned}
$$

Thus, we obtain

$$
\begin{aligned}
\cot (x-y)-\cot (x+y) & =\cot y\left(\frac{s}{1-s}-\frac{s}{1+s}\right)+\frac{1}{\cot y}\left(\frac{1}{1-s}+\frac{1}{1+s}\right) \\
& =\cot y \frac{2 s^{2}}{1-s^{2}}+\frac{1}{\cot y} \frac{2}{1-s^{2}}, \\
\cot (y-x)-\cot (x+y) & =\cot y\left(-\frac{s}{1-s}-\frac{s}{1+s}\right)+\frac{1}{\cot y}\left(-\frac{1}{1-s}+\frac{1}{1+s}\right) \\
& =-\cot y \frac{2 s}{1-s^{2}}-\frac{1}{\cot y} \frac{2 s}{1-s^{2}} .
\end{aligned}
$$

Using the above formulas and $\cot ^{\beta} x=s^{\beta} \cot ^{\beta} y$, we yield

$$
\begin{aligned}
P_{1} & =\cot ^{\beta} y \cdot s^{\beta}\left(\cot y \frac{2 s^{2}}{1-s^{2}}+\frac{1}{\cot y} \frac{2}{1-s^{2}}\right)+\cot ^{\beta} y\left(-\cot y \frac{2 s}{1-s^{2}}-\frac{1}{\cot y} \frac{2 s}{1-s^{2}}\right) \\
& =\cot ^{\beta+1} y\left(s^{\beta+1}-1\right) \frac{2 s}{1-s^{2}}+\cot ^{\beta-1} y\left(s^{\beta-1}-1\right) \frac{2 s}{1-s^{2}}
\end{aligned}
$$

We remark that $P_{1} \leq 0$ since $\frac{1-s^{\tau}}{1-s^{2}} \geq 0$ for $s>0, \tau>0$.
For $I I$, using (5.13), we get

$$
\begin{aligned}
I I & =\frac{\beta}{\pi} \int_{0}^{\pi / 2} \frac{\omega(x)}{\sin ^{2} x} \cot ^{\beta-1} x \int_{0}^{\pi / 2} \omega(y) \log \left|\frac{\sin (x+y)}{\sin (x-y)}\right| d y \\
& =\frac{1}{\pi} \int_{0}^{\pi / 2} \int_{0}^{\pi / 2} P_{2}(x, y) \omega(x) \omega(y) d x d y
\end{aligned}
$$

where

$$
P_{2}=\frac{\beta}{2}\left(\frac{\cot ^{\beta-1} x}{\sin ^{2} x}+\frac{\cot ^{\beta-1} y}{\sin ^{2} y}\right) \log \left|\frac{\sin (x+y)}{\sin (x-y)}\right| .
$$

Note that

$$
\frac{\cot ^{\beta-1} z}{\sin ^{2} z}=\cot ^{\beta-1} z+\cot ^{\beta+1} z, \quad\left|\frac{\sin (x+y)}{\sin (x-y)}\right|=\left|\frac{\cot x+\cot y}{\cot x-\cot y}\right|=\left|\frac{1+s}{1-s}\right| .
$$

We derive
$P_{2}(x, y)=\frac{\beta}{2}\left(\cot ^{\beta+1} y\left(1+s^{\beta+1}\right) \log \left|\frac{1+s}{1-s}\right|+\cot ^{\beta-1} y\left(1+s^{\beta-1}\right) \log \left|\frac{1+s}{1-s}\right|\right)$.
We remark that $P_{2}$ is positive. Combining the formulas of $P_{1}, P_{2}$, we derive (5.38)-(5.39).

## D.0.4 Positive definiteness of the kernel

In this subsection, we prove Lemmas 5.4.3 and Lemma 5.4.4, which are related to the positive definiteness of the kernel $K_{i, \beta}$. We establish (5.53) for $x_{0}=\log \frac{5}{3}$ in Appendix D.0.4.1.

Proof of Lemma 5.4.3. We show that there exists $\beta_{0} \in(1,2)$, such that conditions (5.52-5.54) hold for $W=W_{1, \beta}, G=G_{1, \beta}$ with $\beta \in\left[\beta_{0}, 2\right]$. Then using the same argument as that in Section 5.4.2.1, we obtain $G_{1, \beta}(\xi) \geq 0$ for all $\xi$ and $\beta \in\left[\beta_{0}, 2\right]$.

Firstly, we impose $\beta \in[1.9,2]$. Recall $G_{j, \beta}$ defined in (5.51)

$$
\begin{equation*}
G_{j, \beta}(\xi)=\int_{0}^{\infty} W_{j, \beta}(x) \cos (x \xi) d x \tag{D.1}
\end{equation*}
$$

and $W_{1, \beta}$ in (5.44), 5.46). Clearly, $W_{1, \beta}(x)$ converges to $W_{1,2}(x)$ as $\beta \rightarrow 2$ almost everywhere. Moreover, from the formula of $W_{1, \beta}$ and the decay estimate (5.47), we have

$$
\begin{equation*}
\left|W_{1, \beta}(z)\right| \lesssim \mathbf{1}_{|z|>1} e^{-|z| / 4}+\mathbf{1}_{|z| \leq 1}(1+|\log | z| |) \tag{D.2}
\end{equation*}
$$

where the term $\log |z|$ is due to the logarithm singularity $\log |s-1|=\log \left|e^{z}-1\right|$ in (5.44). Thus, using dominated convergence theorem, we yield

$$
\lim _{\beta \rightarrow 2^{-}} G_{1, \beta}(\xi)=G_{1,2}(\xi)
$$

Using (D.1) and (D.2), we obtain that $G_{1, \beta}(\xi)$ is equi-continuous

$$
\left|\partial_{\xi} G_{j, \beta}(\xi)\right| \leq \int_{0}^{\infty}\left|W_{j, \beta}(x)\right||x| d x \lesssim 1
$$

Thus, we obtain that $G_{1, \beta}(\xi)$ converges to $G_{1,2}(\xi)$ uniformly for $\xi \in[0, M]$, where $M$ is the parameter in Lemma 5.4.3.

For $x$ near 0 , from (5.44) and (5.46), we have

$$
W_{1, \beta}(x)=-\frac{\beta}{2}\left(e^{\frac{\beta+1}{2} x}+e^{-\frac{\beta+1}{2} x}\right) \log \left|e^{x}-1\right|+S_{\beta}(x),
$$

where $S_{\beta}(x)$ is smooth near $x=0$. Thus a direct calculation yields

$$
\begin{align*}
\partial_{x x} W_{1, \beta}(x) & \geq-\frac{\beta}{2}\left(e^{\frac{\beta+1}{2} x}+e^{-\frac{\beta+1}{2} x}\right) \partial_{x x} \log \left|e^{x}-1\right|-\frac{C}{|x|}  \tag{D.3}\\
& \geq \frac{\beta}{2}\left(e^{\frac{\beta+1}{2} x}+e^{-\frac{\beta+1}{2} x}\right) \frac{e^{x}}{\left(e^{x}-1\right)^{2}}-\frac{C}{|x|} \geq \frac{\beta}{x^{2}}-\frac{C}{|x|}
\end{align*}
$$

for some absolute constant $C>0$ and $|x|<\frac{1}{2}$. Therefore, there exists $\delta>0$, such that

$$
\begin{equation*}
\partial_{x x} W_{1, \beta}(x)>0, \quad x \in[0, \delta] . \tag{D.4}
\end{equation*}
$$

Note that $W_{1, \beta}(x)=\tilde{K}_{1, \beta}\left(e^{x}\right)$ is.44 smooth for $(\beta, x) \in[1.9,2] \times\left[\delta, x_{0}\right]$, where $x_{0}$ is the parameter in Lemma 5.4.3. We get that $\partial_{x x} W_{1, \beta}(x)$ converges to $\partial_{x x} W_{1,2}(x)$ uniformly for $x \in\left[\delta, x_{0}\right]$ as $\beta \rightarrow 2$, and that $\partial_{x} W_{1, \beta}\left(x_{0}\right) \rightarrow$ $\partial_{x} W_{1,2}\left(x_{0}\right)$ as $\beta \rightarrow 2$.

Next, we consider the integral on $W^{\prime \prime \prime}$ in 5.54. We need the decay estimate of $W_{1, \beta}^{\prime \prime \prime}$. For $r=e^{x_{0}}>1$ and $s \geq r>1$, performing Taylor expansion on $\log \left|\frac{s+1}{s-1}\right|$ and $\frac{1}{s^{2}-1}$, we obtain that the kernel $\tilde{K}_{1, \beta}$ (5.44) enjoys the expansion

$$
\begin{equation*}
\tilde{K}_{1, \beta}=\sum_{i \geq 1} a_{i}(\beta) s^{-\alpha_{i}(\beta)}, \quad\left|a_{i}(\beta)\right| \lesssim 1, \quad \max \left(\frac{\beta-1}{2}, \frac{i-2}{10}\right) \leq \alpha_{i}(\beta) \leq 10(i+1) \tag{D.5}
\end{equation*}
$$

with $\alpha_{i}(\beta)$ increasing. Since the expansions for $\log \left|\frac{s+1}{s-1}\right|$ and $\frac{1}{s^{2}-1}$ converge uniformly for $s \geq r>1$, the above expansion also converges uniformly. Thus, we can exchange the summation and derivatives when we compute $\partial_{x}^{k} \tilde{K}_{1, \beta}$. We are interested in the leading order term in the above expansion. It decays at least $s^{-(\beta-1) / 2}$ since other terms in $\tilde{K}_{1, \beta}$ that decay more slowly, such as $s^{\frac{\beta-1}{2}}$, are canceled. Using $W_{1, \beta}(x)=\tilde{K}_{1, \beta}\left(e^{x}\right)$ and (D.5), for $x \geq x_{0}>0$, we yield

$$
\begin{aligned}
\left|\partial_{x}^{3} W_{1, \beta}(x)\right| & =\left|\partial_{x}^{3} \sum_{i \geq 1} a_{i}(\beta) e^{-\alpha_{i}(\beta) x}\right|=\left|\sum_{i \geq 1} a_{i}(\beta)\left(-\alpha_{i}(\beta)\right)^{3} e^{-\alpha_{i}(\beta) x}\right| \\
& \lesssim e^{-\frac{\beta-1}{2} x} \lesssim e^{-x / 4},
\end{aligned}
$$

where the implicit constant can depend on $x_{0}$. Note that $\partial_{x}^{3} W_{1, \beta}(x) \rightarrow \partial_{x}^{3} W_{1,2}(x)$ for any $x \geq x_{0}>0$ as $\beta \rightarrow 2$. Using dominated convergence theorem, we yield

$$
\begin{equation*}
\lim _{\beta \rightarrow 2^{-}} \int_{x_{0}}^{\infty}\left|\partial_{x}^{3} W_{1, \beta}(x)\right| d x=\int_{x_{0}}^{\infty}\left|\partial_{x}^{3} W_{1,2}(x)\right| d x \tag{D.6}
\end{equation*}
$$

Note that the conditions (5.52)-(5.54) hold with strictly inequality for $W=$ $W_{1,2}, G=G_{1,2}$. From the uniform convergences $G_{1, \beta}(\xi) \rightarrow G_{1,2}(\xi)$ on $[0, M]$, $\partial_{x}^{2} W_{1, \beta}(x) \rightarrow \partial_{x}^{2} W_{1,2}(x)$ on $\left[\delta, x_{0}\right], \partial_{x} W_{1, \beta}\left(x_{0}\right) \rightarrow \partial_{x} W_{1,2}\left(x_{0}\right)$ as $\beta \rightarrow 2$, (D.4) and (D.6), we conclude that there exists $\beta_{0} \in(1,2)$, such that (5.52)-5.54) hold for $W=W_{1, \beta}, G=G_{1, \beta}$ with $\beta \in\left[\beta_{0}, 2\right]$.

## D.0.4.1 Convexity of $W_{i, \beta}$

We first establish (5.53) for $x_{0}=\log \frac{5}{3}$ and then prove Lemma 5.4.4.
Since $W_{i, \beta}$ is given explicitly in (5.44), (5.46) and (5.50), to simplify the derivations, we have used Mathematica. All the symbolic derivations and simplification steps are given in Mathematica (version 12) [12]. We only provide the steps that require estimates.

Suppose that $W(x)=K\left(e^{x}\right)$ and denote $s=e^{x}$. Using the chain rule, we yield

$$
\begin{align*}
\partial_{x x} W_{i, \beta}(x) & =\partial_{x x} \tilde{K}_{i, \beta}\left(e^{x}\right)=e^{2 x}\left(\partial^{2} \tilde{K}_{i, \beta}\right)\left(e^{x}\right)+e^{x}\left(\partial \tilde{K}_{i, \beta}\right)\left(e^{x}\right)  \tag{D.7}\\
& =s^{2} \partial^{2} \tilde{K}_{i, \beta}(s)+s \partial \tilde{K}_{i, \beta}(s) \triangleq I_{i}(s, \beta)
\end{align*}
$$

To establish 5.53): $\partial_{x x} W_{1,2}(x)>0$ for $x \in\left[0, x_{0}\right], x_{0}=\log \frac{5}{3}$, it suffices to prove $I_{1}(s, 2)>0$ for $s \in[1,5 / 3]$. For $i=1, \beta=2$, using symbolic calculation, we yield

$$
I_{1}(s, 2)=\frac{P_{1}+P_{2}}{4 s^{3 / 2}(1+s)^{3}}, \quad P_{2}=9(1+s)^{4}\left(1-s+s^{2}\right) \log \left|\frac{s+1}{s-1}\right|
$$

We do not write down the expression of $P_{1}$ since it is an intermediate term and is not used directly. We provide its formula in Mathematica [12]. Using $\log (1+z) \leq z$ for $z>-1$, we yield

$$
\begin{equation*}
\log \left|\frac{1+s}{1-s}\right|=-\log \left|\frac{1-s}{1+s}\right| \geq-\left(-\frac{2}{1+s}\right)=\frac{2}{1+s} \tag{D.8}
\end{equation*}
$$

Using the above inequality and simplifying the expression, we yield

$$
\begin{aligned}
I_{1}(s, 2) & \geq \frac{1}{4 s^{3 / 2}(1+s)^{3}}\left(P_{1}+9(1+s)^{4}\left(1-s+s^{2}\right) \frac{2}{s+1}\right)=\frac{P_{3}}{4 s^{3 / 2}(1+s)^{3}}, \\
P_{3} & =-\frac{2\left(-9+9 s+27 s^{2}-18 s^{3}-59 s^{4}+9 s^{5}+9 s^{6}\right)}{(s-1)^{2}}
\end{aligned}
$$

Since $s \in\left[1, \frac{5}{3}\right]$, using $s^{i} \leq s^{j}, i \leq j$ and $9 s+9 s^{2} \leq 15+25<41$, we obtain

$$
\begin{aligned}
& -9+9 s+27 s^{2}-18 s^{3}-59 s^{4}+9 s^{5}+9 s^{6} \\
< & \left(9 s+27 s^{2}-18 s^{3}-18 s^{4}\right)+s^{4}\left(9 s+9 s^{2}-41\right)<0
\end{aligned}
$$

which implies $P_{3}>0$ on $\left[1, \frac{5}{3}\right]$. It follows $I_{1}(s, 2)>0$ on $[1,5 / 3]$ and (5.53) with $x_{0}=\log \frac{5}{3}$.

Next, we prove Lemma 5.4.4.

Proof. Recall $W_{2, \beta}(x)=\tilde{K}_{2, \beta}\left(e^{x}\right)$ and their formulas from 5.50. Denote $s=e^{x}$. Using (D.7), it suffices to prove that $I_{2}(s, \beta) \geq 0$ for all $s=e^{x} \geq 1$. Using symbolic calculation, we have

$$
I_{2}(s, \beta)=\frac{\beta}{2} s^{-a}\left(I_{2,1}(s, \beta)+a^{2}\left(1+s^{2 a}\right) \log \frac{1+s}{s-1}\right), \quad a=\frac{\beta-1}{2},
$$

where $I_{2,1}(s, \beta)$ is an intermediate term and its formula is given in Mathematica [12]. Since $\beta>0$, using (D.8), we yield

$$
I_{2}(s, \beta) \geq \frac{\beta}{2} s^{-a}\left(I_{2,1}(s, \beta)+a^{2}\left(1+s^{2 a}\right) \frac{2}{1+s}\right) \triangleq \frac{\beta}{2} s^{-a} I_{2,2}(s, \beta) .
$$

Next, we show that $I_{2,2}(s, \beta) \geq 0$. Simplifying the expression, we obtain

$$
\begin{aligned}
I_{2,2}(s, \beta) & =\frac{P_{1}+P_{2}+P_{3}}{\left(s^{2}-1\right)^{3}}, \quad P_{1}=-2 a^{2}\left(s^{2}-1\right)^{2}\left(1-2 s+s^{2 a}\right) \\
P_{2} & =8 a s\left(s^{2}-1\right)\left(s^{2}+s^{2 a}\right), \quad P_{3}=4 s\left(3 s^{2}+s^{4}-s^{2 a}-3 s^{2+2 a}\right)
\end{aligned}
$$

Since $a=\frac{\beta-1}{2} \in\left[0, \frac{1}{2}\right]$ and $s \geq 1$, we get $2 s-1-s^{2 a} \geq 2 s-1-s=s-1 \geq 0$. Thus, we obtain $P_{1}, P_{2} \geq 0$. Using $s^{2 a} \leq s$ again, we derive

$$
\begin{aligned}
P_{3} & \geq 4 s\left(3 s^{2}+s^{4}-s-3 s^{3}\right)=4 s^{2}\left(s^{3}-1+3 s-3 s^{2}\right) \\
& =4 s^{2}(s-1)\left(s^{2}+s+1-3 s\right)=4 s^{2}(s-1)^{3} \geq 0 .
\end{aligned}
$$

Combining the above estimates of $P_{i}$, we establish $I_{2}(s, \beta) \geq 0$ for $s \geq 1, \beta>1$, which further implies $\partial_{x x} W_{2, \beta} \geq 0$ for $x \geq 0$.

## D.0.5 Proof of other Lemmas

Proof of Lemma 5.5.2. Recall that $x, y \in[0, \pi / 2]$ and $\beta \in[3 / 2,2]$. In the following estimates, the reader can think of the special case $\beta=2$.

For $x+y \leq \frac{\pi}{2}$, since $y \leq \frac{\pi}{2}-x$ and $\cot z$ is decreasing on $[0, \pi]$, we have

$$
\begin{equation*}
\cot x \cot y \geq \cot x \cot (\pi / 2-x)=1 \tag{D.9}
\end{equation*}
$$

Since $\min (x, y) \leq \frac{1}{2}(x+y) \leq \frac{\pi}{4}$, we obtain $\max (\cot x, \cot y) \geq 1$ and

$$
(\cot x \cot y)^{\beta} \geq \cot x \cot y \geq \min (\cot x, \cot y) \geq \cot (x+y)
$$

The case $x+y \geq \frac{\pi}{2}$ is trivial, and we prove (5.68) in Lemma 5.5.2. Next, we consider (5.69)
$I \triangleq \cot y(\cot x)^{\beta-2} \wedge \cot x(\cot y)^{\beta-2} \lesssim(\cot x \cot y)^{\beta}+\mathbf{1}_{x+y \geq \pi / 2} \cot (\pi-x-y) \triangleq J$.
Note that $\mathbf{1}_{x+y \geq \pi / 2} \cot (\pi-x-y)$ is nonnegative. Without loss of generality, we assume $x \leq y$. Since $\beta \leq 2$ and $\cot x \geq \cot y$, we get

$$
I=\cot y(\cot x)^{\beta-2} .
$$

Case 1: $x+y \leq \pi / 2 \quad$ Since $x \leq y$ and $x \leq \frac{1}{2}(x+y) \leq \frac{\pi}{4}$, using (D.9), $\cot x \geq 1, \cot x \geq \cot y$ and $\beta \in[1,2]$, we yield

$$
J \geq(\cot x \cot y)^{\beta} \geq(\cot x \cot y)^{\beta-1} \geq(\cot y)^{\beta-1} \geq \cot y(\cot x)^{\beta-2}=I .
$$

Case 2: $x+y>\frac{\pi}{2}$ In this case, $J$ contains the term $\cot (\pi-x-y) \geq 0$.
Case 2.a: $x>\frac{\pi}{3}$. Since $y \geq x \geq \frac{\pi}{3}$, we have $\cot y \leq \cot x, \cot x \lesssim 1$ and $\cot (\pi-x-y) \geq \cot \frac{\pi}{3} \gtrsim 1$. It follows

$$
I \leq \cot x(\cot x)^{\beta-2}=(\cot x)^{\beta-1} \lesssim 1 \lesssim \cot (\pi-x-y) \lesssim J
$$

Case 2.b: $x \leq \frac{\pi}{3}$ and $\pi-x-y \leq y$. Since $1 \lesssim \cot x$ and $\cot z$ is decreasing on $[0, \pi]$, we yield

$$
I \lesssim \cot y \leq \cot (\pi-x-y)
$$

Case 2.c: $x \leq \frac{\pi}{3}$ and $\pi-x-y \geq y$. Since $y \geq \frac{1}{2}(x+y) \geq \frac{\pi}{4}, x \leq \frac{\pi}{3}$, we have

$$
\cot x \gtrsim x^{-1}, \quad \cot y \gtrsim \cos y \gtrsim \pi / 2-y
$$

Note that $\pi-x-y \geq y$ implies $\pi / 2-y \geq x / 2$. We yield

$$
\cot x \cot y \gtrsim \frac{\pi / 2-y}{x} \gtrsim 1
$$

which along with $1 \lesssim \cot x, \cot y \leq \cot x, \beta \in[1,2]$ imply

$$
I \leq \cot y(\cot y)^{\beta-2}=(\cot y)^{\beta-1} \lesssim(\cot x \cot y)^{\beta-1} \lesssim(\cot x \cot y)^{\beta} \lesssim J
$$

We conclude the proof of (5.69).
Next, we prove (5.70)

$$
I I \triangleq \cot y \mathbf{1}_{y \geq \pi / 3} \lesssim(\cot x \cot y)^{\beta}+\mathbf{1}_{x+y \geq \pi / 2} \cot (\pi-x-y)=J
$$

We focus on $y \geq \pi / 3$. We consider three cases: (a) $x+y \leq \pi / 2$, (b) $x+y>\pi / 2$ and $\pi-x-y \leq y$, (c) $x+y>\frac{\pi}{2}, \pi-x-y \geq y$. In the first case, from (D.9), we have $J \geq 1 \gtrsim I I$. In the second case, since $\cot z$ is decreasing, we get

$$
J \geq \cot (\pi-x-y) \geq \cot (y) \geq I I
$$

In the third case, since $x \leq \pi-2 y \leq \pi-2 \pi / 3 \leq \pi / 3, y \geq \frac{\pi}{3}$ and $\pi / 2-y \geq x / 2$, using the same argument as that in the above Case 2.c, we yield

$$
\cot x \cot y \gtrsim 1, \quad J \geq(\cot x \cot y)^{\beta} \gtrsim 1 \gtrsim I I
$$

So far, we conclude the proof of (5.70) and Lemma 5.5.2.
The initial data constructed in Section 5.6.4.4 enjoys the following regularity in Sobolev space.

Lemma D.0.6. Suppose that $\omega_{0}$ satisfies $\omega_{0}+\omega_{\alpha} \in C^{\infty}\left(S^{1} \backslash\{0\}\right)$ and $\omega_{0} \in$ $C^{2}(-\pi / 3, \pi / 3)$, then $\omega_{0}+\omega_{\alpha} \in H^{s}$ for any $s<\alpha+\frac{1}{2}$.

Proof. Let $\chi$ be a smooth even cutoff function on $S^{1}$ (2 2 periodic) with $\chi(x)=$ 1 for $|x| \leq \frac{\pi}{8}$ and $\chi(x)=0$ for $|x| \geq \frac{\pi}{4}$. We decompose $\omega_{0}+\omega_{\alpha}$ as follows

$$
\omega_{0}+\omega_{\alpha}=\chi \omega_{\alpha}+\chi \omega_{0}+(1-\chi)\left(\omega_{0}+\omega_{\alpha}\right)=I+I I+I I I .
$$

Clearly, $I I, I I I \in C^{2} \subset H^{s_{1}}$ for any $s_{1} \leq 2$. Denote $f_{\alpha}=\chi \omega_{\alpha}$. Since $f_{\alpha}$ is odd, it enjoys an expansion $\omega_{\alpha}(x)=\sum_{k \geq 1} a_{k} \sin (k x)$. Next, we estimate $a_{k}$. Using integration by parts, we yield

$$
\begin{aligned}
a_{k} & =C \int_{0}^{\pi} f_{\alpha} \sin (k x) d x=\frac{C}{k} \int_{0}^{\pi} f_{\alpha}^{\prime} \cos k x d x \\
& =\frac{C}{k} \int_{0}^{\pi}\left(\mathbf{1}_{x \leq 1 / k}+\mathbf{1}_{1 / k \leq x \leq \pi / 4}\right) f_{\alpha}^{\prime} \cos k x d x \triangleq J_{1}+J_{2},
\end{aligned}
$$

where the restriction $\mathbf{1}_{x \leq \pi / 4}$ is due to the fact that $\chi$ is supported in $|x| \leq \pi / 4$. Recall the formula of $\omega_{\alpha}$ from (5.80). A direct calculation yields

$$
\left|J_{1}\right| \lesssim{ }_{\alpha} k^{-1} \int_{0}^{1 / k}\left|f_{\alpha}^{\prime}\right| d x \lesssim \int_{0}^{1 / k}|x|^{\alpha-1} d x \lesssim_{\alpha} k^{-1-\alpha}
$$

For $J_{2}$, using $\cos k x=\partial_{x} \frac{\sin k x}{k},\left|\partial_{x}^{i} \omega_{\alpha}(x)\right| \lesssim|x|^{\alpha-i}$ and integration by parts again, we derive

$$
\begin{aligned}
\left|J_{2}\right| & \lesssim \alpha k^{-1}\left(\left|\frac{\sin \left(k \cdot k^{-1}\right)}{k} f_{\alpha}^{\prime}\left(\frac{1}{k}\right)\right|+\frac{1}{k} \int_{1 / k}^{\pi / 4}\left|f_{\alpha}^{\prime \prime} \sin k x\right| d x\right) \\
& \lesssim_{\alpha} k^{-1}\left(\frac{1}{k}\left(\frac{1}{k}\right)^{\alpha-1}+\frac{1}{k} \int_{1 / k}^{\pi / 4}|x|^{\alpha-2} d x\right) \\
& \lesssim_{\alpha} k^{-1}\left(k^{-\alpha}+k^{-1}\left(k^{-1}\right)^{\alpha-1}\right) \lesssim_{\alpha} k^{-\alpha-1} .
\end{aligned}
$$

Therefore, for $s<\alpha+\frac{1}{2}$, we establish

$$
\sum_{k \geq 1}\left|a_{k}\right|^{2} k^{2 s} \leq \sum_{k \geq 1} k^{-2-2 \alpha+2 s}<+\infty
$$

which implies $\omega_{\alpha} \chi=f_{\alpha} \in H^{s}$. We conclude the proof.

## D.0.6 Rigorous verification

To establish Lemma 5.4.2, we need to verify conditions (5.52), (5.54) in Lemma 5.4.3. Note that condition (5.53) has been verified in Appendix D.0.4.1.

Since the kernel $W_{1,2}$ is explicit (5.44), (5.46), to simplify the derivations, we have used Mathematica. All the symbolic derivations and simplification steps are given in Mathematica (version 12). We only provide the steps that require
estimates. All the numerical computations and quantitative verifications are performed in MATLAB (version 2019a) in double-precision floating-point operations. The Mathematica and MATLAB codes can be found via the link [12]. We will also use interval arithmetic [96, 100] and refer the discussions to Appendix D.0.6.4.

To obtain (5.52), using the approach in Section 5.4.2.2, we only need to verify (5.58). Conditions (5.58) and (5.54) involve a finite number of integrals and the Lipschitz constant $b_{1}$ in (5.57). Since these conditions are not tight, we use the following simple method to verify them.

To estimate the integral of $f$ on $[A, \infty)$ with $A \geq 0$, we first choose $B$ sufficiently large and partition $[A, B]$ into $A=y_{0}<y_{1}<\ldots<y_{N}=B$. We will estimate the decay of $f$ in the far field in Appendix D.0.6.3, and treat the integral in $[B, \infty)$ as a small error. For each small interval $I=\left[y_{i}, y_{i+1}\right]$, we use a trivial first order method to estimate the integral

$$
\begin{equation*}
|I| \min _{x \in I} f(x) \leq \int_{I} f(x) d x \leq|I| \max _{x \in I} f(x), \quad|I|=y_{i+1}-y_{i} \tag{D.10}
\end{equation*}
$$

Denote by $f^{u}(I), f^{l}(I)$ the upper and lower bounds for $f$ in $I$. To use D.10, we estimate $f^{l}(I), f^{u}(I)$ for each interval $I=\left[y_{i}, y_{i+1}\right]$. For simplicity, we drop the dependence on $I$.

We simplify $W_{1,2}$ defined in (5.44), (5.46) as $W$. All the integrands involved in (5.58), (5.54), 5.57) are $W(x) \cos (x \xi)$ for $\xi=i h, i=0,1, . ., \frac{M}{h},|W(x) x|,\left|W^{\prime \prime \prime}(x)\right|$. To obtain the piecewise upper and lower bounds for these integrands, using basic interval arithmetics, see e.g., [55]

$$
\begin{align*}
& (f g)^{u}=\max \left(f^{u} g^{u}, f^{l} g^{u}, f^{u} g^{l}, f^{l} g^{l}\right), \quad(f g)^{l}=\min \left(f^{u} g^{u}, f^{l} g^{u}, f^{u} g^{l}, f^{l} g^{l}\right), \\
& |f|^{u}=\max \left(\left|f^{l}\right|,\left|f^{u}\right|\right), \quad(f-g)^{l}=f^{l}-g^{u}, \quad(f-g)^{u}=f^{u}-g^{l} \tag{D.11}
\end{align*}
$$

we only need to obtain the bounds for $\cos (x \xi), W,|W x|, W^{\prime \prime \prime}$. Those for $x$ are trivial.

## D.0.6.1 Upper and lower bounds for $W, W x, W^{\prime \prime \prime}$

We simplify $\tilde{K}_{1,2}$ in (5.44) as $\tilde{K}$. Denote $s=e^{x}$. Using the chain rule and $W(x)=\tilde{K}\left(e^{x}\right)=\tilde{K}(s)$, we get

$$
\begin{aligned}
\partial_{x}^{3} W(x) & =\partial_{x}^{3} \tilde{K}\left(e^{x}\right)=e^{3 x}\left(\partial^{3} \tilde{K}\right)\left(e^{x}\right)+3 e^{2 x}\left(\partial^{2} \tilde{K}\right)\left(e^{x}\right)+e^{x}(\partial \tilde{K})\left(e^{x}\right) \\
& =s^{3} \partial^{3} \tilde{K}(s)+3 s^{2} \partial^{2} \tilde{K}(s)+s \partial \tilde{K}(s) \triangleq D^{3} \tilde{K}(s)
\end{aligned}
$$

Since $e^{x}$ is increasing, the bounds for $W$ on $\left[x_{l}, x_{u}\right]$ and those for $\tilde{K}$ on $\left[e^{x_{l}}, e^{x_{u}}\right]$ enjoys

$$
\begin{align*}
f^{l} & =g^{l}\left(e^{x_{l}}, e^{x_{u}}\right), \quad f^{u}=g^{u}\left(e^{x_{l}}, e^{x_{u}}\right) \\
(f, g) & =(W, \tilde{K}), \quad\left(\partial_{x}^{3} W, D^{3} \tilde{K}\right), \quad(W(x) x, \tilde{K}(s) \log s) \tag{D.12}
\end{align*}
$$

Thus it suffices to get bounds for $\tilde{K}, \tilde{K} \log (s), D^{3} \tilde{K}$. Recall $\tilde{K}$ from (5.44) with $\beta=2$

$$
\begin{align*}
\tilde{K}(s) & =\left(s^{\frac{3}{2}}+s^{-\frac{3}{2}}\right) \log \left|\frac{s+1}{s-1}\right|-\frac{s^{\frac{3}{2}}-s^{-\frac{3}{2}}}{s^{2}-1} 2 s  \tag{D.13}\\
& =\left(s^{\frac{3}{2}}+s^{-\frac{3}{2}}\right) \log \left|\frac{s+1}{s-1}\right|-2 s^{-\frac{1}{2}} \frac{s^{2}+s+1}{s+1} .
\end{align*}
$$

In the interval $s \in\left[s_{l}, s_{u}\right]$ with $1 \leq s_{l}<s_{u}$, using monotonicity, e.g., $s^{3 / 2} \in$ $\left[s_{l}^{3 / 2}, s_{u}^{3 / 2}\right]$, the fact that $\log \left|\frac{s+1}{s-1}\right|$ is decreasing and (D.11), we get the upper and lower bounds for $\tilde{K}$

$$
\begin{align*}
\tilde{K}^{l}\left(s_{l}, s_{u}\right) & =\left(s_{l}^{3 / 2}+s_{u}^{-3 / 2}\right) \log \left|\frac{s_{u}+1}{s_{u}-1}\right|-2 s_{l}^{-1 / 2} \frac{s_{u}^{2}+s_{u}+1}{s_{l}+1}  \tag{D.14}\\
\tilde{K}^{u}\left(s_{l}, s_{u}\right) & =\left(s_{u}^{3 / 2}+s_{l}^{-3 / 2}\right) \log \left|\frac{s_{l}+1}{s_{l}-1}\right|-2 s_{u}^{-1 / 2} \frac{s_{l}^{2}+s_{l}+1}{s_{u}+1}
\end{align*}
$$

Next, we consider $\tilde{K} \log s$. For $s \in\left[s_{l}, s_{u}\right]$ with $s_{l} \geq 1$, since $\log s \geq 0$, we get

$$
\tilde{K}(s) \log (s) \leq \tilde{K}^{u} \log (s) \leq \max \left(\tilde{K}^{u} \log s_{l}, \tilde{K}^{u} \log s_{u}\right)
$$

Similarly, we obtain the lower bound for $\tilde{K} \log s$. Yet, near $s=1$, the upper bound blows up due to $\log \left|s_{l}-1\right|$ in $\tilde{K}^{u}$. Note that $\log s \leq s-1$. Using (D.8), for $s \geq 1$, we get
$\partial_{s}\left((s-1) \log \left|\frac{s+1}{s-1}\right|\right)=\left(\frac{1}{s+1}-\frac{1}{s-1}\right)(s-1)+\log \frac{s+1}{s-1}=-\frac{2}{s+1}+\log \frac{s+1}{s-1} \geq 0$.
Thus, $\log \left|\frac{s+1}{s-1}\right|(s-1)$ is increasing on $\left[s_{l}, s_{u}\right]$ and

$$
\log \left|\frac{s+1}{s-1}\right| \log s \leq \log \left|\frac{s+1}{s-1}\right| \cdot(s-1) \leq \log \left|\frac{s_{u}+1}{s_{u}-1}\right| \cdot\left(s_{u}-1\right)
$$

We obtain the following improvement for the upper bound of $\tilde{K}(s) \log s$ on $\left[s_{l}, s_{u}\right]$
$\tilde{K}(s) \log (s) \leq\left(s_{u}^{3 / 2}+s_{l}^{-3 / 2}\right) \log \left|\frac{s_{u}+1}{s_{u}-1}\right| \cdot\left(s_{u}-1\right)-2 s_{u}^{-1 / 2} \frac{s_{l}^{2}+s_{l}+1}{s_{u}+1} \cdot \log \left(s_{l}\right)$

For $D^{3} \tilde{K}(s)$, firstly, using symbolic computation, we yield

$$
\begin{align*}
D^{3} \tilde{K}(s) & =\frac{P_{42}(s)-P_{41}(s)+P_{5}(s)}{P_{6}(s)}, \quad P_{42}(s)=180 s^{3}+180 s^{7} \\
P_{41}(s) & =54 s+54 s^{2}+266 s^{4}+124 s^{5}+266 s^{6}+54 s^{8}+54 s^{9} \\
P_{5}(s) & =27\left(s^{2}-1\right)^{4}\left(1+s+s^{2}\right) \log \left|\frac{s+1}{s-1}\right|, \quad P_{6}(s)=8(s-1)^{3} s^{3 / 2}(1+s)^{4} \tag{D.16}
\end{align*}
$$

Since $1 \leq s_{l}<s_{u}$ and $P_{41}, P_{42}, P_{6}$ are increasing, we get $P_{m}^{u}=P_{m}\left(s_{u}\right), P_{m}^{l}=$ $P_{m}\left(s_{l}\right)$ for index $m=41,42$ or $m=6$. The bounds for $P_{5}$ are also trivial

$$
P_{5}^{l}=27\left(s_{l}^{2}-1\right)^{4}\left(1+s_{l}+s_{l}^{2}\right) \log \left|\frac{s_{u}+1}{s_{u}-1}\right|, P_{5}^{u}=27\left(s_{u}^{2}-1\right)^{4}\left(1+s_{u}+s_{u}^{2}\right) \log \left|\frac{s_{l}+1}{s_{l}-1}\right| .
$$

Using the bounds for $P_{41}, P_{42}, P_{5}, P_{6}$ and (D.11), we can further derive the bounds for $D^{3} \tilde{K}$.

## D.0.6.2 Upper and lower bounds for $\cos (x \xi)$

For $f \in C^{2}([a, b])$ and $x \in[a, b]$, the basic linear interpolation implies $f(x)=$ $\frac{x-a}{b-a} f(b)+\frac{b-x}{b-a} f(a)+\frac{1}{2} f^{\prime \prime}\left(x_{1}\right)(x-a)(x-b)$ for some $x_{1} \in[a, b]$ and

$$
\begin{aligned}
& \min (f(a), f(b))-\frac{(b-a)^{2}}{8}\left\|f^{\prime \prime}\right\|_{L^{\infty}[a, b]} \\
\leq & f(x) \leq \max (f(a), f(b))+\frac{(b-a)^{2}}{8}\left\|f^{\prime \prime}\right\|_{L^{\infty}[a, b]} .
\end{aligned}
$$

Applying the above estimate to $f(x)=\cos (x \xi)$ and $\left|f^{\prime \prime}(x)\right| \leq \xi^{2}$, we derive the upper and lower bounds for $\cos (x \xi)$ on $[a, b]$.

To verify (5.58), it suffices to get a lower bound for $G(\xi)$ with $\xi=j h$. Applying (D.12), (D.14), the above estimate for $\cos (x \xi)$ and (D.10), we yield

$$
\int_{y_{i}}^{y_{i+1}} \cos (x \xi) W(x) d x \geq\left(y_{i+1}-y_{i}\right) \cdot I^{l}, \quad I(x) \triangleq \cos (x \xi) W(x)
$$

The term $I^{l}$ can be obtained using (D.11). For $y_{i}$ close to 0 , we should avoid using (D.11) to derive $I^{l}$ since it involves $W^{u}\left(x_{l}, x_{u}\right)=\tilde{K}^{u}\left(e^{x_{l}}, e^{x_{u}}\right.$ (D.14), which blows up near $x=0$. For $x \xi \leq \pi / 2$, since $\cos (x \xi) \geq 0$, we derive $I^{l}$ using

$$
\cos (x \xi) W(x) \geq \cos (x \xi) W^{l} \geq \min \left((\cos (\cdot \xi))^{l} W^{l},(\cos (\cdot \xi))^{u} W^{l}\right)
$$

For large $\xi$, the above estimate is not sharp due to large oscillation in $\cos (x \xi)$. Denote $m=\frac{W_{l}+W_{u}}{2}, h_{0}=b-a$. We consider an improved estimate

$$
\begin{aligned}
& \int_{a}^{b} \cos (x \xi) W(x) d x=\int_{a}^{b} \cos (x \xi)(W(x)-m) d x+m \int_{a}^{b} \cos (x \xi) d x \\
\geq & \left.m \frac{\sin (x \xi)}{\xi}\right|_{a} ^{b}-h_{0}|\cos (x \xi)|^{u}|W-m|^{u} \\
\geq & \frac{W_{l}+W_{u}}{2} \frac{\sin (b \xi)-\sin (a \xi)}{\xi}-h_{0}|\cos (x \xi)|^{u} \frac{W_{u}-W_{l}}{2},
\end{aligned}
$$

where we have used $W-m \in\left[W_{l}-m, W_{u}-m\right]=\left[-\frac{W_{u}-W_{l}}{2}, \frac{W_{u}-W_{l}}{2}\right]$.
Using the above estimates, we obtain the lower bound of the integral in $G(\xi)$ (5.51) in a finite domain. The integrals in (5.57) and (5.54) in a finite domain are estimated similarly.

## D.0.6.3 Decay estimates of $W, \partial_{x}^{3} W$

It remains to estimate the integrals in (5.58), (5.51, (5.57) and (5.54) in the far field. For $s>1$, using Taylor expansion, we yield
$\log \left|\frac{s+1}{s-1}\right|=\sum_{k \geq 1} \frac{2}{2 k-1} s^{-(2 k-1)}, \quad|\log | \frac{s+1}{s-1}\left|-\frac{2}{s}\right| \leq \frac{2}{3} \sum_{k \geq 2} s^{-(2 k-1)}=\frac{2}{3} \frac{s^{-3}}{1-s^{-2}}$.

Using the above estimate and ( $\overline{\mathrm{D} .13})$, we obtain

$$
\begin{aligned}
|\tilde{K}| & \leq\left|s^{3 / 2} \cdot \frac{2}{s}-2 s^{-\frac{1}{2}} \frac{s^{2}+s+1}{1+s}\right|+s^{3 / 2} \cdot \frac{2}{3} \frac{s^{-3}}{1-s^{-2}}+s^{-3 / 2} \log \left|\frac{s+1}{s-1}\right| \\
& \triangleq I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

Note that $I_{1}=\frac{2 s^{-1 / 2}}{s+1} \leq 2 s^{-3 / 2}$. We derive

$$
\begin{equation*}
|\tilde{K}| \leq s^{-3 / 2}\left(2+\frac{2}{3} \frac{1}{1-s^{-2}}+\log \left|\frac{s+1}{s-1}\right|\right) \triangleq s^{-3 / 2} \tilde{K}_{\text {tail }}(s) \tag{D.18}
\end{equation*}
$$

Next, we estimate $D^{3} \tilde{K}$ D.16). Using (D.17), we decompose $P_{5}$ in (D.16) as follows

$$
\begin{aligned}
& \left|P_{5}-P_{5, M}\right| \leq P_{5, e r r}, \\
& P_{5, M}=27\left(s^{2}-1\right)^{4}\left(1+s+s^{2}\right) \frac{2}{s}, \quad P_{5, e r r}=27\left(s^{2}-1\right)^{4}\left(1+s+s^{2}\right) \frac{2}{3} \frac{s^{-3}}{1-s^{-2}}
\end{aligned}
$$

Recall $P_{41}, P_{42}, P_{6}$ from D.16). Denote $P_{7}=P_{42}-P_{41}+P_{5, M}$. We estimate (D.16) as follows

$$
\begin{equation*}
\left|D^{3} \tilde{K}\right| \leq \frac{\left|P_{42}-P_{41}+P_{5, M}\right|+P_{5, e r r}}{P_{6}} \leq \frac{\left|P_{7}\right|}{P_{6}}+\frac{P_{5, e r r}}{P_{6}} . \tag{D.19}
\end{equation*}
$$

By definition, $P_{7}$ is a sum of a polynomial of $s$ and $s^{-1}$. Simplifying the expression of $P_{7}$ (see details in [12]) and using the triangle inequality, we yield

$$
\begin{aligned}
\left|P_{7}\right| & \leq P_{8}=54+54 s^{-1}+216 s+270 s^{2}+288 s^{3}+58 s^{4}+16 s^{5}+482 s^{6}+18 s^{7} \\
& \triangleq s^{7} P_{8, \text { tail }}(s)
\end{aligned}
$$

where $P_{8, \text { tail }} \triangleq P_{8}(s) s^{-7}$ is decreasing in $s$. For $P_{6}$ D.16 and the error term $P_{5, \text { err }}$, we have

$$
\begin{aligned}
P_{6} & =8(-1+s)^{3} s^{3 / 2}(1+s)^{4} \geq s^{7+3 / 2} \cdot 8\left(1-s^{-1}\right)^{3} \triangleq s^{7+3 / 2} P_{6, \text { tail }}(s) \\
\frac{P_{5, \text { err }}}{P_{6}} & =\frac{9\left(1+s+s^{2}\right)}{4 s^{5 / 2}(1+s)} \leq s^{-5 / 2} \frac{9(1+s)}{4} \leq s^{-3 / 2} \frac{9}{4}\left(1+s^{-1}\right) \triangleq s^{-3 / 2} E_{\text {tail }}(s)
\end{aligned}
$$

Plugging the above estimates in D.16, D.19, we obtain

$$
\begin{equation*}
\left|D^{3} \tilde{K}(s)\right| \leq \frac{\left|P_{7}\right|}{P_{6}}+\frac{P_{5, \text { err }}}{P_{6}} \leq \frac{P_{8}}{P_{6}}+\frac{P_{5, e r r}}{P_{6}} \leq s^{-\frac{3}{2}}\left(\frac{P_{8, \text { tail }}}{P_{6, \text { tail }}}+E_{\text {tail }}\right) \triangleq s^{-\frac{3}{2}} \tilde{K}_{\text {tail }, 2} . \tag{D.20}
\end{equation*}
$$

Clearly, $\tilde{K}_{\text {tail }}(s)$ is decreasing. Since $P_{8, \text { tail }}, E_{\text {tail }}$ are decreasing and $P_{6, \text { tail }}$ is increasing, $\tilde{K}_{\text {tail,2 }}$ is decreasing. Using $W(x)=\tilde{K}\left(e^{x}\right)$, we estimate the integrals in $G(\xi)$ 5.51) and (5.57) in the far field as follows

$$
\begin{align*}
\left|\int_{B}^{\infty} W(x) \cos (x \xi) d x\right| & \leq \tilde{K}_{\text {tail }}\left(e^{B}\right) \int_{B}^{\infty} e^{-3 x / 2} d x=\tilde{K}_{\text {tail }}\left(e^{B}\right) \frac{2}{3} e^{-3 B / 2} \\
\int_{B}^{\infty}|W(x) x| d x & \leq \tilde{K}_{\text {tail }}\left(e^{B}\right) \int_{B}^{\infty} e^{-3 x / 2} x d x=\tilde{K}_{\text {tail }}\left(e^{B}\right)\left(\frac{2 B}{3}+\frac{4}{9}\right) e^{-3 B / 2} \tag{D.21}
\end{align*}
$$

and treat them as error. Similarly, we estimate the integral in (5.54) in the far field.

So far, we conclude the estimates of all the integrals in (5.58), (5.51, 5.57) and (5.54).

## D.0.6.4 Interval arithmetic

To implement the above estimates and verify (5.58), (5.54) rigorously, we adopt the standard method of interval arithmetic [96, 100]. In particular, we use the

MATLAB toolbox INTLAB (version 11 [99]) for the interval computations. Every single real number $p$ involved in the above estimates is represented by an interval $\left[p_{l}, p_{r}\right]$ that contains $p$, where $\left[p_{l}, p_{r}\right]$ are some floating-point numbers. We refer to [19, 20, 55] for related discussion.


[^0]:    ${ }^{2}$ In fact, $E_{0}$ contains a $L^{2}$ norm of the angular derivative $D_{\beta} \Omega, D_{\beta} \eta, D_{\beta} \xi$.

[^1]:    ${ }^{3}$ The $L^{2}\left(R, L^{\infty}(\beta)\right) \times L^{\infty}\left(R, L^{2}(\beta)\right)$ estimate of the mixed derivatives term in the $\mathcal{H}^{2}$ norm is due to Dongyi Wei. We are grateful to him for telling us this estimate. We apply this idea to derive the estimates in the $\mathcal{H}^{3}(\psi)$ norm.

[^2]:    ${ }^{4}$ The estimate of $I_{2}(\bar{\xi}), I I(\bar{\xi})$ can be improved to $\alpha^{3 / 2}\|\Omega\|_{\mathcal{H}^{3}}$ but we do not need this extra smallness here.

[^3]:    ${ }^{1}$ Similar derivation was presented in the One World PDE Seminar "Singularity formation in incompressible fluids" by Dr. Elgindi. https://www.youtube.com/watch?v= 29zUjm7xFlI\&feature=youtu.be

[^4]:    ${ }^{1}$ The Mathematica code for these calculations can be found via the link https://www. dropbox.com/s/y6vfhxi3pa8okvr/Calpha_calculations.nb?dl=0.

