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ABSTRACT

Water is essential to our daily lives, yet its subsurface behavior remains challenging
to track using remote observations. By extracting seismic waves traveling through
the Earth, seismic interferometry is a powerful tool to image the Earth’s interior,
in particular the long-term and short-term behavior of water circulation. With con-
ventional dense seismic networks and emerging distributed acoustic sensing (DAS),
I demonstrate how seismic interferometry brings new insights on water below the
surface ranging from the depths of the mantle transition zone (MTZ) to the subsur-
face aquifers of our planet.
By applying a novel inter-source interferometry method that turns deep earthquakes
into virtual seismometers, I not only present evidence for an intermediate-scale
metastable olivine wedge and small-scale intra-slab scatterers in the MTZ beneath
the Japan Sea, but also reveal their dimensions and velocity perturbations more ac-
curately than before. Beyond the relative independent scales of slab structures, these
results point toward a consistent picture of transformational faulting of metastable
olivine as the initiation mechanism of deep earthquakes, petrologic processes asso-
ciated with dehydration of subducting slabs, and an extremely dry slab core below
410-km. Borrowing the idea from inter-source interferometry, I develop a slab oper-
ator method by utilizing the waveform broadening due to the high-velocity anomaly.
With synthetic tests and real data, I illustrate the feasibility of this method for accu-
rately determining large-scale slab velocity perturbations.
Shifting from the Earth’s interior to the subsurface, I investigate the feasibility of
vadose zone water monitoring with DAS. DAS provides an affordable and scalable
solution for deploying ultra-dense seismic arrays by transforming existing optic-fiber
cables into thousands of seismic sensors. With two years of ambient noise recorded
on the Ridgecrest DAS array, the time-lapse images of seismic changes (dv/v) reveal
an unprecedented high-resolution spatiotemporal evolution of water saturation in va-
dose zone. A striking correlation between the dv/v amplitude and the sedimentary
thickness is observed, while the frequency analysis of dv/v measurements suggests
an uppermost 10 m hydrologic source as the cause for dv/v temporal variability.
The results demonstrate the great potential of DAS for long-term subsurface water
monitoring.
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C h a p t e r 1

INTRODUCTION

Water is all around us in all its forms, from the atmosphere to the oceans, to lakes, to
rivers, to snow and glaciers, and chemically bound into mineral crystal structures.
Water is deemed essential to nearly every natural process on Earth, such as sup-
porting terrestrial life on a biological level and regulating climate across the globe,
thus rendering the compound one of the most intriguing for investigations. Not only
above and on the Earth’s surface, but water also exists below the surface. For in-
stance, soil moisture controls the heat and energy exchange between the atmosphere
and solid earth, water in unsaturated vadose zone can feed plants, and groundwater
is the largest freshwater reservoir for domestic, agricultural, and industrial use. In
the Earth’s interior, even though no longer present as H2Omolecules, water is abun-
dant in the form of hydrogen dissolved in various minerals, providing important
information on the evolution of plate tectonics and volcanism throughout the history
(Peslier et al., 2017; Ohtani, 2020). However, because of its remoteness, subsurface
water is challenging to detect using remote observations.
Meanwhile, seismology overcomes some of these challenges. Emmitted from earth-
quake or other vibrational sources, seismic waves travel through the Earth and are
recorded by seismometers, thus providing subtle signatures of the interior regions
that they sample. By exploiting the details of seismic recordings, seismology
provides a feasible way to make the invisible visible. For instance, earthquake
traveltime-based tomography has successfully revealed the ultimate fate of sub-
ducted slabs in the mantle (Fukao and Obayashi, 2013). Rather than waiting for
earthquakes to occur, seismic interferometry extraordinarily extends seismologists’
arsenal by taking advantage of noise data. In general, seismic interferometry can be
classified into inter-receiver interferomtery and inter-source interferometry. Inter-
receiver interferometry reconstructs passive noise recordings into seismograms
propagating from one receiver to the other, whereas inter-source interferometry
transforms earthquakes into virtual sensors that record seismic signals from other
real earthquakes (Galetti and Curtis, 2012). In this thesis, using both conventional
seismic networks and an advanced distributed acoustic sensing (DAS) technology, I
will demonstrate how seismic interferometry can help to gain new insights on water
below the surface ranging from the depths of the mantle transition zone (MTZ)
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(Chapters 2 through 4) to the subsurface aquifers (Chapter 5).
In Chapter 2, I investigate an intermediate-scale (10-100 km) seismic structure
called metastable olivine wedge (MOW) which is significant for understanding the
hydrous state within the slab core and the physics of deep earthquakes. For exam-
ple, a small amount of water can break the existence of MOW, which would in turn
rule out the transformational faulting hypothesis as the cause of deep earthquakes.
However, the existence and dimension of MOW remains debatable because of its
small size and remoteness. To overcome this challenge, I apply novel inter-source
interferometry which converts deep earthquakes into virtual seismometers closer to
our target without influence from shallow complexities. With real data, I not only
present strong evidence for a metastable olivine wedge beneath the Japan Sea, but
also constrain its dimension and velocity perturbation more accurately than before.
This finding suggests that the MOW could be a initial mechanism for deep earth-
quakes, and indicates that only negligible amount of water can be transported into
the MTZ, forming an extremely dry slab core below 410 km.
In Chapter 3, I study the small-scale (<10 km) heterogeneity within the subducted
Japan slab. These intra-slab scatterers have been well documented in multiple
subduction zones above 350 km, but their origin is elusive without unveiling their
fate at greater depth (melt bands vs. hydrated faults). For instance, the intra-slab
heterogeneity, if located along hydrated faults, can be much weaker at depth due to
the slab dehydration. By turning some deep earthquakes into virtual sensors using
inter-source interferometry, I find that the small-scale scatterers within the slab core
fade substantially as slab subducts. The fading signal favors that the scatterers are
caused by heterogeneous hydration of the slab in the outer rise that decreases as
the slab core dehydrates. Combining with Chapter 2, the resolved slab structures,
despite of their independent scales, point toward a consistent picture of a dry slab
core below 410 km beneath the Japan Sea.
Borrowing the idea from inter-source interferometry, I develop a slab operator
method for estimating the large-scale (>100 km) slab velocity perturbation in Chap-
ter 4. The slab velocity perturbation is believed to reflect the slab thermal status
which in turn affects the deep water cycle. For example, warm slab would become
entirely anhydrous at subarc depths while cold slabs can transport water to MTZ.
However, the absolute amplitude of slab velocity is ubiquitously underestimated
by the traveltime based tomography. The slab operator method takes advantage of
the fact that high-velocity slabs act similarly as an attenuation operator broadening
waveforms. With 2D synthetics, I demonstrate that this method is capable of mea-
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suring the slab velocity perturbation. With real data, I resolve a velocity amplitude
of 4% for the subducted Kuril slab core. Nevertheless, the slab operator method still
requires appropriate source-receiver configurations for global applications.
Shifting from the interior to the subsurface, I conduct seismic monitoring of the
vadose zone water in Chapter 5. Water in the critical zone is particularly vital for
sustaining life on Earth, but current monitoring techniques are mostly for surface
water content with few probing below the surface. By reconstructing the surface
waves propagating between two receivers on a daily base, inter-receiver interferome-
try provides a complimentary tool to fill in this gap. Yet, limited by the conventional
seismic network spacing (tens of kilometers), only long wavelength surface waves
can be retrieved, thus lacking depth resolution for vadose zone monitoring. As an
emerging technology, DAS transforms the existing telecommunication optic-fiber
cable into thousands of seismic sensors in a few meters spacing, opening a window
for the uppermost subsurface monitoring. Taking the Ridgecrest DAS array as an
example, I illustrate the feasibility of long-term vadose zone monitoring using DAS.
The resulting time-lapse seismic images reveal an unprecedented high-resolution
spatiotemporal evolution of water content in vadose zone.
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C h a p t e r 2

METASTABLE OLIVINE WEDGE BENEATH THE JAPAN SEA
IMAGED BY SEISMIC INTERFEROMETRY

Shen, Zhichao and Z. Zhan (2020). Metastable olivine wedge beneath the Japan
Sea imaged by seismic interferometry. In: Geophysical Research Letters 47.6,
e2019GL085665. doi: 10.1029/2019GL085665.

2.1 Abstract
The metastable olivine wedge (MOW) within subducted slabs has long been hy-
pothesized to host deep-focus earthquakes (>300 km). Its presence would also rule
out hydrous slabs being subducted into the mantle transition zone. However, the
existence and dimensions of MOW remain debatable. Here, we apply inter-source
interferometry, which converts deep earthquakes into virtual seismometers, to de-
tect the seismic signature of MOW without influence from shallow heterogeneities.
With data from the Hi-net, we confirm the existence of MOW beneath the Japan
Sea and constrain its geometry to be ∼30 km thick at 410-km depth and gradually
thinning to a depth of 580 km at least. Our result supports transformational faulting
of metastable olivine as the initiation mechanism of deep earthquakes, although
large events (M7.0+) probably rupture beyond the wedge. Furthermore, the slab
core must be dehydrated at shallower depth and only transports negligible amount
of water into the transition zone.

2.2 Introduction
Global earthquakes mostly occur in the crust, but can extent to ∼700-km depth
within subducting plates. Crustal earthquakes are thought to be driven by brittle
frictional failure (Scholz, 1998), while the nature of deep-focus earthquakes (depth
>300 km) has been posed to geophysicists as a long-standing puzzle (Brace and
Kohlstedt, 1980). Several mechanisms have been proposed for deep earthquakes,
including the dehydration embrittlement (Meade and Jeanloz, 1991), thermal shear
instability (Kanamori et al., 1998; Ogawa, 1987), and transformational faulting
(Green II and Burnley, 1989). Among them, transformational faulting, which trig-
gers the slip instability through a sudden phase change from metastable olivine to
spinel, can naturally explain the depth dependent seismicity distribution that resurges

https://doi.org/10.1029/2019GL085665
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in the transition zone with an abruptly cessation below 660 km (Houston, 2015).
Moreover, recent laboratory experiments have shown fracture nucleation and later
intense acoustic emissions associated with the olivine-to-pinel phase transformation
(Schubnel et al., 2013; Wang et al., 2017), thus making the transformational faulting
hypothesis more appealing.
For transformational faulting to happen, it is hypothesized that the low-pressure
polymorphs of olivine inside cold slabs could metastably extend into the man-
tle transition zone (MTZ), forming a tongue-shaped “metastable olivine wedge”
(MOW). Furthermore, the positively buoyant MOW, if present, may slow down the
subducting slab in the MTZ (Bina et al., 2001), or even resist the slab from penetrat-
ing into the lower mantle (Tetzlaff and Schmeling, 2000). The dimension of MOW
is generally thought to correlate with the slab thermal parameter (Kirby et al., 1996),
but the water content of subducted slab and the latent heat due to the phase changes
also play crucial roles (Du Frane et al., 2013; Kubo et al., 1998; Mosenfelder et al.,
2001). Laboratory experiments demonstrated that incorporation of a small amount
of H2O leads to a remarkable boost in the olivine to ringwoodite transformation rate
via hydrolytic weakening process (Du Frane et al., 2013). The latent heat feedback
together with an additional intracrystalline transformation mechanism significantly
reduces the maximum depth that MOW can reach as suggested from an updated
thermo-kinetic model (Mosenfelder et al., 2001). Therefore, the existence and exact
geometry of MOW would provide essential constraints on the thermal-petrological
properties of subducting slabs.
However, seismic imaging of the low-velocity MOW structure has been particularly
challenging. For instance, body wave travel time analysis ubiquitously suffers from
the wavefront healing effect. A thermal slab without MOW could satisfactorily pre-
dict high-resolution seismic arrival times, but the inclusion of MOW merely offers
a subtle improvement on the data fitting (Koper et al., 1998). It has also been illus-
trated that the metastable olivine can be unveiled fromwaveform distortions of some
seismic phases that travel through it (Koper and Wiens, 2000; Vidale et al., 1991).
Nonetheless, deterministically examining the seismogram involves great effort be-
cause lithospheric heterogeneities contribute great complexities on the seismogram
and smear the illumination of deep slab. Given the difficulty in resolving MOW,
its thicknesses reported from preceding studies differ by more than a factor of 2 in
Japan subduction zone (Furumura et al., 2016; Iidaka and Furukawa, 1994; Iidaka
and Suetsugu, 1992; Jiang and Zhao, 2011; Jiang et al., 2008; Jiang et al., 2015;
Kawakatsu and Yoshioka, 2011; Wiens et al., 1993; Kaneshima et al., 2007) (Table
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2.1), leaving the metastable persistence of olivine and its detail geometry hitherto
ambiguous.

Method Study Area Thickness at 410-km Depth Extend Reference
Traveltime Inversion SW. Japan N/A ∼500 km Iidaka and Suetsugu, 1992
Traveltime Inversion Japan Sea 50 km 560 km Jiang et al., 2008
Traveltime Inversion Japan Sea 50 km 570 km Jiang and Zhao, 2011
Traveltime Inversion N. Japan Sea N/A 580 km Jiang et al., 2015
Receiver Function SW. Japan ∼25 km ∼450 km Kawakatsu and Yoshioka, 2011
Coda Wave N. Japan Sea 50 km 600 km Furumura et al., 2016

Double Seismic Zone SW. Japan 10∼20 km <500 km Iidaka and Furukawa, 1994
Double Seismic Zone Fiji-Tonga 20∼40 km 460 km Wiens et al., 1993
Teleseismic waveform Mariana N/A 630 km Kaneshima et al., 2007

Table 2.1: Comparison of metastable olivine wedge geometry proposed from pre-
vious seismic studies. The last two row are the proposed MOW geometries at other
subduction zone.

2.3 Inter-source Interferometry
To untangle the potentially subtle seismic signature of metastable olivine from
complex shallow Earth heterogeneities, we apply inter-source interferometry (Curtis
et al., 2009; Tonegawa and Nishida, 2010) to deep earthquake pairs in the Japan
subduction zone (Figure 2.1a). For conventional inter-receiver interferometry, cross
correlations of diffusive earthquake coda or ambient noise field reconstruct Green’s
functions between receiver pairs (Campillo and Paul, 2003). Equivalently, due to
reciprocity, by cross-correlating codawaves froman earthquake pair, the inter-source
interferometry synthesizes the transient strain triggered by passing seismic waves
from one source to the other. This is as if we convert one of the deep earthquakes
to a virtual seismometer deployed below the complex shallow layers and record
the other event. To avoid violating the impulsive-source condition in reciprocity,
we select five deep-focus earthquakes of small magnitudes (4.0 ≤ Mw ≤ 5.2) with
simple source process (<10% non-double-couple component). Among them, three
earthquakes (S1, S2, and S3) are refined at ∼360-km depth whereas the other two
(D1 and D2) are at depths of ∼580 km (Figures 2.2 and 2.3; see section 2.6 for
relocation details), corresponding to the shallow and deep ends of hypothesized
MOW, respectively. Although receivers in the inter-source interferometry should
have a complete azimuthal coverage, the stationary phase approximation greatly
loosens the receiver geometry restriction (Snieder, 2004; see section 2.6 for inter-
source interferometry theory). For our targeted slab beneath the Japan Sea, Hi-net
stations situate around the stationary phase region of the deep earthquake pairs (the
region along the extension of earthquake pairs; Figure 2.1b), hereby providing an
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ideal source-receiver configuration to isolate the deep slab structures from other
complexities.

Figure 2.1: Map view of our targeted area and depth profile of Japan subduction
zone. (a). Map of this study area. Black dashed lines are the slab depth contours
from Slab2.0 model (Hayes et al., 2018). Orange triangles are Hi-net stations
used in our interferometry. The purple and magenta beachballs are from National
Research Institute for Earth Science and Disaster Resilience (NIED) and represent
the earthquake depths of ∼580 km (D1, D2) and ∼360 km (S1, S2, S3), respectively.
(b). P-wave velocity profile derived from thermal modeling along AA’. The black
solid line and black dashed line represent the geometry of subducting Pacific slab and
hypothesized MOW, respectively. Above 200 km depth, small scale heterogeneities
are included. D1/D2 and S1/S2/S3 correspond to the deep (∼580 km) and shallow
(∼360 km) end of the MOW, respectively.
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Figure 2.2: Focal depth determination of events S1 and D1 using ScS and sScS. (a).
Map view of deep earthquakes D1 and S1 and broadband stations used for deter-
mining the focal depth. (b). left panel shows the ScS and sScS tangential waveform
comparison between observations (black) and synthetics (red) for earthquake S1.
Right panel indicates the optimal focal depth of individual station by searching for
the highest cross-correlation coefficient. The averaged optimal focal depth is 359
km for S1. (c). Similar to (b), but for earthquake D1, the averaged focal depth is
580 km.

We first validate the inter-source interferometry method for two synthetic scenarios
with and without MOW. The velocity and density profiles of slab andMOW are con-
structed based on a thermal model tuned for the Japan subduction zone (see section
2.6 for thermal modeling details). Small-scale heterogeneities are implemented at
shallow depths to produce realistic coda waves (Figure 2.1b; Furumura and Kennett,
2005). Given the velocity and density profiles, we simulated the elastic wavefield
with a GPU-based 2-D finite difference code in Cartesian coordinates, which is
eighth order in space and second order in time (Li et al., 2014). With a minimum
shear velocity of 2.8 km/s, a grid spacing of 75 m, and time step of 0.001 s, our
computed synthetic waveforms are accurate up to 6 Hz with sampling of at least six
grids per wavelength. Here, we simplified the problem into a 2-D slab geometry
since we mainly focus on the updip direction. Moreover, 2-D and 3-D numerical
simulations of the high-frequency trapping/guiding waves have been shown no sig-
nificant differences (Kennett and Furumura, 2008; Takemura et al., 2015). After
computing synthetic seismograms on the surface from deep earthquakes D1 and S1,
we filter and cut the vertical-component coda waves from 5 to 45 s after the P wave
first arrivals for interferometry. The 40-s-long window is further cut into 10-s-long
overlapping segments offset by 2 s. The cross correlations of all the segments
are then normalized by the maximum and averaged to account for the coda energy
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Figure 2.3: Traveltime based relocation results and uncertainty analysis. (a). P
wave traveltime differences as a function of azimuth for different events. The circle
and triangle symbols represent P wave traveltime differences of S3-S1 and S2-S1,
respectively. Observed and predicted P wave traveltime differences are indicated in
blue and red, respectively. (b). Relative relocation probability distribution for deep
earthquake S2. The blue line denotes 95% probability contour. (c). Similar to (b),
but for deep earthquake S3.

decay with time. For the D1-S1 earthquake pair in both scenarios, the 0.2-2 Hz
cross-correlation record section presents coherent waveforms with constant arrival
time across the profile of Hi-net (Figure 2.4). This indicates that our simulated coda
wavefields are diffuse due to shallow heterogeneities and the inter-source Green’s
function could be extracted by coda interferometry at a single station (Snieder,
2004). To enhance the coherent signal, we stack the cross correlations over all the
stations. In both scenarios with and without MOW, the resulting interferometric
waveforms match the directly simulated P wave strain seismograms from source D1
to virtual receiver S1 and, meanwhile, capture the polarity flip (Figure 2.4b vs. 2.4c)
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caused by the reverberation of P wave within the MOW (Figure 2.5). For the case
with MOW, although the P refraction wave arrives earlier than the reverberation, its
energy is too weak to be captured (Figure 2.5f). Since absolute arrival times have
strong trade-offs with earthquake locations, herein, we focus solely on interpreting
the waveform shape.

Figure 2.4: 0.2∼2 Hz inter-source interferometry benchmark results. (a). P wave
velocity perturbation profile derived from the thermal modeling (8 cm/yr, 30 Ma;
𝑇𝑚𝑜𝑤 = 664◦C). Heterogeneities are imposed above 200 km. The slab and MOW
geometries are delineated by black solid line and black dashed line, respectively.
The MOW model is the same as that in Figure 2.14a with a thickness of 29 km at
410 km depth. A 5% velocity reduction is placed within MOW. Deep earthquakes
D1 and S1 are used here. Waveforms of a linear array (blue inverted triangles) on
the surface are calculated. (b). Inter-source interferometry benchmark result for a
case of thermal slab without MOW (NO MOW case). The lower panel shows the
cross-correlation record section of the linear array as a function of distance to D1.
The upper panel is the waveform comparison between stacked (black) and predicted
(red) strain response from D1 to S1. (c). Similar to (b), but for the case of slab with
MOW. Note that the waveform polarity flipped after introducing the MOW.
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Figure 2.5: Snapshots of wavefield propagating from deep source D1 (purple star) to
virtual receiver S1 (magenta triangle) for NoMOW andMOW cases. The snapshots
of No MOW case are shown for (a). 5.0 s, (b). 30.0 s and (c). 52.4 s after the
origin time of D1. (d)∼(f). show the snapshots of MOW case at 5.0 s, 30.0 s and
54.8 s after the origin time of D1, respectively. The slab and MOW geometries are
delineated by black solid line and black dashed line, respectively. The MOWmodel
(8 cm/yr, 30 Ma; 𝑇𝑚𝑜𝑤 = 664◦C) is the same as that in Figure 2.14a with a thickness
of 29 km at 410 km depth. Both P and S wavefields are shown in the snapshots.
Positive and negative wavefield are indicated in red and blue, respectively.

2.4 Results
Having shown the feasibility to retrieve the P wave strain Green’s functions between
two deep earthquakes, we apply the inter-source interferometry method to real
data on the Hi-net stations (Figure 2.1). As an example, the cross-correlation
record section for the D1-S1 earthquake pair at 0.2-2 Hz exhibits coherent signals
arriving at a constant time in a wide azimuth range (Figure 2.6a), implying a diffuse
coda wavefield. After stacking all the individual cross correlations, the resulting
waveform presents a negative trough preceding a positive peak, similar to that
of aforementioned synthetic case with a MOW (Figure 2.6c). Furthermore, the
interferometric results of other earthquake pairs are in good agreement with that
of D1-S1 pair (Figure 2.7), favoring a MOW structure instead of a simple slab
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Figure 2.6: Inter-source interferometry results at 0.2∼2 Hz suggest the existence of
metastable olivine beneath the Japan Sea. (a). The record section of coda wave
cross-correlations as a function of azimuth for the D1-S1 earthquake pair. The
azimuth (120.7◦) of AA’ profile in Figure 2.1 is shown as A’ with a black arrow.
Blue and red color correspond to the negative and positive phases, respectively.
Coherent signals with negative polarities arrive at a constant time across Hi-net
stations. (b). First motion analysis for deep earthquake D1 and S1. At Hi-net
stations (red dots), both events share the same P-wave polarities. (c). Waveform
comparison of observations and synthetics. The top black trace is the stacked cross-
correlation waveform from all the traces shown in (a) for D1-S1 deep earthquake
pair. The gray dashed lines denote the noise level. The red and dark green lines
are the synthetic strain waveforms for cases of a thermal slab with MOW (MOW), a
thermal slab with hydrous oceanic crust (Crust) and a thermal slab only (NoMOW).
All the traces are aligned by their peak phases. Only the MOW model predicts the
waveform shape observed in D1-S1 pair.

model without MOW (Figures 2.8a and 2.8b). Note that there are some waveform
differences among our observed waveforms (e.g., weakening of positive phase after
the negative phase: D1-S2 vs. D2-S2). In fact, those differences can be explained
by the location difference between D1 and D2, which will be shown later. Beside the
MOW cause, we also scrutinize other alternatives that could result in the negative
pulse, such as opposite focal mechanisms and a low-velocity hydrous oceanic crust
on top of the slab. First motion analysis shows that the Hi-net stations used for
interferometry share same P wave polarities for all the selected deep earthquakes
(Figures 2.6b and 2.9), so radiation patterns alone cannot explain the negative
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Figure 2.7: Inter-source interferometry results of all the six earthquake pairs (a∼f)
at the frequency band of 0.2∼2 Hz. In each subplot, the lower panel is the record
section of cross-correlations at individual Hi-net stations. The top panel represents
the stacked cross-correlation waveform from the individual waveforms shown in the
lower panel. The azimuth (120.7◦) of AA’ profile in Figure 2.1 is shown as A’ with
a black arrow.

polarities of the correlations. An 8-km-thick oceanic crust with a velocity reduction
of 8% extending to 660 km fails to reproduce our observations as well (Figures 2.6c
and 2.10). With these alternative possibilities ruled out, we suggest the existence of
metastable olivine beneath the Japan Sea as the preferred interpretation.

To better quantify the MOW dimension and depth extent, which are both important
for understanding deep earthquake physics and slab hydrous state, we need to appeal
to higher frequency interferometric waveforms. For example, we show that the 0.2-2
Hz cross-correlation waveforms are insensitive to the location of S1/S2/S3 relative
to the MOW (Figure 2.11), which in turn provide little information on the thickness
of MOW at the shallow end. On the other hand, at 0.2-5 Hz, synthetic strains are
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Figure 2.8: MOW thickness effects on the inter-source interferometric waveform
fitting for 0.2∼2 Hz and 0.2∼5 Hz. (a). A simple slab profile with deep earthquakes
D1/D2 and three virtual receivers (S1-S3). (b). 0.2∼2 Hz waveform comparison of
inter-source interferometric observations (black lines) and synthetics from a simple
thermal slab model as shown in (a) for all deep earthquake pairs. The gray dashed
line denotes the noise level. (c). Similar to (b), but for 0.2∼5 Hz waveforms.
(d). Slab profile with a thin MOW model (8 cm/yr, 30 Ma; 𝑇𝑚𝑜𝑤 = 620◦C). The
MOW at 410 km is 22 km thick. (e). and (f). are the waveform comparison of
observations and corresponding synthetics from thin MOW model at 0.2∼2 Hz and
0.2∼5 Hz, respectively. (g). Slab profile with a thick MOWmodel (8 cm/yr, 30 Ma;
𝑇𝑚𝑜𝑤 = 720◦C). The thickness of MOW at 410 km is ∼40 km. (h). and (j). are
the waveform comparison of observations and corresponding synthetics from thick
MOW model at 0.2∼2 Hz and 0.2∼5 Hz, respectively.

significantly distorted across a short distance range (Figure 2.11). The rapid high-
frequency waveform variations are due to the receiver locations with respect to the
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Figure 2.9: First motion analysis for all deep earthquakes (a∼e) used in this study.
The fault planes are from National Research Institute for Earth Science and Disas-
ter Resilience (NIED). Red dots represent Hi-net stations used in the inter-source
interferometry. Black crosses and circles indicate negative and positive polarities
identified on F-net seismograms, respectively.

Figure 2.10: Oceanic crust fails to reproduce observed inter-source interferometry
results. (a). Slab profile and source-receiver configuration. The grey and cyan area
represent the slab and crust, respectively. The crust is 8 km thick with 8% reduction
in velocity and density. Synthetic waveforms at three virtual receivers (magenta
triangles) are calculated for cases of deep earthquakes (purple stars) inside and
outside the crust. (b). 0.2∼2 Hz waveform comparison between observations
(black) and synthetics (red). The red solid lines and red dashed lines indicate
synthetics for cases of deep earthquake inside and outside the crust, respectively.

P multiples (Figures 2.5e, 2.5f, and 2.11d–f). Hence, with well-constrained relative
locations among the virtual sensors S1, S2, and S3, we can use higher frequency
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(up to 5 Hz) waveform details at different locations to determine the geometry
of metastable olivine. Indeed, for synthetic tests with a set of earthquake pairs,
the inter-source interferometry is shown to be capable of extracting 5-Hz transient
strains and capturing the waveform variations at different virtual sensors (Figure
2.12). Furthermore, 15◦ variation in focal mechanisms (Kubo et al., 2002) barely
changes the stacked strain waveform shapes in our synthetic tests (Figure 2.12d).

Figure 2.11: Frequency dependence of the inter-source interferometry. (a). Slab
profile and source-receiver configuration. The gray and cyan region represent the
slab and MOW, respectively. The MOW model (8 cm/yr, 30 Ma; 𝑇𝑚𝑜𝑤 = 664◦C)
is the same as that in Figure 2.14a with a thickness of 29 km at 410-km depth.
The P-wave velocity within MOW decreases 5%. A virtual linear array (magenta
triangles) is placed from the slab upper interface toward the slab center at a depth of
359 km. Deep earthquake D1 (purple star) is within MOW with a depth of 580 km.
(b). Record section of 0.2∼2 Hz waveforms for the virtual array. (c). Similar to (b),
but for 0.2∼5 Hz waveforms. Note the rapid change of 0.2∼5 Hz waveforms (shown
in green) at the distance range of 50∼70 km (from receiver A to D), while 0.2∼2
Hz waveforms are kept the same. (d).∼(e). are the snapshots of simulated wavefield
from deep earthquake D1 to receiver A∼D, respectively. The spitting waveforms
recorded at stations A and B are marked by arrows.
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Figure 2.12: 0.2∼5Hz inter-source interferometry benchmark results for event pairs:
(a). D1-S1, (b). D1-S2 and (c). D1-S3. The lower panel shows the coda wave
cross-correlation record section of a linear array on the surface (Figure 2.4a). The
upper panel is the waveform comparison between stacked (black) and synthetic (red)
strain response. (d). Focal mechanism sensitivity tests for event pairs D1-S1/S2/S3.
The black and red waveforms are the stacked and synthetic strain waveforms for the
NIED focal mechanism solutions of S1/S2/S3. The orange and green waveforms
represent the stacked cross-correlations for perturbing (±)15◦ in strike, dip and rake
of NIED solutions, respectively. Note that 15◦ variation in S1, S2 and S3 focal
mechanisms barely changes the obtained strain waveform shapes.
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Subsequently with the real data from Hi-net, we retrieve the 0.2-5 Hz strain re-
sponses for all six earthquake pairs from D1/D2 to S1/S2/S3 following the same
interferometry procedures (Figure 2.13). Taking D1 as an example, virtual sensor
S1 records a simple trace with negative polarity, but the other two (S2 and S3)
present splitting waveforms that consist of two phases (Figure 2.14c).

Figure 2.13: 0.2∼5 Hz inter-source interferometry results. Similar to Figure 2.7,
but for the frequency band of 0.2∼5 Hz.

To evaluate the robustness of observed waveform complexity, we estimated their
noise level by computing the 95% confidence intervals for stacked cross correlations
using a bootstrapping technique (Figure 2.15). All the coherent signals among
D1-S1/S2/S3 evidently stand above the noise level; thus, the traces characterized
by splitting phases are unlikely caused by noise (Figure 2.15). Also, S1 and S3
have similar beachballs, but present apparent waveform variations, ruling out the
focal mechanism cause. Instead, the distinct interferometric waveforms appear to
correlate with the spatial distribution of virtual sensors: S2 and S3 with splitting
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phases are close to the slab upper interface, whereas S1 with a single phase sits near
the slab core (Figure 2.14a). In addition, similar interferometric results from the
other deep earthquake D2, though with higher noise levels (Figure 2.14c).

Figure 2.14: Proposed MOW dimension can reproduce our inter-source interferom-
etry observations. (a). Slab profile with deep earthquakes D1/D2 and three virtual
receivers (S1–S3). The gray and cyan region denote the slab and our proposed
MOW, respectively. The P wave velocity within MOW decreases 5%. Both D1 and
D2 need to be within MOW to explain the interferometric waveforms. (b). The
0.2-2 Hz waveform comparison of inter-source interferometric observations (black
lines) and synthetics (red lines) for all deep earthquake pairs. The gray dashed lines
denote the noise level. (c). Similar to (b), but for higher frequency up to ∼5 Hz. All
six waveforms are well fitted by our suggested MOW model.

To account for these high-frequencywaveform variations, we grid-searched a variety
of MOW geometries through physics-based modeling. Assuming that temperature
is the first-order control on the olivine phase transformation, the MOW would thus
be defined as the region colder than a kinetic cutoff temperature (𝑇𝑚𝑜𝑤) in our initial
thermal slab. In searching for the optimal MOW geometry to fit our interferometric
observations, we directly computed the synthetic waveforms at virtual seismometer
S1/S2/S3 from deep earthquake D1/D2. When comparing the synthetics with
observations, we tested different kinetic kick-off temperatures as well as the deep
earthquake locations relative to MOW allowing a maximum arrival time difference
of 1.5 s. We found that both 0.2-2 and 0.2-5 Hz interferometric waveforms can
be adequately fitted when 𝑇𝑚𝑜𝑤 is defined as 664 °C with D1 and D2 situating
close to, but at different distances from, the lower boundary of metastable olivine
(Figure 2.14). The resolved P wave velocity within MOW is 4-5% lower than the
surrounding slab velocity (2-3% lower than that of ambient mantle; Figure 2.16),
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Figure 2.15: Bootstrapping tests of the 0.2∼5 Hz inter-source interferometry results
from all six deep earthquakes pairs (a∼f). The red waveforms are the stacked
cross-correlations and gray dashed lines indicate the noise level. The number of
stacked cross-correlations are noted in the top right corner. Note that the splitting
waveforms can not be alternatively interchanged with a single phase within two
standard deviations.

which is consistent with previous studies (Furumura et al., 2016; Jiang and Zhao,
2011). Furthermore, our MOW model also provides a good fit to interferometric
observations at the three virtual receivers from the other deep earthquake D2 (Figure
2.14). For instance, as discussed earlier, the observed D2-S2/S3 2-Hz waveform
presents a much weaker positive phase after the negative one than that of D1-
S2/S3 (Figure 2.14b). These waveform differences are well captured by our MOW
model, while a simple slabmodel cannot produce such waveform variations (Figures
2.8a-c). Despite that the 2-Hz and 5-Hz interferometric waveform details are not
fully explained due to lateral variations in slab structures, the observed waveform
features (polarities, single, or splitting phases) are generally retained in synthetic
seismograms. Given the same thermal model, neither a thinner MOW (𝑇𝑚𝑜𝑤 =
620◦𝐶) and a thicker MOW (𝑇𝑚𝑜𝑤 = 720◦𝐶) can reproduce most of the 5-Hz
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Figure 2.16: 5 Hz waveform comparison of observations (black) and synthetics
(red) with different P-wave velocity anomalies within MOW for (a). D1-S1 pair,
(b). D1-S2 pair and (c). D1-S3 pair. The velocity perturbation is indicated in the
left of each trace. Note that synthetics with a P-wave perturbation of −4% ∼ −5%
generally fit observations.

observations (Figures 2.8d–i). Moreover, we computed the waveform similarity
among observations and synthetics for a variety of𝑇𝑚𝑜𝑤 models. The allowedMOW
dimension is quantified to a narrow range of 𝑇𝑚𝑜𝑤 (Figure 2.17), corresponding to
28-30 km thick at 410 km and gradually thinning to a depth of 600-620 km. Here, we
emphasize that our new interferometry observations constrain the MOW geometry
and velocity reduction, instead of the cutoff temperature (𝑇𝑚𝑜𝑤) or the thermalmodel.
For scenarios with different combinations of slab parameters (e.g., subduction rate
and age), 𝑇𝑚𝑜𝑤 that fits the data best can vary by tens of degrees (Figure 2.18).
Nonetheless, the MOW structures consistently resemble a thickness of ∼30 km
across the slab at 410 km and gradually diminish to a depth of ∼610 km at least. We
also test a few different MOWmodels by varying its thicknesses at ∼610 km (Figure
2.19a) to reduce the thermal constrain to some extent. MOWs thicker than ∼20 km
at bottom cannot reproduce our observed waveforms (Figures 2.19b-d), suggesting
that the thinning of MOW is required. Still, it is possible that MOW can extend
to greater depth (Figure 2.20), since our inter-source interferometry method cannot
resolve even deeper slab structure due to our current deep earthquake geometry
(Figure 2.19b).
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Figure 2.17: 5 Hz waveform correlation coefficients between observations and
synthetics as a function of 𝑇𝑚𝑜𝑤. Taking 5% reduction from our max correlation
coefficient as the threshold (blue dashed line), the allowed 𝑇𝑚𝑜𝑤 ranges from 658◦C
to 668◦C corresponding to a MOW thickness of 28∼30 km at 410-km and gradually
diminishes to a depth of 600 ∼ 620 km.

Figure 2.18: Trade-off between thermal modeling parameterizations and cut-off
temperature (𝑇𝑚𝑜𝑤). (a). Slab profile with different MOW geometries. The cyan
region represents our proposed model (8 cm/yr, 30 Ma; 𝑇𝑚𝑜𝑤 = 664◦C) in Figure
2.14a. The red solid line and red dashed line indicate suggested MOW geometries
for a slab with a subducting velocity of 8 cm/yr and thermal evolution time of 25
Ma, and a slab with a subducting velocity of 9 cm/yr and thermal evolution time
of 30 Ma, respectively. The slab subducting velocity, thermal evolution time and
kinetic cut-off temperature (𝑇𝑚𝑜𝑤) for each scenario are shown in the upper left
corner. Note that although 𝑇𝑚𝑜𝑤 differs tens of degrees, the overall dimensions are
nearly invariant. (b). 0.2∼5 Hz waveform comparison of observations (black) and
synthetics (red) with different MOW models shown in (a).
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Figure 2.19: MOW geometry effect on the inter-source interferometric waveform
fitting. (a). Slab profile with different MOW geometries. The black dashed
line denotes our thermal modeling based best fitting model (𝑇𝑚𝑜𝑤 = 664◦C). The
thickness of MOW gradually reduces to 10 km (green, Model 1), 20 km (orange,
Model 2) and 30 km (brown, Model 3) at ∼600 km from a thickness of 29 km at
410-km depth. (b). The waveform comparison of synthetics and observations for
Model 1 at 0.2∼2 Hz and 0.2∼5 Hz. (c). and (d). are similar to (b), but for Model
2 and Model 3, respectively. Thicker MOWs at 600 km (Model 2 and Model 3) fail
to reproduce the 2 Hz and 5 Hz observations for event pairs D1/D2-S2/S3.

2.5 Discussion and Conclusions
Compared to previously proposed MOW geometries in nearby regions, our MOW
at 410-km depth is similar to that imaged by the receiver function (Kawakatsu and
Yoshioka, 2011), but considerably thinner than that derived from travel time-based
studies (Table 2.1). With our resolved MOW dimension, the delay of olivine phase
transformation is estimated to increase the slab buoyancy by 1% below 410 km,
which is comparable to the thermal slab buoyancy force (2–3%; Cammarano et
al., 2003). Such extra buoyancy force generated by the metastable olivine could
in turn reduce the slab subduction rate (Tetzlaff and Schmeling, 2000). Given
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Figure 2.20: Schematic cross-section of subducted slab in the mantle transition
zone. Metastable olivine persists in the slab core as a wedge extending down to
the bottom of MTZ. The red stars indicate moderate magnitude earthquakes. Deep
earthquakes can initiate within MOW by transformational faulting, but larger deep
earthquakes (black dashed faulting) may potentially rupture outside MOW driven
by other mechanisms. The existence of MOW requires that the core of subducted
slab must carries negligible amount of water. But it is still possible that the water
can be transported into the mantle transition zone along the slab interface.

the age of Japan trench (Sdrolias and Müller, 2006), the associated metastable
olivine for a 130-Ma oceanic lithosphere is estimated to slow down the subduction
rate by up to ∼12% (Bina et al., 2001). For colder slabs, such as Tonga, the
effect might be even stronger, due to the presumably larger MOW. In our preferred
scenario (Figure 3.4), deep earthquakes D1 and D2 occur within MOW, supporting
transformational faulting as the cause of deep earthquakes. Assuming a circular
crack and a constant strain drop (Vallée, 2013), the metastable olivine thickness at
600-km depth is equivalent to the dimension of a moderate-magnitude earthquake
(Mw7) that ruptures across the slab. To host larger deep earthquakes (e.g., Mw7+)
with larger rupture dimensions, which did occur beneath the Japan Sea and in
other warmer subduction zones with potentially thinner MOWs, the slip instability
probably nucleates within MOW by transformational faulting and later propagate
outside driven by other mechanisms (e.g., the thermal shear instability). The switch
of mechanism aroundM6–7would break the self-similarity of deep earthquake sizes
and cause a change in the Gutenberg-Richter distributions (i.e., b values), which is
recently observed (Zhan, 2017). Furthermore, models of great deep earthquakes,
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such as the 1994Mw8.2 Bolivia earthquake and the 2018Mw8.0 Fiji-Tonga doublet,
also imply two-stage rupture processes and exemplify local slab temperature as the
critical factor for deep earthquakes (Jia et al., 2020; Zhan et al., 2014b).
The depth extent of our proposed MOW indicates an extremely dry Pacific slab
core (<75 wt ppm) in the MTZ beneath the Japan Sea (Figure 2.20; Kawakatsu and
Yoshioka, 2011; Du Frane et al., 2013). However, the arc volcanism, intermediate-
depth earthquakes, and high-resolution tomography models all point to substantially
hydrated slab above 200-km depth (Cai et al., 2018; Hasegawa and Nakajima, 2017),
potentially through outer-rise plate-bending faults that cut deep into the incoming
plate as pathways for water (Ranero et al., 2003). Therefore, the water associated
with these faults must be expelled almost completely into the mantle at intermediate
depths (Kawakatsu and Watada, 2007), carrying negligible amount of water into
the MTZ (Green II et al., 2010). Conversely, garnering evidences from ultradeep
diamond inclusions (Pearson et al., 2014), mineral experiments (Kohlstedt et al.,
1996) and electromagnetic induction data (Kelbert et al., 2009) have demonstrated
that the MTZ can, at least locally, harbor substantial amount of water (up to ∼2.5
wt%). Given the distance between our MOW and plate interface (∼24 km) and the
hydrogen diffusion coefficients of olivine and its polymorphs (Hae et al., 2006), it is
still possible that a thin layer near the subducting plate provide potential pathways
for transporting water into MTZ, such as a narrow serpentinite channel on top of
the slab (Kawakatsu and Watada, 2007). Or instead of linking the water reservoir in
MTZ to current subduction, the wet MTZ might be possibly associated with other
tectonic processes (Green II et al., 2010; Hirschmann, 2006).

2.6 Appendix
Inter-source interferometry theory
Given two sources that located at 𝑥1 and 𝑥2 being surrounded by a boundary S of
receivers 𝑥 ′, (Curtis et al., 2009) derived the theory of inter-source interferometry
based on the representation theorem and source-receiver reciprocity. For actual
earthquake recordings in elastic media, the inter-source interferometric response
between 𝑥1 and 𝑥2 in the frequency domain can be approximated as (equation 16 in
Curtis et al., 2009 Supplementary Material):

𝑀2
𝑖𝑝𝑀

1
𝑚𝑞𝜕𝑝𝜕𝑞𝐺

ℎ
𝑖𝑚 (𝑥2 |𝑥1) = 𝑖𝐾𝜔

∮
𝑆

𝑢𝑛 (𝑥
′ |𝑥2)𝑢∗𝑛 (𝑥

′ |𝑥1)𝑑𝑥
′

(2.1)

where 𝑀1
𝑚𝑞 represents the moment tensor component of source 𝑥1 with a pair of
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opposite force couples acting in 𝑚th direction and separated in 𝑞th direction. 𝑀2

corresponds to the moment tensor of source 𝑥2. 𝜕𝑞 and 𝜕𝑝 are the partial deriva-
tives with respect to the 𝑞th and 𝑝th direction at location 𝑥1 and 𝑥2, respectively.
𝐺ℎ
𝑖𝑚
(𝑥2 |𝑥1) is defined as 𝐺ℎ

𝑖𝑚
(𝑥2 |𝑥1) = 𝐺𝑖𝑚 (𝑥2 |𝑥1) −𝐺∗

𝑖𝑚
(𝑥2 |𝑥1), where 𝐺𝑖𝑚 (𝑥2 |𝑥1)

represents the causal Green’s function from 𝑥1 to 𝑥2 and 𝐺∗
𝑖𝑚
(𝑥2 |𝑥1) represents the

acausal Green’s function due to the wavefield propagating from receivers on S to 𝑥2

before refocusing at 𝑥1. Subscripts 𝑖 and𝑚 are the 𝑖th component of the displacement
at 𝑥2 and 𝑚th direction for a point source at 𝑥1, respectively. 𝐾 is a constant and 𝜔
is the frequency. 𝑢𝑛 (𝑥

′ |𝑥2) is the displacement recorded at location 𝑥
′ from source

𝑥2 and 𝑢∗𝑛 (𝑥
′ |𝑥1) is the conjugate form of 𝑢𝑛 (𝑥

′ |𝑥1). Essentially, the integral at the
right side of equation 2.1 is the summation of cross-correlations of displacements
recorded at receiver 𝑥 ′ from earthquake 𝑥1 and 𝑥2. To better understand the quantity
that is estimated by the cross correlations, we rewrite the left side of equation 2.1 as

𝑀2
𝑖𝑝𝑀

1
𝑚𝑞𝜕𝑝𝜕𝑞𝐺

ℎ
𝑖𝑚 (𝑥2 |𝑥1) = 𝑀2

𝑖𝑝𝜕𝑝 [𝑀1
𝑚𝑞𝜕𝑞𝐺

ℎ
𝑖𝑚 (𝑥2 |𝑥1)] (2.2)

In the frequency domain, the term 𝑀1
𝑚𝑞𝜕𝑞𝐺

ℎ
𝑖𝑚
(𝑥2 |𝑥1) is, by definition, the 𝑖th com-

ponent displacement 𝑢𝑖 from source 𝑥1 to ‘virtual receiver’ 𝑥2:

𝑢𝑖 (𝑥2 |𝑥1) = 𝑀1
𝑚𝑞𝜕𝑞𝐺

ℎ
𝑖𝑚 (𝑥2 |𝑥1) (2.3)

Then equation 2.1 can be written as:

𝑀2
𝑖𝑝𝜕𝑝𝑢𝑖 (𝑥2 |𝑥1) = 𝑖𝐾𝜔

∮
𝑆

𝑢𝑛 (𝑥
′ |𝑥2)𝑢∗𝑛 (𝑥

′ |𝑥1)𝑑𝑥
′

(2.4)

For the left side, 𝜕𝑝𝑢𝑖 (𝑥2 |𝑥1) is the dynamic strain at ‘virtual receiver’ 𝑥2 triggered
by passing waves from earthquake 𝑥1. The moment tensor 𝑀2

𝑖𝑝
of the earthquake

occurred at 𝑥2 determines the combination of dynamic strains measured in the inter-
source interferometry. Although 𝑥 ′ should have a complete azimuthal coverage
along S, the stationary phase approximation theory has shown that the integral on
the right side of equation 2.4 is mainly contributed from 𝑥 ′ near the region along the
extension between earthquake 𝑥1 and 𝑥2 (Snieder, 2004). Thus, when applying the
inter-source interferometry to real data, the stationary phase approximation greatly
loosens the receiver geometry restriction. This theory has been successfully applied
to surface waves (Curtis et al., 2009), but in general, the above conclusion also
works for other types of seismic wave, such as the body wave. Here we consider the
compressional P wave displacement 𝑢𝑃

𝑖
(𝑥2 |𝑥1), substituting into equation 2.4:
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𝑀2
𝑖𝑝𝜕𝑝𝑢

𝑃
𝑖 (𝑥2 |𝑥1) = 𝑖𝐾𝜔

∮
𝑆

𝑢𝑃𝑛 (𝑥
′ |𝑥2)𝑢𝑃∗𝑛 (𝑥 ′ |𝑥1)𝑑𝑥

′
(2.5)

For a vertical strike slip earthquake, the moment tensor is given by 𝑀𝑥𝑦 = 𝑀𝑦𝑥 = 1
with other components being 0. Therefore, the left-hand side of equation 2.5
becomes:

𝜕𝑦𝑢
𝑃
𝑥 (𝑥2 |𝑥1) + 𝜕𝑥𝑢𝑃𝑦 (𝑥2 |𝑥1) = 𝑒𝑃𝑥𝑦 (𝑥2 |𝑥1) + 𝑒𝑃𝑦𝑥 (𝑥2 |𝑥1) (2.6)

where 𝑒𝑃𝑥𝑦 and 𝑒𝑃𝑦𝑥 are the horizontal transient strains at virtual receiver 𝑥2. The strain
combination for other types of earthquake mechanisms is summarized in Table 2.2.

Source Mechanism Strain Components
45◦ dip slip 𝑒𝑧𝑧 − 𝑒𝑦𝑦
Vertical dip slip −𝑒𝑦𝑧 − 𝑒𝑧𝑦
Vertical strike slip −𝑒𝑥𝑦 − 𝑒𝑦𝑥
Isotropic explosion 𝑒𝑥𝑥 + 𝑒𝑦𝑦 + 𝑒𝑧𝑧

Table 2.2: Combinations of strain components measured for difference source
mechanisms. Here we take coordinates (x,y,z) at the source as (North, East, Down).

Earthquake relocation and uncertainty estimation
We refined the centroid depth of D1 and S1 using ScS and sScS waveforms. Since
the ScS and sScS phase propagate near-vertically through the earth interior at short
distances, time differences between ScS and sScS are sensitive to the earthquake
focal depth. We downloaded three component seismograms of regional stations
(0-30 degrees) from F-net (Okada et al., 2004) and GSN (station MDJ), removed
the instrumental response, rotated into tangential components, and filtered with
a two-pole Butterworth band-pass filter of 0.02-0.05 Hz. We used a frequency-
wavenumber method to synthesize ScS and sScS waveforms. In the calculation, the
velocity model was constructed by combining the Crust1.0 (Laske et al., 2013) and
IASP91 (Kennett and Engdahl, 1991). We cross-correlated the observed tangential
seismograms with synthetic waveforms computed for different focal depths in a time
window from 50 s before to 350 s after the predicted ScS (Figure 2.2). The highest
correlation coefficient case corresponds to the optimal focal depth at each station.
We then averaged values over all the stations to estimate the centroid depths of S1
and D1 to be 359 ± 6.1 km and 580 ± 7.8 km at 95% confidence level, respectively.
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For the horizontal locations of D1 and S1, we adopted the results from ISC-EHB
catalog based on which the Slab2.0 model was constructed (Hayes et al., 2018).
Given S1 as a reference earthquake, we relatively relocated the other two events
S2 and S3 using the traveltime data documented by Japan Meteorological Agency
(JMA). Only P wave arrival times labelled as high-precision onset picks were used
for the traveltime data. We performed a grid-search method to invert for the longi-
tude, latitude and depth that minimizes the L2-norm misfit between predicted and
reported traveltime differences. The horizontal locations and depths of all earth-
quakes are listed in Table 2.3, and the arrival time difference comparison between
observed and predicted is shown in Figure 2.3a. With a Gaussian assumption,
we calculated the earthquake location probability density function (PDF), which is
proportional to 𝑒− 1

2 (𝑔(m)−𝑑)𝑇𝐶−1
𝐷
(𝑔(m)−𝑑) , where 𝑔(m) and d are the estimated and

observed arrival times, respectively. 𝐶𝐷 is the covariance matrix representing the
measurement and model uncertainty. Here, we assigned a 0.2 s arrival time uncer-
tainty to the covariance matrix, and the resulting PDFs for D2 and D3 are shown
in Figure 2.3b and 2.3c, respectively. The maximum likelihood point is taken as
our best location and the 95% probability contour represents our relative location
error (Figure 2.3). In fact, we found that the our relocated S2 and S3 locations are
consistent with ISC-EHB results. So, for deep earthquakes D1 and D2, we directly
adopted their horizontal locations from ISC-EHB catalog and systematically shifted
them at depth to anchor D1 at 580 km that given by ScS-sScS waveform fitting.
It has been shown that the EHB catalog globally provides 25 km accuracy at the
90% confidence level by relocating the ground true events (GT5) using the EHB
procedures (Bondár et al., 2004). Similarly, to calculate the ISC-EHB location un-
certainties near Japan, we selected 139 ISC-EHB reported earthquakes that occurred
within the Japanese network after 2004. Assuming these event locations reported
by JMA are “ground truth” within an uncertainty of 5 km (GT5), the estimated
horizontal and vertical location errors of ISC-EHB are 9.55 km and 9.62 km at 95%
confidence level, respectively (Table 2.3), which are more accurate than the global
value due to denser teleseismic networks in the past decade.
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Event ID YYYY/MM/DD Magnitude Depth [km] Longitude [◦] Latitude [◦]
D1 2009/08/10 mb 4.8 580 ± 7.8 130.58 ± 0.09 43.52 ± 0.09
D2 2011/01/07 mb 4.8 561 ± 9.6 131.04 ± 0.09 43.02 ± 0.09
S1 2010/02/05 mb 5.0 359 ± 6.1 135.78 ± 0.09 40.64 ± 0.09
S2 2012/07/17 mb 4.4 353 ± 9.6 135.56 ± 0.09 41.18 ± 0.09
S3 2012/07/17 N/A 380 ± 9.6 135.28 ± 0.09 41.70 ± 0.09

Table 2.3: Earthquake origin date, magnitude and relocation results for earthquakes
used in our inter-source interferometry study. The earthquake date and magnitude
information are from ISC-EHB catalog.

Thermal modeling for the Japan slab
Formodeling the two-dimensional slab thermal profile, we used a finite element code
UNDERWORLD2 (Moresi et al., 2007) to solve the convection-diffusion equation.

𝜕𝑇

𝜕𝑡
= ∇ · (𝜅∇𝑇) − ∇ · (𝑣𝑇) (2.7)

where 𝑇, 𝑡, 𝜅 and 𝑣 are the temperature, time, thermal diffusivity and mantle flow
velocity. The thermal diffusivity is set to be 10−6 𝑚2/𝑠. The initial thermal structure
of subducting slab is constructed from a plate cooling model of a 95 km thick
lithosphere with the age (∼130 Ma) of Pacific plate at the trench position (Sdrolias
and Müller, 2006). The mantle flow velocity field is given by the analytical solution
for a corner flow model (Turcotte and Schubert, 2002), assuming a convergence
velocity of 8 cm/yr (Sdrolias and Müller, 2006) and a 30◦ dip slab that is close to
the slab surface delineated in Slab2.0 model (Hayes et al., 2018). In the corner flow
model, the viscous mantle is divided by the descending slab into two parts: the arc
corner above the slab and the oceanic corner below the slab. Given the velocity (𝑈)
and dipping angle (𝜃) of subducting slab, the velocity in arc corner, oceanic corner
and subducting slab can be calculated as:

 𝑣𝑥 = 3𝜋
𝜋2−9 − 18−3

√
3𝜋

𝜋2−9 arctan 𝑦

𝑥
+ ( 3𝜋

𝜋2−9𝑥 +
18−3

√
3𝜋

𝜋2−9 𝑦) ( −𝑥
𝑥2+𝑦2 )

𝑣𝑦 = 3𝜋
𝜋2−9 arctan 𝑦

𝑥
+ ( 3𝜋

𝜋2−9𝑥 +
18−3

√
3𝜋

𝜋2−9 𝑦) ( −𝑦
𝑥2+𝑦2 )

𝑓 𝑜𝑟 𝑎𝑟𝑐 𝑐𝑜𝑟𝑛𝑒𝑟

(2.8)


𝑣𝑥 = − (1−3

√
3)𝜋

5𝜋+3 − 3
√

3−6
5𝜋+3 arctan 𝑦

𝑥
+ ( −3

5𝜋+3𝑥 +
3
√

3−6
5𝜋+3 𝑦) (

−𝑥
𝑥2+𝑦2 )

𝑣𝑦 = 3𝜋
5𝜋+3 − 3

5𝜋+3 arctan 𝑦

𝑥
+ ( −3

5𝜋+3𝑥 +
3
√

3−6
5𝜋+3 𝑦) (

−𝑦
𝑥2+𝑦2 )

𝑓 𝑜𝑟 𝑜𝑐𝑒𝑎𝑛𝑖𝑐 𝑐𝑜𝑟𝑛𝑒𝑟

(2.9)
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𝑣𝑥 = 𝑈 · sin 𝜃
𝑣𝑦 = 𝑈 · cos 𝜃

𝑓 𝑜𝑟 𝑠𝑢𝑏𝑑𝑢𝑐𝑡𝑖𝑛𝑔 𝑠𝑙𝑎𝑏 (2.10)

where 𝑣𝑥 and 𝑣𝑦 are the horizontal and vertical components of the mantle flow,
respectively.
The simulated box dimension is 800 km × 2400 km with a discretized element
spacing of 1 km. In the simulation, we placed the Dirichlet boundary condition
on the surface and Neumann boundary conditions at the other three sides for the
temperature field. In the meantime, the velocity field is kept invariant. For solving
the governing equation, variables in equation 2.7 are non-dimensionalized with the
following characteristic values: 

𝑥𝑖 = 𝑑𝑥
′
𝑖

𝜅 = 𝜅𝑜𝜅
′

𝑣𝑖 =
𝜅𝑜
𝑑
𝑑𝑣

′
𝑖

𝑡 = 𝑑2

𝜅𝑜
𝑡
′

𝑇 = 𝑇𝑚𝑇
′

(2.11)

where symbols with primes are dimensionless. 𝜅0 is the reference thermal diffusivity
with a value of 10−6 𝑚2⁄𝑠. 𝑑 and 𝑇𝑚 denote the mantle thickness and mantle
temperature which are 800 km and 1450 ◦C for our case. The slab is diffused
and advected over a duration of 30 Ma which is long enough for surface material
descending to the depth with assumed convergence rate.

Slab velocity profile setup
Assuming an olivine-rich pyrolite assemblage, we mapped the thermal anomalies
in the depth range of 200∼800 km into velocity and density perturbations using
a scaling from (Cammarano et al., 2003). This scaling relation accounts for both
anharmonic and anelastic effects with depth. For shallow velocity profile, we
extended the seismic velocity and density perturbations inside slab at 200 kmupward
to the surface. ThemaximumP and Swave velocity perturbations within the slab are
4.5% and 6.0%, respectively, which agree well with the inferred velocity anomalies
from seismic waveform studies (Zhan et al., 2014a). Our seismic velocity and
density reference model is the IASP91 model (Kennett and Engdahl, 1991).



31

To simulate realistic coda waves, we added small scale heterogeneities in the litho-
sphere (above 200 km) described by a Von K𝑎́rm𝑎́n type autocorrelation function
(Sato et al., 2012) given as:

𝑃(𝑘𝑥 , 𝑘𝑧) =
4𝜋𝜅𝜀2𝑎𝑥𝑎𝑧

(1 + 𝑎2
𝑥𝑘

2
𝑥 + 𝑎2

𝑧 𝑘
2
𝑧 )𝜅+1

(2.12)

where P is the power spectral density function (PSDF), 𝜅 is the Hurst exponent
which is assigned as 0.5 in our model. 𝑘𝑖 is the wavenumber in 𝑖th direction. 𝑎𝑥
and 𝑎𝑧 are the correlation distances in the 𝑥 and 𝑧 components, respectively and 𝜀
is the mean square fractional fluctuation. For the velocity and density structures
above 200 km, we imposed isotropic scatters outside the slab with 𝑎𝑥 = 𝑎𝑧 = 5 km
and 𝜀 = 2.0%, and elongated scatters within the slab with 𝑎𝑥 = 0.5 km, 𝑎𝑧 = 10 km
and 𝜀 = 2.5%, which is suggested by long duration coda wave observation in Japan
(Furumura and Kennett, 2005).
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C h a p t e r 3

SMALL-SCALE INTRA-SLAB HETEROGENEITY WEAKENS
INTO THE MANTLE TRANSITION ZONE

Shen, Zhichao, Z. Zhan, and J. M. Jackson (2021). Small-scale intra-slab hetero-
geneityweakens into themantle transition zone. In:Geophysical Research Letters,
e2021GL094470. doi: 10.1029/2021GL094470.

3.1 Abstract
Small-scale intra-slab heterogeneity is well documented seismically in multiple
subduction zones, but its nature remains elusive. Previous efforts have been mostly
focusing on the scattering strength at intermediate depth (<350 km), without con-
straining its evolution as a function of depth. Here, we illustrate that the inter-source
interferometry method, which turns deep earthquakes into virtual receivers, can
resolve small-scale intra-slab heterogeneity in the mantle transition zone. The in-
terferometric waveform observations in the Japan subduction zone require weak
scattering (<1.0%) within the slab below 410 km. Combining with previous studies
that suggest high heterogeneity level (∼2.5%) at intermediate depth, we conclude
that the small-scale intra-slab heterogeneity weakens as slabs subduct. We suggest
that the heterogeneities are caused by intra-slab hydrous minerals, and the decrease
in their scattering strength with depth reveals processes associated with dehydration
of subducting slabs.

3.2 Introduction
Multiscale seismic structures of subducting slabs provide fundamental constraints
on the slab thermal and petrological properties. Extensive investigations have
been conducted on the large- (>100 km) and intermediate-scale (10–100 km) slab
structures. For example, subducting plates imaged from tomographic models are
characterized as large-scale high-velocity anomalies descending into themantle with
complicated destinies (e.g., Fukao and Obayashi, 2013; Goes et al., 2017; Li et al.,
2008; Lu et al., 2019; Ritsema et al., 2011; Simmons et al., 2012; Zhao, 2004).
These high velocities are thought to be primarily temperature controlled and thus
can be used to constrain the thermal-petrological state of the slab core (Cammarano
et al., 2003; Zhan et al., 2014). On the intermediate scale, deterministic seismic

https://doi.org/10.1029/2021GL094470
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waveform modeling suggests that distinct oceanic crusts remain to a depth of ∼150
km globally with a velocity reduction up to 15%, implying a vigorous slab hydration
process along the top of subducting plates (Abers, 2000; Abers et al., 2003; Garth and
Rietbrock, 2014b; Garth and Rietbrock, 2017; Omori et al., 2004; Savage, 2012).
As another example of an intermediate-scale slab structure, low-velocity metastable
olivine wedge (MOW), which consists of low-pressure olivine polymorphs within a
cold slab in the mantle transition zone (MTZ), has been confirmed beneath the Japan
Sea (Iidaka andSuetsugu, 1992). The recently revealed dimension ofMOWsupports
transformational faulting as the initial mechanism of deep-focus earthquakes and a
dry slab core (Shen and Zhan, 2020; Zhan, 2020).
In contrast to studies on the large and intermediate scales, small-scale (<10 km)
slab structures have been mostly studied by stochastically modeling high-frequency
scattered waves. To explain the high-frequency coda of long duration and large
amplitude along the Japan trench from deep earthquakes, Furumura and Kennett
(2005) proposed a laminar intra-slab heterogeneity model after ruling out slab
attenuation and hydrous oceanic crust as possible causes. The intra-slab scatterers
are described by a Von K𝑎́rm𝑎́n distribution with a downdip correlation wavelength
of 10 and 0.5 km in thickness with a velocity fluctuation of 2.5%. Since then,
a similar heterogeneity level at intermediate depth (<350 km) has been suggested
in a few other old subducting plates (Furumura and Kennett, 2008; Sun et al.,
2014). Such stochastic structure is conjectured to represent melt-rich shear bands
or channels which initially formed near the mid-ocean ridge, preserved during the
thickening of the oceanic plate and aligned to the horizontal direction by the relative
shear mantle flow (Sun et al., 2014). Alternatively, Garth and Rietbrock (2014b)
attributed the extended P wave coda to an elongated intra-slab heterogeneity model
oriented with an angle similar to the fault angles at the outer rise. In this manner,
the fine-scale structures are associated with serpentinized faults that can penetrate
deeper in the slab due to unbending forces and cycle a great amount of water into
the mantle. Yet, given the limited seismological observations at intermediate depth
range, there is no broadly accepted petrological understanding for the small-scale
intra-slab heterogeneity.

To interrogate the nature of these elongated scatterers, it may help to unveil their fate
at larger depth using seismic scattering strength as an indicator. For example, the
small-scale scatterers can bemuchweaker at depth due to the slab dehydration if they
are located along (previously) hydrated faults. However, compared to intermediate
depth, seismic signatures of intra-slab heterogeneity in the MTZ are difficult to
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Figure 3.1: Metastable olivine wedge (MOW) model beneath the Japan Sea. (a)
Map view of our studied region and the P wave velocity profile along AA’. The
black solid and dashed lines denote the subducting Pacific slab (Hayes et al., 2018)
and a MOWmodel beneath the Japan Sea (Shen and Zhan, 2020). Orange triangles
are Hi-net stations used for inter-source interferometry. (b) 0.2-2 Hz and (c) 0.2-5
Hz waveform comparison between interferometric observations and synthetics (no
scattering is imposed here) for all six deep earthquake pairs. The gray dashed lines
denote the noise level.

separate from the waveform complexities caused by the shallower slab, lithospheric,
and crustal scattering (Chen et al., 2007), as well as deep slab structure MOW
(Furumura et al., 2016). To address this challenge, we incorporate the MOWmodel
from (Shen and Zhan, 2020) and investigate intra-slab heterogeneity using an inter-
source interferometry method which has been shown effective in isolating deep slab
signals. In this paper, we first validate the inter-source interferometry technique for
small-scale intra-slab heterogeneity with numerical simulations. Then, to explain
the interferometric observations, we invoke different intra-slab heterogeneitymodels
in the MTZ beneath the Japan Sea. Combining previous studies for the intermediate
depth range, we suggest that the intra-slab scattering level decreases with depth and
correlates with the process associated with slab dehydration.

3.3 Deep Slab Model for Inter-source Interferometry
Inter-receiver interferometry has been widely used to reconstruct the Green’s func-
tion between receiver pairs given a diffusive seismic wavefield (Campillo and Paul,
2003; Shapiro et al., 2005). Similarly, due to the reciprocity theorem that inter-
changes the receivers and sources, the inter-source interferometry synthesizes the
transient strain triggered by passing seismic waves from one source to the other
(Curtis et al., 2009). This is as if we convert one of the earthquakes into a virtual
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“seismometer” and record the other event. The inter-source interferometry method
has succeeded in retrieving the seismic response between earthquakes in both global
(Curtis et al., 2009) and regional scales (Eulenfeld, 2020; Tonegawa and Nishida,
2010), providing unprecedented resolution in revealing the source-side velocity
structure. In particular, for the subducting slab scenario, this novel approach can
isolate the deep slab from shallow lithospheric structures by cross-correlating coda
waves from deep earthquakes at common stations. Previously, with Hi-net data,
Shen and Zhan (2020) found that the inter-source interferometric waveforms from
six deep earthquake pairs present coherent negative pulses at long period (0.2-2 Hz)
while vary sharply at shorter period (0.2-5 Hz; Figure 3.1). After ruling out errors
in the focal mechanism and signals related to the subducting crust, they confirmed
the existence of MOW beneath the Japan Sea ∼30-km thick at 410-km depth and
gradually thinning to a depth of at least 580 km with a velocity reduction of 5% for
P wave and 7% for S wave (Figure 3.1a).
Building on the Shen and Zhan (2020) result, we construct the slab profile initially
from a thermal model tuned for the Japan subduction zone (Moresi et al., 2007;
Sdrolias and Müller, 2006) and implement a MOW delineated by a temperature
contour of 𝑇𝑚𝑜𝑤 = 664◦𝐶 within the slab below 410 km. To describe the small-
scale heterogeneity, we adopt the Von K𝑎́rm𝑎́n type autocorrelation function (ACF)
given as (Sato et al., 2012)

𝑃(𝑘𝑥 , 𝑘𝑧) =
4𝜋𝜅𝜀2𝑎𝑥𝑎𝑧

(1 + 𝑎2
𝑥𝑘

2
𝑥 + 𝑎2

𝑧 𝑘
2
𝑧 )𝜅+1

(3.1)

where P is the power spectral density function and 𝜅 is the Hurst exponent set as 0.5
in this study. 𝑘𝑖 is the wavenumber in ith direction, 𝜀 is the mean square fractional
fluctuation, and 𝑎𝑥 and 𝑎𝑧 are the correlation distances in the orthogonal x (slab-
parallel) and z (slab-normal) components, respectively. Note that the Von K𝑎́rm𝑎́n
type ACF is designed to describe a turbid scenario enriching short-scale components
using a few parameters and thus cannot capture the full range of heterogeneity effects
that may be present in the slab. To produce realistic coda on the surface stations,
we incorporate isotropic heterogeneity with 𝑎𝑥 = 𝑎𝑧 = 10 km and 𝜀 = 2.0% in the
lithosphere (<210 km) and laminar intra-slab scatterers with 𝑎𝑥 = 10 km, 𝑎𝑧 = 0.5
km and 𝜀 = 2.5% at intermediate depth (70-350 km) following Furumura and
Kennett (2005).
Guided by previous small-scale scatter studies for intermediate depths, we test a
variety of intra-slab heterogeneity models below 410 km. The heterogeneity models
are simultaneously superimposed on our background P and S wave velocities and
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densities of the subducting slab and can be generally categorized into two groups
(Melt-type and Fault-type) with different combinations of ACF parameters and the
orientation of elongation (apparent dipping angle to the slab surface; Table 3.1).
Melt-type models: slab-parallel scatterers with 𝑎𝑥 = 10 km, 𝑎𝑧 = 0.5 km, and a
set of heterogeneity level ε ranging from 0.0% to 2.5% with an interval of 0.5%
(Furumura and Kennett, 2005), which are referred to as Melt_constant models. We
also linearly increase 𝜀 from the slab surface (0.5%) to the bottom (2.5%), termed
the Melt_basal model. This strong basal heterogeneity model is proposed to resolve
a discrepancy between seismological and experimental observations (Kennett and
Furumura, 2015). Fault-type models: elongated scatterers with a dipping angle of
25◦ to the slab surface, 𝑎𝑥 = 10 km, 𝑎𝑧 = 0.5 km, and a set of constant heterogeneity
level ε ranging from 0.0% to 2.5% with an interval of 0.5% (Garth and Rietbrock,
2014b), referred to as Fault_constant models. Once the slab model is set up, we
simulate the seismic wavefield using a fully elastic GPU-based two-dimensional
finite difference code (Li et al., 2014). With a grid spacing of 75 m and time steps
of 0.001 s, the synthetic seismograms are accurate for frequencies up to 6 Hz.

Heterogeneity models 𝑎𝑥 [km] 𝑎𝑧 [km] 𝜀 [%] Orientation
Melt_constant0.0 10 0.5 0.0% Slab-parallel
Melt_constant0.5 10 0.5 0.5% Slab-parallel
Melt_constant1.0 10 0.5 1.0% Slab-parallel
Melt_constant1.5 10 0.5 1.5% Slab-parallel
Melt_constant2.0 10 0.5 2.0% Slab-parallel
Melt_constant2.5 10 0.5 2.5% Slab-parallel
Melt_basal 10 0.5 0.5%-2.5% Slab-parallel

Fault_constant0.0 10 0.5 0.0% 25◦ to the slab surface
Fault_constant0.5 10 0.5 0.5% 25◦ to the slab surface
Fault_constant1.0 10 0.5 1.0% 25◦ to the slab surface
Fault_constant1.5 10 0.5 1.5% 25◦ to the slab surface
Fault_constant2.0 10 0.5 2.0% 25◦ to the slab surface
Fault_constant2.5 10 0.5 2.5% 25◦ to the slab surface

Table 3.1: Summary of the intra-slab heterogeneity model parameters.

3.4 Synthetic Test
With synthetic seismograms, we proceed to first validate the inter-source inter-
ferometry for small-scale intra-slab scatterers. Figure 3.2a shows the 0.2–2 Hz
benchmark result for the Melt_constant1.0 model (𝜀 = 1.0%) with earthquake pair
D1–S1. The coda wave cross correlations of individual stations present coherent
negative pulses at a constant arrival time (∼54 s), suggesting a diffuse coda wavefield
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Figure 3.2: Inter-source interferometry synthetic benchmark for different intra-slab
heterogeneity models. (a) 0.2–2 Hz inter-source interferometry benchmark result
for theMelt_constant1.0 model (𝜀 = 1.0%) with D1–S1 pair. The lower panel shows
the cross-correlation record section. The upper panel is the waveform comparison
between stacked cross correlation (blue) and theoretical strain response (red). (b)
0.2–2 Hz waveform comparison between the stacked cross correlations (blue) and
theoretical strain responses (red) for Melt-type models with D1–S1 pair. (c) Similar
to (b), but for 0.2–5 Hz.

in the stationary phase zone. The negative polarity of the 2 Hz cross correlations,
as demonstrated from Shen and Zhan (2020), is the result of P wave reverberations
within the low-velocity MOW. By averaging over all the cross correlations, the
stacked interferometric waveform matches the directly simulated P wave strain seis-
mograms from source D1 to virtual receiver S1 (Figure 3.2a, top panel). Following
the same procedure, we also compare the stacked cross correlations to theoretical
strain waveforms for other intra-slab heterogeneity models. As shown in Figure 3.2
and 3.3, the inter-source interferometry recovers the strain Green’s function well at
both 0.2-2 and 0.2-5 Hz in all scenarios, validating the applicability of inter-source
interferometry for scattering slabs. Intriguingly, regardless of the type of intra-slab
heterogeneity, the long period (0.2-2 Hz) interferometric waveforms do not differ
substantially in waveform shape, confirming that the MOW (the controlling factor in
this frequency band) is required to fit the inter-source interferometric observations
in Japan (Figure 3.1b; Shen and Zhan, 2020). Moreover, the arrival time differ-
ences among all the 0.2-2 Hz interferometric signals are less than 0.2 s, which is
within the earthquake location uncertainty. Hence, we solely focus on interpreting
the waveform shape in this study. In contrast, the intra-slab heterogeneity level
𝜀 strongly affects the high-frequency (0.2-5 Hz) waveforms. For instance, weak
scattering models (e.g., Melt_constant0.5) present simple pulses, whereas strong
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Figure 3.3: Inter-source interferometry benchmark results of Fault-type intra-slab
heterogeneity models for (a). 0.2-2 Hz and (b). 0.2-5 Hz. The blue and red
waveforms denote the stacked interferometric cross-correlations and synthetic strain
waveforms, respectively. The heterogeneity type is indicated on the left side of
waveforms.

scattering cases (e.g., Melt_constant2.5) exhibit lengthy wave trains (Figure 3.2c).
Compared to Melt models, the Fault-type models show similar waveform varia-
tions, but less complicated for the heterogeneity level 𝜀 larger than 1.5% (Figure
3.3b). This is probably because the dipping configuration of laminate scatterers is
less effective in trapping the high-frequency signals along the raypath from D1 to
S1. Overall, the elongated small-scale heterogeneity acts as a frequency selective
waveformmodulator that weakly perturbs the low frequency, but efficiently channels
the high-frequency energy, which is consistent with previous seismic observations
(Furumura and Kennett, 2005). Therefore, the 5 Hz interferometric waveforms are
crucial to constrain the small-scale intra-slab heterogeneity in MTZ.

3.5 Results
Having shown the sensitivity of inter-source interferometry to small-scale intra-slab
scatterers, we compute the synthetic seismograms of all six deep earthquake pairs
for different heterogeneity models (Figures 3.4 and 3.5) and compare them to the
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Figure 3.4: Data suggestweak intra-slab heterogeneity level below410km. 0.2–5Hz
waveform comparisons between inter-source interferometric observations (black)
and synthetic strain waveforms (red) of Melt- and Fault-type heterogeneity models
for (a) D1-S1 pair, (b) D1-S2 pair, and (c) D1-S3 pair in one realization. (d) Average
cross-correlation coefficients (cc) of all six event pairs between observations and
synthetics for Melt-type (red circles) and Fault-type (blue squares) heterogeneity
models. The error bars indicate the 95% confidence interval, and the cyan dashed
line denotes a cc threshold of 0.6.

interferometric waveforms obtained by Shen and Zhan (2020). Similarly to the
benchmark tests above, the high-frequency strain waveform complexity of D1-S1
pair correlates with the scattering strength (𝜀) for the Melt-type models, but shows
little dependencies on heterogeneity level of the Fault-type models (Figure 3.4a).
Even so, the simple waveforms for strong Fault-type scattering cases contradict the
observations with nearly opposite waveform shapes. As for the D1-S2 and D1-
S3 pairs, both Melt- and Fault-type models with large ε introduce lengthy coda
or secondary arrivals at 5 Hz, failing to capture the interferometric observations
which exhibit “W-shape” waveforms (two negative wiggles preceding a positive
one; Figures 3.4b and 3.4c). Note that the Melt_constant1.0/1.5 and Melt_basal
models yield better fit to the D1–S3 observation than the Melt_constant0.5 case,
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but perform worse for D1-S1/S2 and D2-S1 pairs (Figures 3.4 and 3.5). Thus, in
general, increasing the heterogeneity level reduces the overall similarity between
interferometric observations and synthetic seismograms.

In fact, because of the stochastic nature of small-scale scatterers, the 5 Hzwaveforms
can vary substantially in a set of realizations of the same intra-slab heterogeneity
types with 𝜀 > 1.5% (Figure 3.6). To statistically quantify the effect of random
media on the waveform fitting, we conduct 100 realizations for each intra-slab
heterogeneity type. In each realization, we cross correlate the synthetics with
observed interferometric waveforms in a 6-s time window and average the six cross-
correlation coefficients (cc) by signal to noise ratios to represent the similarity
between observations and simulations. For each intra-slab heterogeneity type, the

Figure 3.5: 0.2-5 Hz waveform comparisons between inter-source interferometric
observations (black) and synthetic strain waveforms (red) of (a∼c). Melt- and (d∼f).
Fault-type models for D2-S1/S2/S3 deep earthquake pairs in one realization.
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Figure 3.6: 5 Hz synthetic strain waveform comparisons of 10 realizations of three
Melt-type models for the D1-S1 event pair.

distribution of averaged cc can be approximated by a Gaussian distribution (Figure
3.7). As shown in Figure 3.4d, the mean value of averaged cc slightly drops from
0.88 (𝜀 = 0.0%) to 0.80 (𝜀 = 2.5%) at 0.2–2 Hz for both Melt- and Fault-type
models. Whereas the averaged cc for 0.2–5 Hz starts at a lower value of 0.65
possibly due to elevated observational noise level and decreases dramatically to
0.46 and 0.30 for the Fault_constant2.5 and Melt_constant2.5 models, respectively.
The performance of the Melt_basal case falls between the Melt_constant1.0 and
Melt_constant1.5. Due to the slab-parallel raypaths of the six earthquake pairs
(Figure 3.1), the 5 Hz waveforms are more sensitive to the Melt-type models than
the Fault-type models. By defining a cc threshold value of 0.6 that corresponds
to a 10% fit reduction from the non-scattering model, we assess the probability of
achieving the proper waveform fit to observations for each intra-slab heterogeneity
type. The resulting probability reduces abruptly to less than 10% when 𝜀 is larger
than 1.0% and 1.5% for the Melt- and Fault-type, respectively (Figure 3.8), rejecting
the strong scattering model at depth. Moreover, the probability of Melt_constant0.5
and Fault_constant1.0 models does not exceed 30% (Figure 3.8), thus the upper
bound of the intra-slab heterogeneity level below 410 km is probably less than 0.5%
and 1.0% for the Melt- and Fault-type models, respectively.
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Figure 3.7: Distribution of 100 averaged cross-correlation coefficients for Melt- and
Fault-type models. The red lines donate the approximated Gaussian distribution.

Figure 3.8: Probability of averaged cross-correlation coefficients above threshold
(0.6) for both Melt- (red circles) and Fault-type (blue squares) models.
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3.6 Discussion
Reduced intra-slab scattering at depth
In this study, we are restricted to 2D simulations because of the computational cost
for 3D. Generally, 2D simulation of seismic wave propagation shows different fea-
tures of the 3D case due to differences inGreen’s function and geometrical spreading.
Nevertheless, the seismic wavefield in our 2D simulations is mostly trapped waves
within the MOW and scatterers. Previous studies of high-frequency waves show
that differences in effects of trapping are not so significant between 2D and 3D
simulations (Furumura and Kennett, 2005; Garth and Rietbrock, 2014a; Takemura
et al., 2015). Therefore, our 2D slab model can represent the general feature of
intra-slab scatterers within the updip dimension. Still, without comprehensive 3D
simulations, we cannot fully understand the character of intra-slab scatterers, such
as the presence of strong azimuthal-dependent scatterers (Furumura and Kennett,
2021).
Note that the frequency contents of our interferometric observations are narrow-
banded due to the small magnitudes of deep earthquakes. Nonetheless, increasing
the small-scale intra-slab heterogeneity level raises the high-frequency strain wave-
form complexity. For simultaneously fitting the six inter-source interferometric
observations which all present distinct signals, the intra-slab scattering level (𝜀) is
preferred to be less than 1.0%. To further reinforce our argument, we investigate the
potential influence ofMOWgeometry as defined by different slab thermal structures.
Two cases are examined here: one with slightly thinner MOW produces reasonable
overall waveform fits without scatterers, while the other case with thicker MOW
presents similar waveform fit at 0.2–2 Hz, but poorly fits the 0.2–5 Hz observations
without scatterers (Figure 3.9). Similarly to Figure 3.4d, the cross-correlation coef-
ficients for both scenarios slightly drop at 0.2–2 Hz, but dramatically decrease with
the heterogeneity level at 0.2–5 Hz, confirming the robustness of the previously
proposed MOWmodel by Shen and Zhan (2020) and a weakly scattering slab in the
MTZ (Figure 3.9).
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Figure 3.9: MOW geometry effect on the data fit. (a). Depth profile of two MOW
geometries described by the temperature contour𝑇𝑚𝑜𝑤 = 660◦C and 𝑇𝑚𝑜𝑤 = 668◦C.
The grey region represents the subducting slab. (b). Average cross-correlation
coefficient plot for the 𝑇𝑚𝑜𝑤 = 660◦C case. The Melt- and Fault-type models are
denoted as blue squares and red circles, respectively. The top and bottom panels are
for 0.2-2 Hz and 0.2-5 Hz, respectively. The error bars indicate the 95% confidence
interval, and the cyan dashed line denotes a cc threshold of 0.6. (c). Similar to (b),
but for the 𝑇𝑚𝑜𝑤 = 668◦C case.

On the other hand, previous studies have suggested a laminar intra-slab hetero-
geneity with strong scattering (𝜀 = 2.5%) at intermediate depth range for the Japan
subduction zone by fitting long-duration coda (Furumura and Kennett, 2005; Garth
and Rietbrock, 2014b). So it is also crucial to explain the surface waveform ob-
servations with our reduced intra-slab heterogeneity below 410-km. We compared
our synthetic waveforms for cases with different intra-slab heterogeneity level below
410-km to the surface observation of a near trench Hi-net station TYOH (Figure
3.10). Due to the small magnitude of our deep earthquake D1 (M4.8), we band-
passed the vertical component of TYOH station from 1 to 10 Hz. Our initial model
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Figure 3.10: Waveform comparison between surface observations of station TYOH
(blue line) and scenarios with different intra-slab heterogeneity levels below 410-km
for the deep event D1. The station TYOH is located near the trench and its vertical
component is bandpass filtered between 1 to 10 Hz. The intra-slab heterogeneity
level below 410 km is indicated at the left side of each seismogram. Our background
model includes a high-velocity slab, a low-velocity MOW from (Shen and Zhan,
2020) and shallow intra-slab scatterers (<350 km) from Furumura and Kennett
(2005)

includes a high-velocity slab, a low-velocity MOW from Shen and Zhan (2020)
and the intra-slab scatterers above 350 km from Furumura and Kennett (2005). As
shown in Figure 3.10, we found that (i) our preferred heterogeneity model (cases of
𝜀 ≤ 1.0%) can also reproduce the surface observation with similar coda strength,
(ii) the synthetics from deep earthquake D1 present similar coda durations and body-
wave dispersion for different intra-slab scattering levels, suggesting that the surface
observations from deep events are predominated by shallower heterogeneities and
the low-velocity MOW. The latter conclusion is consistent with Furumura et al.
(2016) which suggests that MOW is a major factor below 410-km. Meanwhile, even
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though the contribution of deep intra-slab scatterers to coda waves is difficult to
be quantified by modeling the surface seismograms, the coda differences between
two deep earthquakes (with one below 410-km and the other shallower) extracted
by our inter-source interferometry method can highlight the deeper slab structure.
Therefore, we propose that the elongated intra-slab heterogeneity decreases from
2.5% to <1.0% in the MTZ beneath the Japan Sea (Figure 3.11).

Figure 3.11: Cartoon of intra-slab heterogeneity level with depth beneath the Japan
Sea. The strong scattering of 2.5% at intermediate depth and theMOWare suggested
by Furumura andKennett (2005) and Shen and Zhan (2020), respectively. If aMOW
is only stabilized by an anhydrous phase assemblage (Du Frane et al., 2013), then the
decrease of scattering strength toward greater depth (this study) in combination with
the above-mentioned constraints indicates that we are capturing processes associated
with slab dehydration.

Interpretation for the origin of intra-slab scatterers
At face value, the reduced heterogeneity level at depth (i.e., decreased seismic
visibility) may appear challenging to interpret. However, as discussed above, there
is strong evidence for the presence of a MOW at these depths and observations of
stronger scattering at shallower depths. Thus, we have a depth trend for whichwe can
attempt to understand. That is, there is a decreasing trend in seismic scatterers with
increasing depth to the MTZ, and this trend is resolved for the lithospheric section
(core) of the slab. The presence of low-velocity anomalies in the crustal portion of
the slab (e.g., hydrous phases) always generates positive polarities of interferometric
waveforms at 0.2–2 Hz, contradicting our observed negative polarities (Figure 3.12).
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This reinforces that our observations are dominated by the seismic structures in the
slab core and have little sensitivity to the slab crust. Therefore, we cannot rule out
the possibility of slab crustal complexity.

Figure 3.12: Anomalous oceanic crust structure always produces positive polari-
ties (vs. negative polarity for 0.2-2 Hz inter-source interferometry observations)
regardless of the deep earthquake locations. (a). Slab profile and source-receiver
configuration. The grey and cyan area represent the slab and crust, respectively.
The crust is 8 km thick with 8% reduction in velocity and density. Synthetic wave-
forms at three virtual receivers (magenta triangles) are calculated for cases of deep
earthquakes (purple stars) inside and outside the crust. (b). 0.2-2 Hz waveform
comparison between observations (black) and synthetics (red). The red solid lines
and red dashed lines indicate synthetics for cases of deep earthquake inside and
outside the crust, respectively.

Melt bands

It has been suggested that the presence of preserved (and potentially re-activated)
melt-bands could explain the strong P wave coda at intermediate depths (Furumura
and Kennett, 2008; Sun et al., 2014). To explain the current set of observations here,
one would infer that these preserved melt bands would become seismically invisible
in theMTZ. Although this is a reasonable hypothesis, the existence and preservation
of such melt-rich bands or channels at the kilometer scale along subducting slabs
require corroborating observations, such as observations at shallower depths and
co-located strong intra-slab anisotropy, as the petrological evidence of melt band
lamination have only been derived from experimental and modeling work and are
mostly at the micrometer scale (Katz et al., 2006).
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Hydrated faults

At the Japan trench, plate bending stress creates pervasive fractures and faults ex-
tending to the oceanic lithosphere (Fujie et al., 2016; Fujie et al., 2018; Obana et al.,
2019), promoting water penetration in the deeper slab and mantle serpentinization
prior to subduction (Faccenda et al., 2009; Iyer et al., 2012). The intra-slab seismic
scatterers at intermediate depths along this slab (Furumura and Kennett, 2005) could
therefore be explained by the short-scale serpentinized faults (Garth and Rietbrock,
2014b). As the slab subducts, the elevated pressure and temperature lead to a series
of breakdown reactions of hydrous minerals, expelling aqueous fluid to refertilize
the mantle wedge (Van Keken et al., 2011). The water released from serpentinite
breakdown can progressively percolate upward along an intra-slab layer character-
ized by the tectonic stress gradient (Faccenda et al., 2012). For cold slabs like the
Japan subduction zone, the serpentinites could transform to hydrous dense magne-
sium silicates (HDMS) below the subarc depth (Chen et al., 2019; Faccenda, 2014).
Given the existence of a MOW (Shen and Zhan, 2020) which requires an extremely
dry slab core (<75 wt ppm) (Du Frane et al., 2013; Kawakatsu and Yoshioka, 2011)
and the lack of intra-slab P wave coda in the MTZ (this study), the dehydration
process of the slab core is almost complete by 410 km. This would imply that
HDMS such as clinohumite could possibly transport “water” into MTZ only along
the slab top (Stalder and Ulmer, 2001). As mentioned above, we cannot rule out
the presence of a hydrous-rich slab crust. Rather our observations shed light on the
dehydration process of slab cores that could lead to (re-)hydration of the slab crust
and formation of dense oxyhydroxide phases (e.g., Buchen et al., 2021; Karato,
2006; Ohira et al., 2019; Ohtani, 2020).

3.7 Conclusion
In this study, we applied inter-source interferometry method to constrain the small-
scale intra-slab scatterers below 410 km beneath the Japan Sea. By conducting
numerical simulations for various intra-slab heterogeneity scenarios, we validated
the robustness of previously proposed MOW model by Shen and Zhan (2020)
and found that strong scattering models tend to complicate the high-frequency
waveforms, leading to a worse fit to the interferometric observations. We quantified
the intra-slab heterogeneity level to be less than 1.0% below 410 km. Combining
with previous observations of strong scattering (∼2.5%) at intermediate depths, we
conclude that the intra-slab heterogeneity weakens as the slab subducts. Given
the pervasive faults extending to the oceanic lithosphere at the Japan trench and
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the existence of a MOW in the MTZ, we suggest that the small-scale scatterers
are caused by hydration processes in the outer rise. The observed weakening of
scattering strength reveals that the dehydration process of the slab core must be
complete by 410 km and could possibly lead to (re-)hydration of the slab crust and
formation of dense oxyhydroxide phases.
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C h a p t e r 4

ESTIMATING THE SLAB SEISMIC VELOCITY
PERTURBATION USING A SLAB OPERATOR METHOD

4.1 Abstract
Subducted slab temperature provides fundamental constraints on petrological and
mechanical processes. To infer the thermal state of subducting slab, an accurate
seismic velocity estimation is a prerequisite. However, traveltime based tomography
ubiquitously underestimates the absolute amplitude of slab velocity, and determin-
istic waveform modeling has better sensitivity, but involves great effort. Given that
high-velocity slabs act similarly as an attenuation operator broadening seismograms,
we develop a slab operator method using teleseismic waveforms from subduction
zone earthquakes. With 2D synthetic tests, we demonstrate that the slab operator
method is capable of measuring the slab velocity perturbation through an apparent
attenuation factor (𝑡∗𝑠 ) which is insensitive to complicated earthquake rupture pro-
cesses. Applying this technique to the Kuril subduction zone, we resolve a velocity
amplitude of 4% for the slab core, which is close to previous values derived from
waveform modeling. For further global applications of our slab operator method,
we suggest that more seismic data and advanced denoising technique should be
integrated and implemented, respectively.

4.2 Introduction
Subduction zones are the descending legs of mantle convection cells. The sinking
of subducting plates provides the primary driving forces of plate tectonics, and
meanwhile, forms highly anomalous thermal and chemical heterogeneities in the
mantle (Billen, 2008; Shen et al., 2021). With elevated temperature and pressure at
depth, the subducting lithosphere goes through a series of continuous and discon-
tinuous chemical reactions, causing devolatilization and replenishing the ambient
mantle (Schmidt and Poli, 2014). As such, the slab temperature provides funda-
mental constraints on the slab petrological and mechanical process. For example,
thermal-petrological calculations have shown that the crust and uppermost mantle
of warm subducting slabs become entirely anhydrous at subarc depths, whereas the
core of cold subducting plates can transport water to greater depth (Van Keken et al.,
2011). As for the deep carbon cycle, in cold subduction zones (e.g. Tonga), the
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metamorphic decarbonation mechanism is inefficient for carbon removal. While in
warm subduction zones (e.g. Cascadia), carbon is vigorously lost through dissolu-
tion and melting of sedimentary carbon (Plank and Manning, 2019).
Also, there is emerging evidence of the temperature control on some intra-slab earth-
quake characteristics. For instance, the slab temperature indicated by the thermal
parameter defined as the product of the slab age, convergence rate and the sine of
the slab dip correlates with the separation distance and depth extent of the double
seismicity zone at intermediate depths (Brudzinski et al., 2007; Wei et al., 2017). In
cold slabs, deep earthquakes (>70 km) tend to present brittle failure with faster rup-
ture velocity, higher aftershock productivity and higher seismic efficiency compared
to those in warm slabs (Tibi et al., 2003; Wiens, 2001). In particular, Zhan et al.
(2014b) compared the rupture behavior of the 1994 Bolivia and 2013 Sea of Okhotsk
deep earthquakes occurred in two end-member slabs (cold vs. warm), respectively.
The Okhotsk event in cold slab ruptured 90 km along strike with a velocity of ∼4
km/s while the other ruptured ∼40 km with a speed of ∼1.5 km/s, implying different
deep earthquake mechanisms. Even though the governing physics of deep earth-
quakes remains elusive, the current three leading hypotheses including dehydration
embrittlement, transformational faulting and thermal runaway all tightly depend on
the thermal state of subducting slabs (Hosseinzadehsabeti et al., 2021; Zhan, 2020).
For inferring the thermal state of subducting slab, an accurate seismic structure, at
least in the upper mantle, is a prerequisite (Cammarano et al., 2003; Cammarano et
al., 2009; Stixrude and Lithgow-Bertelloni, 2012). Compared to the ambient man-
tle, the subducting slabs are cold and thus characterized as fast velocity anomalies
on the order of 1∼2% in traveltime based global tomography (Fukao and Obayashi,
2013; Hosseini et al., 2020; Goes et al., 2017; Li et al., 2008; Ritsema et al.,
2011; Simmons et al., 2012; Zhao, 2004). In general, traveltime based tomography
ubiquitously suffers from the wave front healing effect and thus underestimates the
absolute amplitudes of velocity anomalies (Malcolm and Trampert, 2011). On the
other hand, using synthetic tests, Lu and Grand (2016) demonstrated that the source
mislocation could also significantly smooth the imaging of subducting slabs and
introduce structural artifacts to the lower mantle. To reduce the earthquake mis-
location effect, Lu et al. (2019) simultaneously inverted the seismic velocity and
source locations. The resulting tomography models feature higher velocity ampli-
tude (>2%) within subducting slabs than previous global tomography. Still, the
inversion strategy of Lu et al. (2019) requires a thermal slab model as a prior.
Instead, compared to the traveltime inversion, the deterministic waveform modeling
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has better sensitivity to the velocity perturbation. As demonstrated by synthetic tests,
the fast velocity structure, similarly to the attenuation effect, can effectively broaden
seismic waveforms (Mellman and Helmberger, 1974; Vidale, 1987). Utilizing such
waveform sensitivity, Zhan et al. (2014a) suggested a 4% faster slab core than the
ambient mantle in the Kuril subduction zone. To explain the regional seismograms
recorded on Hi-net from two deep earthquakes, Chen et al. (2007) proposed a veloc-
ity anomaly of 4.5% within the cold slab and a complex low-velocity mantle wedge
beneath Japan. Wang et al. (2014) also found that the observed triplications cannot
be reproduced by synthetics based on global tomography models, thus invoked a
Japan slab model with high velocity amplitude (∼5%). By conducting a regional
full waveform tomography with a large seismic dataset, Tao et al. (2018) determined
sharp high velocity slabs up to ∼5% in the upper mantle beneath the East Asia.
However, the deterministic waveform modeling involves great effort because the
source rupture behavior, attenuation (Cormier, 1989), path effect (Ritsema et al.,
2020), and receiver-side (Sun and Helmberger, 2011) could contribute great com-
plexities on the seismograms. Not only the shallow earthquakes are complicated,
systematic investigations on the source time function of deep earthquakes also reveals
that almost half of events exhibit multiple sub-events in the waveforms (Houston,
2015; Persh and Houston, 2004). To reduce these effects, we develop a slab operator
method in this study using teleseismic waveforms from deep earthquake pairs with
one being a reference event sharing similar raypath with the other event except for the
slab side. Using 2D seismic wavefield simulations, we show that the slab operator
method is capable of measuring the slab velocity perturbation through an apparent
attenuation factor (𝑡∗𝑠 ) which is insensitive to complicated earthquake rupture pro-
cesses. Applying this technique to the Kuril subduction zone, we estimate a velocity
amplitude of ∼4% for the slab core, which is close to previous values derived from
waveform modeling. For further global applications of our slab operator method,
we propose that more seismic data and advanced denoising technique should be
integrated and implemented, respectively.

4.3 Methodology: Slab Operator
Given two receivers at teleseismic distances (30◦ < Δ < 90◦) and two deep earth-
quakes 𝐴 and 𝐵 (Figure 4.1), the corresponding displacements (𝑈) can be described
as a combination of the source term (𝑆), instrumental response (𝐼) and Green’s
function (𝐺).

𝑈𝐴𝑖 = 𝑆𝐴𝑖 ∗ 𝐺𝐴𝑖 ∗ 𝐼𝐴𝑖 (4.1)
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𝑈𝐴 𝑗 = 𝑆𝐴 𝑗 ∗ 𝐺𝐴 𝑗 ∗ 𝐼𝐴 𝑗 (4.2)

𝑈𝐵𝑖 = 𝑆𝐵𝑖 ∗ 𝐺𝐵𝑖 ∗ 𝐼𝐵𝑖 (4.3)

𝑈𝐵 𝑗 = 𝑆𝐵 𝑗 ∗ 𝐺𝐵 𝑗 ∗ 𝐼𝐵 𝑗 (4.4)

where ∗ denotes the convolution operator. The subscripts 𝑖( 𝑗) and 𝐴(𝐵) represent the
station and event index, respectively. Combining equations 4.1∼4.4, the waveform
convolution functions𝑈𝐴𝑖 ∗𝑈𝐵 𝑗 and𝑈𝐴 𝑗 ∗𝑈𝐵𝑖 can be expressed as:

𝑈𝐴𝑖 ∗𝑈𝐵 𝑗 = 𝑆𝐴𝑖 ∗ 𝑆𝐵 𝑗 ∗ 𝐺𝐴𝑖 ∗ 𝐺𝐵 𝑗 ∗ 𝐼𝐴𝑖 ∗ 𝐼𝐵 𝑗 (4.5)

𝑈𝐴 𝑗 ∗𝑈𝐵𝑖 = 𝑆𝐴 𝑗 ∗ 𝑆𝐵𝑖 ∗ 𝐺𝐴 𝑗 ∗ 𝐺𝐵𝑖 ∗ 𝐼𝐴 𝑗 ∗ 𝐼𝐵𝑖 . (4.6)

In general, the instrumental responses are invariant for permanent broadband stations
such that:

𝐼𝐴𝑖 = 𝐼𝐵𝑖 = 𝐼𝑖 & 𝐼𝐴 𝑗 = 𝐼𝐵 𝑗 = 𝐼 𝑗 . (4.7)

Figure 4.1: Cartoon for the slab operator method. The intraplate earthquakes (𝐴
and 𝐵) and receivers (𝑖 and 𝑗) at teleseismic distances are denoted as red stars and
blue triangles, respectively. The black and red dashed lines represent the raypaths
from earthquakes to receivers 𝑖 and 𝑗 , respectively.

For cases that equation 4.7 does not hold, the instrumental responses can be easily
removed in the data pre-processing step. As shown in Figure 4.1, seismic waves
(e.g. P and S) propagating from events 𝐴 and 𝐵 to receiver 𝑖 share similar raypaths
outside the slab, but with an additional segment within the slab for event 𝐴 (𝐺𝐴𝑖 vs.
𝐺𝐵𝑖). Thus, the Green’s function 𝐺𝐴𝑖 can be estimated as:

𝐺𝐴𝑖 = 𝐺𝐵𝑖 ∗ 𝜂𝑠𝑙𝑎𝑏 (4.8)
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where 𝜂𝑠𝑙𝑎𝑏 represents the slab effect on theGreen’s function and hereafter is referred
to as the slab operator. With equations 4.7∼4.8, the waveform convolution functions
are written as:

𝑈𝐴𝑖 ∗𝑈𝐵 𝑗 = 𝑆𝐴𝑖 ∗ 𝑆𝐵 𝑗 ∗ 𝐺𝐵 𝑗 ∗ 𝜂𝑠𝑙𝑎𝑏 ∗ 𝐺𝐵𝑖 ∗ 𝐼𝑖 ∗ 𝐼 𝑗 (4.9)

𝑈𝐴 𝑗 ∗𝑈𝐵𝑖 = 𝑆𝐴 𝑗 ∗ 𝑆𝐵𝑖 ∗ 𝐺𝐴 𝑗 ∗ 𝐺𝐵𝑖 ∗ 𝐼𝑖 ∗ 𝐼 𝑗 . (4.10)

To simplify the problem, we make the following two assumptions:

a). Given the same earthquake, the source time functions at receivers 𝑖 and
𝑗 are approximately identical. Note that such assumption still holds for
deep earthquakes with multi-staged rupture process (Houston, 2015; Persh
and Houston, 2004), but not strong rupture directivity (Zhan et al., 2014c).
For receivers at teleseismic distances, the vertical rupture directivity can be
minimized since the body wave take-off angles only differ by less than 30◦.
To reduce the horizonal rupture directivity bias, we can choose stations within
a limited azimuthal range.

𝑆𝐴𝑖 � 𝑆𝐴 𝑗 & 𝑆𝐵𝑖 � 𝑆𝐵 𝑗 (4.11)

b). The high-velocity slab is the major seismic structural anomaly near the source.
Because the raypaths from events 𝐴 and 𝐵 to receiver 𝑗 barely sample the
slab, but share similar lower mantle and receiver-side structures, the Green’s
functions𝐺𝐴 𝑗 and𝐺𝐵 𝑗 are approximately the same. Note that this assumption
might be problematic when receivers 𝑖 and 𝑗 are interchanged in Figure 4.1.

𝐺𝐴 𝑗 � 𝐺𝐵 𝑗 (4.12)

Substituting equations 4.11∼4.12 into equations 4.9∼4.10, we have:

𝜂𝑠𝑙𝑎𝑏 ∗ (𝑈𝐴 𝑗 ∗𝑈𝐵𝑖) = 𝑈𝐴𝑖 ∗𝑈𝐵 𝑗 . (4.13)

Without loss of generality, we refer the waveform convolutions 𝑈𝐴 𝑗 ∗ 𝑈𝐵𝑖 and
𝑈𝐴𝑖 ∗ 𝑈𝐵 𝑗 as the reference (𝑊𝑟𝑒 𝑓 ) and master (𝑊𝑚𝑎𝑠𝑡𝑒𝑟) convolution functions,
respectively. In this way, equation 4.13 can be reformatted as:

𝜂𝑠𝑙𝑎𝑏 ∗𝑊𝑟𝑒 𝑓 = 𝑊𝑚𝑎𝑠𝑡𝑒𝑟 . (4.14)

Based on theCagniard-deHoopmethod,Mellman andHelmberger (1974) found that
a high-velocity layer is nearly equivalent to an attenuation operator that broadens the
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seismograms. Since then, similar slab broadening effect has been widely confirmed
by numerical experiments (Cormier, 1989; Vidale, 1987; Zhan et al., 2014a).
However, opposite to intrinsic attenuation effect that delays the peak arrival, the
fast-velocity slab advances seismic signals. Therefore, to analytically describe the
slab operator 𝜂𝑠𝑙𝑎𝑏, we adopt a modified Futterman attenuation function solely
focusing on the waveform shapes (Shearer, 2019).

𝜂𝑠𝑙𝑎𝑏 (𝜔, 𝑡∗𝑠 ) = 𝑒−
1
2𝜔𝑡

∗
𝑠𝑒−𝑖𝜔𝑡

∗
𝑠 𝑙𝑛(𝜔)/𝜋 (4.15)

where 𝑡∗𝑠 is the apparent attenuation factor (𝑡∗) due to the high-velocity slab. The
two exponential terms on the right-hand side of equation 4.15 represent the wave-
form amplitude reduction and a frequency-dependent phase shift, respectively. The
waveform shapes of slab operator 𝜂𝑠𝑙𝑎𝑏 are asymmetric with more emergent onsets
than the tails (Figure 4.2). Compared to small 𝑡∗𝑠 (e.g. 1.0 s), 𝜂𝑠𝑙𝑎𝑏 with larger value
(e.g., 𝑡∗𝑠=4.0) s is more depleted of high frequencies and thus can severely broaden
the seismic waveforms.

Figure 4.2: The slab operator (𝜂𝑠𝑙𝑎𝑏) pulse shape for a set of 𝑡∗(=1.0 s, 2.0 s, and 4.0
s). The slab operator functions are aligned with onset.

Once we computed themaster and reference convolution functions𝑊𝑚𝑎𝑠𝑡𝑒𝑟 and𝑊𝑟𝑒 𝑓
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from teleseismic waveforms, we grid search the optimal 𝑡∗𝑠 that gives the highest
waveform similarity (or cross-correlation coefficient) between the left-hand side
and right-hand side of equation 4.15 to represent the slab velocity anomaly. Note
that we do not directly perform the deconvolution using equation 4.15 due to the
ill-posedness of deconvolution (Zhong and Zhan, 2020).

4.4 Synthetic Test
Slab Operator Workflow
To validate our proposed slab operator method, we proceed to compute the tele-
seismic synthetics for a subducting slab with a dip angle of 40◦ (Figure 4.3a). Our
background velocity and density models are adopted from IASP91 (Kennett and
Engdahl, 1991). Within the subducting slab, the velocity and density are linearly in-
creased by 5% from the slab interface to its center. More sophisticated slab velocity
models should be considered to approach the reality. For example, reconstructing
the slab velocity based on the slab temperature profile (Lu et al., 2019; Shen and
Zhan, 2020). Here, for the sake of simplicity, the linear velocity profile within the
slab is sufficient to demonstrate the feasibility of our slab operator idea. To simulate
realistic coda waves, we imposed small-scale isotropic heterogenety in the litho-
sphere (above 200 km) decribed by a Von K𝑎́rm𝑎́n type autocorrelation function
(equation 3.1; Sato et al., 2012) with characteristic length of 𝑎𝑥 = 𝑎𝑧 = 6.0 km and
a velocity fluctuation of 𝜀 = 2.0%, and elongated intra-slab heterogeneity within
the slab with 𝑎𝑥 = 0.5 km, 𝑎𝑧 = 10 km and 𝜀 = 2.5% as suggested by Furumura
and Kennett (2005) (Figure 4.3a). Once the velocity and density profiles are setup,
teleseismic displacements for two deep earthquakes 𝐴 and 𝐵 at depths of 250 km and
580 km, respectively (Figure 4.3a) are simulated using a fully elastic GPU-based
two-dimensional finite difference code which is eighth order in space and second
order in time (Li et al., 2014). With a minimum shear velocity of ∼3.0 km/s, a grid
spacing of 0.5 km, and time step of 0.01 s, synthetic waveforms can be accurate up
to ∼1 Hz with sampling of at least six grids per wavelength. Here we simplified the
problem into a 2D slab geometry since we mainly focus on the down-dip direction
and relatively long period waveforms at teleseismic distances. The resulting record
sections are shown in Figures 4.3b and 4.3c. Because ray paths from event 𝐴 travel
through the high-velocity slab, significant waveform broadening on the direct P
wave displacement can be observed at epicnetral distances of 30◦ ∼60◦, which is
consistent with Mellman and Helmberger (1974) and Zhan et al. (2014a). Whereas
the other event 𝐵 is close to the terminus of the subducting slab such that its tele-
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seismic waveforms are relatively sharp without slab influence. Therefore, event 𝐵 is
used as a reference event to reduce the lower mantle or receiver-side structure effect.

Figure 4.3: Synthetic waveforms for events 𝐴 and 𝐵. (a). P-wave velocity profile for
the subducting slab with a dip angle of 40◦. The slab velocity is linearly increased by
5% from the slab interfaces to the center. The cyan line denotes the slab geometry
and red stars represent earthquakes 𝐴 and 𝐵. The distance at 0 km indicates the
horizontal location of event A. (b). P-wave synthetic waveform record section for
earthquake A. The waveforms are low-pass filtered at 1 Hz and aligned by predicted
P-wave arrival times. Note the significant waveform broadening at distances of
30◦ ∼ 60◦ for event 𝐴. (c). Similar to (b), but for deep earthquake 𝐵.



68

Figure 4.4: Example for the slab operator workflow. (a)∼(d). P-wave displacements
of 𝑈𝐴𝑖, 𝑈𝐴 𝑗 , 𝑈𝐵𝑖 and 𝑈𝐵 𝑗 , respectively. The waveforms are low-pass filtered at 1.0
Hz and 10 s before and after the predicted arrivals is used for slab operator. Receivers
𝑖 and 𝑗 are at distances of ∼40◦ and ∼70◦, respectively. (e) and (f). Waveforms
of the master and reference convolution functions 𝑊𝑟𝑒 𝑓 and 𝑊𝑚𝑎𝑠𝑡𝑒𝑟 . (g). Cross-
correlation coefficients (cc) as a function of the apparent slab attenuation factor
𝑡∗𝑠 . The brown circle denotes the optimal 𝑡∗𝑠 (= 2.2 s) that gives highest waveform
similarity between𝑊𝑟𝑒 𝑓 ∗𝜂𝑠𝑙𝑎𝑏 and𝑊𝑚𝑎𝑠𝑡𝑒𝑟 . (h). Thewaveform comparison between
𝑊𝑚𝑎𝑠𝑡𝑒𝑟 (blue) and𝑊𝑟𝑒 𝑓 ∗ 𝜂𝑠𝑙𝑎𝑏 (red) for optimal 𝑡∗𝑠 = 2.2 s.
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Given the synthetic displacements, we low-pass filter them at 1.0 Hz and cut the
vertical-component P wave waveforms from 10 s before to 10 s after the predicted
arrivals for 𝑈𝐴𝑖, 𝑈𝐴 𝑗 , 𝑈𝐵𝑖 and 𝑈𝐵 𝑗 . For the workflow example in Figure 4.4, the
receivers 𝑖 and 𝑗 are at epticentral distances of ∼40◦ and ∼70◦, respectively. 𝑈𝐴𝑖 is
severely broadened by the high-velocity slab while𝑈𝐴 𝑗 ,𝑈𝐵𝑖 and𝑈𝐵 𝑗 barely present
waveform distortions (Figures 4.4a∼4.4d). Then we compute the waveform convo-
lution functions𝑊𝑚𝑎𝑠𝑡𝑒𝑟 and𝑊𝑟𝑒 𝑓 as defined by equations 4.5 and 4.6, respectively
(Figures 4.4e and 4.4f). Note that the master convolution function𝑊𝑚𝑎𝑠𝑡𝑒𝑟 displays
much broader waveform (longer duration) than that of reference convolution func-
tion𝑊𝑟𝑒 𝑓 . Based on equation 4.15, we grid search the optimal 𝑡∗𝑠 ranging from 0.0
s to 5.0 s with an interval of 0.1 s to best satisfy equation 4.14 quantified as highest
cross-correlation coefficient (cc) between 𝑊𝑚𝑎𝑠𝑡𝑒𝑟 and 𝜂𝑠𝑙𝑎𝑏 ∗𝑊𝑟𝑒 𝑓 . As shown in
Figure 4.4g, a case of 𝑡∗𝑠 = 2.2 s is found to have the highest cc with a value of
0.97 in the example scenario. After convolving the slab operator 𝜂𝑠𝑙𝑎𝑏 of 𝑡∗𝑠 = 2.2 s
and𝑊𝑟𝑒 𝑓 , the duration of 𝜂𝑠𝑙𝑎𝑏 ∗𝑊𝑟𝑒 𝑓 is almost identical to the master convolution
waveform𝑊𝑚𝑎𝑠𝑡𝑒𝑟 (Figure 4.4h).

Figure 4.5: Apparent attenuation factor 𝑡∗𝑠 map for a subducting slab with a dip angle
of 40◦ and a velocity increase of 5.0% in the center of the slab (Figure 4.3a).
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Following the same procedure, we calculate the 𝑡∗𝑠 of all the receiver combinations as
shown in Figure 4.5. Note that we only utilize the teleseismic waveforms from 30◦

to 80◦ here since the core reflected phases (e.g. PcP) can potentially contaminate
the direct P phases at distances greater than 80◦. In Figure 4.5, the 𝑡∗𝑠 gradually
increases from bottom right toward top left (40◦, 78◦) , which is consistent with
the displacement record section where event 𝐴 exhibits most severe waveform
broadening at distances of ∼40◦ (Figure 4.3b). In our example scenario with a dip
angle of 40◦ and a velocity increase of 5% (Figure 4.3a), the 𝑡∗𝑠 can be as large as 2.7
s. Additionally, there appears to be a cluster of relatively higher-than-background 𝑡∗𝑠
near (65◦, 35◦). This is probably an artifact due to the broadened waveform of 𝑈𝐴 𝑗
in the slab operator method violating our second assumption (equation 4.12).

Figure 4.6: Slab geometries for different dip angles from 30◦ to 70◦. The slab
velocity is linearly increased from the slab interfaces to the center. The stars
represent deep events used in the synthetic tests.

Slab Dip Angle and Velocity Perturbation Effect
Having shown the feasibility of extracting the apparent attenuation factor 𝑡∗𝑠 using
the slab operator method, we further explore the relation among 𝑡∗𝑠 , slab geometry
and velocity perturbation. We simulated a variety of slab geometries with dip angles
ranging from 30 ◦ to 70 ◦ with an interval of 10 ◦ (Figure 4.6; Hayes et al., 2018;
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Hu and Gurnis, 2020) and velocity perturbations linearly increasing to 0.0%, 2.0%
and 5.0% from the slab interface to its center (Zhan et al., 2014a). All the slab
model parameters and the resulting maximum 𝑡∗𝑠 values are summarized in Table
4.1. In each scenario, earthquakes 𝐴 and 𝐵 are fixed at depths of 250 km and
580 km, respectively, and their horizontal locations relative to the slab interface
are kept constant (Figure 4.6). 𝑡∗𝑠 results for different slab geometries and velocity
perturbations are shown in Figure 4.7. Due to the lack of slab broadening effect in
scenarios without high-velocity slabs (e.g., slabmodels with velocity perturbation of
0.0%), the values of 𝑡∗𝑠 mapped from our slab operator method are always minimum
for any receiver combinations (Figures 4.7a,d,g,j and m; Table 4.1). Given the same
dip angle, the maximum value of 𝑡∗𝑠 increases with the slab velocity perturbation
(Figure 4.7). For example, maximum 𝑡∗𝑠 values are 0.0 s, 1.1 s and 2.4 s for slab
modelsD30V0, D30V2 andD30V5, respectively (Table 4.1). For caseswith velocity
perturbations of 2.0% and 5.0%, the maximum 𝑡∗𝑠 values are generally 0.8∼1.2 s
and 2.0∼2.7 s, respectively (Table 4.1), suggesting that our resolved 𝑡∗𝑠 map could
be used to probe the subducting slab velocity anomaly. It should be stated that some
symmetric patterns observed in our calculated 𝑡∗𝑠 maps (e.g., D50V2 and D50V5
in Figures 4.7h and 4.7i), are likely the artifacts due to the violation of our second
assumption (equation 4.12) from broadened𝑈𝐴 𝑗 .

Slab Model Dip Angle Velocity Perturbation Max 𝑡∗𝑠 Value and Location
D30V0 30◦ 0.0% 0.0 s @ everywhere
D30V2 30◦ 2.0% 1.1 s @ (30.2◦, 47.9◦)
D30V5 30◦ 5.0% 2.4 s @ (30.2◦, 57.9◦)
D40V0 40◦ 0.0% 0.0 s @ everywhere
D40V2 40◦ 2.0% 1.2 s @ (41.4◦, 76.6◦)
D40V5 40◦ 5.0% 2.7 s @ (39.9◦, 78.0◦)
D50V0 50◦ 0.0% 0.0 s @ everywhere
D50V2 50◦ 2.0% 0.8 s @ (60.8◦, 36.5◦)
D50V5 50◦ 5.0% 1.6 s @ (59.1◦, 31.2◦)
D60V0 60◦ 0.0% 0.0 s @ everywhere
D60V2 60◦ 2.0% 0.8 s @ (80.0◦, 38.7◦)
D60V5 60◦ 5.0% 2.1 s @ (79.2◦, 39.4◦)
D70V0 70◦ 0.0% 0.0 s @ everywhere
D70V2 70◦ 2.0% 0.2 s @ (30.7◦, 69.8◦)
D70V5 70◦ 5.0% 0.8 s @ (80.0◦, 56.9◦)

Table 4.1: Summary of simulated slab model parameters and 𝑡∗𝑠 results.
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Figure 4.7: Apparent attenuation factor 𝑡∗𝑠 map for different slab models. The dip
angles and velocity perturbations of all the models are summarized in Table 4.1.
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Note that the locations of maximum 𝑡∗𝑠 for cases with same dip angles can be
slightly shifted (e.g. D40/50V2 vs. D40/50V5 in Table 4.1) because different slab
velocity anomalies slightly perturb stationary raypaths from event 𝐴 to event 𝐵.
One exception is for cases with a dip angle of 70◦ in which their stationary raypaths
are outside our distance range (Figure 4.7m∼o). Furthermore, given the same slab
velocity perturbation, the slab geometry can also significantly modulate 𝑡∗𝑠 not only
on its maximum values but also the locations (Table 4.1). Because the raypaths from
event 𝐴 to event 𝐵 are closer to vertical for steeper dipping slabs, the maximum 𝑡∗𝑠
locations generally increase with dip angles along the receiver 𝑖 distance dimension
(Figure 4.7).

Source Time Function Effect
For more than a half of deep earthquakes, their source rupture processes can be
complex with multiple stages (Houston, 2015; Persh and Houston, 2004). Since
both𝑊𝑟𝑒 𝑓 and𝑊𝑚𝑎𝑠𝑡𝑒𝑟 include the source terms of events 𝐴 and 𝐵 (equations 4.11
and 4.14), our slab operator method is theoretically capable of resolving the slab
velocity anomaly by utilizing teleseismic waveforms with complicated source time
functions. To verify this point, we constructed two source time funtions (STF1 and
STF2) with a duration of 1.5 s as shown in Figure 4.8a to represent complicated
source rupture process. STF1 is consist of two Gaussian type subevents at a centroid
time of 0.32 s and 0.75 s, respectively, whereas STF2 includes three subevents at
centroid time of 0.40 s, 0.75 s and 1.10 s, respectively (Figure 4.8). Based on the slab
model D40V2, we tested two scenarios Astf1Bstf2_D40V2 indicating that synthetic
waveforms of event 𝐴 and 𝐵 are convolved with STF1 and STF2, respectively,
and Astf2Bstf1_D40V2 representing that synthetic waveforms of event 𝐴 and 𝐵
are convolved with STF2 and STF1, respectively. The resulting 𝑡∗𝑠 maps are almost
identical as that ofD40V2 (Figures 4.8b and 4.8c vs. 4.7e; Table 4.2). Themaximum
𝑡∗𝑠 are the same but with slight location differences within 2◦. Furthermore, we
also calculate the 𝑡∗𝑠 difference between Astf1Bstf2_D40V2 (Astf2Bstf1_D40V2)
and D40V2 which only considers 𝛿-like source time functions as shown in Figure
4.8d(e). The differences in 𝑡∗𝑠 are generally less than 0.3 s, validating our slab
operator method for complicated source processes. Similar results also hold for
higher slab velocity anomaly case D40V5 (Figure 4.9; Table 4.2). Intriguingly,
involving the source complexity seems to diminish the 𝑡∗𝑠 artifact near (65◦,35◦)
(Figure 4.9 vs. 4.5). Therefore, our synthetic tests confirm that our slab operator
method can resolve the slab velocity anomaly by using 𝑡∗𝑠 as a proxy and has little
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sensitivity on the deep earthquake rupture complexity, allowing us to utilize more
real data with complicated but coherent waveforms.

Figure 4.8: Source time function effect on 𝑡∗𝑠 estimation for D40V2 cases. (a).
Constructed source time functions (STF1 and STF2) with a duration of 1.5 s. (b).
𝑡∗𝑠 map for slab case Astf1Bstf2_D40V2 in which synthetic waveforms of event 𝐴
and 𝐵 are convolved with STF1 and STF2, respectively. (c). Similar to (b), but for
slab case Astf2Bstf1_D40V2 in which synthetic waveforms of event 𝐴 and 𝐵 are
convolved with STF2 and STF1, respectively. (d). 𝑡∗𝑠 map difference between slab
cases Astf1Bstf2_D40V2 and D40V2. (e). 𝑡∗𝑠 map difference between slab cases
Astf2Bstf1_D40V2 and D40V2.
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Figure 4.9: Source time function effect on 𝑡∗𝑠 estimation for D40V2 cases. (a). 𝑡∗𝑠
map for slab case Astf1Bstf2_D40V5 in which synthetic waveforms of event 𝐴 and
𝐵 are convolved with STF1 and STF2, respectively. (b). Similar to (a), but for
slab case Astf2Bstf1_D40V5 in which synthetic waveforms of event 𝐴 and 𝐵 are
convolved with STF2 and STF1, respectively. (c). 𝑡∗𝑠 map difference between slab
cases Astf1Bstf2_D40V5 and D40V5. (d). 𝑡∗𝑠 map difference between slab cases
Astf2Bstf1_D40V5 and D40V5.

Slab Model Event 𝐴 STF Event 𝐵 STF Max 𝑡∗𝑠 Value and Location
D40V2 𝛿 𝛿 1.2 s @ (41.4◦, 76.6◦)

Astf1Bstf2_D40V2 STF1 STF2 1.2 s @ (40.6◦, 77.8◦)
Astf2Bstf1_D40V2 STF2 STF1 1.2 s @ (40.6◦, 77.8◦)

D40V5 𝛿 𝛿 2.7 s @ (39.9◦, 78.0◦)
Astf1Bstf2_D40V5 STF1 STF2 2.6 s @ (36.8◦, 80.0◦)
Astf2Bstf1_D40V5 STF2 STF1 2.6 s @ (36.8◦, 80.0◦)

Table 4.2: Summary of tested source time function scenarios and 𝑡∗𝑠 results.
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4.5 Application
Kuril Subduction Zone
We further apply the slab operator method to estimate the slab velocity anomaly
of the Kuril subduction zone where the Eurasian continental plate is overriding old
Pacific oceanic lithosphere (90∼135 m.y.; Sdrolias and Müller, 2006). As shown
in Figure 4.10, event 𝐴 is the 2009/04/21, Mw6.2 earthquake with a focal depth of
∼160 km while event 𝐵 is the 2013/10/01, Mw6.9 earthquake at a depth of ∼580
km (Engdahl et al., 2020). To account for our 2D assumption and the nonuniform
distribution of seismic stations, we download data for stations that record both events
at distances of 30◦ ∼ 90◦ and within azimuths of ±45◦. We remove the instrumental
response, mean value and linear trend, and filter the seismograms with a two-pole
Butterworth band-pass filter of 0.01-1 Hz. Roughly 160 stations of high signal-to-
noise ratios (>2.0) are selected and most of them are clustered in Europe at distances
of 45◦ ∼ 85◦ (Figure 4.10a). A 30 s time window with 10 s before and 20 s after
the direct P arrival is used for our slab operator method, and the polarities of all the
seismograms are corrected to positive for later convolution processing. To achieve
robust results, we stack waveforms located within a area of 1◦ in distance and 10◦

in azimuth.
As shown in Figure 4.10b, high 𝑡∗𝑠 values are clustered near (50◦, 80◦) with a
peak value of ∼2.0. To estimate the velocity perturbation, we examine a set of
slab scenarios with a dip angle of 45 ◦ as suggested by Hayes et al. (2018) and
velocity perturbations ranging from 2% to 5% with an interval of 1%. Similar to
aforementioned synthetic tests, regardless of the artifacts around (55◦, 35◦), the
higher the slab velocity perturbation, the larger 𝑡∗𝑠 is (Figures 4.10c∼f). The case
of D45V2 generally underestimates the observed 𝑡∗𝑠 (Figures 4.10b vs. 4.10c),
suggesting a higher slab velocity anomaly at the Kuril subduction zone. When the
slab velocity perturbation reaches 5%, the synthetic result has a much broader high
𝑡∗𝑠 area than observations. In fact, our observed maximum 𝑡∗𝑠 for the event pair
20090421-20131001 is closer to that of case D45V4 with a peak value of 2.1 s
(Figures 4.10b vs. 4.10e). Therefore, we imply that the Kuril subduction zone can
be characterized by a velocity increase of ∼4% within the slab between depths 160
km and 580 km. Our suggested 4% is slightly lower than 5% derived fromZhan et al.
(2014a), but significantly higher than 2% from tomography models. Nevertheless,
more seismic waveforms and deep earthquake pairs should be utilized to accurately
estimate the velocity anomaly of the Kuril subduction zone.
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Figure 4.10: Slab operator application in the Kuril subduction zone. (a). Map view
of selected stations (purple triangles) and deep earthquakes 20090421 (red star) and
20131001 (blue star). (b). 𝑡∗𝑠 result for earthquake pair the 20090421-20131001.
𝑡∗𝑠 maps for synthetic slab cases (c). D45V2, (d). D45V3, (e). D45V4, and (f).
D45V5.
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Current Limitations for Global Applications
Compared to the deterministic waveform modeling which involves great effort in
scrutinizing waveform details from earthquakes with relatively simple source time
functions, our slab operator method, due to its little dependence of the source
complexity, is a more generalizable approach to resolve the velocity perturbations of
global subduction zones. With abundant deep earthquakes across the globe (Figure
4.11), the slab operator method provides an effective way to accurately evaluate the
relation between the slab thermal state and corresponding seismic velocity anomaly.
However, we should also point out the challenge of global applications of the slab
operator method. Since more than 70% of the Earth’s surface is covered by the
ocean where is logistically challenging for seismic instrumentations (Figure 4.11),
only limited number of seismic data are available for several subduction zones
scenarios. For example, the teleseismic distances of deep earthquakes in South
America are in the Atlantic Ocean. While for the cold Fiji-Tonga subduction, most
teleseismic areas are covered by the Indian Ocean (Figure 4.11). To account for the
nonuniform distribution of global seismic stations, regional seismic networks and
marine instrumentations should be integrated, collected and analyzed in the future.

Figure 4.11: Global distribution of M5.5+ deep earthquakes (circles; Engdahl et al.,
2020) and permanent seismic stations (khaki triangles).

On the other hand, because all the signals around the direct P arrival time window
contribute to the convolution functions 𝑊𝑚𝑎𝑠𝑡𝑒𝑟 and 𝑊𝑟𝑒 𝑓 , the 𝑡∗𝑠 results are also
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sensitive to the noise level and coda waves in the real data. For example, given
the same stations and earthquake pair, different convolution time windows (e.g., 20
s vs. 30 s) and processing procedures (e.g., removing linear trend before or after
cutting waveforms) can perturb 𝑡∗𝑠 up to 0.5 s, which could result in a big estimation
uncertainty of the slab velocity. To achieve robust 𝑡∗𝑠 measurements, we suggest
that machine learning algorithms, such as deep neural networks, could be used for
denoising or decomposing targeted seismic signals (Zhu et al., 2019).

4.6 Conclusions
In this study, we develop a slab operatormethod to resolve slab velocity perturbations
using teleseismic waveforms from earthquake pairs. We perform synthetic tests to
illustrate the feasibility of estimating the slab velocity perturbation through an
apparent attenuation factor (𝑡∗𝑠 ) and the slab operator approach is insensitive to
complicated source processes, which enabling making use of a large number of
waveform sets. Applying this technique to the Kuril subduction zone, we suggest
a velocity amplitude of 4% within the slab core, which is consistent with previous
waveform modeling studies, but higher than that suggested in tomography models.
Nevertheless, as for global and robust applications of our slab operator method,
more regional seismic networks and marine instrumentations should be integrated
and advanced algorithms, such asmachine learning based denoisingmethods, should
be implemented.
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C h a p t e r 5

HIGH-RESOLUTION VADOSE ZONE WATER SATURATION
MONITORING USING DISTRIBUTED ACOUSTIC SENSING

5.1 Abstract
Water in the critical zone is vital, but its current monitoring techniques are mostly
for surface water content with few probing the vadose zone. To fill in this gap, time-
lapse seismology is a complimentary tool, but suffers from large conventional sensor
spacing. The emerging distributed acoustic sensing (DAS) technology provides an
affordable and scalable solution for deploying large-aperture and ultra-dense seismic
arrays, thus feasible for the vadose zone monitoring. With two years of ambient
noise recorded on the Ridgecrest DAS array in California, the resulting seismic
changes (dv/v) reveal an unprecedented high-resolution spatiotemporal evolution
of water saturation in the vadose zone. We observe a striking correlation between
the dv/v amplitude and the sedimentary thickness. The frequency analysis of dv/v
measurements further suggests an uppermost 10 m hydrologic source as the cause
for dv/v temporary and seasonal variability. Our results indicate the great potential
of DAS for long-term subsurface water monitoring.

5.2 Introduction
Water in the critical zone that spans from the top of vegetation canopy to the base of
groundwater plays a vital and strategic role in sustaining all life on Earth (National
Research Council, 2001; Grant and Dietrich, 2017). For example, groundwater in
the saturated zone serves as a primary source of drinking water worldwide (Döll
et al., 2012), and strengthens the resilience of anthropogenic uses of water to cli-
mate variability and change (Cuthbert et al., 2019; Lall et al., 2020). Soil moisture,
another fundamental ecohydrological ingredient, controls microbial activities and
plant transpiration with consequent impacts on the partitioning of water and energy
budget and biochemical cycles (Oki and Kanae, 2006; Seneviratne et al., 2010). Fur-
thermore, between the surface and the groundwater table, infiltrating precipitation
can pass through and be stored in unsaturated weathered bedrock, forming a deep
vadose zone reservoir with significant volume of water accessible to plants during
drought years (Rempe and Dietrich, 2018). However, intense water withdrawals
due to frequent climate extremes and global urbanization have led to a phenomenal
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depletion of water, threatening the sustainability of the critical zone (Brantley et al.,
2007). To develop sustainable water management strategies, it is essential to closely
monitor the water movement in the critical zone across time and space (Richter Jr.
and Mobley, 2009).
Over the past decades, tremendous advances in technology from different disci-
plines have enabled hydrologic monitoring of the critical zone (Parsekian et al.,
2015), enhancing our vision of water cycle dynamics (Brooks et al., 2015; Sprenger
et al., 2019). In general, these monitoring tools can be classified into two cate-
gories: ground-based techniques and remote sensing. For instance, ground-based
instruments include, but not limit to, cosmic-ray neutron sensors, time domain
reflectometry, ground penetrating radar and global positioning system (GPS) for
soil moisture observations (Dobriyal et al., 2012; Ochsner et al., 2013), and in
situ groundwater wells for groundwater monitoring. Whereas remote sensing from
space can be used to determine surface soil moisture through L-band measurements
(Entekhabi et al., 2010), and to infer the groundwater storage from satellite grav-
ity (Rodell et al., 2009) or interferometric synthetic aperture radar (InSAR; Riel
et al., 2018). Nevertheless, since most monitoring methods lack depth-dependent
sensitivity, current critical zone hydrological experiments mainly focus on either
surface soil moisture or groundwater monitoring, leaving the hydrologic dynamics
of vadose zone, the intermediate layer, in response to climatic and anthropogenic
activities poorly understood.
Alternatively, given a diffusive noise field, seismic interferometry can extract the
Green’s function of seismic waves propagating from one seismometer to the other
(Campillo and Paul, 2003; Shapiro et al., 2005). In particular, the seismic surface
wave that travels along Earth’s surface has a dispersive nature with longer periods
sensitive to greater depths. Also, the surface wave can be retrieved from weekly or
even daily noise data, delivering a superior temporal resolution compared to in situ
wells and geodetic measurements. Therefore, by quantifying the velocity change
of surface waves using seismic interferometry, time-lapse seismology provides a
complementary approach for long-term subsurface monitoring. Indeed, such pas-
sive technique has been shown effective in tracking groundwater (Clements and
Denolle, 2018; Fokker et al., 2021; Illien et al., 2021; Lecocq et al., 2017) and
other geophysical phenomena (Brenguier et al., 2008; Mao et al., 2019; Nakata and
Snieder, 2014; Sens-Schönfelder and Wegler, 2006; Wegler and Sens-Schönfelder,
2007; Zhan, 2019). However, limited by the conventional network spacing (typically
hundreds or tens of kilometers) used in previous studies, seismic interferometry can
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only recover surface waves at relatively long periods ranging from tens of to a few
seconds, corresponding to a depth profile of top hundreds of meters, much deeper
than that of vadose zone (a few to tens of meters at depth).
In fact, distributed acoustic sensing (DAS), an emerging technology, offers an afford-
able and scalable solution for deploying ultra-dense seismic arrays. By converting
Rayleigh backscattering due to intrinsic fiber impurities to longitudinal strain or
strain rate, DAS can repurpose pre-existing telecommunication fiber-optic cables
into strings of thousands of vibration sensors (Lindsey and Martin, 2021; Zhan,
2020). As an array of tens of kilometers aperture with a channel spacing of several
meters, DAS can record unaliased high-frequencywavefields (Atterholt et al., 2022),
featuring a great potential for boosting the spatiotemporal resolution of long-term
subsurface monitoring (Tribaldos and Ajo-Franklin, 2021).

5.3 Data and Methods
In this study, we use a DAS array in the Ridgecrest city, California to explore the
feasibility of long-term vadose zone monitoring (Figure 5.1a). Supplying over one-
third of US’s food but suffering from frequent droughts (e.g., a severe drought in
2021), California is currently under intensified water stress. In addition, the Indian
Wells Valley where the Ridgecrest DAS cable situated in, is one of the six critically
overdrafted groundwater basins in California (Figure 5.1a), urging for subsurface
hydrologic monitoring. The Ridgecrest DAS array is converted from a 10-km
telecommunication optic cable along a major road (U.S. Route 395 Business) with
total 1250 channels in 8-meter spacing. Even though the Ridgecrest DAS array was
initially deployed for a rapid response to the 2019 Mw7.1 Ridgecrest earthquake (Li
et al., 2021), it has been continuously operating since then and documented almost
2-years acquisition (Jul. 2019 ∼ Jun. 2021) with a few short gaps (e.g., Oct. 2019).
Following standard ambient noise cross-correlation procedures (Bensen et al., 2007),
we first preprocess daily seismograms by removing mean and linear trend, bandpass
filtering between 0.1 and 10 Hz, downsampling, time domain moving average
normalization and spectral whitening. The 24-hour data are then cut into 40-s
segments for each channel. For any given channel pair, all the segments are cross-
correlated, normalized, and stacked to present the daily cross-correlation. Regarding
the massive computational cost, we downsample the data to 50 Hz and implement
GPU-based parallel processing to accelerate the calculation. Once computed, we
smooth the daily cross correlations over a 1-week moving window since noise
sources recorded on our cable are governed by traffic with weekly periodicity (Yang
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et al., 2022). To further enhance the signal-to-noise ratio (SNR), we average the
causal and acausal part of each cross-correlation for later dv/v analysis. The 2-years
stacked cross-correlation record sections present clear surface waves propagating
along the DAS cable from different virtual sources (Figure 5.1b and 5.2). Here we
only use an 8-km linear segment along an east-west oriented major road to ensure
Rayleigh-type dominated surface waves (Figure 5.1b). These stacked surface waves
have been successfully exploited to image subsurface seismic structure and identify
fault zones in Ridgecrest (Yang et al., 2022).

Figure 5.1: Our study region and an example of ambient noise cross-correlations
and dv/v measurements. (a). Map view of the Ridgecrest DAS array (red line). The
Ridgecrest DAS array is located within the Indian Wells Valley groundwater basin,
one of the critically overdrafted groundwater basins in California as delineated by
purple lines. The white lines are California county boundaries. (b). An example
of ambient noise cross-correlations. Top panel is a zoom-in view of the 8-km
Ridgecrest DAS segment along an east-west orientedmajor road. Purple star denotes
the location of our virtual source. Bottom panel shows the 2-years stacked cross-
correlation record section for a virtual source in the middle of the array. The cyan
waveform presents the cross-correlation function for a particular receiver that is
60-channels apart from the virtual source. Clear surface waves are observed. All
the waveforms are half-octave filtered with a center frequency of 4.2 Hz. (c). An
example of dv/v results for the channel pair in (b). Bottom panel shows the temporal
variation of direct surface wave arrivals at 4.2 Hz. White areas are the data gaps. Top
panel shows the corresponding dv/v curve using a cross-spectrum method. Orange
errorbars denote uncertainties of dv/v measurements.



88

Figure 5.2: 2-year stacked cross-correlation record sections for different virtual
sources at distances of (a). 1.0 km, (b). 3.0 km, (c). 5.0 km, and (d) 7.0 km along
the DAS cable. The wavefields are half-octave filtered with a center frequency of
4.2 Hz.

5.4 Results
For a particular channel pair spaced 60 channels apart, its daily cross correlations
for a half-octave frequency band centered at 4.2 Hz present coherent direct surface
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waves with discernable arrival time variations (Figure 5.1c). To quantify, we apply
a cross-spectrum method to compute the relative time shifts between 1-s surface
wave windows of daily and reference cross correlations (Clarke et al., 2011). The
reference waveform is obtained by averaging over all the daily cross correlations
and the 1-s window is chosen as 0.5 s before and after the peak of the reference
surface wave. Only time shifts with coherency larger than 0.5 are accepted. The
resulting arrival time variation is opposite to the relative change in seismic velocity
(dv/v). Rather than coda waves (Pacheco and Snieder, 2005; Obermann et al.,
2013; Obermann et al., 2016), we use direct surface waves for dv/v estimation
in this study because its sensitivity kernel is more deterministic. The resulting
dv/v curve presents seasonal variability with negative dv/v in winter and spring
and positive dv/v in summer and fall (Figure 5.1c). The dv/v amplitude at 4.2 Hz
can vary from -0.9% in February 2020 to 0.6% in September 2019/2020, which
is one order of magnitude larger than that in previous studies using longer period
surface waves (Clements and Denolle, 2018; Fokker et al., 2021). Also, we spot a
remarkable dv/v amplitude difference between the winter of 2020 and 2021 (-0.9%
vs. -0.3%), probably owing to a severe drought in 2021. Beyond its seasonality, the
dv/v variation also reveals some temporary fluctuations such as a rapid dv/v drop in
April 2020 (Figure 5.1c).

Having shown the feasibility of seismic monitoring using a particular DAS channel
pair, we proceed to investigate the spatiotemporal evolution of subsurface velocity
changes. Rolling along the 8-km DAS cable, dv/v of channel pairs spaced 60
channels apart are measured through the cross-spectrum method and pinpointed to
their center locations correspondingly. By satisfying the three-wavelength criterion
(Bensen et al., 2007), an inter-channel distance of 60 channels (480 m) is sufficient
to develop robust high-frequency (> 2 Hz) Rayleigh waves. The resulting time-lapse
images offer a unique opportunity to scrutinize dv/v variations in an unprecedented
spatial and temporal resolution (Figure 5.3b). For the case of a center frequency
at 4.2 Hz, the dv/v amplitude gradually weakens westward from a maximum peak-
to-peak variation of ±1.5% on the east end (6-8 km) to a lowest fluctuation of
±0.5% at 2-3 km with a slight amplification at 0-2 km (Figure 5.3b and 5.4). The
lateral variation in dv/v amplitude strikingly correlates with the spatial pattern of
shallow-most sediment thickness from 60 m on the east end tapering west to less
than 20 m (Figure 5.3a; Yang et al., 2022). This is consistent with previous dv/v
observations of large amplitudes in basins (Clements and Denolle, 2018), but on
a finer scale. Except for the spatial heterogeneity, we also reinforce the temporal



90

Figure 5.3: The spatiotemporal evolution of dv/v results across the Ridgecrest DAS
array and its correlation with tomography and precipitation data. (a). Shear wave
tomography model beneath the Ridgecrest DAS cable from Yang et al. (2022) The
white line roughly indicates the boundary of the top low-velocity layer. Note the
shallow micro-basin at the eastern edge of the Ridgecrest DAS array. (b) dv/v
results along the 8-km DAS profile for a half-octave frequency band centered at
4.2 Hz. The white areas indicate either acquisition gaps or bad dv/v measurements
with coherency lower than 0.5. (c). Daily precipitation data from two nearby
meteorological stations. The cyan and red lines are for NID and IWLC1 station,
respectively. Note the correlation between rain fall events and horizontal dv/v
anomalies in (b).

variability of dv/v. In response to rainfalls, dv/v can drop temporarily and leave
horizontal anomalies across the DAS cable (Figure 5.3b vs. 5.3c). In addition,
temporary dv/v variations can be linked to weekly temperature fluctuations when
there is no precipitation (Figure 5.5). The thermal expansion of the fiber itself with a
coefficient of 10−5 ∼ 10−6 𝐾−1 is too small to account for a temporary dv/v variation
of ∼0.1%, evoking a temperature control for the subsurface dynamics. On the other
hand, our 4.2 Hz dv/v results present coherent seasonal patterns of negative dv/v in
wet seasons charging the subsurface and positive dv/v in dry seasons discharging the
subsurface (Figure 5.3b). The seasonal variation appears to exhibit a lateral phase
lag advancing from east to west (Figure 5.3b), possibly reflecting the permeability
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variation along the cable. Because of the severe drought in 2021, less water was
charged into the subsurface and consequently the dv/v in 2021 has much lower
negative amplitude than that in 2020 (Figure 5.3b and 5.3c).

Figure 5.4: dv/v variations along the DAS cable. (a). Daily precipitation data from
two nearby meteorological stations and 4.2 Hz dv/v curve at distances of (b). 1.0
km, (c). 3.0 km, (d). 5.0 km, and (e) 7.0 km along the DAS cable. Orange errorbars
denote uncertainties of dv/v measurements.
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Figure 5.5: Comparison of the temperature and dv/v variations. (a). Daily tem-
perature variation vs. dv/v curves at a distance of 6.6 km for different frequencies.
The gray arrows mark the correlations between the temperature and dv/v curves
during the dry season. (b). Daily precipitation data from two nearby meteorological
stations.

Similarly to the 4.2 Hz scenario above, we measure the seismic velocity changes
for other six half-octave frequency bands centered from 2.45 Hz to 7.14 Hz with
an interval of 0.18 in the natural log space. Having identified the rainfall and
temperature as major sources for temporary dv/v fluctuations, we smooth dv/v
measurements with a moving-average window of three months to further explore
the seasonal variation. The time-lapse images of different frequency bands all
present spatiotemporal evolution similar to that of the 4.2 Hz case, but with larger
amplitudes at higher frequency (Figure 5.6).
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Figure 5.6: Frequency dependent dv/vmaps. (a). dv/vmap for different frequencies.
(b). dv/v uncertainty map for different frequencies.

For example, the dv/v amplitude on the east side of our DAS cable (6.6 km) increases
from ±0.4% at 2.45 Hz to ±1.5% at 7.14 Hz, implying a shallow force driving the
seasonality (Figure 5.7a). To quantify its depth extent, we calculate sensitivity
kernels for a set of 10-m layers at depths ranging from the surface to 70 m with
an interval of 10 m (Figure 5.7b). Based on the reference velocity profile in
Figure 5.3a, the sensitivity kernel is given as the dispersion curve difference by
applying a local velocity perturbation to each layer (Herrmann, 2013). To intuitively
compare the depth sensitivity kernels to observations, we focus on slope changes
of dv/v as a function of frequency by scaling dv/v to the same values at 2.93
Hz (Figure 5.7b). The uppermost 10 m layer sensitivity kernel well captures our
dv/v observations across a broad frequency band from approximately 2 Hz to 8 Hz
(Figure 5.7b). Whereas at greater depths, the sensitivity kernels in response to a
seismic velocity perturbation are either too steep to fit observations (e.g., 10-20 m)
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or present opposite trends of dv/v amplitude decaying with frequency (e.g., >40 m;
Figure 5.7b). Furthermore, on the west end of the DAS cable, the frequency analysis
of dv/v yields similar results (Figure 5.8), fortifying a seasonal manifestation from
the top 10 m.

Figure 5.7: Frequency analysis of dv/v measurements indicates a shallow source
(top 10 m) for the seasonal variation. (a). dv/v curves of different frequency bands
ranging from 2.45 Hz to 7.14 Hz at a location of 6.6 km along the cable. The
errorbars denote the uncertainty of dv/v measurements. The magenta box indicates
the dv/v observations used for frequency analysis. (b). Comparison between dv/v
observations and sensitivity kernels. Solid lines in different colors represent dv/v
sensitivity kernels as a function of frequency for different 10-m layers at depths
ranging from the surface to 70 m with an interval of 10 m. The gray lines are daily
dv/v observations within the magenta box in (a). The magenta line with errorbars
represents the median dv/v curve with the 95% confidence interval. All the curves
are scaled to the same dv/v values at 2.93 Hz to solely focus on the slope changes.
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Figure 5.8: Same as Figure 5.7, but for a location of 0.7 km on the west side of the
DAS cable. (a). dv/v curves of different frequency bands ranging from 2.45 Hz to
7.14 Hz. (b). Comparison between normalized dv/v observations and sensitivity
kernels.

5.5 Discussion
Even though its temporary perturbation can modulate our dv/v observations on a
weekly scale, the temperature is not the dominate driving force for the dv/v seasonal
variation. This is supported by significant dv/v amplitude differences between
wet seasons in 2020 (water year) and 2021 (drought year), but the temperature
steadily varieswith a constant annual amplitude (Figure 5.9). Moreover, the seasonal
variation in temperature advances the dv/v by roughly one month, whereas on a
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weekly scale, both temperature and dv/v variations have zero phase lag (Figure 5.9
and 5.11a). Therefore, we suggest that it is water saturation in the uppermost 10 m
controlling our observed seasonal cycle in dv/v.

Figure 5.9: Comparison of seasonal variations in dv/v (black line) and temperature
(cyan line).

Using long period surface waves, previous seismic studies attribute the seasonal
pattern of dv/v measurements to groundwater fluctuations. However, the ground-
water table beneath our Ridgecrest DAS cable is ∼70 m, which is too deep for the
groundwater evaporation front to reach a near-surface depth given the sandy soil
texture in our study region (Shokri, 2019). On the other hand, the frequency analysis
with absolute dv/v amplitudes indicates a maximum velocity reduction of 7% in the
top 10 m (Figure 5.10a and 5.10b), which in turn would perturb long periods (1∼2
s) dv/v measurements up to a value of ∼0.4% (Figure 5.10c). Such dv/v variation is
about the same order of magnitude as previous observations in a typical frequency
band of 0.05∼4 Hz. Therefore, we suggest that the shallow soil layer cannot be
neglected and should be considered in long period dv/v observations.
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Figure 5.10: Comparison between absolute dv/v amplitudes and sensitivity kernels
for a location of (a). 6.6 km and (b). 0.7 km along the cable. The sensitivity kernels
are calculated for a velocity reduction of 7.0% in each layer. (c). The effect of a 7%
velocity reduction within the uppermost 10 m on long-period dv/v measurements.

Lastly, to reconcile our dv/v observations on temporal scales, we propose a vadose
zonewater reservoirmodelwhich can act as a buffer zone (Figure 5.11c). When there
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Figure 5.11: Summary of observed short-term and seasonal results. (a). Compar-
ison of temporary variations in dv/v measurements, temperature fluctuations and
surface soil moisture. (b). Seasonal dv/v variation and the dv/v contribution from
surface soil moisture only. (c). Cartoon for the vadose zone water cycle. The year
of 2021 has less precipitation than the year of 2020.

is abundant water occupying the pore-space of soil material in the vadose zone, the
subsurface seismic velocity can decrease with increasing water saturation as a result
from the increase in subsurface soil density, and vice versa (Knight et al., 1998).
On a temporary scale, rainfall events could charge the subsurface, resulting a drop
in dv/v (Figure 5.11a). Similarly, rapid temperature fluctuation might affect the root
zone water saturation through evapotranspiration (Figure 5.11a and 5.11c). For arid
regions like Ridgecrest, it is so dry that the seismic velocity change approximately
follows a linear scaling with water saturation (Knight et al., 1998). Indeed, we
find a good correlation between the surface soil moisture measurement (Entekhabi
et al., 2010) and our dv/v in wet seasons (Figure 5.11a) with a 0.06% change in
dv/v amplitude per one percent change in surface soil moisture. With this scaling,
we find that surface soil moisture only is inadequate to explain our dv/v seasonal
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variation with a contribution to dv/v ampltidue up to 0.3% (Figure 5.11b), favoring
a seasonal source in the vadose zone. In this manner, we suggest that more water can
be stored in the vadose zone during wet seasons resulting in negative dv/v (Figure
5.11b vs. 5.11c). Meanwhile, evapotranspiration during dry seasons will discharge
the vadose zone water saturation, leading to positive dv/v (Figure 5.11b vs. 5.11c).
Such hydrologic cycle naturally explains the dv/v amplitude differences between
2020 and 2021 (Figure 5.11c). Nonetheless, the surface soil moisture and seasonal
dv/v measurements appear to have a phase shift (Figure 5.11b), which may indicate
an important role of evapotranspiration diffusing through a certain thickness. Yet, to
quantitatively link our dv/v observations to water cycle in the vadose zone requires
more detailed investigations.

5.6 Conclusion
With the two years of Ridgecrest DAS data, we perform time-lapse interferometry
to track water in the vadose zone. Using the seismic velocity change as an indicator,
our results demonstrate that DAS-based noise monitoring is capable of capturing
subsurface hydrology processes in unprecedented spatiotemporal resolution. Such
fine-scale monitoring of water in the vadose zone is significant for sustainable water
management. Although the physics linking the dv/v observations and hydrology
dynamics requires further investigation, the observation we report here highlights
the potential of DAS for long-term subsurface water monitoring as an efficient and
inexpensive tool.
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C h a p t e r 6

CONCLUSION AND FUTURE DIRECTION

In this thesis, I present several independent case studies where I use seismic inter-
ferometry methods to gain insights on the water below the surface. In Chapter 2, I
apply inter-source interferometry to untangle the potentially subtle seismic signature
of metastable olivine wedge (MOW) from complex shallow Earth heterogeneities.
I first validate the feasibility to retrieve the P wave strain Green’s functions between
two deep earthquakes for two synthetic scenarios with and without MOW. With
real data from Hi-net, I obtain interferometric observations for six deep earthquake
pairs in the Japan subduction zone. By simultaneously fitting the 2 Hz and 5 Hz
waveform details, I resolve the MOW geometry to be ∼30 km thick at 410-km depth
and gradually thinning to a depth of 580 km at least. The existence and dimension
of MOW support transformational faulting of metastable olivine as the initiation
mechanism of deep earthquakes, while M7.0+ events probably rupture beyond the
wedge. Furthermore, the slab core must be dehydrated at shallower depth and only
transports negligible amount of water into the mantle transition zone (MTZ).
Chapter 3 describes a case studywhere I apply inter-source interferometry to interro-
gate the small-scale intraslab scatterers below 410 km. With numerical simulations
for various intra-slab heterogeneity scenarios, I first validate the robustness of the
MOW model proposed in Chapter 2 and find that strong scattering models tend
to complicate the high-frequency waveforms, leading to a worse fit to the inter-
ferometric observations. To explain the 5 Hz waveforms, I quantify the intra-slab
heterogeneity level to be less than 1.0% below 410 km. Combining with strong
scattering observations (∼2.5%) at intermediate depths, the intra-slab heterogeneity
weakens as the slab subducts. Given the pervasive faults extending to the oceanic
lithosphere at the Japan trench and the existence of a MOW in the MTZ, I propose
that the scatterers are caused by hydration processes in the outer rise. The weaken-
ing of scattering strength reveals that the dehydration process of the slab core must
be complete before reaching 410 km and could possibly lead to hydration of the
slab crust and formation of dense oxyhydroxide phases. Even though focusing on
different seismic scales, Chapter 2 and Chapter 3 point toward a consistent picture
of a dry slab core in the MTZ beneath the Japan Sea.
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In Chapter 4, borrowing the idea from inter-source interferometry, I develop a slab
operator method to resolve large-scale slab velocity perturbations. Using synthetic
waveforms from deep earthquake pairs with one being a reference event sharing
similar raypath with the other event except for the slab side, I illustrate the feasibility
of estimating the slab velocity perturbation through an apparent attenuation factor
(𝑡∗𝑠 ). In general, 𝑡∗𝑠 increases with the slab velocity anomaly for a set of scenarios of
different dip angles. The slab operator method is shown insensitive to complicated
source processes, hosting a great potential for utilizing a large amount of earth-
quake waveforms. Applying to the Kuril subduction zone, I determine a velocity
amplitude of 4% within the slab core, which is consistent with previous waveform
modeling study. For global applications, more regional seismic networks should be
incorporated for achieving appropriate source-receiver configurations.
Lastly, Chapter 5 presents a case study of vadose zone water monitoring with
distributed acoustic sensing (DAS). By performing inter-receiver interferometry to
2-years of ambient noise recorded on the Ridgecrest DAS array, I reconstruct surface
waves propagating along the 8-km cable and observe the spatiotemopral evolution
of subsurface seismic change (dv/v) in high resolution. I find a striking correlation
between the lateral variation of dv/v amplitudes and the shallow sediment thickness
derived from seismic tomography. The temporary dv/v fluctuations can be related
to occasional rainfalls and temperature perturbations. Moreover, the seasonality of
dv/v measurements reflects subsurface being charged and discharged in wet and dry
seasons, respectively. For a severe drought in 2021, the observed dv/v amplitude is
much smaller than that in 2020. To further explain the frequency dependent dv/v
observations, I suggest a water reservoir in vadose zone (top 10 m) modulating the
water saturation seasonally. The time-lapse dv/v result demonstrates the feasibility
of DAS for long-term subsurface water monitoring.
As shown in each individual case study, new observational insights of water below
the surface can not be achieved without the advance in seismic instrumentation (e.g.,
DAS) or the development of seismic interferometry. Looking ahead, several direc-
tions are worth further explorations for bringing new understandings to multiple
disciplines. Firstly, by turning deep earthquakes into virtual receivers, inter-source
interferometry can better image the seismic structure between earthquakes at depth.
For example, the seismic structure and dynamics of the slab core at intermediate
depths (70∼350 km) are yet poorly constrained, leaving the origin of lower plane
seismicity mysterious (e.g., dehydration vs. thermal runaway). Inter-source inter-
ferometry is placed at a unique position to tackle this problem with dense seismic
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networks. Secondly, water exists everywhere above, on and below the surface. Ef-
forts in tracking water must not be stopped by any means. For example, it is still
debatable howmuch water has been stored in the MTZ. High-frequency body waves
bouncing from the 410 and 660 discontinuity and maybe even small-scale scatterers
could be retrieved by inter-receiver interferometry or from direct observations of
reflected seismic phases (i.e., P’P’). New observations might help to shed light on
the thermal and chemical properties of the Earth’s interior. On the other hand,
for water above the surface, integrated marine instruments including OSBs and hy-
drophones could contribute to understand the hydrothermal activity or even ocean
warming. Thirdly, from an instrumentation perspective, DAS is still in its infancy
but has a great potential in a variety of geological environments, in particular for,
places logistically challenging for conventional seismometers (e.g., ocean, volcano
and glacier). For instance, closely listening to the glacier movement with DAS is
essential to understand the stability of ice sheet over years, especially under the
intensified climate change.
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