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Thesis Abstract 

 

 The thesis herein describes the application of time-resolved spectroscopic techniques to the 

understanding of a variety of electronic and magnetic relaxation phenomena in molecular systems. 

Chapter I presents the techniques and theory behind transient absorption spectroscopy and electron 

paramagnetic resonance spectroscopy, which are two tools that are used throughout the thesis. 

Chapter II recounts the study of singlet fission in a series of bipentacene dipyridyl pyrrolides, 

including HDPP-Pent, Li2(DPP-Pent)2, and KDPP-Pent. Using transient absorption and kinetic 

modeling, we found that deprotonation and metal coordination induced a change in the rate of 

singlet fission (~7 fold increase going from HDPP-Pent to Li2(DPP-Pent)2) and ultimate triplet 

yield. Chapter III details the study of the temperature-dependent magnetic relaxation studies of S 

= ½ spin systems copper (II) phthalocyanine (CuPc) and vanadyl phthalocyanine (VOPc). 

Although the spin-lattice relaxation time (T1) of CuPc is greater than that of VOPc at low 

temperatures (<30 K), the CuPc T1’s decline more substantially with temperature than those of 

VOPc, which we attribute to the increased spin-orbit coupling constant of Cu over V. Ultimately, 

the phase memory times (T2) are T1-limited in CuPc by 150 K, whereas room temperature 

coherence is observed in VOPc. In Chapter IV, 2,9-dialkyl substituted 1,10-phenanthroline 

complexes of Cu(I) are studied computationally to assign entatic energies to the steric 

contributions attributed to the ligand that dictate the electrochemical and photophysical properties 

of the complexes. We performed experimental validation of reduction potential, low-temperature 

emission bandwidth and excited state relaxation energies, and 3MLCT lifetimes to support the 

computational work. In Chapter V, we present ongoing work toward the characterization of triplet 

and triplet pair states generated via singlet fission in HDPP-Pent, Li2(DPP-Pent)2, and KDPP-Pent 
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by time-resolved electron paramagnetic resonance spectroscopy in collaboration with Drs. Jens 

Niklas and Oleg Poluektov. Finally, in Chapter VI, we present data collected toward the 

photophysical characterization of a series of Ni(II) 2,2’-bipyridine aryl halide complexes 

synthesized by David Cagan, which are relevant for photochemical transformations. We provide 

supporting materials for Chapters II, III, and V in Appendices A, B, and C, respectively. 
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Chapter I 

Introduction 
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Introduction 

 Equilibrium has become an important concept in our models of chemistry and physics, 

allowing us to describe stable, stationary states of a physical system. Of importance to dynamic 

processes is how the system responds to a perturbation, or an input of energy, that pushes the 

system from its local equilibrium. For a molecule, this could be an absorption of a photon that 

places the molecule into an excited energetic state. If the molecule is perfectly isolated from its 

environment, the input energy remains within the molecule unless reemitted in the form of a 

photon. Due to coupling of the molecule with the environment, however, these excited states of 

the system are generally not persistent and will decay with time back toward either the ground 

state equilibrium or potentially toward a new equilibrium, which could take the form of a chemical 

change (e.g., isomerization, reactivity, etc.). This process by which energy is exchanged from the 

system under question to its environment is generally referred to as relaxation.1–5 Understanding 

relaxation processes is key if we want to be able to control how energy input into a system can be 

transduced to do work. For molecular and materials systems, this could take the form of 

photoexcitation toward the generation of electron hole pairs that could be harvested for solar 

energy. Alternatively, the magnetic states of a molecular/material system can be manipulated with 

external fields for information storage and computing purposes. 

 This thesis explores disparate subjects, but all fall under the theme of understanding 

dissipative dynamics for a given application. Key tools are used to study these dynamic processes. 

As a result, we have dedicated this first chapter to descriptions of techniques that are endemic 

throughout this work: transient absorption (TA) spectroscopy and electron paramagnetic resonance 

(EPR) spectroscopy. We employed ultrafast TA measurements to study the evolution and 

relaxation of excited states in Chapters II, IV, and VI, looking at singlet fission in bipentacene 
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coordination complexes, Cu (I) bis-1,10-phenanthroline photosensitizers, and Ni (II) 2,2’-

bipyridine complexes relevant to cross-coupling photocatalysis, respectively. In Chapter III, we 

employed continuous wave (CW) EPR and pulsed EPR to study magnetic relaxation in S = ½ qubit 

candidates copper (II) phthalocyanine and vanadyl phthalocyanine. In Chapter V, we explore the 

use of time-resolved EPR techniques to study high-spin triplet pair states that are generated via 

singlet fission. 

 Our discussion on TA spectroscopy centers around the general features observed in TA 

data and in the experimental setup required to perform data collection. For a rigorous theoretical 

treatment of TA, the reader is referred to other resources. For EPR, we delve into the origins of 

the spin Hamiltonian before discussing EPR spectroscopy and magnetic relaxation processes. We 

use the spin Hamiltonian formulation to fit data and frame our discussion on S = ½ systems in 

Chapter III. Additionally, we leverage the background presented here to explicitly derive the spin 

operators and Hamiltonian for triplet pair states, presented in Appendix C as companion to the 

singlet fission TREPR data of Chapter V. 

Transient Absorption 

Transient absorption (TA) spectroscopy is a technique used to probe the time-dependent 

absorption profile of a sample after it is excited by a pulsed laser.6 The transient species generated 

by the excitation pulse can persist across a wide range of timescales, and we will focus on two: the 

ultrafast sub-picosecond regime and the nanosecond to millisecond regime. We will focus mostly 

on the general features of femtosecond transient absorption (fsTA) spectroscopy before detailing 

the spectrometer setup for fsTA and nanosecond transient absorption (nsTA) used in our lab. In 

common practice for fsTA, a narrow bandwidth pulsed laser source is used to provide the initial 
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excitation energy to the sample (the pump pulse), and a broadband white light pulse is used as the 

probe (Figure 1.1). 

 

Figure 1.1 The narrow bandwidth pump and broad bandwidth probe pulses used in TA 

spectroscopy are spatially overlapped at the sample and then varied in temporal overlap (Δt) to 

generate the TA spectrum. 

 The pump and probe light are spatially overlapped at the sample such that the volume of 

sample that is excited by the pump pulse is also sampled by the probe. The timing delay (Δt) 

between the pump and probe may then be systematically varied to monitor the evolution of the 

absorption profile over time caused by the pump. Just as in steady-state absorption spectroscopy, 

the intensity of the various frequencies of light distributed in the probe will change by interacting 

with the sample. In this case, though, we have generated a nonequilibrium population in which a 

fraction of the molecules or species in our sample have been excited by the pump. As a result, the 

probe will be modulated by the presence of both ground and excited state species (Figure 1.2A).6 

As we are interested in following the evolution of the excited states in the sample, the TA 

data is collected as a difference spectrum by subtracting the transmittance of light detected in a 

 



5 

 

shot with the pump on the sample (𝑇𝑝𝑢𝑚𝑝 𝑜𝑛) minus the intensity of light detected in a shot with 

the pump blocked from the sample (𝑇𝑝𝑢𝑚𝑝 𝑜𝑓𝑓), the latter of which should reflect the ground state 

absorption spectrum. This is written out in the equations below. The TA spectrum may be 

presented in terms of the change in transmittance (∆𝑇) or the change in absorbance (∆𝐴). All data 

presented in the following work is presented as ∆𝐴 or equivalently the change in optical density 

(∆𝑂𝐷). 

𝑇 =
𝐼

𝐼0
 

𝐴 = −log(𝑇) = log (
𝐼0
𝐼
) 

∆𝑇 = 𝑇𝑝𝑢𝑚𝑝 𝑜𝑛 − 𝑇𝑝𝑢𝑚𝑝 𝑜𝑓𝑓 = (
𝐼

𝐼0
)
𝑝𝑢𝑚𝑝 𝑜𝑛

− (
𝐼

𝐼0
)
𝑝𝑢𝑚𝑝 𝑜𝑓𝑓

 

∆𝐴 = 𝐴𝑝𝑢𝑚𝑝 𝑜𝑛 − 𝐴𝑝𝑢𝑚𝑝 𝑜𝑓𝑓 = log [(
𝐼0
𝐼
)
𝑝𝑢𝑚𝑝 𝑜𝑛

] − log [(
𝐼0
𝐼
)
𝑝𝑢𝑚𝑝 𝑜𝑓𝑓

] 

∆𝐴 = log [(
𝐼0
𝐼
)
𝑝𝑢𝑚𝑝 𝑜𝑛

∙ (
𝐼

𝐼0
)
𝑝𝑢𝑚𝑝 𝑜𝑓𝑓

] 

∆𝐴 = − log (
𝐼𝑝𝑢𝑚𝑝 𝑜𝑛

𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓
∙
𝐼0𝑝𝑢𝑚𝑝 𝑜𝑓𝑓

𝐼0𝑝𝑢𝑚𝑝 𝑜𝑛

) 

First, we define the standard expression for transmittance (𝑇) and absorbance (𝐴) in terms 

of the intensity of light after passing through the sample (𝐼) and the intensity of light incident on 

the sample (𝐼0). Next, we define ∆𝑇 and ∆𝐴 in terms of the intensity of light passing through the 

sample with the pump on (𝐼𝑝𝑢𝑚𝑝 𝑜𝑛), the intensity of light passing through the sample with the 

pump off (𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓), the intensity of light incident on the sample with the pump on (𝐼0𝑝𝑢𝑚𝑝 𝑜𝑛
), 

𝐸𝑞𝑠. 1.1𝐴 − 𝐹 
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and the intensity of light incident on the sample with the pump off (𝐼0𝑝𝑢𝑚𝑝 𝑜𝑓𝑓
). As written in the 

expression for ∆𝐴, the ratios 
𝐼𝑝𝑢𝑚𝑝 𝑜𝑛

𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓
 and 

𝐼0𝑝𝑢𝑚𝑝 𝑜𝑓𝑓

𝐼0𝑝𝑢𝑚𝑝 𝑜𝑛

 can be experimentally determined at a 

detection channel after the sample and at a reference detection channel, respectively. 

The signal that arises in TA spectroscopy comes from the third-order nonlinear 

susceptibility in the light-matter interaction.7 We will focus here on the general features observed 

in a transient absorption spectrum, which are ground state bleach (GSB), stimulated emission (SE), 

and excited state absorption (ESA), which is sometimes equivalently referred to as photoinduced 

absorption (PIA) (Figure 1.2). A GSB feature appears as a negative ∆𝐴 signal, generally aligns 

with the steady-state absorption profile of the sample and arises due to loss of ground state 

absorbing species due to the excitation. At a given wavelength in the bleach, there will be a greater 

number of photons passing through the sample with the pump on due to the reduction in population 

of ground state species than with the pump off (𝐼𝑝𝑢𝑚𝑝 𝑜𝑛 > 𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓), which leads to a negative 

∆𝐴 signal as shown in the above expression. SE arises if the excited state species has an electric 

dipole-allowed transition back to the ground state. If this is the case, the radiation field in the probe 

can induce a transition from the excited state to the ground state along with the emission of a 

photon. As with the bleach, at a given wavelength in the SE feature, 𝐼𝑝𝑢𝑚𝑝 𝑜𝑛 > 𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓 and SE 

will appear as a negative ∆𝐴 signal. ESA occurs when the radiation field of the probe pulse 

interacts with an excited state species generated by the pump and induces a dipole allowed 

transition from the excited state to an energetically higher lying excited state along with absorption 

of a photon. In this case, in the wavelength range covered by the ESA, 𝐼𝑝𝑢𝑚𝑝 𝑜𝑛 < 𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓 and 

the ESA will appear as a positive ∆𝐴 signal (Figure 1.2B). The features in TA may have substantial 

overlap with each other. 
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Figure 1.2 (A) A generalized Jablonski diagram depicting the various processes that can occur in 

TA spectroscopy. Here, we denote the ground state as |gs>, first excited state as |es1>, and the 

higher lying excited state as |es2>. (B) An example of the comparison between the ground state 

absorption spectrum (dashed black lines) and a time cut of the visible TA spectrum (solid red lines) 

of a pentacene derivative with a highlight given to the GSB and ESA features in the TA spectrum. 

The large negative feature centered around 550 nm is residual pump scatter. 

Observing the change in intensity and spectral shape of the transient absorption features 

over time provides important kinetic information regarding the excited state relaxation processes 

at play in a given sample. For example, different excited states may exhibit distinct ESA features 

in the transient spectra, allowing us to ascertain which states may be populated following excitation 

and correlate their interconversion. The absolute assignment of an ESA feature is challenging, 

however, and requires supplementary experimental and/or computational validation. 

 

 

A B



8 

 

Femtosecond Transient Absorption Setup 

 We will now discuss the experimental setup used throughout the work in this thesis to 

collect femtosecond transient absorption (fsTA) data in addition to some of the features of fsTA 

that are unique to probing ultrafast timescales. A general layout of the laser and fsTA spectrometer 

design is presented in Figure 1.3. 

 

Figure 1.3 The general overview of the fsTA setup including Ti:sapphire laser source, OPA, delay 

stage, and TA spectrometer. Red lines represent 800 nm fundamental of the Ti:sapphire laser, blue 

represent variable wavelength output of the OPA used as the pump (Pu), and pink represent the 

supercontinuum probe (Pr). D ≡ detector channel, S ≡ sample, C ≡ chopper, R ≡ reference channel. 

 The source of both the pump and probe pulses utilized in the fsTA spectrometer is 

ultimately a femtosecond pulsed Ti:sapphire laser (Coherent Astrella, 5 mJ output, 1000 Hz 

repetition rate) with a maximum wavelength around 800 nm. The output of this Ti:sapphire laser 

is split by a 50:50 beamsplitter. Half of the beam is sent to an optical parametric amplifier (OPA, 

OPerA Solo), which is used to generate wavelength-tunable narrow bandwidth pump pulses, and 

the other half is used to generate the white light probe. 
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The OPA provides multiple options for the pump beam: either the signal or idler can be 

used directly or converted to higher frequencies via second harmonic generation (SHG), fourth 

harmonic generation (taking the SHG of the SHG), or sum frequency generation (SFG) by 

combining signal or idler with an additional portion of 800 nm light. With these options, the OPA 

can cover a wide range of output wavelengths from ~250 – 3000 nm. 

The output of the OPA is routed into TA spectrometer (Helios Fire, Ultrafast Systems) 

where it is chopped using a mechanical chopper operating at 500 Hz, half of the repetition rate of 

the laser. The chopper functions to block every other shot of the pump so that the data can be 

divided into shots with pump on and shots with pump off. A neutral density filter allows for control 

over the final power incident at the sample. 

The probe is generated using the other half of the 800 nm outputted from the Ti:sapphire 

laser. It is attenuated by another beamsplitter before being focused using telescoping lenses and 

routed into a physical delay stage. The delay stage consists of a set of mirrors mounted on a 

motorized track. Changing the position of the mirrors on the track changes the pathlength of the 

probe leg of the spectrometer and ultimately the timing between the arrival of the pump and probe 

pulses at the sample (Δt). The timing available is such that Δt’s may be sampled in a positive 

(probe arrives at the sample after the pump) and negative (probe arrives at the sample before the 

pump) with time zero being the point at which pump and probe are directly overlapped in time at 

the sample. In a standard run, the time window (maximally out to 7.7 ns) can be selected and the 

delay stage is progressively moved along as a function of collection, building each time point 

successively. After the delay stage the 800 nm light is passed through an iris and neutral density 

filter onto a supercontinuum generating medium. The medium is different depending on the 
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wavelength range required of the probe spectrum (e.g., a CaF2 plate is used for UV probe 

generation from 300 – 700 nm, a sapphire plate for visible probe generation from 400 – 800 nm). 

There are three probes available: UV, visible, and NIR. Once the supercontinuum is 

generated it is passed through a filter to remove excess 800 nm light, and it is split into half that is 

focused through the sample and half that is focused into a reference channel. In both the sample 

and reference channels, a confocal mirror focuses the probe onto a fiber optic that leads to a 

diffraction grating and ultimately to a CCD array detector. The UV and visible probes utilize the 

same set of sample and reference detectors, and the NIR channel utilizes its own gratings and 

detectors. 

Other Features in Femtosecond Transient Absorption Spectra 

 There are several other phenomena that impact fsTA datasets, some of which are unique to 

this ultrafast technique. The first we will discuss is group velocity dispersion (or temporal chirp), 

then cross-phase modulation, two-photon absorption, and stimulated Raman effects. Because we 

use a broadband probe, there are a wide range of wavelengths traveling in the white light pulse. In 

condensed media, the speed of light is not uniform but rather dependent on the wavelength of light. 

The result of this is that the blue end of the probe moves at a higher velocity than the red end. In 

other words, the shorter wavelength light will reach the sample and hit the detector at earlier times 

than the longer wavelengths in the probe. The chirp spreads the wavelengths of the probe on the 

time scales of hundreds of femtoseconds, and as a result, time zero in the spectrum will also be 

wavelength dependent. This effect is not distinguishable in spectroscopies with slower time 

resolution but contributes to the data matrix collected in fsTA.8 
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 Figure 1.4 A plot of XPM observed in a THF sample with 550 nm pump along the time 

axis at 350, 400, 450, 500, and 600 nm. The temporal chirp can be observed as time zero is 

dependent on wavelength. The shape and width of the XPM signal is also dependent on the chirp. 

Cross-phase modulation (XPM) is a nonlinear effect that occurs in fsTA because of the 

high photon densities available in the femtosecond pulses. XPM occurs in the probe pulse when it 

is spatially and temporally overlapped (at time zero) with the pump. The high electric field 

amplitude of the pump modulates the distribution of frequencies in the probe spectrum when they 

simultaneously interact at the sample. As a result, portions of the probe spectrum can have more 

or fewer photons when the pump is on the sample than when it is blocked, leading to an oscillatory 

pattern in the 𝛥𝐴 spectrum along both the time and wavelength axes (Figure 1.4). The XPM is 
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observable around delay time zero and allows us to follow the temporal chirp in a solvent blank 

sample.8 

 Other nonlinear effects can occur due to the spatial and temporal overlap of the pump and 

the probe including two photon absorption and stimulated Raman processes. Two photon 

absorption will appear as a positive 𝛥𝐴 signal, whereas stimulated Raman, like SE, will appear as 

a negative 𝛥𝐴 signal. The positions of these features are generally dependent on the pump 

wavelength being used. As with XPM, these features only persist around time zero and are 

generally modeled to decay within the instrument response time.8 

Nanosecond Transient Absorption Setup 

 In addition to the Helios Fire fsTA spectrometer, we also can perform nsTA (EOS, 

Ultrafast Systems). The same pump pulse generated by the OPA is used as in the fsTA 

spectrometer. The probe, however, is generated using a white light laser that is focused onto the 

sample. The timing between pump and probe is then controlled digitally, allowing the buildup of 

the two-way dataset. The timing delay is not continuously swept through the time window of the 

experiment (maximally out to 500 μs) as the delay stage is in fsTA. Rather, the time delay 

sporadically fills in time points in the window and the dataset is progressively averaged. 

Some Remarks on Data Analysis 

 In our TA setup, the signal is collected via diffraction of the white light probe onto a CCD 

array detector, allowing for easy construction of a two-dimensional data matrix along wavelength 

and time axes. If features in the TA spectrum are well resolved from each other, single wavelength 

exponential fitting may provide access to the relevant rate constants describing the evolution of 

the data. Often, there may be substantial overlap between spectral features in the data. Time 
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components of various decay processes may also be close and difficult to distinguish in a 

wavelength cut of the data. In this case, global and target kinetic analyses offer a powerful tool for 

fitting the TA data matrix to a prescribed physicochemical model. In both global and target kinetic 

analyses, the entire data matrix is fit along all times and wavelengths simultaneously, allowing us 

to fit spectral and time components based off of correlated changes in the data.9–11 

There are some fundamental assumptions regarding the nature of TA data that we should 

review before discussing how kinetic analysis is applied to a given system. Much like steady-state 

absorption, we presume that the difference absorption spectra observed by TA are still described 

by the Beer-Lambert law that relates the absorbance (or differential absorbance ΔA) to the 

extinction coefficient at a given wavelength ε(λ), the pathlength of the sample l, and the 

concentration of the absorbing species c. In TA spectroscopy, we examine the time-dependent 

evolution of the various photoexcited species by tracking their absorption difference spectra as a 

function of time. As such, the concentration c of the observed species will change over time given 

available relaxation pathways, and this parameter is best described by a time-dependent function, 

c(t). 

∆𝐴(𝜆, 𝑡) =  𝜀(𝜆) ∗ 𝑙 ∗ 𝑐(𝑡) 

 When there is more than one excited state being probed, the Beer-Lambert law describing 

the differential absorbance across the spectrum is summed over the number of species i. 

∆𝐴(𝜆, 𝑡)

𝑙
=  ∑𝜀𝑖(𝜆) ∗ 𝑐𝑖(𝑡)

𝑖

 

  Here, we have omitted the optical pathlength l – as the excited state species are all 

generated in the same sample holder, this value is the same over all i components being summed 

𝐸𝑞. 1.2 

𝐸𝑞. 1.3 
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and can simply be treated as a scaling term absorbed into ΔA. An assumption implicit in this model 

is that ΔA is bilinear in functions of wavelength and time. That is to say that 𝜀𝑖(𝜆) are functions 

solely dependent on 𝜆 and that 𝑐𝑖(𝑡) are solely dependent on 𝑡 so that these two sets of functions 

are independent of each other. This presumed separability belies much of the analytical techniques 

for decomposing the transient absorption data matrix. This separability inherently breaks down in 

ultrafast TA, but can be corrected or parameterized in a given model. 

As discussed, the speed of light in condensed media is dependent on the wavelength of 

light, a phenomenon known as group velocity dispersion or temporal chirp. This chirp spreads the 

wavelengths on the time scale of hundreds of femtoseconds and would not be distinguishable with 

slower time resolution spectroscopies. As a result of the dispersion, the spectral shapes in the data 

become dependent on time and not just wavelength, i.e. 𝜀𝑖(𝜆) → 𝜀𝑖(𝜆, 𝑡). Commonly, the 

dispersion curve is fitted to a polynomial and the time axis is corrected for each wavelength 

accordingly. This reinstates the separability of the wavelength- and time-dependent functions in 

the above equation, aiding the decomposition of the data into linearly independent components. 

Otherwise, the dispersion curve needs to be parametrized and accounted for in the fitted model for 

data analysis. 

Global and target kinetic analyses are a critical part of the toolkit for fitting transient 

absorption datasets. Both global and target analyses use nonlinear least squares fitting to find the 

best fit set of parameters to describe the dataset according to a particular kinetic model. Most often 

in the case of photophysical processes, we assume first order kinetics, which leads to exponential 

decay behavior. In the case of global kinetic analysis, the model applied is a sum of 𝑖 exponentially 

decaying components. This is equivalent to a kinetic model in which there are 𝑖 species that are 

decaying in parallel with each other, i.e. there is no conversion between the excited state species, 
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there is only decay back to the ground state. The expression for ∆𝐴 is given below and the fitted 

spectral components are referred to as decay associated spectra (DAS) or sometimes in the case of 

difference data decay associated difference spectra (DADS).9 

∆𝐴 =  ∑𝐷𝐴𝑆𝑖 ∙ 𝑒−𝑘𝑖𝑡

𝑖

 

 Although the parallel model may be physically relevant for some systems, it does not 

always map one-to-one with the physically relevant model for a given system. Target kinetic 

analysis implies the application of such a model. The simplest model to apply is a sequential one, 

in which the initially photoexcited species decays into the next excited state species and so on in 

tandem until the last species finally decays back to the ground state. Here the spectrally fit 

components are generally referred to as evolution associated spectra (EAS) or evolution associated 

difference spectra (EADS). The fitted kinetic components are identical between the parallel and 

sequential model. The major difference is that the EAS will be formed from linear combinations 

of the DAS. Once the kinetic model has converged to describe the trajectory of excited state species 

that are formed in the photodynamics, the spectra may be referred to as species associated spectra 

(SAS) or species associated difference spectra (SADS).9 

 In summary, in this section we have reviewed the general features of TA data, the 

experimental setup for TA data collection, and some general concerns regarding the analysis of 

TA data. 

Spin Hamiltonian 

 The study of systems containing unpaired spins is greatly aided by the formalism of a spin 

Hamiltonian. The spin Hamiltonian expresses the interactions within the subsystem of unpaired 

𝐸𝑞. 1.4 
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electrons solely in terms of electron spin operators. This formalism is commonly encountered in 

magnetic resonance spectroscopies as a tool to fit experimental data, as it allows for the description 

of the small energetic differences that arise due to spin-dependent interactions without calculation 

of the full molecular Hamiltonian.12 

Electron Spin Angular Momentum 

 One of the simplest cases to begin our discussion of spin angular momentum is that of a 

single electron. The spin angular momentum for this lone electron can be visualized as a vector in 

three-dimensional Cartesian coordinates and is characterized by its magnitude and orientation 

defined by the x-, y-, and z-components of the vector. In quantum mechanics, the magnitudes of 

these components are quantized when acted upon by their respective operators. For example, the 

operator �̂�𝑧 acting on a given wavefunction returns the magnitude of the z-component of the spin 

angular momentum. The same goes for �̂�𝑥 and �̂�𝑦 that describe the x- and y-components of the 

spin, respectively. The spin angular momentum operator �̂� can then be written as a vector 

containing the �̂�𝑥, �̂�𝑦, and �̂�𝑧 operators much as one would use a three-dimensional column vector 

to describe the x-, y-, and z-coordinates for a Cartesian vector.12–16 However, we can only observe 

one of the three components (Figure 1.5), as follows. 
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Figure 1.5 The total spin angular momentum, �⃑⃑� , of an electron represented as vector along the 3D 

Cartesian axes. The z-component of the spin angular momentum is labeled as +
1

2
ℏ. As we have 

drawn it here, this vector represents the spin in the |𝛼⟩ or |+
1

2
⟩ state. By defining the z-component 

of the spin angular momentum, the x- and y-components are undefined. As a result, the spin vector 

lies anywhere along the red circle (see text). 

 The spin operators for a single electron are given by the Pauli matrices and by convention 

are given in a basis that diagonalizes �̂�𝑧. Two eigenstates are returned when operated on by �̂�𝑧, 

either +
1

2
ℏ or −

1

2
ℏ, and these states can be denoted as |𝛼⟩ and |𝛽⟩, respectively (in the literature 

they may also be labeled by the ms eigenvalue |+
1

2
⟩, |−

1

2
⟩). Here, and for the remainder of this 

thesis, we will write these operators and any resulting Hamiltonians in units of ℏ.14 

�̂�𝑥 =
1

2
[
0 1
1 0

] 

�̂�𝑦 =
𝑖

2
[
0 −1
1 0

] 

 

z

x y
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�̂�𝑧 =
1

2
[
1 0
0 −1

] 

The square of the total spin (the square root of which gives the magnitude of the overall 

spin vector) is described by the operator �̂�2 and is equal to the scalar product of the spin vector 

with its transpose. This gives the sum of the squares of the x-, y-, and z-components of the spin 

and is analogous to the Pythagorean theorem in three dimensions. 

�̂�2 = �̂� ∙ �̂� = [�̂�𝑥 �̂�𝑦 �̂�𝑧] [

�̂�𝑥

�̂�𝑦

�̂�𝑧

] =  �̂�𝑥
2 + �̂�𝑦

2 + �̂�𝑧
2

 

 The �̂�2 operator for the one electron case is written explicitly below. 

�̂�2 =
3

4
[
1 0
0 1

] 

For a general spin system, the eigenvalue of the �̂�2 operator is 𝑆(𝑆 + 1) when acting on a 

given spin state where 𝑆 is the total spin quantum number of the state. The �̂�𝑧 operator reports on 

the total spin projection number 𝑀𝑠  of a given eigenstate, and its eigenvalues will span 𝑀𝑠 ∈

{−𝑆, −(𝑆 − 1), … , 𝑆 − 1, 𝑆}.  

The commutation relations for the spin operators are as follows: 

[�̂�2, �̂�𝑥] = [�̂�2, �̂�𝑦] = [�̂�2, �̂�𝑧] = 0  

[�̂�𝑥, �̂�𝑦] =  �̂�𝑥�̂�𝑦 − �̂�𝑦�̂�𝑥 = 𝑖ℏ�̂�𝑧 

[�̂�𝑦, �̂�𝑧] =  �̂�𝑦�̂�𝑧 − �̂�𝑧�̂�𝑦 = 𝑖ℏ�̂�𝑥 

[�̂�𝑧, �̂�𝑥] =  �̂�𝑧�̂�𝑥 − �̂�𝑥�̂�𝑧 = 𝑖ℏ�̂�𝑦 

𝐸𝑞𝑠. 1.5𝐴 − 𝐶 

𝐸𝑞. 1.6𝐴 

𝐸𝑞. 1.6𝐵 

𝐸𝑞𝑠. 1.7𝐴 − 𝐷 
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 A representative calculation of [�̂�𝑥, �̂�𝑦] is provided below. As shown, the order of 

operations matters. Application of the �̂�𝑥 operator followed by �̂�𝑦 does not lead to the same result 

as �̂�𝑦 followed by �̂�𝑥. 

�̂�𝑥�̂�𝑦 − �̂�𝑦�̂�𝑥 =
1

2
ℏ

1

2
ℏ [

0 1
1 0

] [
0 −𝑖
𝑖 0

] −
1

2
ℏ

1

2
ℏ [

0 −𝑖
𝑖 0

] [
0 1
1 0

] 

�̂�𝑥�̂�𝑦 − �̂�𝑦�̂�𝑥 = 
1

4
ℏ2 [

𝑖 0
0 −𝑖

] −
1

4
ℏ2 [

−𝑖 0
0 𝑖

] 

�̂�𝑥�̂�𝑦 − �̂�𝑦�̂�𝑥 =
1

4
ℏ2 [

2𝑖 0
0 −2𝑖

] =
1

2
𝑖ℏ2 [

1 0
0 −1

] = 𝑖ℏ�̂�𝑧 

 Simultaneous measurement can only be made with operators that commute with each other, 

and thus have simultaneous eigenfunctions. Operators that commute relate to observable quantities 

that are statistically independent of each other, and thus the measurement of one does not impact 

the outcome of the measurement of the other, (i.e. the order of operations does not matter). These 

commutation relations demonstrate that the square of the total spin operator �̂�2 can commute with 

any of the spin operators �̂�𝑥, �̂�𝑦, and �̂�𝑧; however, the operators �̂�𝑥, �̂�𝑦, and �̂�𝑧 do not commute 

with each other and as a result, the projection of the spin angular momentum onto all three 

Cartesian axes cannot be known simultaneously. This means that if the z-component of the spin 

angular momentum is measured, the spin projections onto the x and y axes are completely 

indeterminant (Figure 1.5). The z-axis is conventionally taken as the axis of quantization, and so 

the eigenvalues of the �̂�2and �̂�𝑧 operators are used to define unique spin states in the spin 

Hamiltonian formalism. 

For multispin systems, the total spin 𝑆 is taken to be the sum of the individual electron 

spins: 

𝐸𝑞. 1.8 

𝐸𝑞. 1.9𝐴 
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𝑆 = 𝑆1 + 𝑆2 + ⋯+ 𝑆𝑛 

 This applies as well to the Cartesian components of the spin vector. For calculating the 

matrices for higher spin systems, this sum is to be taken as the Kronecker sum of the individual 

spin matrices (e.g., 𝑆 = 𝑆1 ⊗ 𝐼 + 𝐼 ⊗ 𝑆2). 

𝑆𝑥,𝑦,𝑧 = 𝑆1𝑥,𝑦,𝑧 + 𝑆2𝑥,𝑦,𝑧 + ⋯+ 𝑆𝑛 

 From these equations, we can build spin operators for spin systems of higher multiplicity, 

which we can further apply in the construction of effective spin Hamiltonians.14 

Electron-Magnetic Field Interaction: The Zeeman Hamiltonian 

 The intrinsic electron spin angular momentum gives rise to a magnetic dipole moment. 

Because of the negative charge of the electron, the electron magnetic dipole moment 𝜇 is aligned 

antiparallel to the total spin angular momentum 𝑆 . The explicit relationship between the spin 

angular momentum and the magnetic moment is given below where 𝑔𝑒 is the electron g-factor 

(nearly 2.0023) and 𝜇𝐵 the Bohr magneton (9.27 x 10-27 m2 A). 

�⃑⃑� = −𝑔𝑒𝜇𝐵 �⃑⃑�  

The magnetic moment gives intuition for how the system will behave in the presence of an 

externally applied magnetic field 𝑩𝟎. Upon application of the external field, the magnetic moment 

will align with the field, by convention the z-axis. The two eigenstates of the system (|+
1

2
⟩, |−

1

2
⟩) 

will then be split in energy; this is known as the electronic Zeeman splitting. The |−
1

2
⟩ state will 

have the z-component of its magnetic moment aligned parallel to 𝑩𝟎, whereas the |+
1

2
⟩ will have 

the z-component of its magnetic moment aligned antiparallel to 𝑩𝟎 (Figure 1.6). 

𝐸𝑞. 1.9𝐵 

𝐸𝑞. 1.10 
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Figure 1.6 The electron magnetic dipole moment can be represented as a vector aligned 

antiparallel to the electron total spin angular momentum 𝑆 , shown here for the |𝛼⟩ or |+
1

2
⟩ state. 

The antiparallel alignment of the magnetic moment with the field raises the energy of this state 

relative to the parallel alignment in |𝛽⟩ or |−
1

2
⟩. 

The classical potential energy of a magnetic dipole in an external magnetic field is given 

by the following relationship. 

𝑈 = −𝜇 ∙ �⃑� = 𝑔𝑒𝜇𝐵𝑆 ∙ �⃑� 0 

In quantum mechanics, operators represent physical observables. The Hamiltonian 

operator for the Zeeman interaction, �̂�𝑧𝑒𝑒, can therefore be written in terms of the spin angular 

momentum operators defined above, replacing the vector arrow notation with bolded symbols and 

 

z

x y

𝐸𝑞. 1.11 
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assuming an isotropic Zeeman interaction (i.e., invariant with respect to rotation as is the case for 

a free electron). 

�̂�𝑧𝑒𝑒 = 𝑔𝑒𝜇𝐵𝑩𝑻 ∙ 𝑺 

𝑺 = [

�̂�𝑥

�̂�𝑦

�̂�𝑧

] 

𝑩 = [

𝐵𝑥

𝐵𝑦

𝐵𝑧

] 

 In addition to the spin angular momentum, the magnetic moment in a molecule includes 

orbital angular momentum due to the motion of charged electrons around the nucleus represented 

by the operators �̂�2, �̂�𝑥, �̂�𝑦, �̂�𝑧. These operators have the same rules and commutators as spin 

angular momentum operators; in fact, these definitions exist for any quantum mechanical 

description of angular momentum. The magnetic moment arising from orbital motion couples to 

the electron spin magnetic moment (spin-orbit coupling). When orbital angular momentum is 

significant, the spin and orbital degrees of freedom may be summed by the standard rules of 

angular momentum addition to give the total angular momentum of the system 𝐽 = 𝐿 + 𝑆. This is 

often necessary in the case of free metal and lanthanide ions. Non-zero angular momentum arises 

from degeneracy in the ground state. For transition metal ions in a coordination complexes, the 

ligand field lifts the degeneracy present in the free ion, “quenching” the orbital angular momentum. 

Still, coupling between the ground electronic state and higher lying electronic states can yield 

small orbital angular momentum contributions that can be treated perturbationally.12 
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 We can conceptualize the interaction of the electron spin with the orbital-induced magnetic 

fields as a perturbation of the effective magnetic field (𝑩𝒆𝒇𝒇, differing from 𝑩𝟎) experienced at the 

electron. Because the orbital degrees of freedom are spatially parametrized in the molecular frame, 

the 𝑩𝒆𝒇𝒇 experienced by the electron may be different in the molecular x-, y-, and z-directions 

given the orbital polarization. This means that the Zeeman response of the electron spin will be 

anisotropic and dependent on the orientation of the molecule with respect to the external field. As 

suggested, this dependence could be parametrized in a 𝑩𝒆𝒇𝒇 in the spin Hamiltonian, although it is 

equivalent to put the orientation dependence on the g value. In this case, the free electron g-value 

𝑔𝑒 is replaced by a 3×3 Cartesian 𝒈 tensor as below:14 

�̂�𝑧𝑒𝑒 = 𝜇𝐵𝑩𝑻 ∙ 𝒈 ∙ 𝑺 

𝒈 = [

𝑔𝑥𝑥 𝑔𝑥𝑦 𝑔𝑥𝑧

𝑔𝑦𝑥 𝑔𝑦𝑦 𝑔𝑦𝑧

𝑔𝑧𝑥 𝑔𝑧𝑦 𝑔𝑧𝑧

] 

 The theoretically defined 𝒈 tensor may have antisymmetric components. However, single 

crystal EPR measurements that probe orientation-dependent transitions measure the energetic 

separation of the Zeeman split sublevels and indirectly provide information on the matrix product 

𝒈 ∙ 𝒈𝑻, which is always symmetric. The experimental 𝒈 tensor is derived from the experimentally-

determined 𝒈 ∙ 𝒈𝑻, and as a result, the experimentally-derived 𝒈 tensor is always symmetric as 

well (i.e. 𝑔𝑥𝑦 = 𝑔𝑦𝑥, 𝑔𝑥𝑧 = 𝑔𝑧𝑥, 𝑔𝑦𝑧 = 𝑔𝑧𝑦) and still reproduces the experimental spectrum. As 

for any real, symmetric matrix, 𝒈 ∙ 𝒈𝑻 and 𝒈 are diagonalizable and can be given in their principal 

frame: 

𝒈 = [

𝑔𝑥 0 0
0 𝑔𝑦 0

0 0 𝑔𝑧

] 

𝐸𝑞. 1.13 
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 Thus, the tensor can be fully parameterized by three values (𝑔𝑥, 𝑔𝑦, 𝑔𝑧), and the full 𝒈 

tensor can be produced by any arbitrary rotation (𝑅) of the principal axis system to the direction 

of the applied field. 

𝒈𝒓𝒐𝒕 = 𝑅𝒈𝑅𝑇 

 The classification of EPR spectra is typically done with respect to the symmetry of the g 

tensor. As previously mentioned, in the case where all principal values of 𝒈 are equal (𝑔𝑥 = 𝑔𝑦 =

𝑔𝑧), the system is termed isotropic. When two of the principal values are equivalent, the unique 

axis is taken as the z-axis (𝑔𝑥 = 𝑔𝑦 ≠ 𝑔𝑧) and the system is termed axial. For axial systems, it is 

common to refer to the principal g values rather as parallel or perpendicular (𝑔‖ = 𝑔𝑧 , 𝑔⊥ = 𝑔𝑥 =

𝑔𝑦). Finally, when all three of the principal g values are distinct (𝑔𝑥 ≠ 𝑔𝑦 ≠ 𝑔𝑧), the system is 

termed rhombic.14 

 Perturbative treatment of the spin-orbit coupling (SOC) provides a means of assessing 

which orbital wavefunctions are admixed into the ground state by the magnetic field (this depends 

on the nature of the orbital and the corresponding orbital angular momentum operators �̂�𝑥, �̂�𝑦, �̂�𝑧). 

As such, this procedure also gives a general expression for the elements of 𝒈:17 

𝑔𝑖 = 𝑔𝑒 − 𝜆 ∑
⟨𝜓𝑔|�̂�𝑖|𝜓𝑒⟩⟨𝜓𝑒|�̂�𝑖|𝜓𝑔⟩

𝐸𝑔 − 𝐸𝑒
𝑒≠𝑔

 

 Here, 𝜆 is the many-electron SOC constant (𝜆 = ±
𝜁

2𝑆
 where 𝜁 is the one-electron SOC 

constant for a given atom), 𝜓𝑔 and 𝜓𝑒 represent the ground state and excited state orbital 

wavefunctions, respectively; �̂�𝑖 is the orbital angular momentum operator for 𝑖 = 𝑥, 𝑦, 𝑧; and 𝐸𝑔 

and 𝐸𝑒 represent the energies of the ground and excited state orbitals, respectively. For a transition 

𝐸𝑞. 1.14𝐵 
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metal complex, the orbital wavefunctions being summed over are generally the d orbitals. These 

sums have been calculated and give predictable integer values for a given combination of ground 

and excited orbital configurations. As such, this expression is sometimes represented in a 

simplified form as below: 

𝑔𝑖 = 𝑔𝑒 −
𝑛𝜆

∆𝐸
 

Here, 𝑛 is an integer coefficient that comes from the perturbation treatment and depends 

on which orbitals are mixed, and ∆𝐸 is the energetic separation between the states that are mixed. 

Additional terms may be added to the numerator of the fraction in this expression to account for 

covalency, i.e., delocalization of the unpaired electron onto ligand-based orbitals. 

Electron-Nucleus Interactions: Hyperfine Hamiltonian 

 Additional terms arise in the spin Hamiltonian due to an array of magnetic interactions that 

are possible within a molecule. The magnetic moments arising from nuclear spins within a 

paramagnetic molecule can interact with those of the electron spin system. This is known as the 

hyperfine interaction. As we did for the Zeeman interaction, we can define a hyperfine Hamiltonian 

�̂�𝐻𝐹 in terms of the electron spin operators (𝑺) and the nuclear spin operators (𝑰). The nuclear spin 

operators are defined just as the electron spin operators with 𝐼 and 𝑀𝐼 defining the total nuclear 

spin and magnetic sublevel, respectively. 

�̂�𝐻𝐹 = 𝑺 ∙ 𝑨 ∙ 𝑰 

 Just as we defined the g-tensor to describe the directional relationship between external 

field and electron spin, we define a hyperfine tensor 𝑨 to describe the interaction between electron 

and nuclear spin. As with the g-tensor, the A tensor can be defined in its principal frame, which is 

𝐸𝑞. 1.15𝐵 
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commonly taken to be aligned with the principal frame of the g tensor, although this is not strictly 

the case in low symmetry. Similarly, the principal values that define the A tensor can be isotropic, 

axial, or rhombic depending on the symmetry of the system. The isotropic components of the A 

tensor derive from a “contact term” defined by Fermi that requires the unpaired electron have non-

zero probability density at the nucleus, which can only occur for s-orbitals or molecular orbitals 

with s-atomic orbital character admixed into the wavefunction. The anisotropic components of the 

A tensor arise from dipolar interactions between the electron and nuclear dipole.  The general 

experimental impact of the hyperfine Hamiltonian is to split the observed transitions into 2𝐼 + 1 

transitions. 

Electron-Electron Interactions: Exchange and Zero Field Splitting Hamiltonians 

 When there are more than one unpaired electron in a paramagnetic species, electron-

electron interactions can have a significant impact on the energy levels of the system. Exchange 

and electronic dipolar interactions are the main contributors to the electron-electron terms in the 

spin Hamiltonian. Exchange energy as described by Dirac is a consequence of the permutation 

symmetries available to a given set of electrons that must obey the Pauli exclusion principle. The 

immediate and most common consequence is an energetic separation between states of different 

multiplicities, e.g., the separation between singlet and triplet states. Electronic dipole-dipole 

interactions are the magnetic interactions between the electron magnetic moments akin to the 

hyperfine interaction. These dipolar interactions can lift the degeneracy of the magnetic sublevels 

at zero applied magnetic field, and this phenomenon is generally referred to as zero-field splitting. 

Via Kramers theorem, though, in a half integer spin system, each doublet with equal and opposite 

spin angular momentum will remain degenerate in the absence of a magnetic field (under time 

reversal symmetry). 
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 For a system of n unpaired electrons, we can define a general Hamiltonian that sums over 

these electron-electron interactions in a pairwise fashion.18 

�̂� = ∑ 𝑺𝒊 ∙ 𝑶𝒊𝒋 ∙ 𝑺𝒋

𝑛

𝑖,𝑗=1
𝑖≠𝑗,𝑖>𝑗

 

Here, 𝑺𝒊 and 𝑺𝒋 are the vector operators for electron spin 𝑖 and 𝑗, respectively, and 𝑶𝒊𝒋 is a 

rank two tensor describing the interaction between electron 𝑖 and electron 𝑗. In general, a rank two 

Cartesian tensor is reducible into three irreducible spherical tensors: a scalar isotropic component, 

an antisymmetric vector product component, and a symmetric and traceless matrix component. 

The exchange and dipolar Hamiltonians can both be cast into a form as written above with tensors 

𝑱 and 𝑫. 

𝑱 =  [

𝐽𝑥𝑥 𝐽𝑥𝑦 𝐽𝑥𝑧

𝐽𝑦𝑥 𝐽𝑦𝑦 𝐽𝑦𝑧

𝐽𝑧𝑥 𝐽𝑧𝑦 𝐽𝑧𝑧

] , 𝑫 =  [

𝐷𝑥𝑥 𝐷𝑥𝑦 𝐷𝑥𝑧

𝐷𝑦𝑥 𝐷𝑦𝑦 𝐷𝑦𝑧

𝐷𝑧𝑥 𝐷𝑧𝑦 𝐷𝑧𝑧

] 

It is not always necessary to include all components of the 𝑱 and 𝑫 tensors to describe the 

interactions. For instance, it is often sufficient for molecular systems to include only the isotropic 

component of exchange, in which case 𝐽𝑥𝑦 = 𝐽𝑥𝑧 = 𝐽𝑦𝑥 = 𝐽𝑦𝑧 = 𝐽𝑧𝑥 = 𝐽𝑧𝑦 = 0 and 𝐽𝑥𝑥 = 𝐽𝑦𝑦 =

𝐽𝑧𝑧 = 𝐽 where 𝐽 is the isotropic exchange coupling constant. There are also a variety of exchange 

mechanisms regarding whether the exchange is between two immediate neighboring spin centers 

(direct exchange), mediated through an intervening atom or set of atoms (superexchange), or 

whether the spins are delocalized across centers as in conduction electrons (double exchange). 

Each can contribute to the exchange interaction depending on the nature of the system and can be 

described in a form as above.18 The nomenclature here can be confusing, and certain terms are 

more common in molecular versus solid-state studies. For example, Anderson superexchange  

𝐸𝑞. 1.17 

𝐸𝑞. 1.18 
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details the isotropic contribution of superexchange, first detailed to explain antiferromagnetism in 

certain metal oxides. Dzyaloshinskii-Moriya interactions explicitly discuss the antisymmetric 

component the exchange from superexchange-type mechanisms that arise due to spin-orbit effects, 

which can be important particularly in magnetic materials.19–22 Additionally, there are often 

conflicting conventions even for the form of the isotropic exchange Hamiltonian. The one that we 

use in this thesis is given below, where a positive 𝐽 stabilizes the lowest spin multiplicity: 

�̂�𝑒𝑥 = 𝐽 ∑ ∑ �̂�𝑘𝑖
⊗

𝑘=𝑥,𝑦,𝑧

�̂�𝑘𝑗

𝑛

𝑖,𝑗=1
𝑖≠𝑗,𝑖>𝑗

 

For the zero-field splitting Hamiltonian, the magnetic dipolar interaction between electrons 

derived via correspondence from the classical dipole-dipole interaction energy gives the form of a 

symmetric, traceless tensor. Like the g- and A-tensors, it is commonly expressed in its principal 

axis system: 

𝑫 = [

𝐷𝑥 0 0
0 𝐷𝑦 0

0 0 𝐷𝑧

] 

Because of the traceless condition (𝐷𝑥 + 𝐷𝑦 + 𝐷𝑧 = 0), only two values are needed to fully 

characterize the tensor, and often it is rewritten using the parameters 𝐷 =
3

2
𝐷𝑧 and 𝐸 =

1

2
(𝐷𝑥 −

𝐷𝑦). 𝐷 here represents the axial component of the zero-field splitting and can be directly related 

to geometric considerations such as axial compression or elongation. 𝐸 represents the transverse 

components of the zero-field splitting, and although systems that have non-zero 𝐸 are termed 

rhombic, there is not always a clear geometric interpretation of this. The signs of 𝐷 and 𝐸  are 

often undetermined, but their absolute value can be experimentally determined. 𝐷 and 𝐸 are also 

𝐸𝑞. 1.19 
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bounded by the condition that 𝐸 ≤
1

3
𝐷. Spin-orbit coupling also gives rise to a term that is bilinear 

in electron spins of the form shown here (𝑺 ∙ 𝑫 ∙ 𝑺). Both dipolar and spin-orbit coupling terms can 

contribute to the zero-field splitting Hamiltonian. The SOC-derived 𝑫 tensor need not be traceless, 

however.23 In organic systems, it is generally the case that the dipolar interactions are greater than 

those from SOC, whereas in transition metal systems the reverse is taken to be true. We will write 

the zero-field splitting Hamiltonian generally as below. 

�̂�𝑧𝑓𝑠 = ∑ 𝑺𝒊 ∙ 𝑫 ∙ 𝑺𝒋

𝑛

𝑖,𝑗=1
𝑖≠𝑗,𝑖>𝑗

 

When in the principal frame, this Hamiltonian can be written as: 

�̂�𝑧𝑓𝑠 = 𝐷 (�̂�𝑧
2 −

1

3
�̂�2) + 𝐸(�̂�𝑥

2 − �̂�𝑦
2) 

Electron Paramagnetic Resonance Spectroscopy 

Application of the magnetic field lifts the degeneracy of the |+
1

2
⟩ and |−

1

2
⟩ states as a 

function of the magnitude of the external field (Figure 1.7). This generates a spin polarization (and 

net magnetization) within the sample as the lowest energy eigenstate |−
1

2
⟩ will be slightly more 

populated than the higher energy eigenstate. Electron paramagnetic resonance (EPR) spectroscopy 

utilizes microwave radiation to probe the transitions between the split spin sublevels. The 

traditional architecture of an EPR spectrometer involves a microwave source, an amplifier, a 

magnet, a resonator or cavity into which the sample is placed, and a detector. The resonator is 

critically coupled to the microwave source, and absorption and emission are detected as a change 

in the incident microwave intensity that is reflected out of the cavity.24 

𝐸𝑞. 1.21𝐴 
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Figure 1.7 Zeeman splitting of the eigenstates of an S = ½ spin system, |+
1

2
⟩ and |−

1

2
⟩, as a 

function of the magnitude of the external magnetic field 𝑩𝟎. The EPR spectrometer typically uses 

a tuned microwave frequency that fixes ℎ𝜈, and thus resonance occurs at specific values of the 

external magnetic field strength. 

Most EPR spectrometers operate at a fixed microwave frequency and instead sweep the 

permanent magnetic field intensity to generate the absorption spectrum. By changing the magnetic 

field strength 𝐵0, the splitting between spin sublevels is changed according to the Zeeman 

component of the spin Hamiltonian. Only when the splitting between particular spin sublevels 

approaches the microwave energy (ℎ𝜈) can the resonance condition be fulfilled and 

absorption/emission occur. There are additional selection rules that govern which transitions 

couple to the radiation field. The magnetic field component of the microwave radiation, 𝑩𝟏, may 

be polarized perpendicular or parallel to the field lines of the permanent magnet, 𝑩𝟎, leading to 

perpendicular and parallel modes of operation for the spectrometer. When in perpendicular mode, 

the allowed transitions follow the selection rule ∆𝑀𝑠 = ±1. In parallel mode, the allowed 

 

+   
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transitions follow ∆𝑀𝑠 = ±2. All the EPR spectra presented in this thesis were collected in 

perpendicular mode. 

In continuous wave (CW) EPR, the microwave is continuously applied to the resonator and 

the magnetic field is swept, generating the absorption spectrum. In practice, the external field is 

often modulated at a particular frequency and amplitude, lock-in detection is used at the 

modulation frequency giving higher sensitivity, and the change in microwave intensity as the field 

is oscillated within the modulation amplitude range is recorded. This means that CW EPR typically 

provides the first derivative of the absorption spectrum and is how such data is commonly 

presented. 

Pulsed EPR Spectroscopy 

 Pulsed EPR employs microwave pulses to excite the spin system. Most modern-day nuclear 

magnetic resonance (NMR) spectrometers also operate in pulsed mode using radiofrequency 

radiation, and the following is general to all magnetic resonance spectroscopies; however, we 

choose to contextualize this discussion in terms of EPR. To visualize the action of microwave 

pulses as well as the various relaxation phenomena, it is helpful to consider the bulk magnetization 

vector of the sample. In a given EPR sample, there will be many individual spin centers excited 

by the microwave radiation. At thermal equilibrium, a small but distinguishable greater percentage 

of electron magnetic moments will be aligned with the externally applied field than anti-aligned 

as dictated by the Zeeman splitting and corresponding Boltzmann population. This gives rise to a 

net magnetic moment of the sample aligned with the field (the laboratory +z-axis as we have 

previously defined). In a classical sense, a magnetic dipole oriented at an angle (≠ 0, 180°) to an 

external magnetic field will precess about the external field vector at the dipole’s Larmor 

frequency. However, at equilibrium, none of the individual magnetic moments share phase 
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coherence – they are not precessing in phase with each other. As a result, there is no net x- or y-

magnetization and the net magnetization vector 𝑴 is parallel to the field 𝑩𝟎 as depicted in Figure 

1.8A.25,26 

 

Figure 1.8 (A) The thermal equilibrium picture of the net magnetization vector 𝑴 of a 

paramagnetic EPR sample in the externally applied field 𝑩𝟎. (B) The action of a magnetic field 

𝑩𝟏 (from the microwave) applied along the +y-axis causes the net magnetization to rotate in the 

xz plane as portrayed in a rotating reference frame. 

 A helpful conceit in analyzing the evolution of the magnetization is a rotating reference 

frame. Once 𝑴 forms a non-zero angle with 𝑩𝟎, 𝑴 will begin precessing at the Larmor frequency 

of the system of magnetic moments. If the laboratory reference frame is replaced with a frame that 

is itself rotating at this Larmor frequency, the complex precessional motion is removed from the 
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equations of motion. In perpendicular-mode EPR, a linearly polarized microwave is applied such 

that the magnetic field component of the microwave 𝑩𝟏 field is perpendicular to the external field 

𝑩𝟎 and functions to tip 𝑴 from its equilibrium position. In our rotating frame, the linearly polarized 

microwave can be decomposed into a linear combination of left- and right-circularly polarized 

components. By convention, only the component that rotates with the same sense of the Larmor 

precession of the spin system is taken as on resonant and the other is discarded. As a result, the 𝑩𝟏 

field appears static in the rotating frame and can be aligned within the frame by adjusting the phase 

of the microwave pulse. 

We depict the action of 𝑩𝟏 aligned along the +y-axis in the rotating frame in Figure 1.8B. 

Once 𝑩𝟏 is turned on, 𝑴 will begin to rotate in the xz plane about the +y-axis in a process known 

as Rabi nutation, and the angular frequency with which 𝑴 precesses about 𝑩𝟏 is known as the 

Rabi nutation frequency (𝛺). The Rabi nutation frequency depends on both the magnetic moment 

being rotated (and therefore the spin angular momentum, characterized by 𝑆 and 𝑀𝑠, of the excited 

spin system) as well as the strength of 𝑩𝟏.27 

𝛺𝑀𝑠,𝑀𝑠±1 = 𝜔1√𝑆(𝑆 + 1) − 𝑀𝑠(𝑀𝑠 ± 1) 

Here, the microwave field strength is expressed in angular frequency units 𝜔1 =

𝜇𝐵𝑔𝐵1ℏ
−1. The microwave pulse is applied for a finite time duration 𝜏. As a result, the angle 𝜃 

that 𝑴 is rotated by can be predicted using the nutation frequency as 𝜃 = 𝛺𝜏. In fact, most often, 

pulse sequences are described by the rotation angles that each pulse enacts upon the magnetization. 

If 𝑩𝟏 is applied for a pulse duration such that 𝑴 is rotated from the +z-axis onto the +x-axis, this 

is described as a “
𝜋

2
 pulse” (Figure 1.8B). As we will see, an important consequence of the spin-

𝐸𝑞. 1.22 
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dependent nutation frequency is that pulsed EPR can selectively probe transitions in manifolds of 

different spin multiplicity in one sample. 

An important consideration is that here we have discussed the evolution of the bulk 

magnetism in terms of purely classical phenomena. However, the bulk magnetization is the 

macroscopic consequence of the many quantum mechanical spin systems we are probing within 

the sample. Via correspondence, we can describe the evolution of the classical magnetization or 

the evolution of the quantum mechanical state vector of a two-level system as a function of the 

applied fields. The state vector can similarly be represented in an axis system like what we have 

drawn for the magnetization in Figure 1.8, and this representation is known as the Bloch sphere. 

Rather than changing the amplitudes of x-, y-, and z-components of magnetization, the state vector 

evolves through changing complex probability amplitudes in the wavefunction brought on by the 

𝑩𝟏 field. 

Paramagnetic Relaxation 

Let us say we have performed a 
𝜋

2
 pulse as depicted in Figure 1.8B. The net magnetization 

is now perpendicular to the z-axis: the z-component of 𝑴 is zero, and the phase coherence given 

to the spins via the microwave pulse has generated maximum transverse magnetization aligned 

along the x-axis. After the pulse is applied, this is a nonequilibrium state of the system. Over time, 

relaxation will return the magnetization back to its thermal equilibrium alignment along the z-axis. 

This complex relaxation can be decomposed into two separate processes. The first is relaxation of 

the z-component of magnetization back to its full equilibrium value (described as longitudinal 

relaxation and denoted by T1). The second is the loss of phase coherence of the excited spin packet 
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and return of the x- and y-components of magnetization back to zero (described as transverse 

relaxation and denoted by T2). These relaxation processes are depicted in Figure 1.9A and B.14,25,28 

 

Figure 1.9 (A) Visualization of T1, longitudinal relaxation or the return of the z-component of the 

magnetization. (B) Visualization of T2, the transverse relaxation or loss of phase coherence / the 

x- and y-components of magnetization. 

 T1 is sometimes referred to as spin-lattice relaxation. As this name suggests, T1 relaxation 

arises due to an exchange of energy between the spin system and the surrounding environment. In 

solution-state NMR, it is generally the molecular tumbling motion that gives rise to the appropriate 

spectral density that can exchange energy with the nuclear spin system. In solid-state EPR, 

however, the molecular motions responsible for T1 relaxation are generally lattice phonons and 

low-energy librations. 

 T2, on the other hand, is sometimes referred to as spin-spin relaxation. Spin “flip-flop” 

processes in which two spins exchange their spin angular momentum does not affect the 
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longitudinal magnetization but can lead to dephasing of the transverse magnetization. Other 

phenomena can contribute to T2 beyond spin-spin interactions, however. Dynamic fluctuations in 

local magnetic field, which can be due to other sources of magnetic fields in the sample such as 

nuclei, can give rise to instantaneous jumps in Larmor frequencies of particular spin packets, which 

leads to the loss of phase coherence as well.  

 

Figure 1.10 A visualization of the Hahn echo pulse sequence: 
𝜋

2
− 𝜏 − 𝜋 − 𝜏 − 𝑒𝑐ℎ𝑜. Static 

inhomogeneities that give rise to slightly different Larmor frequencies of the spin packets are 

refocused into an observable echo signal. 

 Transverse relaxation is commonly measured using a Hahn echo pulse sequence with 

varying delay times.29 The Hahn echo sequence is defined in terms of the turning angles of the 

pulses as follows: 
𝜋

2
− 𝜏 − 𝜋 − 𝜏 − 𝑒𝑐ℎ𝑜 as shown in Figure 1.10. The 

𝜋

2
 pulse tips the 

magnetization into the transverse plane. The system is allowed to evolve for time 𝜏, during which 

the spins will begin to dephase. A portion of the transverse magnetization loss will be due to spin 

relaxation, and a portion will be due to static inhomogeneities that cause various spins to precess 

and slightly different Larmor frequencies from each other. A 𝜋 pulse rotates the magnetization by 

180 ° while preserving the sense of rotation of the various spins, which results in a refocusing of 
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the spins after an additional time 𝜏. A photon echo is then detected at a time 2𝜏 after the initial 
𝜋

2
 

pulse. The intensity of the photon echo will be proportional to how many of the spins may be 

refocused by the 𝜋 pulse. The 𝜋 pulse can refocus the magnetization loss caused by the static 

inhomogeneities (reversible), but not that caused by spin relaxation (irreversible). By observing 

the loss of echo intensity as a function of increasing the delay time 𝑡, the transverse relaxation rate 

can be estimated. 

 The echo intensity observed in the Hahn echo sequence can also be impacted by spectral 

diffusion. The bandwidth of microwave excitation is often much less than the linewidth of a given 

EPR spectrum. As a result, the excitation energy imparted to one spin packet may be exchanged 

with other off-resonant spins due to overlaps in the spin packet bandwidths. If a portion of the 

excitation population is moved out of resonance with the microwave radiation, it cannot be 

refocused by the 𝜋 pulse. This contributes to the loss of echo intensity but is not directly T2 

relaxation. Because of this, often the experimentally derived relaxation time from a Hahn echo 

sequence is termed TM, the phase memory time, which includes the contributions of T2 as well as 

these diffusive processes. 

 T1 can be estimated using an inversion recovery pulse sequence. Here, an initial 𝜋 pulse is 

used to invert the magnetization to lie along the –z-axis. The spins are allowed to relax over time 

𝜏, during which the spins will reapproach their equilibrium alignment with the external field. The 

longitudinal magnetization is read out using a Hahn echo pulse sequence with a fixed delay time 

𝑡. The T1 relaxation time is then determined by varying the waiting time 𝜏 after the initial 𝜋 pulse. 

As the magnetization is initially inverted, the phase of the echo will also be offset by 180 °, which 

is usually taken to be a negative signal relative to the positive signals detected in the standard Hahn 

echo sequence. As the magnetization relaxes back to its alignment along the +z-axis, the observed 
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echo intensity follows the magnetization beginning negative, passing through zero, and finally 

becoming positive until the equilibrium magnetization is recovered. 

 Theoretically, T1 and T2 are considered to follow first-order kinetics and exhibit 

monoexponential decay functions. In practice, however, diffusion processes and the distribution 

of spin packets excited by the microwave pulse often lead to stretched exponential behavior. 

 In summary, in this section we have examined spin angular momentum and the magnetic 

interactions in a system of unpaired electrons, constructing a spin Hamiltonian that can be used to 

calculate the small energetic splittings. EPR interrogates these level splittings and gives us 

information on the electronic structure of the system in the form of fitted parameters (e.g. the 𝒈, 

𝑨, 𝑱, and 𝑫 tensors). Pulsed-EPR can provide information with respect to the longitudinal (T1) and 

transverse magnetic (T2) relaxation properties of the system. 
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Chapter II 

Singlet Fission in Coordination Complexes of Dipyridyl Pyrrole Bipentacenes 
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Introduction 

Singlet fission is a multiexciton generating (MEG) process in organic chromophores by 

which a photon promotes electronic excitation to a singlet exciton that can then relax into a pair of 

triplet excitons. This pair of triplets is initially generated as an overall spin-correlated singlet state, 

and, often when in solid media, these triplets can diffuse and thermalize into individual excitons 

via Dexter-type triplet energy transfer. Thus, singlet fission is spin-allowed and can occur on 

ultrafast timescales in contrast to traditional intersystem crossing from the singlet to triplet 

manifold, which is typically slow in the absence of strong spin-orbit coupling.1,2 

 

Figure 2.1 A schematic of singlet fission in a simplified Jablonski diagram and a depiction of a 

pair of pentacene molecules being excited by a photon. 

Although singlet fission was first elucidated in the 1960s, the field was reinvigorated with 

the observation that MEG processes could be employed to surpass the Shockley-Quiesser 

efficiency limit of single-junction solar cells (~30%) to nearly 40%. A significant source of 

efficiency loss in solar cells is a result of thermalization of absorbed photon energy to the 

semiconductor band edge, which generally occurs on timescales faster than charge separation. As 

such, much of the energy imparted by the higher-energy portion of the solar spectrum is lost 
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thermally and is not converted into electrical energy. Higher efficiencies can be achieved in 

multijunction cells where semiconductor materials with varying bandgaps are layered such that 

each can most efficiently convert a different portion of the solar spectrum. However, such 

multijunction cells are often costly to make and may not be amenable to mass production.3–8 

Singlet fission provides a competitive path to downconvert high-energy photons into lower 

energy (triplet) excitons that may be efficiently converted into photocurrent by a traditional 

semiconductor material, circumventing a portion of the thermalization loss. Singlet fission-based 

organic photovoltaics have even been realized with external quantum efficiencies exceeding 100% 

in pentacene/C60 junctions.9–11 

In addition to the possibility of solar cell applications, singlet fission has also garnered 

attention for possible implications in quantum information science. The multiexcitonic state 

represents a maximally entangled state that can be described as a strong correlation between 

individual triplet excitons. Studies have suggested that the spin correlations in such states can 

persist out to μm scales in solid-state systems.12–20 

Despite the possibilities offered by singlet fission, there remain challenges to realizing the 

potential of such systems. First, the range of chromophores that can demonstrate singlet fission is 

limited due to the energetic requirements. For the generation of two triplets from an excited singlet 

to be efficient, the adiabatic energy of the singlet excited state must be roughly twice the energy 

of the triplet such that energy is conserved in the transition (i.e. 𝐸𝑆1 ≈ 2𝐸𝑇1). Second, the utility of 

singlet fission rests in the electronic structure of the triplet pair state, which is still not well 

understood. For example, strong interchromophore coupling may engender fast and efficient 

transfer from the singlet exciton to the triplet pair state, but may also hinder triplet separation, 

posing a challenge for efficient charge extraction, although there is a suggestion that the triplet 
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pair state may enable multielectron transfer at heterojunction interfaces. The persistence of spin 

correlation in the triplet pair state is also necessary for applications in quantum information 

science. Thus, in addition to the elucidation of novel chromophores for singlet fission, a deeper 

understanding of the electronic structure and dynamics that govern this process may aid in the 

engineering of singlet fission devices.1 

Covalently linked chromophore dimers represent a way to control excitonic interactions 

using synthetically-tuned molecular scaffolds. Molecular bipentacenes, for example, have become 

an important tool for the study of singlet fission.21–23 Singlet fission is exergonic and highly 

efficient in pentacene systems.1,24,25 Much focus has been given to the nature of the synthetic linker 

on rates and efficiencies of singlet fission. For example, bipentacenes linked by a phenyl moiety 

can be perturbed by examining the ortho-, meta-, or para- configurations.26 Oligophenyl linkers 

have been explored, extending the distance between pentacene moieties by increasing the number 

of intervening phenyl rings.27 In addition to conjugated linkers, aliphatic groups have been 

explored to attenuate the through-bound coupling between pentacene rings.28 Such studies have 

elucidated the importance of interchromophore coupling, Davydov splitting in molecular excited 

states, and have also permitted the observation of multiexcitonic quintet states by time-resolved 

electron paramagnetic resonance (TREPR) spectroscopy.14,28–30 

 Varying the covalent linker in these bipentacene systems has proven to be a versatile 

approach toward addressing fundamental aspects of SF.31–41 However, disentangling the 

contributions of through-bond and through-space effects that give rise to the properties of a given 

system remain a challenge. In our studies, we have sought to study synthetic bipentacene systems 

covalently linked by ligand scaffolds capable of binding metal ions. In this way, we can examine 
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how a singular molecular bipentacene framework can give rise to tunable singlet fission by means 

of coordination-induced structural changes. 

 In our initial study, we synthesized and characterized the photophysics of a dipyridyl 

pyrrole-linked bipentacene (HDPP-Pent). We were able to deprotonate HDPP-Pent and form 

complexes with lithium and potassium cations forming Li2(DPP-Pent)2 and KDPP-Pent, a 

solution-state dimer and monomer structure respectively. These complexes maintain the same 

backbone linking the pentacene rings together while modulating the arrangement and interaction 

of the pentacenes and thus influence the rate of singlet fission. This series provides new ideas for 

the control of singlet fission via dimer self-assembly promoted by metal coordination. 

 

Figure 2.2 Synthesis of HDPP-Pent and MDPP-Pent complexes. 
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Synthesis and NMR Characterization 

 HDPP-Pent was synthesized from a monopentacene pyridyl bromide derivative PentPyBr, 

which we employ as a monopentacene reference compound in our optical spectroscopic studies. 

The 1H NMR spectrum of HDPP-Pent is broad in the aromatic region, in contrast to the well-

resolved scalar coupling between protons on the terminal rings of the pentacene moiety observed 

for PentPyBr. Variable temperature 1H NMR from 20 to -80 °C reveals complex temperature-

dependent behavior. The aromatic region broadens further cooling to -40 °C, and many new 

resonances grow in with further cooling. 

 HDPP-Pent serves as a ligand by protonolysis of the pyrrole N-H bond. Using a strong 

amide base such as lithium or potassium hexamethyldisilazide provides formation of Li2(DPP-

Pent)2 or KDPP-Pent, respectively. Despite the broad features of the HDPP-Pent 1H NMR 

spectrum, deprotonation leads to sharp and well-resolved spectra for the alkali metal complexes at 

room temperature. In comparison to the 1H NMR spectrum of KDPP-Pent, it is evident that the 

protons on the dipyridyl pyrrolide moiety of Li2(DPP-Pent)2 are significantly upfield shifted. The 

singlet resonance corresponding to the pyrrolide ring proton is found at 4.38 and 7.03 ppm in the 

Li2(DPP-Pent)2 and KDPP-Pent spectra, respectively. 

We carried out 2D rotating frame Overhauser enhancement spectroscopy (ROESY) on 

Li2(DPP-Pent)2, which showed through space 1H-1H coupling between protons on the dipyridyl 

pyrrolide backbone at 4.38 ppm (Hc) and 5.14 ppm (Hd) and the proton on the distal side of the 

pentacene ring at 9.12 ppm (Ha) (denoted by green and blue circles, respectively, in Figure 2.3B). 

No such cross-peaks are observed in the 2D ROESY spectrum of KDPP-Pent (Figure 2.3C). More 

information regarding the choice of 2D ROESY vs. 2D NOESY can be found in Appendix A. 
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Figure 2.3 Structural data supporting dimeric Li2(DPP-Pent)2 and monomeric KDPP-Pent 

assignments in solution. (A) Crystallographic identification of a dimeric Li complex with an 

analogous ligand, DPP-Anth, in two perspectives, (B) proposed dimeric structure of Li2(DPP-

Pent)2 and the corresponding through-space coupling highlighted in the respective 2D-ROESY 

spectrum, and (C) proposed monomeric structure of KDPP-Pent and the corresponding through-

space coupling highlighted in the respective 2D-ROESY spectrum; R = triisopropylsilylethynyl. 

Analysis of NMR Data 

We interpret the broadness of the room temperature 1NMR spectrum of HDPP-Pent as 

being due to conformational dynamics. Such dynamics may involve rotations around aryl-aryl 

linkages resulting in mixtures of conformers that interconvert on an intermediate timescale on the 
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order of the NMR experiment. The variable temperature data suggests this as well, although the 

complexity of this dataset occludes further interpretation. The multitude of resonances observed 

at -80 °C may result from a freezing out of multiple solution-state structures, monomeric or 

dimeric. The aromatic features are resolved upon deprotonation and metal coordination of the 

DPP-Pent framework as evidenced by the sharp spectra observed for Li2(DPP-Pent)2 and KDPP-

Pent, suggesting the formation of single solution-state conformers or fast exchange processes. 

The NMR data collected on Li2DPP-Pent2 strongly suggest a dimeric solution-state 

structure as proposed in Figure 2.B. The π-stacking interactions between the pentacene and 

sandwiched dipyridyl pyrrole units are consistent with the upfield shift exhibited by the dipyridyl 

pyrrole protons owing to enhanced chemical shielding by perturbation of the aromatic ring 

currents.42,43 The cross-peaks in the 2D-ROESY spectrum between the pyrrole backbone protons 

and the protons on the far side of the pentacene also support a dimeric structure. The dipolar 

couplings that give rise to ROE are sensitive generally out to 5 Å, and this dimeric structure would 

bring the relevant nuclei into proximity for this interaction.44,45 The spectra in Figure 2.3 were 

taken in CD2Cl2 to unambiguously assign the transitions observed in the aromatic region. Notably, 

the upfield shift and 2D ROESY cross-peaks are reproduced in toluene-d8. This suggests that the 

same dimeric structure is present in toluene, which we use for our transient optical measurements. 

X-Ray quality single crystals of the pentacene derivatives have eluded us, but we have been 

able to crystallographically characterize a related lithium dipyridyl pyrrolide with anthracenyl 

moieties in place of the pentacenyl substituents, Li2(DPP-Anth)2 (Figure 2.3A). The structure of 

Li2(DPP-Anth)2 illustrates the formation of a dimeric species with two Li cations bridged by 

pyrrolide donors. We propose that Li2(DPP-Pent)2 has a similar geometry in solution. 
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The NMR data collected for KDPP-Pent stand in contrast to those of Li2(DPP-Pent)2. For 

KDPP-Pent, the dipyridyl pyrrole backbone protons do not display a significant upfield shift or 

observable cross-peaks between pyrrole and distal pentacene protons in the 2D ROESY spectrum. 

Therefore, we conclude that KDPP-Pent exists as a monomeric species in solution. We postulate 

that the small ionic radius of Li+ permits dimer formation along with favorable π-π interactions, 

whereas the larger size of K+ destabilizes such a structure. 

Steady-State Absorption and Emission 

The steady-state absorption spectra of PentPyBr, HDPP-Pent, Li2(DPP-Pent)2, and KDPP-

Pent in toluene are compared in Figure 2.4A. As with most pentacene derivatives, the S1 ← S0 

absorption band is observed with pronounced vibronic progression in the 500 – 650 nm region for 

all four compounds. A weaker vibronically structured band associated with the S2 ← S0 pentacene 

transition can also be observed in all spectra in the 400 – 450 nm region. Notably, the S1 ← S0 

absorption in HDPP-Pent is roughly twice the intensity of that in PentPyBr with relatively little 

difference in peak positions (the λmax of the S1 ← S0 0-0 transition is at 622 nm in both spectra). 

As well, the relative intensities of the vibronic bands within the S1 ← S0 electronic transitions are 

relatively unchanged between HDPP-Pent and PentPyBr. The S1 ← S0 band in Li2(DPP-pent)2 is 

slightly broadened and the 0-0 band is modestly red-shifted by 5 nm (~130 cm-1) from that of 

HDPP-Pent. Additionally, both Li2(DPP-Pent)2 and KDPP-Pent exhibit enhanced absorption 

intensity near 400 – 500 nm. 
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Figure 2.4 Steady-state absorption and emission spectra and time-resolved luminescence data of 

the pentacene series. Shown are the (A) absorption spectra; (B) the normalized emission spectra 

of PentPyBr (red), HDPP-Pent (blue), Li2(DPP-Pent)2 (purple), and KDPP-Pent (green) in toluene 

solutions; and (C) time-resolved luminescence traces and fits for PentPyBr (20 μM, toluene) and 

HDPP-Pent (20 μM, toluene). Note that the steady-state emission spectra are normalized by their 

relative integrated emission intensities. 

Steady-state emission spectra for PentPyBr and HDPP-Pent are compared in Figure 2.4B. 

Here, the 0-0 emission band of HDPP-Pent (λmax = 650 nm, ~ 15,400 cm-1) is red-shifted from that 

of PentPyBr (λmax = 640 nm, ~15,600 cm-1) and broadened. The emission observed in this region 

is consistent with the S1 → S0 fluorescence observed in related pentacene compounds.46 We found 

the fluorescence quantum yield of PentPyBr in toluene to be 0.75, comparable to that reported for 
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TIPS-Pentacene. We found the fluorescence quantum yield of HDPP-Pent to be 0.43, significantly 

decreased in comparison to the single pentacene in PentPyBr. While Li2(DPP-Pent)2 and KDPP-

Pent display similar emission profiles to HDPP-Pent, the integrated emission intensity is 

significantly reduced relative to HDPP-Pent. 

Time-Resolved Luminescence 

 We collected time-resolved luminescence traces near the λmax of the 0-0 emission band for 

PentPyBr (640 nm) and HDPP-Pent (650 nm) as shown in Figure 2.4C. The fluorescence decay 

for PentPyBr fits well to a monoexponential with a lifetime of ~15 ns. The fluorescence decay for 

HDPP-Pent, however, must be fit with a biexponential function with a first time constant of 0.71(4) 

ns and a second of 11.(8) ns. The latter of these two time constants is more consistent with the 

intrinsic fluorescence decay of the pentacene unit as observed in PentPyBr. 

Emission Analysis 

 For efficient singlet fission (i.e. triplet yields approaching 200%), we expect the prompt 

fluorescence intensity to vanish, as the fission pathway must deplete the excited S1 state more 

efficiently than emission. When singlet fission is sufficiently exothermic, which is the case for 

pentacene, the reverse triplet-triplet upconversion (fusion) becomes unfavorable, excluding 

delayed fluorescence. The observation of steady-state fluorescence intensity in HDPP-Pent already 

indicates that if singlet fission is occurring in this system, it is not operating at full efficiency. 

Nevertheless, the reduced fluorescence quantum yield of HDPP-Pent relative to PentPyBr suggests 

that a new, nonemissive relaxation pathway associated with the 0.71(4) ns time constant from the 

time-resolved luminescence experiment is present in the bipentacene that is not observed in the 

monopentacene. The biexponential decay of the luminescence signal also suggests that there may 
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be heterogeneous populations of HDPP-Pent that are excited in the process. For example, different 

conformers of HDPP-Pent may give rise to efficient pentacene-based emission, whereas others 

promote the faster nonradiative pathway. 

Transient Absorption Spectroscopy – HDPP-Pent 

 To provide deeper insight into the nature of the nonradiative relaxation process in HDPP-

Pent, we performed femtosecond transient absorption (fsTA) spectroscopy on PentPyBr and 

HDPP-Pent. The fsTA data of PentPyBr (Appendix A, Figure A.14) reveal a single major excited 

state absorption (ESA) with a λmax around 450 nm (~22,200 cm-1), which is consistent with 

previous assignments of absorption within the singlet excited state manifold (1ESA) of related 

pentacene compounds. The observed 1ESA decays monoexponentially over the time window, 

consistent with the time-resolved fluorescence data. 
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Figure 2.5 Visible transient absorption spectra—HDPP-Pent. The visible femtosecond transient 

absorption spectra of HDPP-Pent (50 μM, toluene) after excitation at 550 nm (0.100 μJ/pulse) are 

depicted: (A) contour plot, (B) spectral traces at various time delays, and (C) selected time traces 

at 448, 507, and 622 nm. 

The fsTA data for HDPP-Pent are given in Figure 2.5. A 1ESA at 450 nm is observed at 

early time delays, but it decays across the fsTA spectrum with the concomitant rise of a new, 

vibronically structured ESA with a λmax = 510 nm (~19,600 cm-1). This new ESA is consistent with 

previous literature reports that assign this band to transitions arising from triplet states pentacene 

(3ESA). It is notable that in these prior reports, there is often little distinguishing the triplet pair 

excited state from an uncoupled triplet in the visible portion of the TA spectrum. In support of this 

assignment, we carried out photosensitization experiments in which binary mixtures of anthracene 

and HDPP-Pent are excited at 360 nm. At this wavelength, anthracene is preferentially excited at 

the given concentrations, undergoes intersystem crossing, and subsequently can undergo triplet-

triplet energy transfer with HDPP-Pent as a means of independently preparing the free triplet state 

on HDPP-Pent. The long-lived triplet spectrum of HDPP-Pent acquired in these photosensitization 

experiments corresponds directly to the long-lived species observed in the direct excitation 

experiments (ESA λmax = 510 nm), corroborating our assignment of this feature as a 3ESA. This 

triplet signal is not appreciably observed for PentPyBr. The nanosecond TA (nsTA) data for 

HDPP-Pent (Appendix A, Figure A.10) reveal the decay of triplet signal back to baseline. 

Comparing the TA data of PentPyBr and HDPP-Pent suggests that the nonradiative pathway in 

HDPP-Pent may be associated with a transition from the S1 to the T1 or M(TT) states, as indicated 

by rise of the prominent 3ESA feature with the correlated decay of the 1ESA feature. 
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Kinetic Modeling 

 Kinetic modeling was carried out using global and target kinetic analysis on an interpolated 

dataset of the fsTA and nsTA spectra of HDPP-Pent in order to capture the complete relaxation 

dynamics. Using target analysis, the entire TA dataset is fitted over all wavelengths and all time 

delays with the application of a kinetic model. The preparation of the composite dataset and full 

description of the model applied to HDPP-Pent is provided in Appendix A along with fits for the 

individual fsTA and nsTA spectra for reference. 

 The results of our time-resolved luminescence data were used to inform our TA modeling 

as an independent probe of the S1 dynamics, leading to a four-component model in which 

components 1 and 2 equally reflect the 1ESA spectrum, and components 3 and 4 represent the 

3ESA spectrum. Component 1 decays into components 3 and 4 equally with a rate constant k1; 

component 2 decays to the ground state with rate constant k2; and components 3 and 4 decay to 

the ground state decay with rate constants k3 and k4, respectively. 

 This model was applied in two cases: one in which k1 and k2 were allowed to vary freely, 

and one in which k1 and k2 were fixed to 1.4 and 0.08 ns-1, respectively, as obtained directly from 

the time-resolved fluorescence fits. The results of the free and fixed fittings are shown in Appendix 

Tables A.1 and A.2, respectively. Of note, the results for k1, k3, and k4 are remarkably consistent 

between the two fits. Even when allowed to vary, the fit of k1 gives a time constant τ1of 0.74(6) 

ns, consistent with the τ ~ 0.71 ns obtained from emission data. This k1 corresponds to the 

nonradiative transition from S1 to T1 within our model. k2 shows the largest divergence in the two 

fits: τ2 = 4.9(5) ns when allowed to vary from the fixed value of 11.(8) ns. Both values are 

consistent with the fluorescence lifetime, though error may come from the overlapping of spectral 

features in the combined fs/nsTA data. 
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Triplet Yield Estimation – HDPP-Pent 

 We estimated the triplet yield after direct excitation of HDPP-Pent from the transient 

absorption data and kinetic modeling. First, the extinction coefficient of the HDPP-Pent triplet 

absorption spectrum at 510 nm was determined via the triplet energy transfer method using 

anthracene as a triplet donor under pseudo-first-order kinetic conditions.47–49 The extinction 

coefficient of the anthracene triplet spectrum at has previously been reported in toluene.49 From 

this, we approximate the extinction coefficient of the HDPP-Pent triplet spectrum at 510 nm to be 

roughly 49,000 M-1 cm-1. 

We must be cautious in directly applying the Beer-Lambert law to estimate the 

concentration of photogenerated triplets in the TA spectrum of HDPP-Pent. Comparing early time 

traces of the fsTA spectrum where the singlet spectrum dominates to later time traces dominated 

by the triplet features, it is evident that the 1ESA has spectral intensity at 510 nm that overlaps with 

the 3ESA feature. As we know from the time-resolved luminescence data, there should be 

population of the singlet excited state of HDPP-Pent throughout the time scale of the fsTA 

spectrum owing to the contributions associated with the 11.(8) ns time constant. This means that 

even when the triplet spectrum at 510 nm reaches its maximum ΔOD intensity, there may be 

nonnegligible contribution to that signal from the other population of singlet excited HDPP-Pent. 

As is shown explicitly in Appendix A, the target model can be used to decompose the 

maximum ΔOD into its contributions from the 1ESA and 3ESA as 2.8 and 10.0 mOD respectively, 

using the species associated spectra (SAS) and corresponding concentration profiles. Therefore, 

after direct excitation of HDPP-Pent in toluene solution, the value of 10.0 mOD for the effective 

3ESA intensity provides an estimated triplet yield of ~100%. 
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Analysis of Singlet Fission in HDPP-Pent 

Comparison of the steady-state and time-resolved emission data for HDPP-Pent and 

PentPyBr indicates that there is at least a population of excited HDPP-Pent molecules that undergo 

a faster nonradiative relaxation process that is not significant in the monopentacene reference. We 

collected fs/nsTA data for both samples to further examine this pathway. In HDPP-Pent, the decay 

of the 1ESA gave rise to significant 3ESA intensity, whereas in PentPyBr, only the decay of the 

1ESA was observed. The HDPP-Pent data were modeled given a kinetic scheme in which two 

populations of HDPP-Pent S1 state are present and they decay in diverging pathways. This supports 

the assignment of the fast relaxation time observed in the time-resolved luminescence to be 

associated with singlet to triplet conversion. 

Finally, the triplet yield of HDPP-Pent is estimated to be 100% out of a maximum 200%. 

As previously noted, the fluorescence quantum yield of HDPP-Pent is 43%. The weighting 

coefficients of the exponential decays observed in the time-resolved luminescence data are also 

~0.5 each. Taken together, these data are self-consistent with a model in which nearly half of the 

photogenerated singlets give rise to double the number of triplets. We therefore assign the 

nonradiative transition in HDPP-Pent as intramolecular singlet fission. 

Li2(DPP-Pent)2 and KDPP-Pent 

The HDPP-Pent analysis provides a foundation to understand the dynamics exhibited by 

the alkali metal complexes. The fsTA data for Li2(DPP-Pent)2 are shown in Figure 2.6. At early 

time delays, there is a 1ESA feature with a λmax at 450 nm that decays and gives rise to a strong 

3ESA centered at 515 nm (~19,400 cm-1). The composite fs/nsTA data of Li2(DPP-Pent)2 can be 

kinetically modeled with either a three- or four-component model. In the three-component model, 
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the S1 state is converted into the triplet manifold with a time constant τ1 = 96.(2) ps; the triplet 

feature is fitted to a biexponential decay with time constants τ2 = 23.(3) ns and τ3 = 35.(0) μs. In 

the four-component model, the S1 state is converted to the triplet manifold with a time constant τ1 

= 0.11(1) ns, and the triplet feature is fitted to a triexponential decay (τ2 = 10.(7) ns, τ3 = 0.1(3) μs, 

and τ4 = 50.(1) μs). 

Biexponential decays observed for the triplet features are not uncommon in the transient 

absorption spectra of fission-active bipentacenes. The two decay components are typically 

ascribed to geminate triplet pair recombination and free/decorrelated triplet decay processes (the 

former typically on the faster timescale than the latter). Triexponential triplet decays have also 

been fitted in the singlet fission literature. Notably, this is seen in related adamantane-derived bi- 

and tetra-pentacene systems reported by Hetzer et al. In that study, the authors compared the 

transient absorption data to time-resolved EPR experiments collected on their bipentacene species, 

assigning the three decay components to 1(T1T1), 
5(T1T1), and free T1. 
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Figure 2.6 Visible transient absorption spectra—Li2(DPP-Pent)2 and KDPP-Pent. The visible 

femtosecond transient absorption spectra of Li2(DPP-Pent)2 and KDPP-Pent (50 μM, toluene) are 

shown after excitation at 550 nm (0.100 μJ/pulse). Li2(DPP-Pent)2: (A) contour plot, (B) spectral 

traces at various time delays, and (C) selected time traces at 450, 515, and 625 nm. KDPP-Pent: 

(D) contour plot, (E) spectral traces at various delay times, and (F) selected time traces at 450, 

510, and 620 nm. 

Here, in the absence of additional corroborating evidence, we err on the side of caution and 

discuss the data in the context of both models. The singlet fission rate is not significantly altered 

between the two fits. When including a third decay component for the triplet spectral features, 

though, the fastest triplet lifetime shortens slightly from 23 to 11 ns. In addition, we note that an 

additional singlet component that decays in parallel to the productive fission pathway could be 

added to each model; however, the fitted results for each component were not substantially 

different from the original model, and the rate constants corresponding to the added singlet 

component had substantially higher standard errors from the fit. 

We performed triplet-triplet photosensitization experiments with mixtures of anthracene 

and Li2(DPP-Pent)2 in toluene solution, yielding an extinction coefficient for the Li2(DPP-Pent)2 

triplet spectrum at 515 nm of ~52,000 M-1 cm-1. We applied this value to the fsTA spectrum after 

direct excitation at 550 nm gives us an approximate triplet yield of 195%. Ground state bleach 

analysis via the method of Eaton et al. estimates a triplet yield of 186%.50 Using these two methods, 

we place the triplet yield of Li2(DPP-Pent)2 in the range 186%-195%, considerably higher than in 

HDPP-Pent. 

In the case of KDPP-Pent, the fsTA data show the decay of the 1ESA to a broad feature 

suggestive of the overlapping singlet and triplet absorption bands observed in HDPP-Pent (Figure 
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2.5). The nsTA data reveal a structured 3ESA that decays biexponentially. The kinetics could be 

fitted with both the three-component model applied to the Li2(DPP-Pent)2 dataset and the four-

component model used for HDPP-Pent. There is some absorption intensity in the 400 – 500 nm 

region in the singular value decomposition of the residual matrix of the three component fit that is 

adequately accounted for in the four-component model. With regards to the two models, the 

fittings place a singlet fission time constant in KDPP-Pent around 400 – 600 ps. Despite the 

qualitative similarity between the K- and HDPP-Pent TA data, little emission intensity was 

observed from the K complex, and no time-resolved luminescence could be acquired, which 

suggests that KDPP-Pent may represent an intermediate case between HDPP-Pent and the Li 

complex. 

Comparisons within the DPP-Pent Series 

HDPP-Pent undergoes intramolecular singlet fission with a time constant of τSF of ~730 ps 

and an estimated 100% triplet yield. Li2(DPP-Pent)2 is nearly 7-fold faster (τSF ~ 100 ps) than 

HDPP-Pent and occurs with higher efficiency (186 – 195% triplet yield). KDPP-Pent, though, 

demonstrates a rate of singlet fission of 400 – 600 ps, which is similar to HDPP-Pent. 

We considered several possibilities for the origin of the rate enhancement observed in 

Li2(DPP-Pent)2. First, the NMR data collected on HDPP-Pent demonstrate temperature-dependent 

conformational dynamics. This suggests that when we excite the solution of HDPP-Pent during 

the TA experiment, we are exciting a heterogeneity of conformations that are slow to interchange 

even on the NMR timescale. Some of these conformations may be more or less favorable for 

intramolecular singlet fission than others, depending on the interpentacene coupling. By 

deprotonating HDPP-Pent and binding the DPP-Pent moiety to a metal center, we expect the 

coordination complex to be more rigid than the flexible linker. We posit that this would lead to a 
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greater uniformity of ground state conformations and could promote greater interactions between 

the pentacene subunits, leading to more efficient singlet fission. That said, the Li and K complexes 

both exhibit sharp, well-defined 1H NMR spectra, so structural rigidification alone does not explain 

the rate enhancement in Li2(DPP-Pent)2. 

Second, the ionic DPP-cation interaction introduces an electric dipole in the vicinity of the 

pentacene subunits, where a potential Stark effect could influence singlet fission within the system 

by perturbing the electronic coupling between the relevant excitonic states of the molecule. Li+ 

and K+ have quite different ionic radii (90 and 152 pm, respectively) and we propose there to be 

two Li+ cations at the center of the Li2(DPP-Pent)2 dimer. As a result, we would expect the Li and 

K complexes to exhibit distinct electric field influences, but at this point it is unclear the extent to 

which this would differentiate the two. 

Third, NMR data supports the assignment of dimeric and monomeric solution-state 

structures for Li2(DPP-Pent)2 and KDPP-Pent, respectively. The Li complex exhibits π-stacking 

interactions between the pentacene rings mediated by a DPP moiety sandwiched in between. Such 

an π-interaction may enhance the electronic coupling between the two pentacene rings, favoring 

faster singlet fission. Additionally, the Li dimer brings together four pentacene subunits per 

molecule as opposed to two (Figure 2.2C). In our proposed structure of Li2(DPP-Pent)2, the 

pentacene rings of one DPP-Pent unit are nearly orthogonal to the pentacene rings of the other 

DPP-Pent unit. This may lead to small overlap between the π-orbitals of the pentacenes, but small 

structural perturbations or molecular motions could give rise to nonnegligible coupling between 

the localized states of these pentacenes and impact both singlet fission as well as triplet pair/free 

triplet distribution over the molecule. We find it likely that this combination of structural 



61 

 

perturbations (including the π-stacking and dimer formation) leads to a pronounced rate 

enhancement in Li2(DPP-Pent)2 relative to KDPP-Pent. 

Despite the 7-fold rate enhancement in Li2(DPP-Pent)2, there is little sacrificed in terms of 

triplet lifetimes. Compared to the ~38 ns and 36 μs lifetimes observed in HDPP-Pent, we find 

lifetimes of 23 ns and 35 μs in Li2(DPP-Pent)2 when fitted with a biexponential decay. The faster 

decay lifetimes in Li2(DPP-Pent)2 does shorten to 11 ns when fitted to a triexponential, with 

intermediate and long lifetimes of 100 ns and 50 μs. 

Comparison to Previously Reported Bi- and Polypentacenes 

In many of the reported bipentacene systems, when there is an increase in the rate of singlet 

fission, there is also typically an increase in the rate of triplet decay. This has been explained in 

some bipentacene series by suggesting that the stronger interpentacene electronic coupling that 

leads to faster singlet fission also simultaneously promotes enhanced triplet-triplet annihilation 

pathways. The series of phenylene-linked dimers initially reported by Zirzlmeier et al. displays 

increasing rates of singlet fission going from meta- (63 ps) to para- (2.7 ps) to ortho- (500 fs) and 

shows a related decrease in triplet pair lifetimes (2.2 ns, 17.3 ps, and 12 ps, respectively). Likewise, 

the oligophenylene-bridged bipentacenes linked in the 2,2’ position reported by Sanders et al. show 

an analogous increase in singlet fission rate with concomitant reduction in triplet pair lifetimes 

with decreasing linker units (τSF from 220 to 20 ps to 760 fs; τT from 270 to 16.5 ns to 450 ps for 

two to one to zero bridging phenylene spacers, respectively). In these cases, conjugated linkers 

permit strong electronic coupling between pentacenes, which can be modulated via substitution 

patters on the linker or by increased linker length. Nonconjugated linkers have also been explored, 

as these systems tend to attenuate the through-bond interpentacene electronic coupling. 
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Nevertheless, similar trends (increased singlet fission rate with decreased triplet/triplet pair 

lifetime) have also been observed in such species. 

In the DPP-Pent series reported here, the pentacene units are linked in the 6,6’-position by 

the DPP ligand scaffold. The optimal geometry for the pentacene units is likely orthogonal to the 

pyridine rings due to steric constraints. In addition to the length of the linking DPP unit, this likely 

weakens through-bond coupling between the pentacene rings. This is reflected in the relatively 

slower rate of singlet fission in HDPP-Pent compared to the directly linked ortho-, meta-, and 

para-phenylene dimers or the oligophenylene-linked systems. In Li2(DPP-Pent)2, we propose that 

through-space π-stacking interactions via the intermediary DPP moiety provide an alternative 

coupling pathway. The rate of singlet fission in Li2(DPP-Pent)2 (τSF ~ 100 ps) is still slower than 

other bipentacenes displaying strong direct pentacene-pentacene π-interactions (typically less than 

1 ps) or in the crystalline materials pentacenes are brought in close contact (3 – 4 Å) in the crystal 

packing. In molecular systems that lack the ability for the triplets to diffuse away from each other, 

the through-space coupled pentacene dimers tend to have fast triplet pair annihilation pathways, 

whereas Li2(DPP-Pent)2 exhibits ns-μs triplet pair/triplet lifetimes. 

 As previously discussed, the Li complex also has four pentacene units, which could favor 

a faster rate of singlet fission and slower rate of triplet-triplet annihilation. For example, by 

comparing adamantyl-linked bi- and tetra-pentacene systems, Hetzer et al. suggested that 

additional chromophores may effectively delocalize the triplet pair state, providing a favorable 

entropic factor to the rate of fission. The authors report that the tetra-pentacene species likewise 

shows very little deviation in the triplet lifetimes from the bipentacene system, despite the faster 

rate of fission. 
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 The higher-order structure enforced by lithium coordination in Li2(DPP-Pent)2 likely 

impacts the photophysics of the system in several ways. First, the through-space π-interactions 

establish an important coupling pathway that leads to the rate enhancement from HDPP-Pent and 

KDPP-Pent; however, because the coupling is mediated via the dipyridyl pyrrolide, this interaction 

is tempered such that the generated triplet pair is longer lived than in other π-stacked bipentacenes. 

This may work in conjunction with the entropic favorability of having four pentacene rings within 

a single molecular dimer over which the triplets may diffuse or delocalize. 

Conclusion 

 In summary, we have synthesized the molecular bipentacene system HDPP-Pent that 

serves as a ligand scaffold. By deprotonation and complexation, we may change the structural 

morphology and interchromophore interactions in solution in order to effectively tune singlet 

fission. We propose that the π-stacking interactions and dimeric structure revealed in Li2(DPP-

Pent)2 are critical to its increased singlet fission efficiency compared to the parent HDPP-Pent. 

This approach highlights the importance of through-space, geometric perturbations that influence 

singlet fission beyond strict through-bond interactions. Use of coordination chemistry as a means 

of orienting and controlling excitonic interactions in bipentacene compounds is presented as a new 

tool for studying singlet fission in molecular systems. 
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Introduction 

 Quantum information science (QIS) is a growing field that encompasses a range of 

technologies that take advantage of quantum properties such as coherence and entanglement. 

These technologies include quantum computing, cryptography, as well as quantum sensing and 

metrology.1 These applications broadly regard the writing, reading, and transfer of information in 

some form. The fundamental unit of information in QIS is the quantum bit or “qubit.” In contrast 

to classical computation, in which a bit can occupy a 0 or 1 state, the qubit may be initiated into a 

coherent superposition of the two states, which can be described by any linear combination of the 

basis states (i.e. 𝛼|0⟩ + 𝛽|1⟩ where 𝛼 and 𝛽 are, in general, complex numerical constants and by 

typical convention |𝛼|2 + |𝛽|2 = 1). For a single qubit, states can be represented by a vector on a 

unit sphere, known as a Bloch sphere, as shown in Figure 3.1. 

 

Figure 3.1 The Bloch sphere representation of an arbitrary superposition state 𝛼|0⟩ + 𝛽|1⟩. 

The ability to parallelize qubits in superposition states provides quantum algorithms 

benefits over classical algorithms when applied to certain types of problems. Quantum 
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computation may promise enhanced speed when it comes to factoring large numbers (e.g., Shor’s 

algorithm), searching databases, and simulating quantum systems among other problems that pose 

challenges to classical computing architectures. 

In 2000, DiVincenzo put forth a set of rules for the implementation of a qubit in a quantum 

computing framework: (1) the physical system implementing the qubits should be scalable and the 

qubits themselves well-defined, (2) the qubit should be readily initialized into a simple initial state, 

(3) the qubit should exhibit a long coherence lifetime within which operations can be performed, 

(4) there must be universally applicable quantum gates or operations to perform on the qubit 

system, and (5) each qubit should be individually addressable. These guidelines have availed 

researchers in the field toward fundamental understanding and implementation of quantum 

information systems.1 

A qubit, by the definition given above, represents any quantum object encompassing a two-

level system. This could be the spin states of an S = ½ particle, the vertical and horizontal 

polarizations of a photon, the quantized flux, charge, or phase states of designed superconducting 

loops, or the ground and excited electronic states of an atom or molecule.2–4 Particularly in the 

case of molecular systems, there are generally many more available spin and electronic states than 

two. However, we often treat a given transition by considering just two states (an upper and lower) 

when they are separated by an energy that is resonant with an external radiation field. If the 

coupling of the two qubit states to the other internal states of the system remains small, the case 

when the other states are disparate in energy from the relevant states, the two-level system 

approximation holds. Efforts have been made to describe individual qubits with greater than two 

levels. Although sometimes named with respect to the number of states in the manifold, such 

systems are often collectively referred to as “qudits,” regardless of the number of states. 
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Each type of qubit candidate has both advantages and disadvantages for its implementation 

in QIS architectures. For example, superconducting qubit circuits are macroscopic objects that 

behave quantum mechanically and can be manufactured by photo- or electron-beam lithography. 

Superconducting qubits allow for tailoring of resonant frequencies and interqubit coupling. Single 

qubits may also be addressed by application of external electric or microwave fields. However, 

superconducting qubits typically require exceptionally low temperatures (often milli-Kelvin 

ranges) for successful operation and protection from decoherence. This poses a challenge to 

scalability as well as high operational costs due to the refrigerator requirement.2 Qubits based on 

nuclear or electronic spin can boast long coherence lifetimes and may be robust to decoherence at 

higher temperatures, which may aid in scalability and operational costs. However, the energy 

levels of single atom spin systems cannot readily be tuned as they are intrinsic to the atom. Atomic 

spin defects in solid-state semiconductors have long been proposed as a potential platform for QIS 

and systems such as P defects in SiC or N-vacancy centers in diamond have found important 

applications.5–9 Still, tailorability of individual qubit Hamiltonian parameters, control of qubit 

placement within the material, and control of interqubit interaction remains challenging. Molecular 

spin qubits have therefore garnered attention for the ability to tune the Hamiltonian of a given spin 

system as well as to control qubit-qubit spacing and coupling by synthetic design.3,4 

For an electron spin qubit in an externally applied magnetic field, the system may be 

initialized and operated on by a microwave pulse resonant with the Zeeman splitting of the spin 

sublevels. The states of the system may therefore be read out via pulsed electron paramagnetic 

resonance (EPR) spectroscopy.10–21 In EPR, the bulk magnetization of the sample is measured. 

Once the net magnetization is rotated from its alignment with the external field by the microwave 

pulse, the system will reapproach equilibrium via magnetic relaxation pathways. The important 
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magnetic relaxation parameters are the spin-lattice or longitudinal relaxation time (T1) and the 

spin-spin or phase memory time (TM) (see Introduction for further information on T1 and TM). 

The phase memory time, and more specifically T2, report on the decoherence time of the 

qubit system. It has been estimated that T2 lifetimes greater than 100 μs are necessary to perform 

desired gate sequences using a qubit. However, in pursuit of qubit technologies approaching room 

temperature, we must also consider the spin-lattice relaxation behavior of the system. At low 

temperatures, the T1 time is generally much longer than the TM. However, as the temperature 

increases, the T1 time will decrease, often rapidly so. As the T1 time reflects the return of the z-

component of the magnetization vector, this also forces the transverse components to zero, limiting 

the ability to manipulate and read out coherence. It is this regime in which we describe TM as being 

T1-limited and is the focus of the current study.22,23 

Here we examine two S = ½ metal complexes in the context of their magnetic relaxation 

properties as it pertains to quantum information science: Cu(II) phthalocyanine (CuPc) and 

vanadyl (VOPc) phthalocyanine.24–27 The temperature-dependent magnetic relaxation behavior of 

VOPc was previously characterized in various dilutions in diamagnetic titanyl phthalocyanine 

(TiOPc) matrices by Atzori et al.14 These works stand in a long line of investigation into 

paramagnetic relaxation processes in inorganic coordination complexes. The foundational theory 

of spin-lattice relaxation was laid by Van Vleck, Pryce, Orbach, and others. G. R. and S. S. Eaton 

have further expanded the experimental study of orientation-, field-, and temperature-dependent 

magnetic relaxation in organic and inorganic systems.23,28–37 
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Figure 3.2 Spin densities and qualitative 3d-orbital energy diagrams for (A) VOPc and (B) CuPc. 

(C) Zeeman splitting of the Ms sublevels of an S = ½ system and the effects of spin-phonon-

induced modulation of the energy splitting (gray lines) and coherence (red-dashed ellipse). 

Results 

 According to prior literature, we prepared polycrystalline samples of VOPc diluted in a 

diamagnetic TiOPc matrix at 1:1000 and 1:100 VOPc/TiOPc concentrations. We examined the 

PXRD patterns of both mixtures and found them to be consistent with previously reported data for 

the type II polymorph. We collected the X-band CW EPR spectra for each sample and they are 

consistent with each other, exhibiting the expected eight-line powder pattern for VIV (the almost 

100% naturally abundant 51V has a nuclear spin I = 7/2). Notably, these spectra also feature the 

presence of an additional isotropic EPR transition centered around g ~ 2, consistent with an organic 
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radical. Such radical impurities have commonly been observed in metal- and metal-free 

phthalocyanine EPR spectra. Echo-detected field sweeps (EDFSs) of the two samples taken at 5 

and 60 K are likewise consistent with previous reports. The EDFS, T1 inversion recovery, and Tm 

Hahn echo sequences were collected across a range of temperatures from 5 – 300 K for both 

samples. 

Orientation Dependence of T1 and Tm in VOPc 

 We compare here the T1 and Tm times estimated from inversion recovery and two pulse 

Hahn echo experiments collected at four magnetic field positions, 303 (𝑔||, 𝑀𝐼 = −5/2), 329 (𝑔⊥, 

𝑀𝐼 = −3/2), 335.6 (𝑔|| and 𝑔⊥, 𝑀𝐼 = −1/2), and 386 mT (𝑔||, 𝑀𝐼 = +5/2) at X-band. We 

carried out identical experiments at four magnetic field positions at Q-band: 1197.5 (𝑔||, 𝑀𝐼 =

−5/2), 1214 (𝑔⊥, 𝑀𝐼 = −3/2), 1218 (𝑔⊥, 𝑀𝐼 = −1/2), and 1265.5 mT (𝑔||, 𝑀𝐼 = +5/2). The 

assignments of the 𝑀𝐼 eigenvalues involved in the transitions are kept consistent with Du et al. We 

chose these magnetic field positions to sample a variety of resonance conditions near extrema for 

parallel and perpendicular orientations to the field and various hyperfine sublevels. 

 There is a small observable orientation dependence of T1 in 1:1000 VOPc at X-band, but 

it remains across the temperature range sampled. We observe slightly longer T1 times on the wings 

of the spectrum at the peaks associated with the 𝑀𝐼 = −5/2  and +5/2 transitions of  𝑔||, although 

there is overall little differentiation between 𝑀𝐼 sublevel transitions.35 We observe a similar 

orientation dependence on T1, although there is an unexpected rise in the T1 times collected at the 

1218 mT feature at 110 K. Although this rise was reproducible, we are as yet unsure of its origin. 

 There is a slight orientation dependence in the Tm values as well, and we similarly observe 

the parallel extrema of the 𝑀𝐼 = −5/2  and +5/2 having longer Tm times than at the perpendicular 
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positions. The sensitivity of Tm’s to orientation has been previously ascribed to molecular motions, 

particularly those that can move a given spin system out of resonance with the microwave pulse 

that ultimately refocuses the spin packet, as this leads to decoherence. For an axial system such as 

VOPc, it is convenient to consider the molecular z-axis and its orientation relative to the 𝐵0 field 

of the spectrometer. Owing to the anisotropy of the spin system, the resonant magnetic field 

changes upon rotating the molecular z-axis away from parallel to perpendicular orientations with 

respect to the external field. Importantly, the resonant field changes more rapidly with the rotation 

angle nearing perpendicular orientations. This contextualizes the orientation dependence of Tm 

observed as low frequency motions will impact the resonance field of a spin system near 

perpendicular orientations, leading to greater decoherence, more so than at parallel orientations. 

For example, in CuTTP and VOTTP (TTP = 5,10,15,20-tetratolylporphyrin), the phase memory 

times declined as the applied field approaches resonant conditions with intermediate orientations.23 

Due to the axial nature of VOPc and CuPc, we therefore expect that out-of-plane motions that 

disturb the transition metal center will be most relevant for shortening Tm’s at a given position. 

Frequency Dependence of T1 and Tm in VOPc 

 At Q-band, the EDFS spectra of VOPc exhibit sharper features than at X-band owing to 

the better resolved vanadium hyperfine transitions. We observe these same transitions across the 

5 to 300 K range in the EDFSs. The trends in T1’s and Tm’s across the temperature range are similar 

to those observed at X-band. Although the T1 trend is similar at each field position at X-band, the 

T1’s obtained at 1218 mT are notably longer than those measured at other positions throughout the 

temperatures examined. Previous reports examined the relaxation behavior of VOTTP-COOH 

(TTP-COOH = 5-(4-carboxyphenyl)-10,15,20,-tri(tolyl)porphyrin) at S-, X-, and W-band and 

found that at higher temperatures the T1’s become similar irrespective of the spectrometer 
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frequency. We similarly observe this trend in T1’s above 50 K in our VOPc samples. In this 

temperature range, Raman and local mode mechanisms may dominate spin-lattice relaxation, and 

these pathways are expected to be frequency-independent. At low temperatures, as is observed for 

VOTTP-COOH, direct processes dominate relaxation and give rise to faster relaxation rates going 

from S- to X- to W-band.36 The direct process is proportional to 𝐵0
4 for a Kramers system.37 We 

observe, overall, quite comparable T1 times between our VOPc data collected at X-band versus Q-

band. 

 The Tm times follow a similar pattern observed for T1 in that the phase memory times 

measured at 1218 mT were markedly longer than those measured at other field positions at Q-

band. The Tm’s measured at 1218 mT at Q-band were comparable to those measured in the X-band 

experiments, whereas the Tm’s collected at other positions measured at Q-band were generally 

shorter than the corresponding times measured at X-band. 

 

Figure 3.3 Fits of the temperature dependence of 1/T1 vs. temperature to direct, Raman, and local 

mode processes for (A) CuPc (329 mT) and (B) VOPc (335.6 mT) 1:1000 preparations at X-band. 
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Temperature Dependence of T1 and Tm in VOPc 

 Atzori et al. reported spin-lattice relaxation times of the 1:1000 VOPc/TiOPc samples to 

be 14 ms at 4.3 K, 0.22 ms at 40 K, and 1.1 μs at 300 K. Across the field positions sampled, we 

found comparable T1 relaxation times of 3.3-9.6 ms at 5 K, 0.38 – 0.64 ms at 40 K, and 0.84 – 2.9 

μs at 300 K. The T1 temperature dependence of VOPc in 0.5 mM D2SO4 solution was previously 

studied and exhibited a T1 of 45 μs at 99 K.26 In general, we observe shorter T1’s in the 1:100 

VOPc sample compared to the 1:1000 dilution. This is consistent with higher concentrations of 

the paramagnetic center leading to greater spin-spin mediated relaxation. 

 We fit the temperature-dependent spin-lattice relaxation rates of 1:1000 VOPc/TiOPc 

measured at 335.6 mT at X-band as shown in Figure 3.3. This sharp, near-isotropic lineshape at 

335.6 mT is a result of the coincidence of the perpendicular and parallel resonances in the 𝑀𝐼 =

−1/2 hyperfine sublevel and is referred to as the “powder-position” in vanadyl-systems.38 We fit 

the data to a direct, Raman, and local mode process using Appendix B Eq. B5 (more information 

regarding fitting is found in Appendix B).33 The fitted parameters are given in Table 1. For VOPc, 

we determined a direct process coefficient Adir = 35 K-1 s-1) which dominates at low temperature, 

a Raman contribution with coefficient Bram = 1.1 x 104 s-1 and Debye temperature θD = 119.6 K, 

and local mode contribution with coefficient Cloc = 5.2 x 105 s-1 and effective mode temperature 

Δloc = 295.1 K). We focused our sampling in the high temperature range as we are principally 

interested in the regime where Tm becomes T1-limited. Undersampling in the low temperature limit 

likely leads to a poor estimation of the direct coefficient. That said, the parameters we obtained 

are in good agreement with similar fits reported for VOTTP doped in diamagnetic ZnTTP (Adir = 

11.5 K-1 s-1, Bram = 1.1 x 104 s-1, θD = 100 K, Cloc = 4.0 x 105 s-1, Δloc = 350 K).33 
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Table 3.1. Fitting parameters of the 1:1000 CuPc and VOPc samples at X-band for direct 

(Adir), Raman (Bram), local mode coefficients (Cloc) as well as the Deby temperature (θD) and 

power dependence of Raman (n) and local mode activation energy (Δloc) 

 

 

 The temperature dependence of Tm is relatively small until it becomes T1 limited near 300 

K.39 The 1:1000 sample showed largely temperature-independent Tm’s ranging from 2.0 to 2.5 μs 

across all field positions between 5 and 150 K, decreasing to 1.38 and 1.46 μs at 329 and 335.6 

mT, respectively, at 300 K, which is consistent with the previous report from Atzori et al. For all 

field positions, we find a maximum phase memory time near 40 K. Increasing the temperature 

from 40 K, there is a weak decline in Tm until becoming T1-limited. Cooling from 40 K to 5 K, 

there is also a decline in Tm. Such a phenomenon has been noted in other V(IV) systems. In one 

example, such a decline was postulated to result from low-temperature tunneling of methyl 

rotations in alkyl ammonium counterions to the V(IV) complex.32 VOPc and TiOPc lack methyl 

 CuPc (329 mT) VOPc (335.6 mT) 

Adir (K-1s-1) 2 35 

Bram (s-1) 2.732 ∙ 105 1.069 ∙ 104 

Cloc (s-1) 6.201 ∙ 106 5.226 ∙ 105 

θD (K) 112.8 119.6 

n 3.7 3.455 

Δloc (K) 272.1 295.1 
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groups or similarly fluxional moieties, so the observation of this low-temperature phenomenon 

may require further consideration. 

Orientation Dependence of T1 and Tm in CuPc 

 Analogous to the VOPc/TiOPc dilutions, we chose to study CuPc in a dilute diamagnetic 

matrix by preparing CuPc/ZnPc-doped samples at 1:1000 and 1:100 concentrations. The 

CuPc/ZnPc samples were prepared by dissolving the respective metal phthalocyanines in 

concentrated H2SO4, followed by reprecipitation over ice. Previous reports used this method to 

selectively generate the α-CuPc polymorph.40 However, the PXRD patterns observed for 

CuPc/ZnPc samples do not strictly match reported diffraction patterns for either α- or β-CuPc.41,42 

 We collected the T1 and Tm relaxation times at four field positions and observed similar 

temperature-dependent behavior at each field. At 5 K, the T1 and Tm collected on the 1:1000 

sample exhibit dependence on the field position – T1’s of 160 ms (306 mT), 83 ms (329 mT), 15 

ms (339 mT), and 51 ms (342 mT); Tm’s of 4.4 μs (306 mT), 10 μs (329 mT), 0.6 μs (339 mT), 

and 4.9 μs (342 mT). The spread in relaxation times is apparently larger at low temperature than 

what was observed for VOPc, with the relaxation times recorded at 339 mT being shortest 

consistently for the CuPc sample. Upon increasing the temperature above 30 K, the T1’s coalesce 

across the field positions to roughly similar values. Tm then becomes T1 limited at 150 K with a 

value around 400 ns. The decreased T1 time of the 339 mT feature relative to the other field 

positions may be due to greater contributions of the organic radical to relaxation pathways as 

evidenced by the changing intensity of the radical feature with increased temperature in the EDFS 

and higher relative concentration compared to the 1:100 sample. In the 1:100 CuPc/ZnPc sample, 

the T1’s are on average shorter than those for the 1:1000 sample by nearly an order of magnitude 
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from 5 to 50 K. The T1’s collected on the 1:100 sample then follow a similar trend in values 

compared to the 1:1000 sample at higher temperatures. 

 As discussed for VOPc, Tm is sensitive to the alignment of the principal axes of the spin 

with the external field of the spectrometer. CuPc exhibits resonances at noncanonical orientations, 

leading to anisotropy larger than the microwave quantum of X-band (~0.3 cm-1) and Q-band (~1.1 

cm-1). There is also strong nitrogen superhyperfine structure resulting from the coordinating 

nitrogens in the phthalocyanine ring. Furthermore, the organic radical contributes to signal at 339 

mT in the midst of the Cu electron spin transitions, whereas for VOPc the radical feature was more 

isolated from the vandyl spin transitions. As a result of these factors, strict assignment of 

orientation and hyperfine eigenvalues at a given field position is challenging. 
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Figure 3.4 Echo-detected EPR X-band field sweeps of CuPc/ZnPc (A) 1:1000 and (B) 1:100 at 5, 

10, and 60 K. Dashed lines indicate field positions where relaxation data were obtained. 

Comparison between the field-position-dependent behavior of the T1 and TM relaxation times for 

5 – 180 K for CuPc/ZnPc (C) 1:1000 and (D) 1:100. 

Frequency Dependence of T1 and Tm in CuPc 

 We made Q-band EDFS T1 and Tm measurements on the CuPc samples to compare to those 

collected at X-band. The position of maximum echo intensity in the EDFS in the 1:100 sample 

shifts to slightly higher field positions with increasing temperature. The organic radical feature 

appears in the spectra centered at 1218 mT. The relative intensities of this organic radical feature 

and the CuPc signal change over the temperature range and is likely due to changes in the total 
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integrated Cu signal intensity and the shot repetition time (SRT) used for the experiments. The 

separation of the radical signal from those arising from CuPc is more significant at Q-band than at 

X-band, but may still reflect the lower T1’s recorded at 1188 and 1190 mT at low temperatures 

compared to the analogous 339 and 334 mT positions at X-band (Figure 3.4). At approximately 

25 K, the T1 times recorded at X-band and Q-band become roughly the same. At low temperatures, 

the T1’s measured at X-band are generally longer than those measured at Q-band. This is consistent 

with the expected frequency dependence of the direct process as discussed for VOPc. 

 

Figure 3.5 Comparison between the T1 and TM times vs. temperature for the 329 and 1188 mT 

features in CuPc at X-band and Q-band, respectively, for the 1:1000 and 1:100 preprarations. 

The similar T1 and Tm trends in temperature were observed regardless of sample 

concentration or microwave frequency, which suggests that the organic radical is likely not the 

dominant factor contributing to the different relaxation times between VOPc and CuPc. It is 

possible that the CuPc/ZnPc samples are influenced by the nonuniform polymorph distribution 
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observed by PXRD. To that end, we prepared a separate CuPc/ZnPc sample following the 

procedures used for VOPc/TiOPc samples (DCM/CF3CO2H/IPA) as discussed in Appendix B. In 

this sample, we observe similar T1 and Tm times and temperature dependent trends, suggesting that 

the sample preparation and polymorph does not strongly change the observed relaxation. 

Temperature Dependence of T1 in CuPc 

 We fit the temperature-dependent spin-lattice relaxation rates measured in the 1:1000 

CuPc/ZnPc sample at 329 mT to a direct, Raman, and local mode process as we did for VOPc. We 

found a direct process coefficient Adir = 2 K-1 s-1, Raman coefficient Bram = 2.7 x 105 s-1 and Debye 

temperature θD = 112.8 K, local mode coefficient Cloc = 6.2 x 106 s-1 and average mode equivalent 

temperature Δloc = 272.1 K (Table 1). This is consistent with what has been observed for CuTTP 

doped in ZnTPP (Adir = 19.5 K-1 s-1, Bram = 4.8 x 105 s-1, θD = 120 K, Cloc = 1.5 x 106 s-1, Δloc = 250 

K).33 As with the VOPc data collection, we have few points at low temperatures, and the direct 

process coefficient should be taken as approximate. 

 Unlike VOPc, the spectral features of the EDFS in the CuPc samples change distinctly at 

X-band going from 5 K to 60 K, in particular for the 1:1000 sample. This is evident in the shape 

and relative intensities of the signals around 329 and 339 mT. As previously mentioned, this effect 

is presumably influenced by the organic radical at low temperatures, whereas the short SRTs 

employed during higher temperature experiments will tend to minimize contributions from long-

lived radical relaxation. The Tm’s observed in the 1:1000 sample are longer than those of the 1:100 

sample by half an order of magnitude at low temperatures up to 150 K, but exhibit little to no 

temperature dependence. 
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 As with VOPc and CuTTP, there is a low-temperature decline in Tm observed in the CuPc 

samples. For both CuPc samples, the maximum Tm is observed near 10 K with a distinct decline 

moving toward lower temperatures and a gradual decline with increasing temperature until Tm 

becomes T1-limited at 150 K.33,39 In both CuPc and VOPc, the lack of temperature dependence in 

Tm is consistent with the restricted mobility within doped matrices.23,36 

Discussion 

 We compare the temperature-dependent relaxation behavior of VOPc and CuPc 1:1000 

samples measured at 335.6 and 329 mT, respectively. While the T1 and Tm times of CuPc are 

longer than those of VOPc at low temperature, CuPc decoherence times become T1-limited by 

~150 K and there is a steep dropoff. Ultimately, coherence lifetimes could not be obtained for the 

CuPc sample past 180 K. In comparison, the VOPc Tm times only become T1-limited close to room 

temperature due to the more gradual decline in T1 over the temperature range compared to CuPc. 

This speaks to stronger Raman- and local mode-induced spin-lattice relaxation in CuPc samples 

than in VOPc. This is reflected in the fits of our T1 data as well. The coefficients found by the 

fitting procedure for Raman and local mode processes in CuPc are an order of magnitude larger 

than those obtained for VOPc (Table 1). We can consider this in the context of the relative spin-

orbit coupling of VOPc and CuPc. The many-electron SOC constant (λ=±ζ/2S) is significantly 

larger for Cu(II) (λ = -830 cm-1) than for V(IV) (λ = 250 cm-1).43 The Raman and local mode 

processes directly reflect the differences in SOC strength; therefore, the increased magnitude of 

the SOC coefficient in CuPc leads to an increased sensitive to temperature for spin-lattice 

relaxation.37 
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Figure 3.6 Comparison between X-band T1’s and TM’s vs. temperature for the 335.6 and 329 mT 

features in VOPc (red) and CuPc (blue), respectively. 

 We rationalize our observations based off literature precedent and ligand field theory.18,44 

Briefly, in C4v or D4h symmetry (appropriate for VOPc and CuPc respectively), a generalized 

expression for an S = ½ molecular g value from perturbation theory is given as:45 

𝑔𝑚𝑜𝑙 = 𝑔𝑒 −
𝑛𝜆𝛼1

2𝛽1
2

𝛥𝐸
 

Where 𝑔𝑒 is the free-electron g value, 𝛥𝐸 is the energetic separation between the ground and a 

particular ligand field excited state, 𝑛 is an integer constant, and 𝛽1 and 𝛼1 are coefficients 

reflecting covalencies between the d- and ligand-based orbitals in the ground and excited states, 

respectively. These parameters all contribute to the effective g value at a given orientation of the 

field with respect to the molecular frame. The static shift in molecular g values reflects the 

magnitude of SOC contributions to the ground state wavefunction. Modulation of SOC dominates 

the mechanisms of spin-lattice relaxation. As a result, the factors that minimize the impact of 

fluctuations of the SOC are implicit within the expression for 𝑔𝑚𝑜𝑙 such as increasing covalency, 

 

𝐸𝑞. 3.1 
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increasing 𝛥𝐸, or reducing 𝜆. Such factors have previously been discussed by others in the field, 

such as Eaton et al., and inform our understanding of relaxation in these S = ½ systems. We will 

detail the three contributions below. 

 Ground state orbital angular momentum of a free ion is quenched by the introduction of a 

ligand field, removing degeneracy of the states. This quench is achieved in both C4v and D4h 

symmetries of VOPc and CuPc, respectively. By perturbational treatment of spin-orbit coupling, 

higher lying spin-orbital eigenfunctions of the zero-order Hamiltonian will be mixed (slightly) into 

the ground state wavefunction by an applied magnetic field due to terms in the perturbation 

Hamiltonian. This reintroduces orbital angular momentum contributions to the ground state 

observables, such as the g value. Indeed, this is the origin of Eq. 3.1. The greater the separation 

between excited state and ground state, the less that state will mix and contribute to the g shift (as 

seen in the inverse dependence of 𝑔𝑚𝑜𝑙 on 𝛥𝐸. It is therefore important to consider the symmetry 

of the ground state wavefunction and the manifold of ligand-field excited states when considering 

transition metal electron spin qubit candidates. To the best of our knowledge, the specific ligand-

field transitions contributing to the g values of CuPc and VOPc have not been specifically 

observed, likely due to the intense intraligand π-π* transitions that dominate the electronic 

absorption spectrum. The energies of the transitions that contribute to 𝑔‖ were recently calculated 

to be similar in energy for CuPc and VOPc (22,165 and 22,745 cm-1, respectively).18 Thus, we 

would not expect the energetic separation of the ligand-field states to be the major contributor to 

the differential spin-lattice relaxation times in the V and Cu complexes regarded here. The energies 

of these excited states are also significantly higher than the Debye temperatures we calculated for 

CuPc (112.8 K/78 cm-1) and VOPc (119.6 K/83 cm-1), which affirms our decision not to include 

Orbach-type relaxation mechanisms into our model. 
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 We next consider ligand-metal covalency. We expect the covalency to be significantly 

larger in CuPc relative to VOPc as the unpaired electron in CuPc lies in the 𝑑𝑥2−𝑦2 orbital, which 

is oriented along the Cu-N bonds. In VOPc, the electron is located in 𝑑𝑥𝑦 and not along the V-N 

bond. 

 This is reflected experimentally in the observation of significant superhyperfine coupling 

between the electron spin and the 14N nuclear spin (I = 1) on the 𝑔⊥ features in CuPc EPR spectra 

with A(14N) = [45-50, 40-48] MHz. We were unable to resolve 14N superhyperfine structure in the 

EPR spectra of VOPc. The simulated line width (full-width at half-maximum) of VOPc is 1.5 mT 

(42 MHz at g = 2); this places an approximate upper bound on the four equivalently coupled 14N 

hyperfine constants as A(14N) < 10.5 MHz or less than a quarter than that observed in CuPc. 

Although increased covalency should benefit prolonged spin-lattice relaxation times, we observe 

more significant phonon/vibrational mode-mediated relaxation with increased temperature in 

CuPc relative to VOPc. It may be the case then that despite the more covalent Cu-ligand 

interaction, the magnitude of the SOC constant in Cu remains a large contributor to spin-lattice 

relaxation. 

 Finally, we will touch on hyperfine-mediated spin-lattice and phase memory relaxation. 

CuTTP was demonstrated to have similar Cu (~630 MHz) hyperfine and (~43 MHz) 

superhyperfine coupling constants to those we observe for CuPc (~650 and ~45 MHz for Cu and 

N, respectively). Single crystal and powder studies of CuTTP doped into ZnTTP have previously 

shown that the observed T1 times are independent of orientation and insensitive to the contributions 

from ligand superhyperfine, which further supports the importance of the SOC coupling constant 

to the temperature dependence of the relaxation times.23,35 
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Conclusions 

In summary, CuPc exhibits order of magnitude longer T1 times than VOPc at low 

temperatures (5 K). However, the T1 times decline more rapidly with increasing temperature in 

CuPc than in VOPc, which we attribute to more significant contributions of Raman and local 

vibrational mode relaxation pathways. In line with this, the Tm times become T1-limited in CuPc 

around 150 K and coherence cannot even be detected past 180 K, whereas the T1-limiting regime 

occurs near 300 K for VOPc. As mentioned, the goal for molecular qubit candidates is to produce 

qubits that exhibit long coherence times (>100 μs) at high temperatures. The Tm time is largely 

temperature-independent until becoming limited by T1. So, consideration must go to both 

increasing the Tm time of a given qubit candidate (which can be accomplished by removing nuclear 

spins as a source of spin flip-flop or hyperfine-mediated relaxation) as well as to extending the T1 

time at higher temperatures to allow for coherence to be observed (which can be considered by 

taking into account symmetry and spin-orbit interaction). 
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Chapter IV 

Entatic Effects on the Photophysical Processes in Copper Photosensitizers 
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Introduction 

 The ability to control the functional properties of transition metal coordination complexes 

is critical to our understanding and implementation of transition metal catalysts, photosensitizers, 

and metalloenzymes. Although many of the electronic properties of transition metal centers are 

determined first by the identity of the metal, oxidation state, and ligand-field symmetry of the inner 

coordination sphere, secondary coordination sphere effects including sterics may significantly 

impact the ground and excited state potential energy surfaces. Such an effect is observed in biology 

where the fold of a protein, long range hydrogen bonding, and electrostatics can serve to distort 

the ligand field at the metal site. The metal center may thus persist in an otherwise energetically 

activated geometry, known as the entatic or rack-induced state.1–15 

 In analogy to the entatic state observed in some metalloproteins, secondary coordination 

sphere steric effects have been detailed in small molecule coordination complexes, notably in Cu(I) 

bis-phenanthrolines (bis-phen).16–25 Cu(I) bis-phen complexes have garnered interest for their 

potential uses as first-row transition metal photosensitizers and thermally activated delayed 

fluorescence emitters. Cu(I) bis-phen complexes exhibit a pseudo-tetrahedral ground state 

geometry. The visible absorption spectrum of Cu(I) bis-phen complexes is typically dominated by 

metal-to-ligand charge transfer (MLCT) transitions.17,18,20,23 Absorption into the 1MLCT state 

generates a transient, formally Cu(II) center. Cu(II) is destabilized in a tetrahedral coordination 

environment and will tend to undergo Jahn-Teller tetragonal distortions towards a planar geometry, 

as illustrated in Figure 4.1. Intersystem crossing (ISC) then permits formation of a long-lived 

3MLCT state. Steric restraints can be introduced at the 2- and 9-positions on the phenanthroline 

moiety that attenuate the degree of flattening that occurs in the excited state. As a result, the 
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reorganization/excited state relaxation energies may be modulated, and the resulting excited state 

lifetimes of the 3MLCT state can be tuned over orders of magnitude.  

 

Figure 4.1 3MLCT excited state structural distortion in Cu(I) bis-phenanthroline complexes and 

their generalized excited state potential energy surfaces. The steric effects under consideration here 

inhibit the flattening of the dihedral angle upon formation of the 3MLCT excited state. 

 In this study we attempt to quantify the steric contributions to the ground and excited state 

potential energies surfaces involved in a range of Cu(I) bis-phen complexes by combined 

computational and experimental methods. In doing so, we demonstrate that the trends in the 

excited state lifetimes with respect to ligand sterics are rationalized in terms of the energy gap 

law.26,27 We will initially focus on the experimental contributions made to the project as a part of 

this thesis, which include synthesis, cyclic voltammetry, steady-state absorption and emission 

spectroscopy, as well as transient absorption (TA) spectroscopy to validate the computationally 

observed trends in reduction potential and 3MLCT lifetimes in the context of previous work on 
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such complexes. We will then summarize the computational work that comprised the core of the 

study. 

Experimental Results 

 To the goal of providing benchmark characterization of Cu(I) bis-phen complexes for the 

computational studies in this work, we focused our attention on several 2,9-dialkyl-substituted 

Cu(I) bis-phen complexes with increasing steric bulk in the 2,9-positions. [Cu(phen)2][PF6]
28, 

[Cu(dmp)2][PF6]
29, and [Cu(dsbp)2][PF6]

28 were synthesized according to literature procedures 

(dmp = 2,9-dimethyl-1,10-phenanthroline, dsbp = 2,9-di-sec-butyl-1,10-phenanthroline). We 

report here the synthesis and characterization of the related Cu(I) complex of 2-methyl-1,10-

phenanthroline ([Cu(mmp)2][PF6]).
30 The key parameters we targeted for benchmarking are the 

ground state reduction potential for the Cu(I/II) couple (E°), the excited state relaxation energies 

(γ), and the 3MLCT excited state lifetimes (τ). Cyclic voltammetry was performed to assess the 

Cu(I/II) reduction potential of the complexes. Gaussian fitting of low temperature emission data 

provides access to excited state relaxation energies via the fitted full-width half-maxima (FWHM) 

of the Gaussian bands.31 Finally, transient absorption allows us to track the excited state dynamics 

of the complexes and measure the excited state lifetimes. 

Synthesis of [Cu(mmp)2][PF6] 

 [Cu(mmp)2][PF6] was synthesized according to a modified literature procedure.30 A 

solution of 2-methyl-1,10-phenanthroline (194.2 mg, 1.0 mmol) in MeCN (3 mL) was added to 

[Cu(MeCN)4][PF6] (186.4 mg, 0.5 mmol) under N2(g) atmosphere. The deep red solution was then 

stirred for fifteen minutes and Et2O (~20 mL) was added to precipitate the product, which was then 

recrystallized via slow vapor diffusion of Et2O into a concentrated DCM solution of the product. 
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The resulting crystals were collected and washed with Et2O, yielding the product (near quantitative 

yield). 1H NMR (400 MHz, CDCl3): δ 2.48 (s, 6H), 7.81 (d, 2H), 7.88 (dd, 2H), 8.06 (m, 4H), 8.50 

(d, 2H), 8.57 (d, 2H), 8.86 (d, 2H), ppm. 13C NMR (400 MHz, CDCl3) δ 25.99, 125.29, 125.94, 

126.16, 127.06, 127.46, 129.59, 137.03, 137.24, 143.31, 143.71, 148.81, 158.02 ppm. 

Cyclic Voltammetry 

 The Cu(I/II) reduction potential for [Cu(phen)2][PF6], [Cu(dmp)2][PF6], and 

[Cu(mmp)2][PF6] were estimated using cyclic voltammetry (CV). CV was carried out with a Pine 

Instrument Company AFCBP1 biopotentiostat with the AfterMath software package. 

Measurements were performed in a three electrode cell, consisting of a glassy carbon working 

electrode (⌀ = 3.0 mm), a silver wire counter electrode, and a platinum wire reference electrode 

under a N2(g) atmosphere at room temperature in an M. Braun glovebox. Cyclic voltammograms 

were taken of 2 mM solutions of Cu bis-phen complex and 0.1 M [Bu4][PF6] electrolyte in dry 

dichloromethane. The ferrocene/ferrocenium (Fc/Fc+) redox couple or alternatively the 

decamethylferrocene/decamethylferrocinium (Fc*/Fc*+) redox couple were used as internal 

reference standards for all measurements. Those redox potentials referenced to Fc*/Fc*+ could 

then be converted to potentials vs. Fc/Fc+ by using the measured difference in redox potentials of 

the Fc*/Fc*+ and Fc/Fc+ under our conditions.32,33 
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Figure 4.2 Electrochemical data (CVs) for a variety of Cu(I) bis-phen complexes. (A) scan rate 

dependence of [Cu(phen)2][PF6] referenced vs Fc*/Fc*+; (B) CV data for [Cu(dmp)2][PF6] 

referenced vs Fc*/Fc*+; (C) scan rate dependence for [Cu(mmp)2][PF6] referenced vs Fc/Fc+. 

The CV data collected on [Cu(phen)2][PF6] (scan rate dependence), [Cu(dmp)2][PF6] (CV), 

and [Cu(mmp)2][PF6] (scan rate dependence) are presented in Figure 4.2. Although 

[Cu(dmp)2][PF6] and [Cu(mmp)2][PF6] exhibit cleanly reversible Cu(I/II) redox events,  

[Cu(phen)2][PF6] requires high scan rates to display relatively reversible CV features. Addition of 

ferrocene allows us to reference the reduction potential of each complex versus the 

ferrocene/ferrocenium couple. We convert these values versus NHE to compare across complexes 

reported in the literature as shown in Table 4.1. 

77 K Luminescence Experiments 

 

A

C

B
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 77 K emission spectra were collected in the Beckman Institute Laser Resource Center using 

a modified Jobin Yvon Spec Fluorolog-3 instrument employing two Ocean Optics EQDPro CCD 

spectrometers spanning 300 – 930 nm for detection. Samples run were 1 mM solutions of 

[Cu(dsbp)2][PF6], [Cu(dmp)2][PF6], and [Cu(mmp)2][PF6] in 1:1 toluene/dichloromethane after 

being degassed by sparging with N2(g) for 10 minutes. Samples were added to an EPR tube and 

glassed at 77 K in liquid N2. The sample compartment of the fluorimeter was purged with N2(g) for 

10 min prior to introduction of the sample. The glassed samples were then transferred to a vacuum-

sealed double-walled glass Dewar containing liquid N2. Samples were excited with a xenon arc 

lamp, employing a monochromator for wavelength selection, and emission was collected at 90 °. 

Once collected, emission spectra were fit to a minimum of three Gaussian peaks of equal full-

width half-maximum using nonlinear least squares estimation of the coefficients with the nonlinear 

regression fitting package in MATLAB. The excited state relaxation energy was then calculated 

from the fitted full-width half-maximum values. 

 The collected 77 K emission spectra for [Cu(dsbp)2][PF6], [Cu(dmp)2][PF6], and 

[Cu(mmp)2][PF6] are shown in Figure 4.3 along with the Gaussian fitting obtained from the data. 

Emission at 77 K could not be observed for [Cu(phen)2][PF6].
31 
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Figure 4.3 77 K emission spectra collected for [Cu(dsbp)2][PF6], [Cu(dmp)2][PF6], and 

[Cu(mmp)2][PF6] with 400 nm excitation with (A) normalized emission spectra of the three 

complexes overlayed with each other and the emission profile of (B) [Cu(dsbp)2][PF6], (C) 

[Cu(dmp)2][PF6], and (D) [Cu(mmp)2][PF6] fitted to a sum of three Gaussian curves (total fit 

shown in solid red, individual curves in dashed red). 

 In Figure 4.3A the overlay of the normalized emission traces shows a blue shift in the 

emission maximum λmax with increasing steric bulk in the 2,9-positions of the phenanthroline (dsbp 

> dmp > mmp). The signal-to-noise ratio also improves with increasing bulk due to overall higher 

emission intensity. This is consistent with previous literature. As the increasing bulk prevents 

relaxation of the 3MLCT into a tetragonal geometry, this potential energy surface is displaced 
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higher in energy relative to the ground state, resulting in higher energy emission. The excited state 

relaxation parameters acquired via Gaussian fitting also support this: dsbp (0.66 eV) < dmp (0.77 

eV) < mmp (1.13 eV). As the steric bulk hinders relaxation into the tetragonal geometry, the 

excited state relaxation energy will be less for bulkier substituents. 

Steady-State and Transient Absorption Spectroscopy 

 In order to characterize the optical properties [Cu(mmp)2][PF6], we collected steady-state 

absorption spectra as well as transient absorption spectra. We present the steady-state absorption 

data in Figure 4.4, performing Beer-Lambert analysis to ascertain the extinction coefficient at the 

λmax of the MLCT absorption band at 455 nm. 

 

Figure 4.4 (A) Concentration dependent visible absorption spectra for [Cu(mmp)2][PF6] in DCM 

(B) Concentration dependent absorbance at 455 nm and linear fit to extract the extinction 

coefficient. 

 

A B
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 Ultrafast transient absorption spectroscopy was acquired on the [Cu(mmp)2][PF6] sample  

with excitation at 410 nm. The spectra are shown in Figure 4.5 along with single wavelength 

kinetic fitting to ascertain the 3MLCT excited state lifetime. 

 

Figure 4.5 (A) Time cuts of the fsTA spectrum of [Cu(mmp)2][PF6] in DCM showing the spectral 

evolution over time; (B) a 2D plot of the data matrix over the time course of the instrument; (C) 

Single wavelength exponential fitting at 550 nm after the initial ~50 ps to extract the 3MLCT 

lifetime τ. 

 The time cuts of the fsTA spectrum show an excited state absorption (ESA) feature in the 

visible region spanning 500 – 750 nm. Over the first tens of picoseconds, the broad ESA blue shifts 

and sharpens into a long-lived ESA feature. This is consistent with previous TA experiments on 

Cu(I) bis-phen complexes, and the long-lived feature is consistent with the 3MLCT state. We fit 

the long-lived component near its maximum at 550 nm at times after the broad ESA feature blue 

shifts to the long-lived ESA (~50 ps). This gives us a 3MLCT excited state lifetime τ = 2.01 ns. 

Computational Results 

2,9-Alkyl Substituted Copper(I) Bis-phenanthrolines 

 

A B C
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The reduction potentials (E°s) and 3MLCT excited state lifetimes (τ) for a variety of Cu(I) 

bis-phen complexes have been reported in the literature.17,18,23,31,34–38 Among these are six 

homoleptic Cu(I) bis-phen complexes differing only in the alkyl group at the 2,9-position of the 

phenanthroline ligand (viz., 1,10-phenanthroline (phen), 2,9-dimethyl-1,10-phenanthroline (dmp), 

2,9-dibutyl-1,10-phenanthroline (dbp), 2,9-dineopentyl-1,10-phenanthroline (dnpp), 2,9-di-sec-

butyl-1,10-phenanthroline (dsbp), and 2,9-di-tert-butyl-1,10-phenanthroline (dtbp)). Solely 

changing the alkyl group at the 2,9-positions tunes the Cu(I/II) E° over ~600 mV and 3MLCT 

lifetimes by greater than four orders of magnitude (e.g., from 140 ps (bis-phen) to 3.26 μs (bis-

dtbp) in DCM).18 These systematic structure/function variations thus provide an opportunity to 

quantify steric contributions in photophysical processes. Indeed, our examination of these 

complexes demonstrates that tuning the steric bulk of the alkyl chains at the 2,9-positions has a 

quantifiable effect on τ. In the following sections, we first correlate experimental and 

computational E°s to evaluate potential entatic state contributions. Analyses are then extended to 

ground state inner sphere reorganization energies (λis) for Cu(I/II) redox and, finally, to Cu(I/II) 

3MLCT excited state inner sphere relaxation energies (γis) and energy gaps. As shown below, 

entatic energies depend on the model used to quantify them. For Cu-photosentizers, we have 

determined that excited state relaxation energies provide a means to quantify purely steric 

contributions to 3MLCT dynamics (vide infra). 

 As pointed out recently for Cu(I) bis-phen complexes,39 variations in E°s and τs reflect the 

same structural distortion (Figure 4.1); therefore, one can draw a correlation between these 

experimental observables to quantify entatic contributions to photophysical dynamics. 

Experimental and calculated E°s for Cu(I) bis-phen and the 2,9-alkyl substituted complexes are 

given in Table 4.1 and Figure 4.6. The best agreement between theory and experimental E°s in 
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DCM is observed for the BP86 functional. Thus, if not specified, calculated values correspond to 

values obtained using the BP86 exchange correlation functional. Within this functional, the best 

agreement is observed for the bulkier substituents (e.g., bis-dbp, -dsbp, and -dtbp). For bis-phen 

and -dmp, however, the calculated E°s (1.071 and 1.259 V, respectively) are higher than those 

observed experimentally (0.84 and 0.99 V, respectively). Furthermore, there is a fairly large E° 

difference between bis-phen and bis-dmp complexes relative to the other complexes with E°s 

reported in the literature (Table 4.1). For a more reliable overall comparison across the series, it is 

useful to fill this gap. Doing so is also important for analyzing 3MLCT lifetimes and relaxation 

energies (vide infra). We therefore synthesized the homoleptic Cu(I) complex with a 2-methyl-

1,10-phenanthroline (mmp) ligand (bis-mmp)30 and measured its E° (0.99 V) and photophysical 

properties for the first time. Similar to bis-phen and -dmp, the calculated E° (1.145 V) is higher 

than that observed experimentally. We return to this difference below (vide infra). 
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Figure 4.6 Comparison between experimental and calculated E°s for phen and 2,9-alkyl 

substituted complexes. 

Table 4.1. Experimental and Calculated E°s (V vs. NHE) for 2,9-alkyl substituted bis-phen 

complexes. 

Ligand BP86 

(eV) 

TPSSh (eV) B3LYP (eV) Experiment (V) BP86 – Exp. 

(V) 

phen 1.071 0.716 0.624 0.84a 0.23 

phen* 0.769 0.376 0.303 0.84a -0.07 

mmp 1.145 0.823 0.740 0.99a 0.16 

mmp* 1.048 0.702 0.612 0.99a 0.06 

dmp 1.259 0.978 0.887 1.19a 0.07 

dmp* 1.201 0.920 0.826 1.19a 0.01 

dbp 1.318 1.065 0.987 1.31b 0.01 

dnpp 1.248 0.983 0.909 1.31b -0.06 

dsbp 1.341 1.087 1.042 1.38b -0.04 

dmp-

dtbp 

1.459 1.243 1.197   

dtbp 1.401 1.205 1.218 1.40c 0.00 

*Optimized structure includes a weak H2O interaction as discussed in the text. 

a This work 

b Ref 34 

c Ref 38 

As discussed above for E°, there is a nearly three order of magnitude gap between the τs 

of bis-phen and bis-dmp complexes (0.14 vs. 90 ns, respectively). We therefore measured the 
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3MLCT lifetime of bis-mmp in DCM. The absorption data and corresponding transient absorption 

data for bis-mmp are given in Figures 4.4 and 4.5 (excitation at 410 nm). Fits to the decay of the 

excited state absorption at 550 nm give a lifetime of 2 ns. Note that the correlations presented in 

Figures 4.6 and 4.7 below predicted a similar lifetime for bis-mmp a priori; this observation points 

to the predictive and interpretive power of the correlations addressed herein. The latter in particular 

is elaborated on through comparisons to other Cu(I)-based photosentizers in the Discussion 

section. 

Experimental ln(τ)s are correlated to experimental E°s for bis-phen and the 2,9-alkyl 

substituted Cu(I) complexes in Figure 4.7. Given the broad range of structures, E°s, and lifetimes 

over these seven complexes, this linear correlation can provide a means to estimate an entatic 

energy. The slope and y-intercept of the correlation between ln(τ) and E°, along with the 

corresponding regression analysis at the 95% confidence interval, provides an entatic energy of 

3.2 ± 0.7 kcal/mol (0.14 ± 0.03 eV) for one order of magnitude change in τ. The experimental τs 

of the complexes considered in Figure 4.7 span many orders of magnitude; translating to this 

experimental window in 3MLCT lifetime equates to an entatic energy of 12.9 ± 2.9 kcal/mol (0.56 

± 0.13 eV) for a four orders of magnitude change in τ. 
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Figure 4.7 The correlation between experimental E°s and ln(𝜏)s for bis-phen and 2,9-alkyl 

substituted Cu(I) complexes. The linear fit has an R2 = 0.963 and the equation y = (15.89 V-1)x + 

15.14.  

While the correlation between E° and ln(τ) is a potentially attractive means of determining 

entatic energies, solvation contributions can affect the Cu(I/II) E°. For instance, E° for bis-dmp 

can shift quite dramatically when measured in different coordinating solvents (e.g., a shift of -0.16 

or -0.29 V is observed moving from DCM to CH3CN or DMSO, respectively31). This solvent effect 

was successfully modeled assuming fast, reversible coordination upon oxidation, with little solvent 

binding to Cu(I).31 In addition to ground state redox, solvent interactions have also been invoked 

and discussed for Cu-based excited state 3MLCT formation and decay.18 In the former case, 

coordination to Cu(II) stabilizes the oxidized state relative to the reduced state; this differential 

oxidation state stabilization decreases E°. Here, however, focusing solely on noncoordinating 

DCM allows us to effectively reduce contributions from direct solvent coordination to Cu(II) as 

much as possible and therefore provide a more accurate quantification of entatic contributions to 
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E°. Nonetheless, despite being carried out in DCM, the electrochemical data for Cu(I) bis-phen is 

quasi-reversible, and high scan rates (>600 mV/s) are required. Thus, for the less solvent protected 

ligand sets, there are likely interactions between the oxidized state and some combination of 

solvent, electrode surface, and/or counter ion that can potentially contribute to E°. However, this 

selective interaction for Cu(II) is not accounted for using continuum solvation calculations, and 

we therefore attribute the discrepancies noted above (vide supra) between calculated and 

experimental potentials for bis-phen, -mmp, and -dmp complexes to this differential oxidation state 

stabilization. Note the deviations between experiment and theoretical E°s are 0.23, 0.16, and 0.07 

V for bis-phen, -mmp, and -dmp, respectively, supporting the diminished differential oxidation 

state stabilization across this series as ligand bulk is increased. Importantly, this observation also 

suggests that solvent contributions can affect the correlation between E° and ln(τ), and thus the 

quantification of entatic contributions. For example, using the computational values of E°, which 

should represent a limit where no differential Cu(II) interactions are present, the correlation 

between E° and ln(τ) gives entatic energies of 1.7 ± 0.5 (0.07 ± 0.02 eV) and 6.8 ± 2.1 kcal/mol 

(0.29 ± 0.09 eV), respectively, for one and four orders of magnitude change in τ. These values are 

less than the 3.2 ± 0.7 (0.14 ± 0.03 eV) and 12.9 ± 2.9 kcal/mol (0.56 ± 0.13 eV) using experimental 

E°s (vide supra), which further indicates that differential oxidation state stabilization can affect 

the correlation between E° and ln(τ), and thus the entatic energy. 

The differential oxidation state interactions can be evaluated by including the effects of a 

weakly coordinating ligand interaction (H2O) in Cu bis-phen, -mmp, and -dmp complexes 

(denoted bis-phen*, -mmp*, and -dmp*). Note the Cu(II)–OH2 bond in bis-phen* is weak (~2.4 

and ~2.5 Å in the oxidized and 3MLCT states, respectively) and significantly weaker in bis-mmp* 

(~2.9 and ~3.0 Å in bis-mmp*). Water does not bond to Cu(II) in bis-dmp*. Differential oxidation 
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state stabilization in bis-phen* lowers the calculated E° (BP86) from 1.07 to 0.77 V vs. NHE 

(Table 4.1), in better agreement with experiment. Additionally, including the oxidation state 

selective interactions in bis-mmp* and -dmp* lowers the calculated E°s to 1.048 and 1.201 V, 

respectively, both improved relative to experiment. Lastly, correlating the calculated E°s and ln(τ) 

using these values for bis-phen*, -mmp*, and -dmp* gives entatic energies of 3.3 ± 0.9 (0.14 ± 

0.04 eV) and 13.1 ± 3.6 kcal/mol (0.57 ± 0.16 eV) for one and four orders of magnitude change in 

τ, respectively, in excellent agreement with values from purely experimental E°s (vide supra). 

In addition to sterics, the difference in electron-donating ability of the 2,9-alkyl substituents 

relative to –H can contribute to E° by preferentially stabilizing the oxidized over the reduced state. 

Here steric vs. electronic contributions can be decomposed using “H–capped” versions of the 2,9-

alkyl substituents, which involve replacing the 2,9-alkyl group with an H atom and keeping the 

geometry completely unperturbed otherwise. Indeed, calculated E°s are sensitive to H–capping. 

For example, for bis-dtbp, -dsbp, and -dmp, the difference in calculated E° between H–capped and 

uncapped structures is 0.148, 0.040, and 0.013 V, respectively, showing a systematic decrease with 

increasing electron-donating ability across the series. These contributions can also affect the 

correlation between E° and ln(τ). Using the calculated H–capped values and correlating with 

experimental ln(τ)s results in entatic contributions for one and four orders of magnitude change in 

τ of 2.2 ± 1.0 (0.10 ± 0.04 eV) and 8.8 ± 4.1 kcal/mol (0.38 ± 0.18 eV), respectively. While the 

correlation for the H–capped structures is not as tight, these results suggest that the entatic 

contribution for the H–capped structures is larger than for the uncapped structures and that the 

electron-donating ability of the alkyl group opposes the entatic state. For a clearer comparison, τ 

increases from 0.14 to 3260 ns going from bis-phen to bis-dtbp. The calculated E°s for these 

structures vary by 0.330 V (~7.6 kcal/mol) in the uncapped structures. This difference increases to 
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0.476 V (~11.0 kcal/mol) in the H–capped structures. Therefore, the intrinsic entatic energy from 

bis-phen to bis-dtbp is opposed by the electron-donating dtbp group, consistent with the analyses 

using the slope of E° vs. ln(τ). 

 In summary, for this series of Cu photosensitizers, experimental E°s correlate linearly with 

τ over four orders of magnitude in lifetime. The slope of this correlation provides a potential 

quantitative estimate of the entatic contributions to τ. From experiment, the entatic energy is 

estimated to be 12.9 ± 2.9 kcal/mol (0.56 ± 0.13 eV) for a four order of magnitude increase in τ. 

However, differential oxidation state interactions over this series of complexes can affect the 

correlation and result in an overestimation of the entatic energy. This is exemplified by comparing 

the entatic energies from calculated E°s with and without differential oxidation state interactions 

(6.8 ± 2.1 kcal/mol (0.29 ± 0.09 eV) and 13.1 ± 3.6 kcal/mol (0.57 ± 0.16 eV), respectively, for a 

four order of magnitude increase in excited state lifetime). Additionally, steric and electronic 

contributions to the slope can be decomposed using H–capped vs. uncapped structures. Analyses 

of these structures indicate that the electron-donating ability of the 2,9-alkyl substituents oppose 

the entatic contributions to the potentials and lifetimes from sterics; this is exemplified by the bis-

phen to bis-dtbp comparison described above, for which the entatic energy is opposed by electron-

donation by ~3 kcal/mol (~0.1 eV). 

Entatic Contributions and Cu(I/II) Reorganization Energies 

Entatic states have been invoked to rationalize the small reorganization energies of 

biological electron transfer active sites, which for T1 Cu active sites (e.g., plastocyanin, azurin) 

range from 0.7–1.2 eV.40,41 This value contains contributions from outer sphere reorganization as 

well, and the inner sphere contribution is thought to be ~0.4 eV. Here we use λis as an alternative 
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means of quantifying entatic contributions to excited state processes, as they better capture the 

relative curvatures of the potential energy surfaces involved in redox and photophysical processes. 

The approach described by Ryde et al.42,43  has been applied successfully in calculating the 

λis for a wide-range of Cu complexes. Here λis have been calculated for a series of bis-phen and 

2,9-alkyl Cu(I) complexes (Table 4.2). λi for bis-phen is calculated to be 1.06 eV (BP86). For 

comparison, this value is lower than that reported by Ryde et al. for Cu(I/II)(NH3)4 (1.40 eV),42 

which reflects the increased steric constraints provided by the phen ligand relative to NH3. Note 

the majority of λi for Cu(I/II)(NH3)4 derives from the tetragonal distortion.41,42 Beyond E°, 

additional insights regarding entatic contributions, including potential energy surfaces and their 

curvatures, can be determined from ground state λis. 

As discussed above, a correlation can be drawn between the calculated ground state λis and 

the experimental ln(τ)s. This correlation, given in Figure 4.8A, is also linear and provides entatic 

contributions for one and four orders of magnitude change in τ of 4.3 ± 0.6 and 17.3 ± 2.2 kcal/mol. 

These calculated λis are free from differential oxidation state contributions, as was evaluated above 

for redox potentials. For comparison, using bis-phen*, -mmp*, and -dmp* in the correlation 

provides entatic contributions for one and four orders of magnitude change in τ of 5.4 ± 0.5 and 

21.7 ± 2.0 kcal/mol. 

Table 4.2 Comparisons between excited state lifetimes and calculated ground state 

reorganization energies, excited state relaxation energies, and energy gaps for 2,9-alkyl 

substituted bis-phen complexes.a 

Ligand 𝜏 (ns) ln(𝜏) 𝜆 (eV)b 𝜆 (eV)c 𝛾 (eV)b 𝛾 (eV)c EG (eV)b EG (eV)c 
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phen 0.14 -1.97 0.994  

(22.9) 

1.064  

(24.5) 

1.434 

(33.1) 

1.428  

(32.9) 

0.778 

(17.9) 

0.767 

(17.7) 

phen*   1.067  

(24.6) 

1.222  

(28.2) 

1.391 

(32.1) 

1.411  

(32.5) 

0.655 

(15.1) 

0.627 

(14.5) 

mmp 2d 0.69 0.706  

(16.3) 

0.763  

(17.6) 

1.114 

(25.7) 

1.112  

(25.6) 

1.044 

(24.1) 

1.029 

(23.7) 

mmp*   0.802  

(18.5) 

0.922  

(21.3) 

1.202 

(27.7) 

1.202  

(27.7) 

0.944 

(21.8) 

0.932 

(21.5) 

dmp 90 4.50 0.484  

(11.2) 

0.521  

(12.0) 

0.910 

(21.0) 

0.890  

(20.5) 

1.377 

(31.8) 

1.360 

(31.4) 

dmp*   0.481  

(11.1) 

0.526  

(12.1) 

0.865 

(19.9) 

0.867  

(20.0) 

1.330 

(30.7) 

1.321 

(30.5) 

dbp 150 5.01 0.445  

(10.3) 

0.458  

(10.6) 

0.747 

(17.2) 

0.725  

(16.7) 

1.507 

(34.8) 

1.507 

(34.8) 

dnpp 260 5.56 0.388  

(9.0) 

0.393  

(9.1) 

0.665 

(15.3) 

0.664  

(15.3) 

1.418 

(32.7) 

1.423 

(32.8) 

dsbp 400 5.99 0.397  

(9.2) 

0.407  

(9.4) 

0.715 

(16.5) 

0.716  

(16.5) 

1.511 

(34.8) 

1.515 

(34.9) 
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dmp-dtbp 730e 6.59 0.383  

(8.8) 

0.381  

(8.8) 

0.616 

(14.2) 

0.621  

(14.3) 

1.658 

(38.2) 

1.649 

(38.0) 

dtbp 3260 8.09 0.176  

(4.1) 

0.183  

(4.2) 

0.312 

(7.2) 

0.312  

(7.2) 

1.896 

(43.7) 

1.894 

(43.7) 

*Optimized structure includes a weak H2O interaction as discussed in the text. 

a Unless indicated, lifetimes were taken from Table 1 of Ref 21 and references cited therein. 

Parenthetical values in kcal/mol. 

b Gas phase. 

c CPCM corrected. 

d This work. 

e Ref 38. 

 

 

Figure 4.8 Correlations between ln(𝜏)s and (A) ground state reorganization energies, (B) excited 

state relaxation energies, and (C) energy gaps for bis-phen and the 2,9-alkyl substituted Cu(I) 

complexes. The linear fit (black line) is shown for BP86. For A, the fit has R2 = 0.984 and the 

equation y = (-12.06 eV-1)x + 10.59. For B, R2 = 0.956 and the equation y = (-9.58 eV-1)x + 12.05. 

For C, R2 = 0.965 and the equation y = (9.23 eV-1)x + 8.55.  

A B C
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As presented above for ground state redox, the λis can be corrected for electron-donating 

effects of the 2,9-alkyl substituents to decompose the steric and electronic contributions to λi by 

analyzing the H-capped structures. The H–capped results provide entatic contributions for one and 

four orders of magnitude in τ of 4.4 ± 0.7 and 17.7 ± 3.0 kcal/mol. These values are similar to 

those obtained from uncapped structures, indicating that, unlike E°s, electron-donating effects are 

minimized in the evaluation of λi. Thus, the entatic contributions estimated using λi are largely due 

to sterics and further suggest sterics play a more significant role in excited state lifetimes than 

electron-donating contributions. This is corroborated below using excited state relaxation energies. 

Lastly, entatic contributions estimated for over four orders of magnitude change in τ are 

similar between gas phase and CPCM solvation approaches (15.7 ± 2.4 and 17.3 ± 2.2 kcal/mol, 

respectively). This observation further supports that λis more so reflect geometric/steric 

contributions as opposed to solvation and/or electron-donating effects. 

In summary, for this series of Cu(I) photosensitizers, the calculated λis correlate linearly 

with ln(τ) over four orders of magnitude in τ. The slope of this correlation provides a potential 

quantitative estimate of the entatic contributions to the excited state lifetimes. The entatic energy 

using this method is estimated to be 17.3 ± 2.2 kcal/mol for a four order of magnitude increase in 

τ. In contrast to E°s, differential oxidation state interactions over this series of complexes has a 

significantly smaller effect on the correlation between energetics and ln(τ). Furthermore, electron-

donating effects, estimated using the comparison between H–capped and uncapped structures, are 

minimized in λis, which results in similar estimates of entatic contributions. 

Entatic Contributions and Cu(I/II) Metal-to-Ligand Charge Transfer Relaxation 
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In addition to λis, the same methodology can be translated to estimate excited state 3MLCT 

relaxation energies (γis). The calculated γis are given in Table 4.2, and their correlation with 

experimental ln(τ) is given in Figure 4.8B. This correlation provides entatic contributions of 5.3 ± 

1.1 and 21.2 ± 4.5 kcal/mol, respectively, for one and four orders of magnitude change in τ. 

 To provide an experimental calibration, 77 K emission spectra were collected on 

[Cu(dsbp)2][PF6] and [Cu(dmp)2][PF6] complexes in 1:1 toluene/DCM glasses, and experimental 

bandwidths and fittings provide γis of 0.66 and 0.77 eV, respectively.44 These values are in fair 

agreement with those calculated for bis-dsbp and -dmp complexes (0.715 and 0.910 eV, 

respectively) and are in good agreement with the overall correlation between ln(τ) and γi for bis-

phen and the 2,9-alkyl complexes (Figure 4.8B, pink circles). 

 As done above, the potential role of differential solvation can be evaluated using the γis 

estimated for bis-phen*, -mmp*, and -dmp*. Using these structures in the correlation, entatic 

energies for one and four orders of magnitude in τ are estimated to be 5.5 ± 1.0 and 21.8 ± 4.1 

kcal/mol, respectively. Furthermore, the role of electron-donation can be evaluated using the H–

capped and uncapped structures. Using the H–capped structures gives entatic contributions of 5.2 

± 1.4 and 20.8 ± 5.5 kcal/mol, respectively, for one and four orders of magnitude change in τ. As 

with λis, γis provide very similar entatic contributions using H–capped vs. uncapped structures, 

both suggesting that excited state lifetimes are largely governed by sterics, and electron-donating 

contributions from the 2,9-alkyl groups are minimal. Furthermore, entatic contributions over four 

orders of magnitude in τ are similar between gas phase and PCM solvation approaches (21.3 ± 4.8 

and 21.2 ± 4.5 kcal/mol, respectively). This further supports the observation that the calculated γis 

purely reflect geometric and steric contributions to the relaxation energy. 
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In summary, for this series of Cu photosensitizers, the calculated γis correlate linearly with 

ln(τ) over four orders of magnitude in τ. The slope of this correlation provides a potential 

quantitative estimate of the entatic contributions. The entatic energy estimated for four orders of 

magnitude in τ using the uncapped structures (21.2 ± 4.5 kcal/mol) is essentially identical to those 

determined using H–capped structures (20.8 ± 5.5 kcal/mol) or those accounting for differential 

oxidation state stabilization (21.8 ± 4.1 kcal/mol). Additionally, gas phase and PCM corrected 

calculations provide essentially identical entatic contributions. Thus, correlating γis and 

experimental τs provides a robust means to quantify purely geometric and steric contributions from 

the entatic state. As discussed below, we therefore use this correlation to provide a comparison to 

a variety of classes of Cu-based photosensitizers reported in the literature. 

 

Entatic Contributions and the Cu(I/II) Metal-to-Ligand Charge Transfer Energy Gap 

In addition to λis and γis, we can apply the same correlation between ln(τ) and the calculated 

energy gap between the 3MLCT excited state and the reduced ground state in the equilibrium 

structure of the 3MLCT excited. These energies are reported in Table 2 and are correlated with 

ln(τ) in Figure 4.8C. This correlation provides entatic contributions of 5.6 ± 1.0 and 22.2 ± 4.2 

kcal/mol, respectively, for one and four orders of magnitude change in τ. This is in good agreement 

with entatic estimates using γis. 

 As done above, the potential role of differential solvation can be evaluated using the energy 

gaps for bis-phen*, -mmp*, and -dmp*. Using these structures in the correlation, entatic energies 

for one and four orders of magnitude in τ are estimated to be 6.4 ± 0.9 and 25.6 ± 3.8 kcal/mol, 

respectively. Furthermore, using the H–capped structures gives entatic contributions of 5.5 ± 1.6 
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and 22.1 ± 6.2 kcal/mol, respectively, for one and four orders of magnitude change in τ. As with 

λis and γis, energy gaps provide very similar entatic contributions using H–capped vs. uncapped 

structures, both suggesting that excited state lifetimes are largely governed by sterics, and electron-

donating contributions from the 2,9-alkyl groups are minimal. Furthermore, entatic contributions 

over four orders of magnitude in τ are similar between gas phase and PCM solvation approaches 

(21.9 ± 4.3 and 22.2 ± 4.2 kcal/mol, respectively). This further supports the observation that the 

calculated λis, γis, and energy gaps purely reflect geometric and steric contributions to the 

relaxation energy. 

 In summary, similar to λis and E°s, the entatic energetics from the energy gap are somewhat 

sensitive to differential solvation, whereas γis appear to provide entatic energies that reflect steric 

contributions over this series of Cu bis-phen-based complexes. From these data, the entatic state 

can provide a strong influence over dynamics that can be described by the energy gap law.  

Discussion 

Photosensitizers have a broad range of applications, including solar electricity generation, 

solar fuels catalysis, photoredox catalysis, and OLEDs. Their applicability hinges on excited state 

lifetimes and excited state redox potentials. In terms of the former, much discussion has revolved 

around sterics and increasing structural rigidity. For Cu-based photosensitizers, the direct 

correlation between their excited state structural changes and the ground state redox properties of 

electron transfer active sites of metalloproteins has inspired an extension of the entatic/rack-

induced state to photosensitizer dynamics.39,45 While a core concept in bioinorganic chemistry and 

a powerful way to inspire new ligand design, the entatic state is difficult to quantify, and there are 

only a few examples in the literature where this has been accomplished.46–50 Here we have 

leveraged correlations between 3MLCT excited state lifetimes of Cu(I) bis-phen complexes and 



118 

 

their corresponding E°s, λis, γis, and energy gaps (Figures 4.8A/B/C, respectively). These linear 

correlations are observed for over four orders of magnitude change in τ and provide a direct means 

to quantify entatic state contributions to the excited state dynamics of a broad range of Cu(I)-based 

photosensitizers. 

There can be differences in the quantified entatic energies, however, depending on which 

correlation is used. A summary of values for different approaches is given in Table 4. When using 

E°s, there can be significant contributions from differential oxidation state stabilization, which, for 

Cu(I) bis-phen complexes, stabilizes the oxidized over the reduced state and lowers the redox 

potential. This can affect the correlation between ln(τ) and redox potential. For example, from 

Table 4, the correlation between ln(τ) and experimental redox potential provides an estimate of an 

entatic contribution of 12.9 ± 2.9 kcal/mol for a four order of magnitude change in τ, while the 

same correlation using calculated values of redox potentials gives 6.8 ± 2.1 kcal/mol. The 

difference between these values largely derives from the overestimation of the calculated E°s of 

bis-phen, -mmp, and -dmp complexes. This overestimation decreases the slope of the ln(τ)/E° 

correlation and gives rise to a lower value of entatic energy. Above, it was shown that accounting 

for the differential oxidation state stabilization for the three complexes (using bis-phen*, -mmp*, 

and -dmp*) results in a slope of 13.1 ± 3.6 kcal/mol, in much better agreement with experiment. 

Lastly, by using H–capped structures, it was demonstrated that electron donating effects of the 2,9-

alkyl substituents can oppose the entatic state contributions (e.g., by ~3 kcal/mol for bis-phen vs. 

bis-dtbp). 

Table 4.3. Entatic state analyses.a  
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Method R2 slope 

(eV) 

y-int 

(eV) 

Entatic  

(kcal/mol)b 

Entatic  

(kcal/mol)c 

E° (1)d 0.963 0.0606 0.9616 3.2 ± 0.7 12.9 ± 2.9 

E° (2)e 0.935 0.0322 1.1264 1.7 ± 0.5 6.8 ± 2.1 

E° (3)f 0.946 0.0616 0.9440 3.3 ± 0.9 13.1 ± 3.6 

E° (4)g 0.857 0.0414 1.1243 2.2 ± 1.0 8.8 ± 4.1 

λi (1)h 0.984 -0.0816 0.0873 4.3 ± 0.6 17.3 ± 2.2 

λi (2)i 0.992 -0.1020 1.0010 5.4 ± 0.5 21.7 ± 2.0 

λi (3)j 0.972 -0.0832 0.8817 4.4 ± 0.7 17.7 ± 3.0 

λi (4)k 0.977 -0.0740 0.8156 3.9 ± 0.6 15.7 ± 2.4 

γi (1)h 0.956 -0.0998 1.2383 5.3 ± 1.1 21.2 ± 4.5 

γi (2)i 0.966 -0.1027 1.2571 5.5 ± 1.0 21.8 ± 4.1 

γi (3)j 0.934 -0.0979 1.2378 5.2 ± 1.4 20.8 ± 5.5 

γi (4)k 0.952 -0.1002 1.2461 5.3 ± 1.2 21.3 ± 4.8 

EG (1)h 0.965 0.1046 0.9424 5.6 ± 1.0 22.2 ± 4.2 

EG (2)i 0.978 0.1205 0.8395 6.4 ± 0.9 25.6 ± 3.8 

EG (3)j 0.926 0.1043 0.9172 5.5 ± 1.6 22.1 ± 6.2 
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EG (4)k 0.962 0.1032 0.9539 5.5 ± 1.1 21.9 ± 4.3 

a Error analyses conducted at the 95% confidence interval. 

b One order of magnitude change in τ. 

c Four orders of magnitude change in τ. 

d Using experimental E°s. 

e Using calculated E°s (uncapped). 

f Using calculated E°s with differential oxidation state stabilization (bis-phen*, -mmp*, and -

dmp*). *Optimized structure includes a weak H2O interaction as discussed in the text. 

g Using calculated E°s (H–capped). 

h Using calculated energies (uncapped). 

i Using calculated energies with differential oxidation state stabilization (bis-phen*, -mmp*, and -

dmp*). 

j Using calculated energies (H–capped). 

k Using calculated energies (uncapped, gas phase). 

Overall, the sensitivity to differential oxidation state contributions, largely stemming from 

the fact that the total oxidation state changes during redox (i.e. Cu(I/II)), in addition to 

contributions from electron-donating/-withdrawing effects of the 2,9-alkyl groups, suggests that 

using the correlation between E° and ln(τ) is not an ideal way to quantify entatic states in 

photophysical processes. This is perhaps not surprising given that ground state potentials are 

thermodynamic quantities and do not take into account important contributions from shifts and 

changes in curvature of the excited state potential energy surfaces when an entatic state is present. 

 The extension of the correlation to λis alleviates some of the issues presented using E°s. 

The entatic energies estimated using the correlations with calculated λis are also given in Table 4. 

Here the correlation provides an entatic energy of 17.3 ± 2.2 kcal/mol, and differential oxidation 

state stabilization using bis-phen*, -mmp*, and -dmp* provides an entatic energy that varies less 

relative to the same comparison using redox potentials (21.7 ± 2.0). Additionally, the entatic 
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energy is not sensitive to electron-donating/-withdrawing effects (i.e. H–capped vs. capped, 17.3 

± 2.2 vs. 17.7 ± 3.0 kcal/mol, respectively). These observations are also mirrored by the use of 

calculated γis, which provide an entatic energy of 21.2 ± 4.5 kcal/mol for a four order of magnitude 

change in τ. This value is similar when incorporating differential oxidation state stabilization, H–

capped vs. uncapped structures, or gas phase vs. PCM calculations (Table 4.3), which indicates it 

is a robust, general means to estimate entatic contributions to photophysical processes. This 

correlation is used below to quantify entatic energies across other types of Cu(I)-based 

photosensitizers. 

Conclusion 

This study has developed a combined experimental and computational methodology to 

quantify entatic contributions to photophysical processes, with specific applications to a broad 

range of Cu-based photosensitizers and luminescent complexes. This methodology is based on the 

observation that experimental 3MLCT excited state lifetimes for a range of Cu(I) bis-phen 

complexes correlate with redox potentials, ground state inner sphere reorganization energies, and 

excited state relaxation energies and energy gaps over four orders in magnitude in time. These 

correlations provide a means to directly quantify entatic contributions to the 3MLCT excited state 

lifetimes over an entire class of photoactive metal complexes. Furthermore, the correlations in 

Figure 4.8 provide a means to benchmark the potential performance characteristics of new 

complexes before embarking on their syntheses. Lastly, within Cu(I)-based photosensitizers, 

entatic states are found here to reach ~20 kcal/mol relative to the conformationally flexible 

[Cu(phen)2]
+. Being the largest entatic states yet quantified, these energetics are significant relative 

to typical chemical driving forces and barriers, suggesting entatic state descriptors will be valuable 

to extend to new classes of molecules and materials with interesting functional properties involving 
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the coupling between electron and vibrational dynamics. Our laboratory is currently extending 

these analyses to quantifying entatic states in (photo)catalytic and (photo)magnetic materials. 
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Chapter V 

Time-Resolved Electron Paramagnetic Resonance Spectroscopy on HDPP-Pent, Li2(DPP-

Pent)2, and KDPP-Pent 
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Introduction 

 Singlet fission is a multiexciton generating process by which two triplets may be generated 

from one singlet exciton.1 This process proceeds through a correlated triplet pair state M(TT). 

Although the singlet character of the M(TT) state provides a spin-allowed pathway between singlet 

and triplet manifolds, the coupling of two triplets gives rise to nine states of different spin 

multiplicities.2–4 In the high-field limit, these sublevels will approach the eigenstates of the �̂�2 and 

�̂�𝑧 operators and represent states of singlet, triplet, and quintet multiplicity. Recent reports using 

time-resolved electron paramagnetic resonance (TREPR) spectroscopy have elucidated the 

formation of quintet states via singlet fission in material and molecular systems. The features of 

these TREPR spectra often suggest that the quintet is generated in a strongly exchange coupled 

triplet pair (J >> D), such that the eigenstates are roughly of pure spin multiplicity.5–13 

 The triplet pair states play a vital role in the singlet fission conversion process from singlet 

to free triplets that might be harvested in a solar energy device. Additionally, recent interest has 

been given to the triplet pair state for quantum information science because the triplet pair 

represents a maximally entangled state.5,14,15 Ideally, in quantum information science, one can 

initialize the system with a high degree of polarization, which is possible for the triplet pair states. 

Recent investigations have demonstrated that the spin polarization of the quintet observed by 

TREPR is highly dependent on the relative orientation of the chromophores and their relative 

orientation with the applied magnetic field. Strict alignment of the molecular axes with each other 

and with the field produces maximal spin polarization, largely in the Ms = 0 sublevel.15 

As this example shows, it is critically important to be able to understand the structural and 

electronic properties of singlet fission systems that give rise to different properties of the triplet 

pair states if we are to rationally design and apply them. To that end, molecular bipentacenes can 
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be very useful to study and compare with respect to their TREPR data to trace polarization and 

time evolution of the quintet triplet pair states and uncorrelated triplet features. In this chapter we 

present results and preliminary analysis regarding the TREPR spectra collected on HDPP-Pent, 

Li2(DPP-Pent)2, and KDPP-Pent. Appendix C contains the theoretical framework in the 

construction of triplet pair spin operators and spin Hamiltonians. 

Time-Resolved EPR Spectroscopy 

 In time-resolved EPR (TREPR), a laser flash is applied to the sample and an EPR signal 

can be collected at certain time delays after the flash (DAFs). As a result, high-spin excited states 

may be probe by EPR even if the system is diamagnetic in its ground state. TREPR can be done 

in continuous wave (CW) mode or in pulsed mode. In CW mode, the laser flash is applied to the 

sample while the microwave radiation is continuously applied to the cavity, and the EPR spectrum 

can be read at a particular time by sweeping the magnetic field. This mode of collection has certain 

drawbacks, as the continuously applied microwave field can induce spin relaxation within the 

sample, decreasing the lifetime of the signal. In pulsed mode, the EPR signal intensity at a given 

time after the laser flash is read out by a Hahn echo sequence. 

The pulsed detection has certain advantages over the CW detection scheme. As the 

microwave radiation is not applied continuously, the pulsed detection reduces microwave-driven 

spin relaxation. Additionally, pulsed detection makes possible the selective detection of transitions 

arising from specific spin states. The Hahn echo sequence reads out the net magnetization in the 

transverse plane of the rotating reference frame. The magnetic moments of the spin, initially 

aligned with the externally applied field along the z-axis, are rotated into the transverse plane by 

the pulsed application of the 𝑩𝟏 field. As the magnetic moment of a spin system is proportional to 

its total spin angular momentum, systems with higher total spin angular momentum 𝑆 will 
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generally exhibit greater magnitude magnetic moments 𝜇. The perpendicularly applied 𝑩𝟏 field 

imposes a torque on the magnetic moment of the spin system. The greater the magnitude of the 

magnetic moment of the spin system, the greater the torque and thus the greater the angular 

velocity with which the magnetic moment rotates. As such, the Rabi nutation frequency of a given 

spin packet will be dependent on the spin angular momentum quantum number 𝑆 and the magnetic 

sublevel quantum number 𝑀𝑠. This is given in the expression below in which 𝛺𝑀𝑠,𝑀𝑠±1 represents 

the nutation frequency of a given spin packet and 𝜔1 is the 𝑩𝟏 magnetic field strength in angular 

frequency units.16 

𝛺𝑀𝑠,𝑀𝑠±1 = 𝜔1√𝑆(𝑆 + 1) − 𝑀𝑠(𝑀𝑠 ± 1) 

In standard EPR spectroscopy, the spin sublevels follow a Boltzmann distribution of the 

populations. As such, the population of the lower energy sublevel of a given transition (𝑃𝑙) is 

greater than the population of the upper energy sublevel (𝑃𝑢), which results in a net absorptive 

signal for each transition. In TREPR, the laser flash generates a nonequilibrium population 

distribution among the spin states. As a result, TREPR spectra can feature both net absorptive and 

net emissive signals. 

As written out explicitly in Appendix C, we derive the spin Hamiltonian for the triplet pair 

state from the individual triplet spin operators. We follow in the vein of past triplet pair 

descriptions including recent work such as the JDE model.14,17 We consider only intratriplet 

dipolar interactions and intertriplet exchange when including the zero-field splitting and exchange 

Hamiltonians, respectively. We include only the isotropic component of the exchange as this is 

generally the dominant exchange interaction in molecular organic electron spin systems.18 This 

gives a spin Hamiltonian �̂� of the form below: 

𝐸𝑞. 5.1 
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�̂� = �̂�𝑧𝑒𝑒 + �̂�𝑧𝑓𝑠 + �̂�𝑒𝑥 

�̂�𝑧𝑒𝑒 = �̂�𝑧𝑒𝑒
𝐴 ⊗ 𝐼3 + 𝐼3 ⊗ �̂�𝑧𝑒𝑒

𝐵  

�̂�𝑧𝑒𝑒
𝐴,𝐵 = 𝜇𝐵𝑩

𝑻 ∙ 𝒈𝑨,𝑩 ∙ 𝑺𝑨,𝑩 

�̂�𝑧𝑓𝑠 = �̂�𝑧𝑓𝑠
𝐴 ⊗ 𝐼3 + 𝐼3 ⊗ �̂�𝑧𝑓𝑠

𝐵  

�̂�𝑧𝑓𝑠
𝐴,𝐵 = 𝑺𝑨,𝑩

𝑻
∙ 𝑫𝑨,𝑩 ∙ 𝑺𝑨,𝑩 

�̂�𝑒𝑥 = 𝐽(�̂�𝑥
𝐴 ⊗ �̂�𝑥

𝐵 + �̂�𝑦
𝐴 ⊗ �̂�𝑦

𝐵 + �̂�𝑧
𝐴 ⊗ �̂�𝑧

𝐵) 

�̂�𝑧𝑒𝑒
𝐴,𝐵

 and �̂�𝑧𝑓𝑠
𝐴,𝐵

 represent the Zeeman and zero-field splitting Hamiltonians for individual 

triplets A or B and �̂�𝑒𝑥 represents the exchange interaction between triplets A and B.9,14,17,19–21 

In collaboration with Drs. Jens Niklas and Oleg Poluektov, we collected TREPR data on 

Li2(DPP-Pent)2, HDPP-Pent, and KDPP-Pent. The compounds were synthesized at Caltech. The 

data collection was performed at Argonne National Laboratory. EPR simulations were run using 

the EasySpin package developed for MATLAB.22 Simulation of the 5(TT) spectra using 

polarization in the spin basis was performed using an additional script for EasySpin developed by 

Dr. Matthew Krzyaniak.  

Results 

Li2(DPP-Pent)2 

 TREPR data was collected on 2 mM frozen glass solution samples of Li2(DPP-Pent)2. We 

collected EDFS spectra at microwave power attenuations of 17 and 12 dB to measure quintet- and 

triplet-selective spectra, respectively shown in Figure 5.1. As can be seen, the EDFS spectra 

collected at 17 dB, although predominately featuring quintet transitions, does have some intensity 

𝐸𝑞. 5.2𝐴 − 𝐹 
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coming from triplet transitions on the wings. The absolute signal intensity rises going from 300 ns 

to 5 μs and then is largely decayed by 70 μs. When normalized, the spectral features at 300 ns and 

5 μs are consistent with each other. However, by 70 μs, the quintet features have largely decayed 

while the triplet features persist. 

 

Figure 5.1 EDFS of Li2(DPP-Pent)2 at 17 dB microwave power attenuation (quintet-selective) 

collected at 300 ns, 5 μs, and 70 μs at absolute (A) and normalized (B) intensity. EDFS at 12 dB 

microwave power attenuation (triplet-selective) collected at 300 ns, 5 μs, and 70 μs at absolute (C) 

and normalized (D) intensity. 

 The triplet-selective EDFS collected at 12 dB microwave attenuation is dominated by the 

triplet features. These also rise going from 300 ns to 5 μs before decaying slightly in intensity 
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toward 70 μs as seen in Figure 5.1C. The polarization pattern of the triplet begins in a eeaa pattern 

where a stands for absorptive and e for emissive and the four positions correspond to parallel, 

perpendicular, perpendicular, parallel orientations of the spin packets involved in the two 

transitions observed in this region. At long DAFs, the polarization pattern changes to aaee, 

suggesting a redistribution of the population density among the magnetic sublevels of the triplet. 

 The quintet spectrum could be simulated using the triplet pair Hamiltonian above as shown 

in Figure 5.2. The eigenenergies and states are solved in the uncoupled basis, so the initial 

population is set to be the 1(TT) projected into the uncoupled basis. This gives rise to quintet 

features via the off-diagonal elements of the spin Hamiltonian arising from the dipolar interactions. 

The spectrum was simulated using a g value of 2.0023, D value of 1250 MHz, E value of 10 MHz, 

and J value of 20 GHz (as per the convention used in EasySpin, the positive exchange coupling 

constant places the low spin multiplicity states lowest in energy). 

 

Figure 5.2 Simulated 5(TT) TREPR spectrum (red lines in lower plots) overlaid on the EDFS 

spectrum of Li2(DPP-Pent)2 collected at 300 ns DAF and at 20 K, 9.68 GHz microwave frequency. 
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The levelsplot at each canonical orientation is shown above – the system is largely axial, so the x 

and y orientations are nearly identical (the rhombicity parameter is not well distinguished from 

linewidth effects).  

The triplet spectrum could be well simulated with the inclusion of the Zeeman and zero-

field splitting Hamiltonians in the spin Hamiltonian using a g value of 2.0023, D value of 1250 

MHz, and an E value of 10 MHz. The simulated results are overlayed on the triplet spectrum at 5 

μs in Figure 5.3. 

 

Figure 5.3 Simulated triplet TREPR spectrum (red and blue lines in lower plots) overlaid on the 

EDFS spectrum of Li2(DPP-Pent)2 collected at 5 μs DAF and at 20 K, 9.68 GHz microwave 

frequency. The top levelsplot shows the perpendicular orientations (x and y) and the middle 

levelsplot shows the parallel orientations (z) of the spin system with respect to the magnetic field. 
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 The time traces of the quintet features at 338.0 and 350.4 mT are shown in Figure 5.4. 

These traces could be fit with a biexponential function which is shown overlaid over the data in 

Figure 6.4C. At 338.0 mT, we obtain time constants τ1 = 1.84 μs and τ2 = 19.4 μs reflecting the 

rise and decay times of the signal, respectively. At 350.4 mT, we obtain time constants τ1 = 1.43 

μs and τ2 = 19.3 μs reflecting the rise and decay times of the signal, respectively. 

 

Figure 5.4 (A) Quintet spectrum at 5 μs of Li2(DPP-Pent)2 with field positions 338.0 mT and 350.4 

mT highlighted. (B) The kinetic traces of the amplitude observed at 338.0 and 350.4 mT in purple 

and teal, respectively, where the time axis represents the DAF time. (C) The time traces overlaid 

with the results of a biexponential fit. 
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As previously mentioned, the polarization pattern of the triplet features changes over the 

times observed. This is shown more explicitly in the time traces collected at 322.2 and 366.0 mT 

in Figure 5.5. 

 

Figure 5.5 (A) Triplet spectrum at 300 ns of Li2(DPP-Pent)2 with field positions 322.2 and 366.0 

mT highlighted. (B) The kinetic traces of the amplitude observed at 322.2 and 366.0 mT in red 

and blue, respectively, where the time axis represents the DAF time. (C) The time traces overlaid 

with the results of a triexponential fit. 

 The kinetic traces could be fit with a triexponential function, yielding time constants at 

322.2 mT of τ1 = 2.87 μs, τ2 = 52.49 μs, τ3 = 60.73 μs and time constants at 366.0 mT of τ1 = 2.224 

μs, τ2 = 40.52 μs, τ3 = 131.2 μs. The change in polarization pattern has been observed in correlated 
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radical pairs as well and arises due to spin-selective intersystem crossing back to the ground state 

from the triplet sublevels.9 

 A radical standard was added to the sample containing Li2(DPP-Pent)2 and used to 

reference the phasing of the data – the radical, which is not affected by the laser flash and exhibits 

Boltzmann population of its magnetic sublevels, should exhibit a net absorptive feature around the 

free electron g value ~2.0023. The radical also acts as a reference for Rabi nutation experiments 

at fixed microwave drive power and varied field position. Observing the ratio of the obtained 

nutation frequencies can corroborate the assignment of transitions within the S = 1 and S = 2 

manifolds. 

 

Figure 5.6 Rabi nutation experiments collected on the Li2(DPP-Pent)2 sample with added 

reference radical species at 14 dB microwave attenuation at 20 K observed at 350.4 mT (Quintet 

~Ms = 0 ↔ +1, perpendicular, 5 μs DAF), 327.3 mT (Quintet ~Ms = -2 ↔ -1, perpendicular, 5 μs 

 

A B



137 

 

DAF), 322.4 mT (Triplet ~ Ms = -1 ↔ 0, perpendicular, 90 μs DAF), and 344.6 mT (Doublet ~ Ms 

= -1/2 ↔ +1/2, 90 μs DAF). 

As shown in Figure 5.6, Rabi nutation experiments were collected at 350.4, 327.3, 322.4, 

and 344.6 mT which correspond to quintet (~Ms = 0 ↔ +1, perpendicular), quintet (~Ms = -2 ↔ -

1, perpendicular), triplet (~Ms = -1 ↔ 0, perpendicular), and the stable radical (Ms = -1/2 ↔ +1/2) 

transitions, respectively. The fast Fourier transform of the data provides nutation frequencies of 

32.2 GHz (at 350.4 mT), 26.6 GHz (at 327.3 mT), 19.5 GHz (at 322.4 mT), and 13.1 GHz (at 

344.6 mT). We can determine the expected ratios of the Rabi nutation frequencies for each given 

transition from Eq. 6.1. We expect 
𝛺𝑄(0↔+1)

𝛺𝑄(−2↔−1)
= √

3

2
≈ 1.22, 

𝛺𝑄(0↔+1)

𝛺𝑇(−1↔0)
= √3 ≈ 1.73,  

𝛺𝑄(0↔+1)

𝛺𝐷(−1 2⁄ ↔+1 2⁄ )

=

√6 ≈ 2.45. Taking the ratio of the experimentally derived nutation frequencies we get 
𝛺𝑄(0↔+1)

𝛺𝑄(−2↔−1)
=

1.21,  
𝛺𝑄(0↔+1)

𝛺𝑇(−1↔0)
= 1.65, and 

𝛺𝑄(0↔+1)

𝛺𝐷(−1 2⁄ ↔+1 2⁄ )

= 2.47, which is consistent with our expectations. 

HDPP-Pent 

 TREPR was collected on 2 mM glassed solutions of HDPP-Pent. The EDFS collected at 

17 dB are shown in Figures 6.7A and 6.7B from 5 to 70 μs. The contribution of the triplet features 

is significantly reduced compared to the data acquired on Li2(DPP-Pent)2. In fact, the EDFS 

collected at 12 dB, which should be dominated by pure triplet features, is largely noise as shown 

in Figures 6.7C and 6.7D. This as well stands in stark contrast to the evident triplet features that 

dominate the EDFS at this drive power in Li2(DPP-Pent)2. There is a small radical impurity 

observed in the EDFS centered at 345.2 mT. 
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Figure 5.7 EDFS of HDPP-Pent at 17 dB microwave power attenuation (quintet-selective) 

collected at 5 and 70 μs at absolute (A) and normalized (B) intensity. EDFS at 12 dB microwave 

power attenuation (triplet-selective) collected at 5 and 70 μs at absolute (C) and normalized (D) 

intensity. 

 The quintet features from the EDFS of HDPP-Pent could be simulated with our spin 

Hamiltonian. The spectrum was reasonably simulated using a g value of 2.0023, D value of 1050 

MHz, E value of 10 MHz, and J value of 20 GHz. The simulations are overlaid on the data in 

Figure 5.8 with accompanying levelsplots at perpendicular (only x-direction shown) and parallel 

(z) orientations. 
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Figure 5.8 Simulated 5(TT) TREPR spectrum (red lines in lower plots) overlaid on the EDFS 

spectrum of HDPP-Pent collected at 5 μs DAF and at 20 K, 9.68 GHz microwave frequency. The 

levelsplot at each perpendicular (x) and parallel (z) orientations are shown above. 

 The kinetic traces acquired on the quintet spectrum are shown in Figure 5.9. Following the 

kinetics at 338.0 and 350.8 mT, which correspond to ~Ms = -1 ↔0 and ~Ms = 0 ↔ +1 transitions, 

respectively, we can fit the evolution of these features to a biexponential. At 338.0 mT, we obtain 

time constants of τ1 = 7.28 μs and τ2 = 32.5 μs corresponding to rise and decay of the signal, 

respectively. At 350.8 mT, we obtain time constants of τ1 = 5.15 μs and τ2 = 37.1 μs corresponding 

to rise and decay of the signal, respectively. These fits are overlaid on the kinetic traces in Figure 

5.9C. 
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Figure 5.9 (A) Quintet spectrum at 5 μs of HDPP-Pent with field positions 338.0 mT and 350.8 

mT highlighted. (B) The kinetic traces of the amplitude observed at 338.0 and 350.8 mT in purple 

and light blue, respectively, where the time axis represents the DAF time. (C) The time traces 

overlaid with the results of a biexponential fit. 

 Rabi nutation experiments were carried out at 5 μs DAF at field positions 350.4, 327.3, and 

345.2 mT, which correspond to quintet ~Ms = 0 ↔ +1 transitions at perpendicular orientations, 

quintet ~Ms = -2 ↔ -1 transitions at perpendicular orientations, and radical impurity Ms = -1/2 ↔ 

+1/2 transitions. The data is summarized in Figure 5.10. The ratio of the nutation frequencies are 
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𝛺𝑄(0↔+1)

𝛺𝑄(−2↔−1)
= 1.21 and 

𝛺𝑄(0↔+1)

𝛺𝐷(−1 2⁄ ↔+1 2⁄ )

= 2.56, which is consistent with the expected values of √
3

2
≈

1.22 and √6 ≈ 2.45. 

 

Figure 5.10 Rabi nutation experiments collected on the HDPP-Pent sample at 14 dB microwave 

attenuation at 20 K observed at 350.8 mT (Quintet ~Ms = 0 ↔ +1, perpendicular, 5 μs DAF), 327.3 

mT (Quintet ~Ms = -2 ↔ -1, perpendicular, 5 μs DAF), and 354.2 mT (Doublet impurity ~ Ms = -

1/2 ↔ +1/2, 5 μs DAF). 

KDPP-Pent 

TREPR was collected on 2 mM glassed solutions of KDPP-Pent. The EDFS collected at 

20 dB are shown in Figures 5.11A and 5.11B from 5 to 100 μs. The contribution of the triplet 

features is substantial at this power attenuation. The triplet optimized EDFS collected at 14 dB are 

shown in shown in Figures 5.11C and 5.11D. The triplet spectrum, even at early times, 

demonstrates the opposite polarization pattern than that observed for Li2(DPP-Pent)2 at early times 
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and is rather similar to the long-time triplet spectra observed for Li2(DPP-Pent)2. The polarization 

pattern is similar to that observed for intersystem crossing-populated triplets. 

 

Figure 5.11 EDFS of KDPP-Pent at 20 dB microwave power attenuation (quintet-selective) 

collected at 5 and 100 μs at absolute (A) and normalized (B) intensity. EDFS at 14 dB microwave 

power attenuation (triplet-selective) collected at 5 and 100 μs at absolute (C) and normalized (D) 

intensity. 

The quintet features from the EDFS of KDPP-Pent could be reasonably simulated using a 

g value of 2.0023, D value of 1050 MHz, E value of 10 MHz, and J value of 20 GHz. The 

simulations are overlaid on the data in Figure 5.12 with accompanying levelsplots at perpendicular 

(only x-direction shown) and parallel (z) orientations. 
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Figure 5.12 Simulated 5(TT) TREPR spectrum (red lines in lower plots) overlaid on the EDFS 

spectrum of KDPP-Pent collected at 5 μs DAF and at 20 K, 9.68 GHz microwave frequency. The 

levelsplot at each perpendicular (x) and parallel (z) orientations re shown above. 

The kinetic traces acquired at 327.3, 337.8, 350.9, and 356.0 mT are shown in Figure 

5.13B. We fit the traces at 337.8 and 350.9 mT to a biexponential function. At 337.8 mT, we obtain 

time constants of τ1 = 9.82 μs and τ2 = 26.3 μs corresponding to rise and decay of the signal, 

respectively. At 350.9 mT, we obtain time constants of τ1 = 3.93 μs and τ2 = 31.0 μs corresponding 

to rise and decay of the signal, respectively. These fits are overlaid on the kinetic traces in Figure 

5.13C. 
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Figure 5.13 (A) Quintet spectrum at 5 μs of KDPP-Pent with field positions 337.8 mT and 350.9 

mT highlighted. (B) The kinetic traces of the amplitude observed at 337.8 and 350.9 mT in purple 

and light blue, respectively, where the time axis represents the DAF time. (C) The time traces 

overlaid with the results of a biexponential fit. 

 The kinetic traces of the triplet optimized TREPR spectrum of KDPP-Pent at 321.9 and 

366.0 mT, corresponding to the perpendicular extrema of the -1 ↔ 0 and 0 ↔ +1 transitions 

respectively, are shown in Figure 5.14. Notably, the triplet features appear within the instrument 

response time. This is unlike Li2(DPP-Pent)2 where they grow in roughly on the same timescale 

as the quintet features (several microseconds). 

 

 

A B
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Figure 5.14 (A) The triplet optimized TREPR spectrum of KDPP-Pent at 5 μs DAF, 14 dB 

attenuation with 321.9 and 366.0 mT highlighted in red and blue, respectively. (B) The kinetic 

traces collected at 321.9 and 366.0 mT. 

 

Figure 5.15 Rabi nutation experiments collected on the KDPP-Pent sample at 14 dB microwave 

attenuation at 20 K observed at 350.8 mT (Quintet ~Ms = 0 ↔ +1, perpendicular, 5 μs DAF) and 

321.9 mT (Triplet ~Ms = -1 ↔ 0, perpendicular, 5 μs DAF). 

 

A B

 

A B
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Rabi nutation experiments were carried out at 350.9 mT (quintet, ~Ms = 0 ↔ +1, 

perpendicular) and 321.9 mT (triplet, ~Ms = -1 ↔ 0) and are shown in Figure 5.15. The nutation 

frequencies obtained from fast Fourier transform were 34.4 GHz (350.9 mT) and 20.5 GHz (321.9 

mT). The ratio of these two gives 
𝛺𝑄(0↔+1)

𝛺𝑇(−1↔0)
= 1.68 which is consistent with the expected ratio of 

√3 ≈ 1.73 and corroborates our assignment of these features. 

Discussion and Summary 

 In summary, we have examined the TREPR data for Li2(DPP-Pent)2, HDPP-Pent, and 

KDPP-Pent. Discussion in the literature has suggested that the quintet states may play a role in the 

dephasing of the triplet pair state, giving rise to free triplets. Alternatively, they may help 

ultimately populate overall S = 1 pair states that can undergo triplet-triplet annihilation to provide 

a sole triplet state. Li2(DPP-Pent)2 exhibits a dataset most in line with expectations from other 

TREPR studies on singlet fission systems wherein the quintet and triplet features rise within the 

microsecond timescale. HDPP-Pent, however, features no substantial signal arising from free 

triplets in the timescales observed here. KDPP-Pent as well strays from the pack by exhibiting 

strong triplet features that rise within the instrument response, preceding the rise of the quintet 

features. KDPP-Pent also exhibits a polarization pattern that is most consistent with a triplet 

populated by intersystem crossing, or the polarization pattern observed in the triplet spectra at long 

DAFs in Li2(DPP-Pent)2. The investigation into the origin of these differences between the DPP-

Pent series is ongoing. 
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Chapter VI 

Ultrafast Transient Absorption Spectroscopy on Ni 2,2’-bipyridine Aryl Halide Complexes 

 

  



 

150 

 

Introduction 

 In recent decades, photoredox catalysis involving first-row transition metals has 

proliferated. Of particular interest is photoredox involving nickel catalysts, which has been 

demonstrated to provide access to C-C and C-heteroatom bond forming methodologies toward 

high-value synthetic products.1–9 In some cases, these photoredox systems can perform couplings 

that are otherwise challenging for thermally driven Ni catalysis. Although some of these 

methodologies employ exogeneous photocatalysts such as Ir photosensitizers, recent reports have 

found that photoredox catalysis can be promoted using only Ni catalyst. As such, Ni complex 

excited states may play a significant role in the mechanisms of these photoredox cycles. This 

highlights the importance of understanding the relevant excited states and photodynamics of these 

Ni complexes. 

 Many of the relevant Ni catalysts that have been studied utilize 2,2’-bipyridine (bpy) and 

other bidentate diimine-type ligands. Recent work by the Doyle, Scholes, and Castellano groups 

have examined the transient absorption (TA) spectroscopy of various Ni(bpy)ArX complexes in 

which the bpy may be functionalized at the 4 and 4’ positions.10–12 The aryl group Ar may similarly 

be varied with substituents, but it is common to utilize kinetically stabilized variants that are 

functionalized in the ortho-position relative to the Ni-Ar bond. Finally, the X ligand can be varied 

between halides such as Cl and Br and O-atom ligating groups such as acetate (OAc). It was 

proposed that the initially excited 1MLCT state quickly undergoes intersystem crossing within 5 – 

10 ps followed by relaxation into a triplet ligand field [3(d-d)] state. It was further proposed that 

Ni-C bond homolysis occurs from the transiently generated 3(d-d) state as a part of the mechanistic 

cycle for these photocatalytic systems. 
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Recent reports have suggested from multireference ab initio calculations that the thermal 

barrier for bond homolysis is large (~70 kcal) from the 3(d-d) minimum energy point and proposed 

that higher lying repulsive potential energy surfaces may be involved in the bond homolysis.13,14 

A series of the Ni(bpy)ArX complexes were synthesized and studied with respect to their 

wavelength-dependent photodecomposition. We continue the characterization of some of these 

compounds here by fsTA to compare the relative rates of the photodynamic processes observed. 

We compare as well to the previous literature regarding the photophysics of these complexes and 

speak to some differences in the fittings we have obtained. 

Results 

Ni(tBu-bpy)(o-tolyl)Cl 

 We will begin with the discussion of the femtosecond transient absorption spectra of 

Ni(tBu-bpy)(o-tolyl)Cl (1B) and compare it to the previously reported spectra and fitted time 

constants. Selected time traces are shown in Figure 6.1. 
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Figure 6.1 Transient absorption time traces of Ni(tBu-bpy)(o-tolyl)Cl across various time scales 

(left) 0.6 – 2.2 ps, (center) 2.2 – 14 ps, (right) 14 ps – 7 ns. 

 The initial transient features observed in the difference spectra of Ni(tBu-bpy)(o-tolyl)Cl 

after excitation with 530 nm light include a large bleach signal (GSB) centered around 480 nm 

near the maximum of the steady-state visible absorption spectrum flanked by excited state 

absorption (ESA) features in the 350 – 400 nm and 580 – 700 nm regions. Over the first 2.2 ps, 

the GSB feature decreases in intensity while the ESA features exhibit a time-dependent spectral 

shift. The 580 – 700 nm ESA decreases and blue shifts over the wavelength range, whereas the 

350 – 400 nm ESA feature maximum around 360 nm decreases in intensity while the difference 

absorption (ΔA or ΔOD) increases at longer wavelengths around 380 nm, a red shift in ΔA 

maximum. In the time from 2.2 – 14 ps, the spectral shapes change little and we observe a 

monotonic decrease in the ΔA signals. By 14 ps, the 580 – 700 nm ESA signal has largely been 

reduced to zero. The transient spectrum continues to decay back to zero from 14 ps out to 7 ns. 

 The fsTA data matrix can be fit using global and target kinetic analysis. We fit the data 

using a four-component sequential model including a coherent artifact (CA) that persists around 

time zero. The evolution associated difference spectra (EADS) and weighted amplitudes of the 

fitted spectra are shown in Figure 6.2. 
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Figure 6.2 The EADS from fitting the Ni(tBu-bpy)(o-tolyl)Cl fsTA data matrix with a four-

component sequential model (left) and the associated amplitude vectors (right). 

 As can be observed in the results of the fit, the first fitted component (Comp 1) has very 

little intensity and only persists around time zero. Additionally, the EADS of Comp 1 largely 

reflect the features in the fitted CA, which contains contributions from both oscillatory cross-phase 

modulation (XPM) as well as multiphoton coherent artifacts (large positive feature around 460 nm 

in CA, the position of this artifact is dependent on λex). As such, this component does not 

realistically represent signal from the sample. However, attempts to fit with a three-component 

model generally led to bleed over of these coherent artifact features into the first component. The 

four-component model gave the best separation of these artifacts and the signal arising from the 

sample. 

Components 2, 3, and 4 (Comp 2, Comp 3, Comp 4) reflect well the differences we 

observed across the various time scales of the data. For example, all three components share a 

negative feature around 480 nm consistent with the GSB observed in the time cuts. Comp 2 

exhibits the ESA features on either side of the bleach, the higher energy ESA in Comp 2 has a 
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maximum near 360 nm, and the lower energy ESA a maximum near 620 nm. Comp 3, on the other 

hand, exhibits the higher energy ESA as having a maximum around 380 nm and the lower energy 

ESA having a maximum around 580 nm. This is consistent with the red and blue shifts observed 

in the higher energy and lower energy ESA features of the dataset over the first tens of picoseconds. 

Finally, Comp 4 is very similar to Comp 3 except with negligible ESA intensity in the 580 – 700 

nm range, which is also consistent with what we observed in the 14 ps – 7 ns range. We plot the 

overlay of various time traces with the fits in Figure 6.3 as a means of assessing the quality of the 

fit. As observed, the fit is reasonably good across the time scales observed with some minor 

differences in intensity at early times. 

 

Figure 6.3 An overlay of the time cuts from the Ni(tBu-bpy)(o-tolyl)Cl fsTA dataset with time 

cuts of the fitted data matrix at 2.6, 3.5, 6, 13.6, 56, and 995 ps. 

 Finally, we compare the fitted rates and time constants with that reported by Doyle et al. 

In that report, the authors use a three-component sequential model to fit the data. As mentioned, 

the first component of our four-component model does not reflect signal arising from the sample, 
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so we compare time constants associated with Comps 2, 3, and 4 with the time constants of the 

previous report τ1, τ2, and τ3. The results are listed in Table 6.1. 

Table 6.1. Comparison of the rate and time constants obtained by fitting the Ni(tBu-bpy)(o-

tolyl)Cl fsTA data with the previous report by Doyle et al. 

 

Our 
Experiment 

Doyle et al. 
2020  

Our 
Experiment 

Doyle et al. 
2020 

k
1 
(ps

-1

) 1.1 1.5 τ
1
 (ps) 0.91 0.66 

k
2 
(ps

-1

) 0.036 0.145 τ
2
 (ps) 28.0 6.89 

k
3 
(ps

-1

) 0.000257 0.00025 τ
3
 (ps) 3900 4000 

 Our results compare favorably to the previous report. The first fitted time constant is around 

1 ps in both cases (our experiment: 0.91 ps, Doyle et al. 2020: 0.66 ps). The second time constant 

displays the largest difference (our experiment: 28.0 ps, Doyle et al 2020: 6.89 ps). Finally, the 

third time constant is very similar (our experiment: 3900 ps, Doyle et al. 2020: 4000 ps). The 

second time constant seems to be closely associated with the loss of the low energy ESA feature 

in the spectrum. It is possible that better signal-to-noise in this region for our data (either by 

averaging or changing to a different probe beam) may improve the agreement between our data 

modeling and the reported values. 

Ni(COOCH3-bpy)(o-tolyl)Cl 

 The next compound we will discuss is Ni(COOCH3-bpy)(o-tolyl)Cl. Here, the bipyridine 

is substituted by methyl ester in the 4 and 4’ positions, which is more electron withdrawing relative 

to the tert-butyl substituents in the previous example. In the case of Ni(COOCH3-bpy)(o-tolyl)Cl, 
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we chose to run successive experiments with increasing excitation energy as high energy excitation 

of the samples by LED lamps in prior photolysis studies exhibit greater product formation than 

low energy excitation. The steady-state absorption spectrum of Ni(COOCH3-bpy)(o-tolyl)Cl along 

with a guide of the various excitation wavelengths is shown in Figure 6.4. In this trial, we ran the 

successive excitation wavelength experiments on the same sample, but further studies will probe 

the fsTA at each excitation wavelength on independent samples to remove any possible effects of 

prior photodegradation in the laser beam. 

 

Figure 6.4 Steady-state absorption spectrum (pre-TA) of Ni(COOCH3-bpy)(o-tolyl)Cl. The 

successive excitation wavelengths (λex) examined are also denoted by color: 650, 620, 550, 380, 

360 nm. Two runs were carried out at 650 nm, the first at 50 nJ/pulse and the second at 100 

nJ/pulse. The rest of the experiments were carried out at 100 nJ/pulse save for the 380 nm 

experiment where the maximum power we were able to obtain at the sample was 80 nJ/pulse. 
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 We will first show the fitting process and time cuts for the λex = 650 nm dataset before 

comparing the results across the datasets collected. Initially we show the fsTA data at selected 

time cuts overlayed against a single component fit in Figure 6.5 along with the decay associated 

difference spectra (DADS) and associated fitted amplitudes. 

 

Figure 6.5 (Top left) The normalized DADS and (top right) associated amplitudes of the results 

from the one component global fitting of the data with a fitted coherent artifact. (Bottom) Overlay 

of the fsTA data with fitted data matrix time cuts at 3, 3.8, 6, 14.7, 126.3, and 1145.5 ps. 

 As seen in the time cuts of Figure 6.5, the major features of the fsTA spectra of 

Ni(COOCH3-bpy)(o-tolyl)Cl include a negative GSB feature around 540 nm consistent with the 
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maximum of the MLCT transitions in the steady-state absorption spectrum. There is a slight 

positive feature around 450 nm observed as well and an additional bleach feature around 360 nm. 

The shape of the difference spectrum is consistent over the time scales observed. The single 

component global fit of the data yields a time constant for Component 1 of 3,750 ps. Although the 

DAS captures the spectrum at long times, as observed in the overlay, the single component model 

poorly fits the early time cuts of the dataset, particularly in the intensity of the GSB around 540 

nm. This suggests that additional components are required to fit the data. 

 The results of a two-component sequential model fit are shown in Figure 6.6. Here, the 

data was weighted by a factor of 0.2 in the region from 2.3 to 2.7 ps and 520 to 585 nm, which 

covers the time and wavelength region of the sharp coherent artifact centered around 530 nm. 

Without this weighting factor, the first component DADS contained contribution from this 

coherent feature. 
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Figure 6.6 (Top left) The normalized EADS and (top right) associated amplitudes of the results 

from the fit of the data to a two-component sequential model with a fitted coherent artifact. 

(Bottom) Overlay of the fsTA data with fitted data matrix time cuts at 3, 3.8, 6, 14.7, 126.3, and 

1145.5 ps. 

 As observed in the overlays, the two-component model provides a better fit of the data 

across all time scales. The time constants associated with components 1 and 2 are 0.972 and 5,130 

ps, respectively. We repeated this fitting process for all of the datasets taken on the Ni(COOCH3-

bpy)(o-tolyl)Cl sample. We summarize and compare the results in Table 6.2 and Figure 6.7. 
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Table 6.2. Comparison of the two-component sequential model fits of the various λex 

experiments on Ni(COOCH3-bpy)(o-tolyl)Cl. 

  

 k1 (ps-1) k1 error k2 (ps-1) k2 error τ1 (ps) τ2 (ps) 

650 nm, 
50 μW 

0.75232 0.01434 0.000148093 0.000002584 1.32922 6752.51 

650 nm, 
100 μW 

0.817024 0.009809 0.000219954 0.00000251 1.22395 4546.41 

620 nm, 
100 μW 

1.02869 0.00621 0.000195029 0.000001227 0.972107 5127.44 

550 nm, 
100 μW 

1.29303 0.00625 0.000187795 0.000001051 0.773375 5324.96 

380 nm, 
80 μW 

1.01451 0.006165 0.000196895 8.041E-07 0.9857 5078.85 

360 nm, 
100 μW 

0.311567 0.001667 0.000152447 7.499E-07 3.20959 6559.68 

Average 0.869524  0.000183369  1.415657 5564.975 

Std. Dev. 0.332722  2.78479E-05  0.900727 885.7216 
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Figure 6.7 Comparison of the rate and time constants detailed in Table 7.2. The average and single 

standard deviation are denoted by the dashed red line and shaded red area respectively. 

 

Figure 6.8 Overlay of the EADS 1 and 2 for each of the λex experiments carried out on 

Ni(COOCH3-bpy)(o-tolyl)Cl. 
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 As can be seen in Table 6.2, Figure 6.7 and Figure 6.8, the fitted rate constants are 

consistent across the collected datasets. The main outlier is that collected at 360 nm. Nevertheless, 

the EADS are all consistent with each other. Attempts to fit the datasets to three-component models 

were unsuccessful. This contrasts with the Ni(tBu-bpy)(o-tolyl)Cl fsTA data, which required a 

three-component model. Assuming that the excited state relaxation processes are the same between 

the two Ni-bipyridine complexes, it is possible that the fastest relaxation process is too fast to 

observe in Ni(COOCH3-bpy)(o-tolyl)Cl given the time resolution of our instrument (~100 fs). 

 Power titrations were collected at λex = 550 and 380 nm. At 550 nm, the powers 

investigated were 50, 100, 250, 500, and 800 μW (or nJ/pulse). The ΔA values collected at four 

wavelength positions across the spectrum around 2 ps time delay are plotted versus applied power 

in Figure 7.X. The trend in ΔA values with power confirms that our studies fall within the linear 

regime. 

 

Figure 6.9 Power dependence of the Ni(COOCH3-bpy)(o-tolyl)Cl ΔA signal at 372, 450, 495, and 

500 nm. The red line represents the linear fit of the data points. 
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 To examine the time traces and general kinetics at each power, we overlay the normalized 

time traces observed at 450 nm in Figure 7.X and show that the kinetics do not diverge significantly 

with changing power. 

 

Figure 6.10 Overlay of the time traces observed at 450 nm collected for the Ni(COOCH3-bpy)(o-

tolyl)Cl fsTA data at each power. 

Ni(tBu-bpy)(mesityl)Br 

 We also examined the more sterically encumbered complex Ni(tBu-bpy)(mesityl)Br. The 

fitting results and time cuts for a 3 parameter sequential model are shown in Figure 6.11. As with 

Ni(tBu-bpy)(o-tolyl)Cl, the first time component only has small amplitude within the instrument 

response and contains mostly features associated with coherent artifacts around time zero. The 

inclusion of this additional component helped to separate these coherent artifact features from the 

other fitted components. 
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Figure 6.11 The results of a three-component sequential model fit to the Ni(tBu-bpy)(mesityl)Br 

fsTA dataset. (A) The amplitudes of the fitted components along with a fitted coherent artifact (in 

red) (B) The normalized EADS of the fitted components along with a fitted coherent artifact (C) 

An overlay of the three-component model fit (in red) over spectral traces of the data (in black). 

 The results of the three-component fitting yield time constants τ1 = 10.5 fs, τ2 = 2.44 ps, 

and τ3 = 323 ps. As mentioned, we take the first time component to be unrelated to the dynamics 

of the complex. The other two time components are reasonable given the dataset. We note that the 

low energy region of the spectrum is still not fit well at the earliest times (see 2.2 ps in Figure 

6.11C). As previously discussed with respect to this region, further averaging or a different probe 

could improve the signal-to-noise in this region, which could help better fit it. This could be a 

result of oscillatory features in the cross phase modulation bleeding over into Comp 2 of the fit. 

 

A B

C
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The first time component (2.44 ps) is consistent with the fast decay component observed in the 

fsTA datasets of the previous Ni complexes. The second time component (323 ps) is, however, 

significantly faster than those observed in the other complexes (typically the signal persists out to 

several nanoseconds). In the case of Ni(tBu-bpy)(mesityl)Br, the transient signal is fully decayed 

by 2 ns. 

Discussion and Summary 

 We have reported here the fsTA data for three Ni(bpy)ArX complexes: Ni(tBu-bpy)(o-

tolyl)Cl, Ni(COOCH3-bpy)(o-tolyl)Cl, and Ni(tBu-bpy)(mesityl)Br. The general features 

observed in the difference spectra are similar with a prominent ground state bleach signal in the 

450 – 550 nm region flanked by weaker excited state absorptions on the low and high energy sides. 

The datasets were fitted with target kinetic analyses, yielding rate constants comparable to those 

reported for related complexes. In general, there is a faster time component on the order of ~1 ps, 

a middle time component on the order of 5 – 10 ps, which have been difficult to accurately fit, and 

a longer lived time component that spans out to several nanoseconds. 

Ni(tBu-bpy)(mesityl)Br stands in contrast as the excited state population decays much 

more quickly back to the ground state and is fully returned by 2 ns. This could potentially arise 

from the mesityl group that may restrict conformational changes in the molecule. For example, we 

expect that relaxation into a metal-centered 3(d-d) state would encourage a square planar to 

tetrahedral distortion in the ligand coordination geometry. The mesityl group may prohibit the 

rotation required to achieve this. Potential agostic interactions between the Ni and methyl C-H 

bonds may also stabilize the 3(d-d) relative to the singlet ground state, promoting faster 

nonradiative decay. 
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Appendix A: 

Experimental Methods and Supplementary Figures for Chapter II: Singlet Fission in HDPP-Pent, 

Li2(DPP-Pent)2, and KDPP-Pent 
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Methods 

Rotating Frame Nuclear Overhauser Spectroscopy 

ROESY, like standard nuclear Overhauser enhancement spectroscopy (NOESY), probes 

through-space dipolar couplings between nuclear spins. NOESY effectively operates by saturating 

the transition of a particular nuclear spin and observing changes in intensity of the rest of the 

spectrum. As the saturated spin undergoes relaxation toward thermal equilibrium, dipolar 

interactions with another nearby nuclear spin can give rise to relaxation pathways that perturb the 

population distribution of this second unsaturated spin system, leading to a change in signal 

intensity for this other transition. Two major pathways for this perturbation exist: zero-quantum 

and double-quantum transitions. In a magnetic field, the nuclear Zeeman states are split with α 

spin states lower in energy than the β states. Zero-quantum transitions (αIβS ↔ βIαS), or flip-flop 

transitions, preserve the total MI of the two-spin system but exchange the individual spin states of 

spins I and S. Double-quantum transitions, on the other hand, change the total MI by ±2 (αIαS ↔ 

βIβS). 

If we saturate spin S, we will overpopulate the higher energy βS state and relaxation will 

favor transitions that lead from βS to αS to restore the equilibrium populations. We can see that 

zero-quantum transitions αIβS → βIαS, will lead to a simultaneous increase in the βI population, 

which decreases the population difference between αI and βI, leading to a decrease in absorption 

intensity for spin I. For double-quantum transitions βIβS → αIαS, the population difference between 

αI and βI will on average increase, leading to an increase in the absorption signal intensity for spin 

I. This leads to two different relaxation mechanisms that will impact the sign of the observed 

change in signal intensity. 
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These transitions require exchange of energy between the spin system and the environment. 

For the zero-quantum transition, the energy required is proportional only to the difference in 

transition frequency for the two spins I and S, whereas for double-quantum transitions, it is 

proportional to the sum of the transition frequencies. As a result, double quantum transitions 

require greater energetic exchange with the environment. The zero- and double-quantum 

transitions may couple to molecular motions on the frequency scale of the transitions. In this case, 

rotational motion from molecular tumbling in solution gives rise to the appropriate spectral density 

function covering these transitions. Because double-quantum transitions require greater energy, 

higher frequency rotational motion is required for this relaxation pathway to be efficient. As a 

result, the double-quantum transition is dominant in small molecules with fast rotational tumbling, 

leading to positive NOE signals. As the average molecular size increases, the rotational motion 

slows and the double-quantum transition becomes inefficient, allowing the zero-quantum 

transition to dominate NOE relaxation in large molecules, such as proteins, which gives negative 

NOE signals. 

This trend necessarily means that there is an intermediate regime for molecular size in 

which the double- and zero-quantum transitions are equally efficient, giving rise to a null NOE 

signal intensity. As the size (taken as a sphere) and molecular weight can be connected via the 

Stokes-Einstein equation, the molecular weight for this null region is typically given around 1 kDa. 

The DPP-Pent subunit stands at molecular weight of 1124, and as a result, we were unable to 

resolve NOE cross-correlation signals even for through-space interactions that should be inherent 

to the pentacene moiety (i.e. HaHb). 

These same relaxation pathways are present in ROESY experiments. However, ROESY 

differs from NOESY in the pulse sequency. In NOESY, spin mixing is allowed to occur while 
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polarized along the z-axis of the laboratory frame (along the external magnetic field where α and 

β are reasonable eigenstates). In ROESY, after the initial π/2 pulse, an effectively continuous-wave 

RF pulse is applied along the direction of the magnetization in the transverse plane, which 

effectively holds the magnetization in the XY plane, a process known as spin-locking. The spin 

mixing now occurs between dressed states of the system that are quantized against the B1 field of 

the RF spin-locking pulse. This B1 field is significantly weaker in magnitude than the external 

magnetic field B0, and as a result the transition frequencies between the dressed states are 

significantly reduced. The result of this is that the double-quantum transition is effectively always 

operative and dominant even for large molecules, and the ROE signal intensity is always positive 

with respect to molecular weight/size. This has the advantage of allowing resolution of the NOE 

signal even when NOESY pulse sequences provide a null cross-correlation intensity. ROESY was 

therefore utilized for Li2(DPP-Pent)2 and KDPP-Pent in this study. 

 

Steady-State Emission Spectroscopy 

Corrected room temperature emission spectra were collected in the Beckman Institute 

Laser Resource Center using a modified Jobin Yvon Spec Fluorolog-3 instrument. Samples were 

excited with a xenon arc lamp, employing a monochromator for wavelength selection, and 

emission was detected at 90° using two Ocean Optics EQDPro CCD spectrometers spanning 300 

to 930 nm. 

Fluorescence quantum yields were determined via the comparative method in which the 

experimental quantum yields were measured relative to a known standard under the same 

excitation conditions. Rhodamine-6G in EtOH was used as a standard (ΦS = 0.95). All samples 
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were diluted such that the maximum absorbance values were less than 0.1. Pentacene samples of 

unknown quantum yield were prepared in toluene and added to 1 cm glass emission cuvettes and 

sealed with a Kontes plug under N2(g) atmosphere. Samples were excited at λex = 530 nm. The 

unknown quantum yields (ΦX) were calculated with Equation 1 using the absorbance values 

A(λex), the integrated fluorescence intensities F(λex), and correcting for the differing indices of 

refraction between EtOH and toluene. 

 

 

Time-Resolved Luminescence Spectroscopy 

 The 1064 nm output of a Nd:YAG laser (Spectra Physics Vanguard) was regeneratively 

amplified (Continuum) and frequency doubled using a potassium dihydrogen phosphate (KDP) 

crystal to 532 nm excitation pulses (~10 ps, 10 Hz). Luminescence was collected 90° from the 

excitation, passed through a polarizer oriented at the magic angle, then directed onto the entrance 

slit of a monochromator for wavelength selection. Detection was achieved using a streak camera 

(Hamamatsu C5680) in photon-counting mode, and data were collected over a 50 ns time window. 

Samples were prepared in sealed 1 cm quartz cuvettes under N2(g) and were stirred during data 

acquisition. 

 

Transient Absorption Spectroscopy 

 The 800 nm output of a 5 W, 1 kHz pulsed Ti:sapphire amplifier (Coherent Astrella) was 

partitioned with a 50:50 beamsplitter. One half was fed into an OPerA Solo optical parametric 

𝛷𝑋 =  
𝐴𝑆(𝜆𝑒𝑥)

𝐴𝑋(𝜆𝑒𝑥)
∙

𝐹𝑋(𝜆𝑒𝑥)

𝐹𝑆(𝜆𝑒𝑥)
∙

𝑛𝑋
2

𝑛𝑆
2 ∙ 𝛷𝑆 

𝐸𝑞 (1) 
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amplifier tuned to 550 nm output, which was used as the excitation pump and routed through a 

chopper and into a joint femtosecond and nanosecond HELIOS FIRE / EOS transient absorption 

(TA) spectrometer (Ultrafast Systems). For femtosecond experiments, a small portion of the other 

half of the Ti:sapphire output was routed into the spectrometer and used to generate broadband 

probe light of the appropriate wavelength region (visible or near-infrared). For nanosecond 

experiments, a separate white light fiber laser was employed as the probe light. Samples were 

prepared in sealed 2 mm glass cuvettes under N2(g) and were stirred during data acquisition. Data 

were processed using Ultrafast Systems Surface Xplorer software for chirp and time zero 

corrections. The rest of the data workup was performed in MATLAB. For fsTA datasets, pre-time 

zero spectral vectors were averaged and subtracted from the rest of the dataset to remove 

background pump scatter. Pre-time zero spectral vectors were similarly averaged in the nsTA 

datasets and then subtracted up to 20 μs delay times as pump scatter is not detected beyond this 

threshold by the EOS.  

I. Experimental Considerations 

 

General Information 

 Air- and moisture-sensitive compounds were handled with standard Schlenk line 

techniques or in a N2(g) atmosphere glove box. When air- and moisture-free techniques were 

required, dry solvents were acquired from an alumina solvent still. No unexpected or unusually 

high safety hazards were encountered. 2,6-dibromopyridine was purchased from Combi-Blocks 

Inc. and used without further purification. Tin (II) dichloride dihydrate was purchased from Matrix 

Scientific and used without further purification. Pd(PPh3)4 was purchased from Oakwood 

Chemicals, stored under inert atmosphere, and used without further purification. Lithium 

hexamethyldisilazide and potassium hexamethyl disilazide were purchased from Sigma Aldrich, 

stored in an inert atmosphere glovebox, and used without further purification. 13-hydroxy-13-

[(triisopropylsilyl)ethynyl]pentacen-6(13H)-one (Ketone 1, Figure S1)1 and 2,5-

bis(pinacolatoboranyl)pyrrole2 were synthesized according to previous reports. 1H, 13C, and 2D 

NMR spectra were collected on a 400 MHz Varian spectrometer. All pentacene solution-state 

samples for optical spectroscopy were prepared in an inert-atmosphere glovebox using solvents 

dried and purified on an alumina drying column and degassed prior to being brought into the 

glovebox. Steady-state absorption spectra were collected using a Varian Cary 500 Scan 

spectrophotometer. Glotaran (http://glotaran.org), a user interface for the R-based time-resolved 

fitting software TIMP, was used for kinetic modeling of the transient absorption data.3 

http://glotaran.org/
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II. Synthetic Procedures 

Figure A.1 Synthetic scheme for HDPP-Pent. Ketone 1 is activated with CeCl3 then converted 

into PentPyBr by deprotonation and nucleophilic attack by monolithiated 2,6-dibromopyridine at 

-78 °C, followed by reductive aromatization with SnCl2·2H2O. HDPP-Pent is then furnished after 

a double-Suzuki-Miyaura coupling of PentPyBr with 2,5-bis(pinacolatoboranyl)pyrrole using 

catalytic Pd(PPh3)4. 

 

Synthesis of PentPyBr 

 Ketone 1 (10 mmol) was dissolved in THF in an oven-dried flask under inert conditions. 

CeCl3 (20 mmol) was added under positive N2(g) pressure and the mixture was stirred for 1 h at 

room temperature. In a separate flask under nitrogen atmosphere, dibromopyridine (30 mmol) was 

dissolved in THF and cooled to -78 °C. nBuLi (1.6M solution in hexanes, 30 mmol) was then 

added slowly to the pyridine solution, which was stirred for 30 min to achieve monolithiation. The 

solution of Ketone 1 was cooled to -78 °C and the lithiated pyridine solution was slowly cannula 

transferred under positive nitrogen pressure with stirring. The mixture was warmed to room 

temperature and stirred for 15 h. Aqueous ammonium chloride solution was slowly added to 

quench. The brown solution was filtered through a pad of celite to remove salts. The organics were 

taken up in dichloromethane and washed with brine (2x), dried over Mg2SO4, and concentrated to 

an oily solid. This material was taken up in THF (80 mL) and transferred to a three-neck 

roundbottom flask. The solution was sparged with N2(g) and SnCl2·2H2O (20 mmol) was added 

followed by slow addition of 10% H2SO4 (3 mL). The solution was sparged again and stirred for 

3 h under nitrogen atmosphere at room temperature. The reaction was neutralized with K2CO3(aq) 

and the reaction mixture was filtered through celite. The product was extracted with 

dichloromethane and dried over Mg2SO4. The mixture was concentrated, and the target compound 

was crashed from methanol to give a dark blue powder. 1H NMR (400 MHz, CDCl3, 25 ºC): δ 9.37 

(s, 2H), 8.16 (s, 2H), 7.96 (d, J = 8.5 Hz, 2H), 7.93 – 7.89 (m, 1H), 7.81 (dd, J = 8.0, 1.0 Hz, 1H), 

7.77 (d, J = 8.5 Hz, 2H), 7.60 (dd, J = 7.4, 1.0 Hz, 1H), 7.40 – 7.29 (m, 5H), 1.39 (s, 21H).  13C 

NMR (101 MHz, CDCl3, 25 ºC): δ 159.7, 142.7, 139.0, 134.0, 132.0, 130.9, 128.8, 128.7, 128.3, 

127.5, 126.5, 126.2, 126.1, 125.9, 125.1, 119.2, 106.4, 104.7, 19.2, 11.8.  HRMS (FAB+) Calcd. 

For C38H36NSiBr: 615.1780. Found: 615.1770. 
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Synthesis of HDPP-Pent 

PentPyBr (2.5 g), 2,5-bis(pinacolatoboranyl)pyrrole (0.65 mg), and NaOH (8.7 mg) were 

added to an oven-dried Schlenk flask under nitrogen atmosphere and a degassed 9:1 1,4-

dioxane/H2O solution (100 mL) was added. Pd(PPh3)4 (5 mol%) was added under a counter-flow 

of N2(g) and the reaction mixture was heated to 110 °C for 5 h. Volatiles were removed under 

vacuum pressure and the organics were taken up in dichloromethane, washed with brine (2x), dried 

over Mg2SO4, filtered, and concentrated to dryness. HDPP-Pent was obtained as a blue solid by 

silica-column chromatography (3 : 1 Hexanes/CH2Cl2, followed by 5 : 1 Hexanes/THF, then 5:1:1 

Hexanes/CH2Cl2/Toluene with 1% MeOH). 1H NMR (400 MHz, CD2Cl2, 25 ºC): δ 10.39 (s, 1H), 

8.48 (br s, 4H), 7.64 – 7.58 (m, 5H), 7.48 (d, 5H), 7.43 (br s, 4H), 7.07 (d, 2H), 6.95 (dd, J = 6.2, 

2.1 Hz, 2H), 6.84 – 6.73 (m, 9H), 1.46 (br s, 42H).  13C NMR (101 MHz, CD2Cl2, 25 ºC): δ 158.1, 

149.7, 136.0, 135.8, 133.3, 130.7, 130.0, 129.6, 127.7, 127.2, 127.0, 125.0, 124.6, 124.5, 124.0, 

123.6, 117.2, 116.9, 109.3, 105.4, 103.4, 19.3, 12.0. 

Figure A.2 Synthetic scheme for MDPP-Pent (M = Li, K). HDPP-Pent is deprotonated with the 

appropriate alkali metal hexamethyldisilazide (MHMDS). 

Synthesis of Li2(DPP-Pent)2 

 HDPP-Pent (0.1 mmol) was dissolved in toluene (3 mL) and a solution of lithium 

hexamethyldisilazide (0.1 mmol) in toluene (2 mL) was added, and the mixture was stirred for 20 

min. The solution quickly turned from blue to blue-green. Volatiles were removed via vacuum 

pressure and the desired product was obtained as a blue-green powder. 1H NMR (400 MHz, 

CD2Cl2, 25 °C): δ 9.10 (s, 4H), δ 7.84 (d, 4H), δ 7.75 (s, 4H), δ 7.51 (d, 4H), δ 7.23 (dd, 4H), δ 

6.93 (dd, 4H), δ 6.04 (m, 4H), δ 5.12 (d, 2H), δ 4.36 (s, 2H), δ 1.53 (m, 42H). 

 

Synthesis of KDPP-Pent 

 HDPP-Pent (0.1 mmol) was dissolved in toluene (3 mL) and a solution of potassium 

hexamethyldisilazide (0.1 mmol) in toluene (2 mL) was added, and the mixture was stirred for 20 

min. The solution quickly turned from blue to blue-green. Volatiles were removed via vacuum 

pressure and the desired product was obtained as a blue-green powder. 1H NMR (400 MHz, 

CD2Cl2, 25 °C): δ 9.13 (s, 4H), δ 8.15 (s, 4H), δ 7.80 (m, 8H), δ 7.59 (d, 4H), δ 7.24 (m, 4H), δ 

7.15 (m, 4H), δ 7.01 (s, 2H), δ 6.96 (d, 2H), δ 1.35 (m, 42H). 
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Synthesis of NaDPP-Pent 

 HDPP-Pent (0.1 mmol) was dissolved in toluene (3 mL) and a solution of sodium 

hexamethyldisilazide (0.1 mmol) in toluene (2 mL) was added, and the mixture was stirred for 20 

min. The solution quickly turned from blue to blue-green. Volatiles were removed via vacuum 

pressure and the desired product was obtained as a blue-green powder. 1H NMR (400 MHz, 

CD2Cl2, 25 °C): δ 9.07 (s, 4H), δ 8.09 (s, 4H), δ 7.79 (m, 8H), δ 7.59 (d, 4H), δ 7.24 (m, 4H), δ 

7.15 (m, 4H), δ 7.04 (s, 2H), δ 6.94 (d, 2H), δ 1.36 (m, 42H). 
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III. 2D Rotating Frame Overhauser Effect Spectroscopy (ROESY) 

Figure A.3 2D ROESY spectrum of Li2(DPP-Pent)2 (400 MHz, CD2Cl2). 
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Figure A.4 2D ROESY spectrum of Li2(DPP-Pent)2 (400 MHz, toluene-d8). 
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Figure A.5 2D ROESY spectrum of KDPP-Pent (400 MHz, CD2Cl2). 
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IV. Steady-State Absorption and Emission Spectroscopy 

Figure A.6 Visible absorption spectra of PentPyBr (red), HDPP-Pent (blue), Li2(DPP-Pent)2 

(purple), and KDPP-Pent (teal) in toluene. 
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Figure A.7 Emission spectra of PentPyBr (red) and HDPP-Pent (blue). The PentPyBr maximum 

signal intensity was normalized to one, and the HDPP-Pent spectrum was scaled such that the 

integrated intensity of the samples reflected their relative estimated quantum yields.  
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V. Time-Resolved Luminescence Spectroscopy 

 

Figure A.8 Time-resolved luminescence spectra of PentPyBr (λobs = 640 nm) and HDPP-Pent (λobs 

= 650 nm) after excitation at 532 nm. The spectra were normalized to a maximum of 1. The 

fluorescence decay of PentPyBr was fit to a monoexponential function (τ = 15 ns), whereas the 

decay of HDPP-Pent had to be fit biexponentially (τ1 = 0.71 ns, τ2 = 11.8 ns). 
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VI. Transient Absorption Spectroscopy 

 

Figure A.9 Femtosecond visible transient absorption spectra of HDPP-Pent (50 μM, toluene) after 

excitation at 550 nm (0.100 μJ/pulse): (a) contour plot, (b) spectral traces at various time delays, 

(c) selected time traces at 448, 507, and 622 nm. 
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Figure A.10 Nanosecond visible transient absorption spectra of HDPP-Pent (50 μM, toluene) after 

excitation at 550 nm (0.100 μJ/pulse): (a) contour plot, (b) spectral traces at various time delays, 

(c) selected time traces at 448, 507, and 622 nm. 
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Figure A.11 Combined visible fs and ns TA spectra of HDPP-Pent (50 μM, toluene) after 

excitation at 550 nm (0.100 μJ/pulse); time traces selected at 448, 507, and 622 nm. 
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Figure A.12 Near-IR fsTA spectra of HDPP-Pent (50 μM, toluene) after excitation at 550 nm 

(0.100 μJ/pulse): (a) contour plot, (b) spectral traces at various time delays, (c) selected time traces 

at 900 and 1020 nm. 
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Figure A.13 Near-IR nsTA spectra of HDPP-Pent (50 μM, toluene) after excitation at 550 nm 

(0.100 μJ/pulse): (a) contour plot, (b) spectral traces at various time delays, (c) selected time traces 

at 900 and 1020 nm. 
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A.14 Visible fsTA spectra of PentPyBr (80 μM, toluene) after excitation at 550 nm (0.100 

μJ/pulse): (a) contour plot, (b) spectral traces at various time delays, (c) selected time traces at 900 

and 1020 nm. 
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Figure A.15 Visible fsTA spectra of Li2(DPP-Pent)2 (50 μM, toluene) after excitation at 550 nm 

(0.100 μJ/pulse): (a) contour plot, (b) spectral traces at various time delays, (c) selected time traces 

at 450, 515, and 625 nm. 
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Figure A.16 Visible nsTA spectra of Li2(DPP-Pent)2 (50 μM, toluene) after excitation at 550 nm 

(0.100 μJ/pulse): (a) contour plot, (b) spectral traces at various time delays, (c) selected time traces 

at 450, 515, and 625 nm. 
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Figure A.17 Combined visible fs and ns TA spectra of Li2(DPP-Pent)2 (50 μM, toluene) after 

excitation at 550 nm (0.100 μJ/pulse); time traces selected at 450, 515, and 625 nm. 
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Figure A.18 Visible fsTA spectra of KDPP-Pent (50 μM, toluene) after excitation at 550 nm 

(0.100 μJ/pulse): (a) contour plot, (b) spectral traces at various time delays, (c) selected time traces 

at 450, 510, and 620 nm. 
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Figure A.19 Visible nsTA spectra of KDPP-Pent (50 μM, toluene) after excitation at 550 nm 

(0.100 μJ/pulse): (a) contour plot, (b) spectral traces at various time delays, (c) selected time traces 

at 450, 510, and 620 nm. 
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Figure A.20 Combined visible fs and ns TA spectra of KDPP-Pent (50 μM, toluene) after 

excitation at 550 nm (0.100 μJ/pulse); time traces selected at 450, 510, and 620 nm. 
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VII. Target Kinetic Analysis 

HDPP-Pent 

 

For HDPP-Pent, the time-resolved luminescence data provide information solely on the 

dynamics of the S1 state independent of the TA spectroscopy. The results of the emission 

experiment may therefore be appropriately applied to a kinetic model for fitting the composite TA 

data. Our model assumes the decay of the 1ESA feature should mirror the biexponential decay 

observed in the time-resolved emission data, as both reflect the dynamics of the S1 state. Thus, we 

require terms that account for both the radiative and nonradiative relaxation pathways. Initial 

attempts to fit single wavelength decay curves of the 3ESA feature from the nsTA data to an 

exponential function clearly indicated the triplet decay required at least a biexponential. In fact, 

attempts to model the kinetics with only a monoexponential triplet decay produced results that 

exhibited significant intensity of the triplet feature in the singular value decomposition (SVD) of 

the residual data matrix, highlighting that the monoexponential decay model does not adequately 

describe the decay of the 3ESA feature. This is consistent with other reports of multiexponential 

decays in the 3ESA feature reflecting geminate recombination of the triplet pair on a faster 

timescale than uncorrelated triplet decay. 

In order to accommodate the biexponential decay of the 1ESA, components 1 and 2 are set 

to equally reflect the 1ESA spectrum and are weighted equally in initial intensity to reflect the 

weighting coefficients from the time-resolved fluorescence results (Supplementary Table S1). 

Components 3 and 4 are allowed to vary spectrally, but ultimately both reflect the 3ESA feature. 

Component 1 decays into components 3 and 4 equally with a rate constant k1, component 2 decays 

to the ground state with rate constant k2, and components 3 and 4 decay to the ground state with 

rate constants k3 and k4 respectively. 
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Table A.1 HDPP-Pent visible fs and ns TA target analysis; no parameters fixed 

Fitted kinetic parameters obtained from a four-component model of the composite visible 

fs and ns TA data of HDPP-Pent: components 1 and 2 equally correspond to 1ESA vectors 

(reflecting the biexponential decay observed from the time-resolved fluorescence measurements); 

components 3 and 4 similarly reflect the short- and long-lived 3ESA vectors. Component 1 decays 

equally into components 3 and 4 with a rate k1; components 2, 3, and 4 decay with a rate of k2, k3, 

k4 respectively. Residual standard error 0.00175329. 

 

 

Figure A.21 Glotaran target analysis (Table A.1) of HDPP-Pent (50 μM, toluene) visible fs and 

ns TA data; no parameters fixed: (a) species associated spectra, (b) kinetic traces of fitted 

components, and (c) kinetic fits overlaying experimental data at 450 and 510 nm. 

 

k (s-1) Standard Error

k1 1.3(4) x 109 1.07 x 107

k2 2.0(2) x 108 2.31 x 106

k3 2.6(6) x 107 1.72 x 105

k4 2.8(1) x 104 3.32 x 102

τ (ps)

τ1 7.4(6) x 102

τ2 4.9(5) x 103

τ3 3.7(6) x 104

τ4 3.5(6) x 107

1 2 3 4

1

2 k2

3 k1 k3

4 k1 k4
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Table A.2 HDPP-Pent visible fs and ns TA target analysis; k1 and k2 fixed 

Fitted kinetic parameters obtained from a four-component model of the composite visible 

fs and ns TA data of HDPP-Pent: components 1 and 2 equally correspond to 1ESA vectors 

(reflecting the biexponential decay observed from the time-resolved fluorescence measurements), 

components 3 and 4 similarly reflect the short- and long-lived 3ESA vectors. Component 1 decays 

equally into components 3 and 4 with a rate k1; components 2, 3, and 4 decay with a rate of k2, k3, 

k4 respectively. k1 and k2 have been fixed given the rates from time-resolved fluorescence 

measurements. Residual standard error: 0.00176051. 

 

 

Figure A.22 Glotaran target analysis (Table A.2) of HDPP-Pent (50 μM, toluene) visible fs and 

ns TA data, k1 and k2 fixed: (a) species associated spectra, (b) kinetic traces of fitted components, 

and (c) kinetic fits overlaying experimental data at 450 and 510 nm. 

 

 

k (s-1) Standard Error

k1 1.3(8) x 109 -

k2 8.5(0) x 108 -

k3 2.6(7) x 107 1.98 x 105

k4 2.8(7) x 104 3.37 x 102

τ (ps)

τ1 7.2(5) x 102

τ2 1.1(8) x 104

τ3 3.7(5) x 104

τ4 3.4(8) x 107

1 2 3 4

1

2 k2

3 k1 k3

4 k1 k4
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Table A.3 HDPP-Pent visible fsTA target analysis 

Fitted kinetic parameters obtained from a three-component model of the fsTA data of 

HDPP-Pent: components 1 and 2 equally correspond to 1ESA vectors (reflecting the biexponential 

decay observed from the time-resolved fluorescence measurements); component 3 reflects the 

decay of the 3ESA vector. Component 1 decays into component 3 with a rate k1; components 2 

and 3 decay with a rate of k2 and k3 respectively. Residual standard error: 0.00249052. 

 

Figure A.23 Glotaran target analysis (Table A.3) of HDPP-Pent (50 μM, toluene) visible fsTA 

data: (a) species associated spectra, (b) kinetic traces of fitted components, and (c) kinetic fits 

overlaying experimental data at 450 and 510 nm. 

 

 

 

 

k (s-1) Standard Error

k1 2.5(6) x 109 3.86 x 107

k2 1.7(2) x 108 5.20 x 106

k3 1.(8) x 107 1.72 x 106

τ (ps)

τ1 3.9(1) x 102

τ2 5.8(1) x 103

τ3 5.(6) x 104

1 2 3

1

2 k2

3 k1 k3
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Table A.4 HDPP-Pent nsTA target analysis 

Fitted kinetic parameters obtained from a three-component model of the nsTA data of 

HDPP-Pent: components 1 and 2 correspond to 3ESA vectors representing the biexponential decay 

in the feature. Components 1 and 2 decay with rate constants k1 and k2 respectively. Residual 

standard error: 0.00197139. 

 

Figure A.24 Glotaran target analysis (Table A.4) of HDPP-Pent (50 μM, toluene) visible nsTA 

data: (a) species associated spectra, (b) kinetic traces of fitted components, and (c) kinetic fits 

overlaying experimental data at 450 and 510 nm. 

  

 

k (s-1) Standard Error

k1 3.5(5) x 107 1.76 x 105

k2 2.9(4) x 104 2.74 x 102

τ (ns)

τ1 2.8(2) x 101

τ2 3.4(0) x 104

1 2

1 k1

2 k2
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Li2(DPP-Pent)2 

 

Table A.5 Li2(DPP-Pent)2 visible fs and ns TA target analysis; 3-component model 

Fitted kinetic parameters obtained from a three-component model of the composite fs and 

ns TA data of Li2(DPP-Pent)2: component 1 corresponds to a 1ESA; components 2 and 3 reflect 

the short- and long-lived 3ESA vectors. Component 1 decays equally into components 2 and 3 with 

a rate k1; components 2 and 3 decay with a rate of k2 and k3 respectively. The final fits reported 

are averaged over two datasets. Residual standard error 0.00167259. 

 

 

 

Figure A.25 Glotaran target analysis (Table A.5) of Li2(DPP-Pent)2 (50 μM, toluene) visible fs 

and ns TA data with a three-component model: (a) species associated spectra, (b) kinetic traces of 

fitted components, and (c) kinetic fits overlaying experimental data at 450 and 515 nm. The rapid 

rise of the triplet feature causes a slight deviation for the fits at these early times as seen in the 

intensity at 515 nm in the species associated spectra of component 1. 

  

 

k (s-1) Standard Error

k1 1.0(4) x 1010 1.47 x 108

k2 4.3(0) x 107 2.44 x 104

k3 2.8(6) x 104 2.84 x 102

τ (ps)

τ1 96.(2)

τ2 2.3(3) x 104

τ3 3.5(0) x 107

1 2 3

1

2 k1 k2

3 k1 k3
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Table A.6 Li2(DPP-Pent)2 visible fs and ns TA target; 4-component model 

Fitted kinetic parameters obtained from a four-component model of the composite fs and 

ns TA data of Li2(DPP-Pent)2: component 1 corresponds to a 1ESA; components 2, 3, and 4 reflect 

short-, intermediate-, and long-lived 3ESA vectors. Component 1 decays equally into components 

2, 3, and 4 with a rate k1; components 2, 3, and 4 decay with a rate of k2, k3, and k4 respectively. 

The final fits reported are averaged over two datasets. Residual standard error 0.00167048. 

 

 

Figure A.26 Glotaran target analysis (Table A.6) of Li2(DPP-Pent)2 (50 μM, toluene) visible fs 

and ns TA data with a four-component model: (a) species associated spectra, (b) kinetic traces of 

fitted components, and (c) kinetic fits overlaying experimental data at 450 and 515 nm. The rapid 

rise of the triplet feature causes a slight deviation for the fits at these early times as seen in the 

intensity at 515 nm in the species associated spectra of component 1. 

 

 

k (s-1) Standard Error

k1 9.0(4) x 109 9.66 x 107

k2 9.3(9) x 107 2.75 x 105

k3 7.(8) x 106 1.4 x 105

k4 1.9(9) x 104 2.72 x 102

τ (ps)

τ1 1.1(1) x 102

τ2 1.0(7) x 104

τ3 1.(3) x 105

τ4 5.0(3) x 107

1 2 3 4

1

2 k1 k2

3 k1 k3

4 k1 k4
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Table A.7 Li2(DPP-Pent)2 visible fsTA target analysis 

Fitted kinetic parameters obtained from a two-component, sequential model of the fsTA 

data of Li2(DPP-Pent)2: component 1 corresponds to a 1ESA, and component 2 reflects the 3ESA 

vector. Residual standard error 0.00211332. 

Figure A.27 Glotaran target analysis (Table A.7) of Li2(DPP-Pent)2 (50 μM, toluene) visible fsTA 

data: (a) evolution associated spectra, (b) kinetic traces of fitted components, and (c) kinetic fits 

overlaying experimental data at 450 and 510 nm. The rapid rise of the triplet feature causes a slight 

deviation for the fits at these early times as seen in the intensity at 515 nm in the species associated 

spectra of component 1. 

 

 

  

 

k (s-1) Standard Error

k1 1.44(0) x 1010 8.786 x 107

k2 2.8(6) x 107 3.25 x 105

τ (ps)

τ1 6.94(4) x 101

τ2 2.51(1) x 104

1 2

1

2 k1 k2
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Table A.8 Li2(DPP-Pent)2 visible nsTA target analysis 

Fitted kinetic parameters obtained from a two-component, sequential model of the nsTA 

data of Li2(DPP-Pent)2: components 1 and 2 correspond to the 3ESA vector, reflecting a 

biexponential decay. Residual standard error 0.000664370. 

Figure A.28 Glotaran target analysis (Table A.8) of Li2(DPP-Pent)2 (50 μM, toluene) visible nsTA 

data: (a) species associated spectra, (b) kinetic traces of fitted components, and (c) kinetic fits 

overlaying experimental data at 450 and 510 nm. 

  

 

k (s-1) Standard Error

k1 2.60(2) x 107 7.978 x 104

k2 2.19(1) x 104 9.291 x 101

τ (ns)

τ1 3.84(3) x 101

τ2 4.56(4) x 104

1 2

1 k1

2 k2
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KDPP-Pent 

Table A.9 KDPP-Pent visible fs and ns TA target analysis – 3 components 

Fitted kinetic parameters obtained from a three-component model of the composite fs and 

ns TA data of KDPP-Pent: component 1 corresponds to a 1ESA; components 2 and 3 reflect the 

short- and long-lived 3ESA vectors. Component 1 decays equally into components 2 and 3 with a 

rate k1; components 2 and 3 decay with a rate of k2 and k3 respectively. Residual standard error 

0.000864311. 

 

Figure A.29 Glotaran target analysis (Table A.9) of KDPP-Pent (50 μM, toluene) visible fs and 

nsTA data – three-component fit: (a) species associated spectra, (b) kinetic traces of fitted 

components, and (c) kinetic fits overlaying experimental data at 450 and 510 nm. 

 

  

 

 

k (s-1) Standard Error

k1 1.60(0) x 109 9.897 x 106

k2 1.75(3) x 108 5.121 x 105

k3 6.0(5) x 104 1.6(5) x 102

τ (ps)

τ1 6.25(0) x 102

τ2 5.70(5) x 104

τ3 1.6(5) x 107

1 2 3

1

2 k1 k2

3 k1 k3
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Table A.10 KDPP-Pent visible fs and ns TA target analysis – 4 components 

Fitted kinetic parameters obtained from a four-component model of the composite fs and 

ns TA data of KDPP-Pent: components 1 and 2 equally correspond to 1ESA vectors; components 

3 and 4 similarly reflect the short- and long-lived 3ESA vectors. Component 1 decays equally into 

components 3 and 4 with a rate k1; components 2, 3, and 4 decay with a rate of k2, k3, k4 

respectively. Residual standard error 0.000862214. k1 and k2 have been fixed given the rates from 

time-resolved fluorescence measurements. 

 

Figure A.30 Glotaran target analysis (Table A.10) of KDPP-Pent (50 μM, toluene) visible fs and 

nsTA data – four-component fit: (a) species associated spectra, (b) kinetic traces of fitted 

components, and (c) kinetic fits overlaying experimental data at 450 and 510 nm. 

  

 

 

k (s-1) Standard Error

k1 2.2(5) x 109 1.71 x 107

k2 2.7(5) x 108 2.14 x 106

k3 8.7(1) x 107 4.85 x 105

k4 3.7(2) x 104 4.85 x 102

τ (ps)

τ1 4.4(4) x 102

τ2 3.6(4) x 104

τ3 1.1(5) x 105

τ4 2.6(9) x 107

1 2 3 4

1

2 k2

3 k1 k3

4 k1 k4
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Table A.11 KDPP-Pent visible fsTA target analysis 

Fitted kinetic parameters obtained from a two-component, sequential decay model of the 

fsTA data of KDPP-Pent: components 1 and 2 correspond to the 1ESA and 3ESA vectors, 

respectively. Residual standard error 0.00179745. 

 

Figure A.31 Glotaran target analysis (Table A.11) of KDPP-Pent (50 μM, toluene) visible fsTA 

data: (a) evolution associated spectra, (b) kinetic traces of fitted components, and (c) kinetic fits 

overlaying experimental data at 450 and 510 nm. 

  

 

 

k (s-1) Standard Error

k1 2.2(7) x 109 2.86 x 107

k2 1.4(4) x 108 1.14 x 106

τ (ps)

τ1 4.4(1) x 102

τ2 6.9(4) x 103

1 2

1

2 k1 k2
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Table A.12 KDPP-Pent visible nsTA target analysis 

Fitted kinetic parameters obtained from a two-component, parallel decay model of the 

nsTA data of KDPP-Pent: components 1 and 2 correspond to the 3ESA vectors. Residual standard 

error 0.000674488. 

Figure A.32 Glotaran target analysis (Table A.12) of KDPP-Pent (50 μM, toluene) visible nsTA 

data: (a) evolution associated spectra, (b) kinetic traces of fitted components, and (c) kinetic fits 

overlaying experimental data at 450 and 510 nm. 

 

 

 

  

 

 

k (s-1) Standard Error

k1 3.1(6) x 107 1.27 x 105

k2 2.7(3) x 104 1.14 x 102

τ (ns)

τ1 3.1(6) x 101

τ2 3.6(6) x 104

1 2

1 k1

2 k2
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VIII. HDPP-Pent: Triplet Extinction Coefficient Estimation 

 

Figure A.33 Anthracene (500 μM, toluene) 3ESA ns transient absorption trace at 410 nm. 
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Figure A.34 Photosensitization experiment (500 μM Anthracene, 10 μM HDPP-Pent in toluene): 

(a) Anthracene 3ESA nsTA kinetic trace at 410 nm, (b) HDPP-Pent 3ESA nsTA kinetic trace at 

510 nm. 

 

 

  

 



209 

 

Figure A.35 Comparison between the transient absorption spectrum of HDPP-Pent at long delay 

times (50 ns) after direct photosensitization with 550 nm light and the transient absorption 

spectrum of the photosensitized anthracene (500 μM) and HDPP-Pent (10 μM) after exciting 

anthracene at 360 nm at delay times (35 μs) past the decay of the anthracene triplet ESA. In the 

photosensitization experiment, we expect the anthracene triplet to be transferred to HDPP-Pent, 

resulting in the observation of the triplet transient absorption spectrum of HDPP-Pent at long delay 

times. This same spectrum is observed in the direct excitation experiment at long delay times, 

indicating that these spectral features are indeed associated with the HDPP-Pent T1 state. The 

residual pump scatter at 550 nm was excised from the direct excitation spectrum. 
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 The Anthracene (500 μM) and HDPP-Pent (10 μM) photosensitization experiment will be 

used to demonstrate the calculation of the HDPP-Pent 3ESA extinction coefficient given the 

reported Anthracene 3ESA molar absorptivity (42,000 M-1 cm-1).4–7 This is accomplished by 

setting the concentrations of Anthracene and HDPP-Pent triplets to be equal in the Beer-Lambert 

regime and solving for 3HDPP-Pent ε as in Equation 2: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 The assumption underlying this equation is that the energy transfer efficiency is near unity 

– that the concentration of anthracene triplets fully transfers into HDPP-Pent triplets. In order to 

fulfill this estimation, corrections must be made to the 3 HDPP-Pent ΔOD to account for triplet 

transfer efficiency (ΦET) and the relative rate of the rise and decay of the HDPP-Pent 3ESA 

(ΦT(decay)). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

𝑐 𝐴𝑛𝑡ℎ3 = 𝑐 𝐻𝐷𝑃𝑃−𝑃𝑒𝑛𝑡3  

 

∆𝑂𝐷 𝐴𝑛𝑡ℎ3

𝜀 𝐴𝑛𝑡ℎ3 ∙ 𝑙
=  

∆𝑂𝐷 𝐻𝐷𝑃𝑃−𝑃𝑒𝑛𝑡3

𝜀 𝐻𝐷𝑃𝑃−𝑃𝑒𝑛𝑡3 ∙ 𝑙
 

 

𝜀 𝐻𝐷𝑃𝑃−𝑃𝑒𝑛𝑡3 =  
∆𝑂𝐷 𝐻𝐷𝑃𝑃−𝑃𝑒𝑛𝑡3

∆𝑂𝐷 𝐴𝑛𝑡ℎ3
∙ 𝜀 𝐴𝑛𝑡ℎ3  𝐸𝑞 (2) 

𝛷𝐸𝑇 =
𝑘𝑠𝑒𝑛𝑠

𝑘𝑠𝑒𝑛𝑠 + 𝑘𝑖𝑛𝑡𝑟𝑖𝑛𝑠𝑖𝑐
 

 

𝛷𝐸𝑇 =
0.08365

0.08365 +  0.048
= 0.64 

 

𝛷𝑇(𝑑𝑒𝑐𝑎𝑦) =
𝑘𝑇(𝑟𝑖𝑠𝑒)

𝑘𝑇(𝑟𝑖𝑠𝑒) + 𝑘𝑇(𝑑𝑒𝑐𝑎𝑦)
 

 

𝛷𝑇(𝑑𝑒𝑐𝑎𝑦) =
0.08944

0.08944 +  0.02033
= 0.81 
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The corrected 3HDPP-Pent ΔOD (ΔODcorr) can thus be estimated and the HDPP-Pent 3ESA 

extinction coefficient can be calculated as in Equation 2: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 This process is repeated for each concentration of HDPP-Pent (10, 20, 50, 100 μM) and 

the results are compiled in Figure S35. As can be seen, the calculated 3HDPP-Pent extinction 

coefficient approaches a limit of ~ 49,000 M-1 cm-1 as the concentration of HDPP-Pent is increased 

(i.e. the triplet energy transfer efficiency approaches unity). 

  

∆𝑂𝐷𝑐𝑜𝑟𝑟 =  
∆𝑂𝐷 𝐻𝐷𝑃𝑃−𝑃𝑒𝑛𝑡3

𝛷𝐸𝑇 ∙ 𝛷𝑇(𝑑𝑒𝑐𝑎𝑦)
=  

0.0091

0.64 ∙ 0.81
 

∆𝑂𝐷𝑐𝑜𝑟𝑟 = 0.0176 

 

𝜀 𝐻𝐷𝑃𝑃−𝑃𝑒𝑛𝑡3 =  
0.0176

0.0183
∙ (42,000 𝑀−1𝑐𝑚−1) 

𝜀 𝐻𝐷𝑃𝑃−𝑃𝑒𝑛𝑡3 =  40,393 𝑀−1𝑐𝑚−1 
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Figure A.36 Concentration-dependent photosensitization experiments between Anthracene (500 

μM) and HDPP-Pent (X μM, X = 10, 20, 50, 100): (a) observed energy transfer rate (kobs) vs. 

HDPP-Pent concentration, fitted to a linear function, the slope of which gives the bimolecular rate 

constant (kET); (b) calculated HDPP-Pent 3ESA extinction coefficient vs. HDPP-Pent 

concentration. 
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IX. HDPP-Pent: Triplet Yield Estimation  

In order to estimate the triplet yield, we can use Equation 3. As a note, we refer to [T1] as the 

concentration of excited triplet states without differentiation between triplet pair (T1T1) and free 

triplet (T1) states. 

 

 

i. Concentration of Excited Singlets  

Let us first consider the maximum concentration of excited singlets generated. This has 

been previously estimated using the ground state bleach (GSB) feature. However, it must be noted 

in the case of HDPP-Pent that the shape and intensity of the GSB changes over the course of the 

transient absorption experiment in a way that suggests there is a complex overlap of GSB and ESA 

features in the spectrum. This makes the GSB unreliable in the evaluation of the triplet yield. The 

concentration of excited singlets may alternatively be estimated as the product of the number of 

photons per pulse and the ratio of pump intensity before and after the sample (I/I0) divided by the 

product of Avogadro’s number (NA) and the excitation volume (V):8 

 

 

 

 

 

 

 

 

 

 

 

 Each component may be first evaluated individually. The photons per pulse can be derived 

from the excitation power (100 μW), the laser repetition rate (1000 s-1), and the energy per photon 

(as calculated by the product of Planck’s constant h and the frequency of 550 nm light). I/I0 can be 

calculated as the difference from unity of ten raised to the negative power of the sample absorbance 

at 550 nm (0.11). The excitation volume is assumed to be cylindrical using the radius of the 

excitation spot (0.013 cm) and the path length of the sample (0.2 cm). 

𝑇𝑟𝑖𝑝𝑙𝑒𝑡 % 𝑌𝑖𝑒𝑙𝑑 =
[𝑇1]

[𝑆1]
∙ 100 

 

 

𝐸𝑞 (3) 

[𝑺𝟏] =  
(

𝒑𝒉𝒐𝒕𝒐𝒏𝒔
𝒑𝒖𝒍𝒔𝒆

) ∙ (
𝑰

𝑰𝟎
)

𝑵𝑨 ∙ 𝑽
 

 

(
𝑝ℎ𝑜𝑡𝑜𝑛𝑠

𝑝𝑢𝑙𝑠𝑒
) =  

𝑝𝑜𝑤𝑒𝑟

(𝑟𝑒𝑝 𝑟𝑎𝑡𝑒) ∙ (
𝑒𝑛𝑒𝑟𝑔𝑦
𝑝ℎ𝑜𝑡𝑜𝑛

)
 

 

(
𝐼

𝐼0
) = 1 − 10−𝐴 

 

𝑉 = 𝜋𝑟2𝑙 
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ii. Concentration of Excited Triplets 

 The concentration of HDPP-Pent triplets may be estimated from the extinction coefficient 

of the 3ESA at 510 nm as derived above and the maximum ΔOD value at 510 nm from the 

experimental transient absorption data. However, from the time-resolved luminescence data and 

the target fitting, it is apparent that when the TA 3ESA at 510 nm reaches its maximum intensity 

(t ~ 1.4 ns), there is contribution to this intensity from the 1ESA. The fit may be used to decompose 

the ΔOD at 510 nm to its contributions from the 1ESA and 3ESA, and the triplet contribution may 

be used to estimate the corrected triplet yield. 

 The target fitting as shown in Figure S21 gives a maximum ΔOD510nm of 0.0128. The 

contributions of the different component vectors to the target fit can be decomposed from the 

kinetic traces (Figure S21b), which provides a weighting coefficient or effective concentration for 

each vector at 1.4 ns. The SAS (Figure S21a) provides the relative molar extinction of each vector 

at 510 nm. Taking the weighted sum of the first and second vectors gives the ΔOD contribution of 

the 1ESA at 510 nm. Likewise, taking the weighted sum of the third and fourth vectors gives the 

relative ΔOD contribution of the 3ESA. These values are collected in Table S12.  

(
𝑝ℎ𝑜𝑡𝑜𝑛𝑠

𝑝𝑢𝑙𝑠𝑒
) =  

1 × 10−4 𝑊

(1,000 𝑠−1) ∙ (3.61 ×  10−19 𝐽)
= 2.77 × 1011 𝑝𝑢𝑙𝑠𝑒−1 

 

(
𝐼

𝐼0
) = 1 − 10−0.11 = 0.2238 

 

𝑉 = 𝜋 ∙ (1.30 × 10−2 𝑐𝑚) 2 ∙ (0.2 𝑐𝑚) ∙ (0.001 𝐿 𝑐𝑚−3) = 1.06 ×  10−7 𝐿 

 

[𝑆1] =  
(2.77 × 1011) ∙ (0.2238)

(6.022 × 1023) ∙ (1.06 × 10−7)
= 9.7 × 10−7 𝑀 
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Table A.13 Estimation of 1ESA and 3ESA ΔOD contributions at 510 nm in the transient absorption 

spectrum of HDPP-Pent (50 μM, toluene). 

 The maximum concentration of triplets can then be estimated in the Beer-Lambert regime 

and the triplet yield can be thus calculated. 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

component 1 2 3 4

Relative 

contribution at 

1.4 ns

0.0103 0.4437 0.2379 0.2448

Intensity of SAS 

at 510 nm
0.0062 0.0062 0.0285 0.0180

1ESA 3ESA

ΔOD510nm

contribution at 

1.4 ns 

0.0028 0.010

[𝑇1] =  
∆𝑂𝐷510𝑛𝑚

𝜀 𝐷𝑃𝑃−𝑃𝑒𝑛𝑡3 ∙ 𝑙
 

 

[𝑇1] =  
0.010

(49,000) ∙ (0.2)
= 1.0 × 10−6 𝑀 

 

𝑇𝑟𝑖𝑝𝑙𝑒𝑡 𝑌𝑖𝑒𝑙𝑑 =  
[𝑇1]

[𝑆1]
∙ 100 =  

1.0 ×  10−6 𝑀

9.7 ×  10−7 𝑀
∙ 100 

 

𝑇𝑟𝑖𝑝𝑙𝑒𝑡 𝑌𝑖𝑒𝑙𝑑 ~ 100 % 
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X. Li2(DPP-Pent)2: Triplet Extinction Coefficient Estimation 

Figure A.37 Comparison between the transient absorption spectrum of Li2(DPP-Pent)2 at long 

delay times (20 ns) after direct photosensitization with 550 nm light and the transient 

absorption spectrum of the photosensitized anthracene (500 μM) and Li2(DPP-Pent)2 (50 μM) 

after exciting anthracene at 360 nm at delay times (100 μs) past the decay of the anthracene 

triplet ESA. In the photosensitization experiment, we expect the anthracene triplet to be 

transferred to Li2(DPP-Pent)2, resulting in the observation of the triplet transient absorption 

spectrum of Li2(DPP-Pent)2 at long delay times. This same spectrum is observed in the direct 

excitation experiment at long delay times, indicating that these spectral features are indeed 

associated with the Li2(DPP-Pent)2 T1 state. The residual pump scatter at 550 nm was excised 

from the direct excitation spectrum. 
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Figure A.38 Concentration-dependent photosensitization experiments between Anthracene (500 

μM) and Li2(DPP-Pent)2 (X μM, X = 10, 50, 100): (a) observed energy transfer rate (kobs) vs. 

Li2(DPP-Pent)2 concentration (based on formula weight), fitted to a linear function, the slope of 

which gives the bimolecular rate constant (kET); (b) calculated Li2(DPP-Pent)2 
3ESA extinction 

coefficient vs. Li2(DPP-Pent)2 concentration. 

  

 



218 

 

XI. Li2(DPP-Pent)2: Triplet Yield Estimation 

 

i. Method: extinction coefficient 

As with HDPP-Pent, the concentration of excited singlets is first estimated using the energy of 

the 550 nm pump excitation, the absorbance of the sample at 550 nm (0.0711), and the excitation 

volume (1.06 x 10-7 L). 

 

 

 

As we do not have evidence to suggest there is significant singlet population overlapped with the 

triplet ESA at its maximum in the TA data of Li2(DPP-Pent)2, we directly estimate the triplet 

yield without correction from the fitted data. 

 

 

 

 

 

 

 

 

 

 

 

  

[𝑆1] =  
(2.77 × 1011) ∙ (0.1489)

(6.022 × 1023) ∙ (1.06 × 10−7)
= 6.5 × 10−7 𝑀 

[𝑇1] =  
∆𝑂𝐷510𝑛𝑚

𝜀 𝐿𝑖𝐷𝑃𝑃−𝑃𝑒𝑛𝑡3 ∙ 𝑙
 

 

[𝑇1] =  
0.013

(52,000) ∙ (0.2)
= 1.27 ×  10−6 𝑀 

 

𝑇𝑟𝑖𝑝𝑙𝑒𝑡 𝑌𝑖𝑒𝑙𝑑 =  
[𝑇1]

[𝑆1]
∙ 100 =  

1.27 × 10−6 𝑀

9.7 ×  10−7 𝑀
∙ 100 

 

𝑇𝑟𝑖𝑝𝑙𝑒𝑡 𝑌𝑖𝑒𝑙𝑑 ~ 195 % 
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ii. Method: ground state bleach 

We can estimate the triplet yield in Li2(DPP-Pent)2 via the ground state bleach in the method 

of Eaton et al.9 The percentage of excited molecules estimated from the energy density of the 

550 nm pump is approximately 1.1%, and using the ground state absorbance at 625 nm (0.2), we 

can estimate the expected ground state bleach intensity of -0.0022. From this we can estimate a 

triplet yield of ~ 186%. 

 

 

 

 

  

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑀𝑎𝑥 ∆𝑂𝐷625 𝑛𝑚 = −2.2 𝑚𝑂𝐷 

𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 𝑀𝑎𝑥 ∆𝑂𝐷625 𝑛𝑚 = −4.1 𝑚𝑂𝐷 

𝑇𝑟𝑖𝑝𝑙𝑒𝑡 𝑌𝑖𝑒𝑙𝑑 =  
−4.1

−2.2
∙ 100 ~ 186 % 
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XII. Comparison Between Singlet Fission Rates and Triplet Lifetimes 

Table A.14 Comparison between singlet fission (τSF) and triplet lifetimes (τT) for HDPP-Pent, 

Li2(DPP-Pent)2, KDPP-Pent, and previously reported bipentacene systems ortho-2, meta-2, 

and para-2 (in benzonitrile),10 BP0, BP1, BP2,11 TFM, BCO, Spi, and EBD (in chloroform),12 

PD, and PT.13 The compounds are referenced using the moniker given in their respective texts, 

and structures are provided for each following the table. Here, τT is used generally for the fitted 

lifetimes of the triplet features in the transient absorption spectrum, encompassing both M(TT) 

– the shorter lifetime(s) – and uncorrelated triplet lifetimes where applicable. A comprehensive 

review of lifetimes in covalently linked dimers appears in Korovina et al.14 

 

 τ
SF

 τ
T
 

ortho-2 500 fs 12 ps 

meta-2 63 ps 2.2 ns 

para-2 2.7 ps 17.3 ps 

   

BP0 760 fs 450 ps 

BP1 20 ps 16.5 ns 

BP2 220 ps 270 ns (1) 

   

TFM 49.7 ps 531 ns (1), 23.0 μs (2) 

BCO 20 ns 1.8 μs (1), 18.0 μs (2) 

Spi 54.5 ps 705 ns (1), 19.6 μs (2) 

EBD 10.4 ps 174 ns (1), 24.3 μs (2)  

   

PD 435 ps 8.3 ns (1); 87 ns (2); 25 μs (3) 

PT 147 ps 12 ns (1); 70 ns (2); 32 μs (3) 

   

HDPP-Pent 730 ps 38 ns (1); 36 μs (2) 

Li
2
(DPP-Pent)

2
 100 ps 23 ns (1); 35 μs (2) 

KDPP-Pent 400 – 600 ps 12 ns (1); 27 μs (2) 
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XIII. 1H and 13C NMR 

Figure A.39 1H NMR spectrum of PentPyBr (400 MHz, CDCl3). 
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Figure A.40 13C NMR spectrum of PentPyBr (400 MHz, CDCl3). 
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Figure A.41 1H NMR spectrum of HDPP-Pent (400 MHz, CD2Cl2). 
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Figure A.42 13C NMR spectrum of HDPP-Pent (400 MHz, CDCl3). 
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Figure A.43 Variable temperature 1H NMR spectra of HDPP-Pent (400 MHz, CD2Cl2). 
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Figure A.44 1H NMR spectrum of Li2(DPP-Pent)2 (400 MHz, CD2Cl2). 
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Figure A.45 1H NMR spectrum of Li2(DPP-Pent)2 at different concentrations in toluene-d8 (400 

MHz, toluene-d8). 
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Figure A.46 1H NMR spectrum of KDPP-Pent (400 MHz, CD2Cl2). 
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Figure A.47 1H NMR spectrum of NaDPP-Pent (400 MHz, CD2Cl2). A significant amount of 

toluene (peaks at 2.34, 7.14, 7.24 ppm) remained in the sample post-synthesis despite extensive 

drying in vacuo. Further handling and attempts to fully remove the toluene led to a small degree 

of decomposition. The toluene multiplets in the aromatic region mask three peaks expected in the 

compound but can be inferred from cross peaks detected in the COSY and ROESY experiments. 
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Figure A.48 Gradient COSY spectrum of NaDPP-Pent (400 MHz, CD2Cl2). 
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Figure A.49 2D ROESY spectrum of NaDPP-Pent (400 MHz, CD2Cl2). 
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XIV. Li2(DPP-Anth)2 Crystallographic Information 

Figure A.50 X-ray crystal structure of Li2(DPP-Anth)2. The DPP-Anth ligand 1 and 2 are coded 

as black and red, respectively. Ellipsoids are drawn at the 50% probability level. 
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Table A.14 Crystal and refinement data for Li2(DPP-Anth)2 

 

 

  

 Li2(DPP-Anth)2 

CCDC 2031858 

Empirical formula C84H52Li2N6 

Formula weight 1158.46 

Temperature/K 100 

Crystal System Triclinic 

Space group P -1 

a/Å 14.6365(8) 

b/Å 15.1790(7) 

c/Å 16.9748(11) 

α/° 69.030(4) 

β/° 68.970(5) 

γ/° 70.059(4) 

Volume/Å3 3187.6 

Z 2 

ρcalcg/cm3 1.296 

μ/mm-1 1.331 

F(000) 1297.0 

Radiation Cu Kα (λ = 1.54178) 

2θ range for data collection 5.8 to 158.22 

Index ranges 
-16 ≤ h ≤ 18, -18 ≤ k ≤ 14, 

-8 ≤ l ≤ 20 

Reflection collected 9802 

Independent reflections 
7982 [Rint = 0.0820, Rsigma 

= 0.1123] 

Data/restraints/parameters 7982/0/856 

Goodness-of-fit on F2 1.081 

Final R indexes [I>=2σ (I)] R1 = 0.0991, wR2 = 0.2473 

Final R indexes [all data] R1 = 0.1716, wR2 = 0.2991 

Largest diff. peak/hole/e Å-3 1.16/-1.09 
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Appendix B: 

Experimental Methods and Supplementary Figures for Chapter 3: Magnetic Relaxation in CuPc 

and VOPc 
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Methods 

 

B.1 Synthesis and Sample Preparation 

Copper phthalocyanine (CuPc), zinc phthalocyanine (ZnPc), titanyl phthalocyanine 

(TiOPc, Type IV), and vanadyl phthalocyanine (VOPc) were purchased from Sigma Aldrich and 

used without further purification. 

 

CuPc:ZnPc 1:1000 

CuPc:ZnPc 1:1000 was prepared by a modification of previously reported preparations1 of 

α-CuPc. CuPc (0.5 mg) and ZnPc (498.7 mg) were added to a 50 mL Erlenmeyer flask with a 

magnetic stir bar. Concentrated H2SO4 (10 mL) was added, dissolving the materials, and the dark 

green solution was stirred for 15 min. The solution was then poured onto DI H2O ice (previously 

prepared) to cause precipitation of a dark green solid. The precipitate was filtered, washed with DI 

H2O, and dried overnight under vacuum on a Schlenk line. 

 

CuPc:ZnPc 1:100 

CuPc:ZnPc 1:100 was prepared analogously to the 1:1000 sample. CuPc (2.0 mg), ZnPc 

(196.5 mg), and H2SO4 (5 mL) were used for the appropriate ratios. 

 

VOPc:TiOPc 1:1000 

VOPc:TiOPc 1:1000 was prepared via an established method.2 VOPc (Type II, 0.5 mg) 

and TiOPc (Type IV, 497.0 mg) were added to a 250 mL Erlenmeyer flask with a magnetic stir 

bar. A mixture of trifluoroacetic acid (11 mL) and dichloromethane (DCM) (44 mL) was then 

added to dissolve the reagents. The dark blue-green solution was stirred for 15 min and then poured 

into isopropyl alcohol (IPA) (460 mL) causing the precipitation of a fine bright blue precipitate. 

The mixture was stirred for an additional 15 min. Fractions were centrifuged and the blue residue 

was washed with IPA and recentrifuged. IPA was used to transfer the remaining blue residue to a 

100 mL round-bottom flask, and the solvent was removed via rotary evaporation. The sample was 

then rigorously dried overnight under vacuum on a Schlenk line. 

 

VOPc:TiOPc 1:100 

VOPc:TiOPc 1:100 was prepared analogously to the 1:1000 sample as above. VOPc (Type 

II, 1.7 mg), TiOPc (Type IV, 172.9 mg), trifluoroacetic acid (4 mL), DCM (16 mL), and IPA (200 

mL) were used for the appropriate ratios. 
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B.2 EPR Spectroscopy 

Continuous wave (CW) X-Band EPR spectra were acquired on a Brucker EMX 

spectrometer. All pulse X- and Q-band EPR experiments were performed using a Bruker 

ELEXSYS E580 pulse EPR Spectrometer. X-band measurements were performed using a Bruker 

MS-5 Resonator. Simulations of all CW and pulse EPR data were achieved using the EasySpin 

simulation toolbox (release 5.2.25) with MATLAB 2019b.3 Q-band measurements were 

performed using a Bruker MD-4 X-band Resonator. Temperature control was achieved using an 

Oxford Instruments CF935 cryogen flow cryostat using liquid helium (5 -100 K) or liquid nitrogen 

(>100 K) and a Mercury ITC temperature controller. Pulse electron spin-echo detected EPR (ESE-

EPR) field-swept spectra were acquired using the 2-pulse “Hahn-echo” sequence (/2 –  –  – 

echo). Tm measurements were performed using the same Hahn echo sequence (/2 –  –  – echo) 

at fixed magnetic fields, with  varied at regular intervals to measure the decay in echo intensity. 

T1 measurements were performed using the inversion recovery pulse sequence ( - T - /2 –  –  

– echo), where T is a variable delay and  is a fixed delay of 200 ns. 

Inversion recovery and echo decay experiments were fit using stretched-exponential 

Equation S1 and Equation S2, respectively. 

Equation S1. 

𝐼 = 𝐼0 + 𝑘1exp [− (
𝜏

𝑇1
)

𝛽1

] 

Equation S2. 

𝐼 = 𝐼0 + 𝑘𝑚exp [− (
2𝜏

𝑇𝑚
)

𝛽𝑚

] 

 

The temperature dependence of T1 was modeled for 1:1000 CuPc:ZnPc and VOPc:TiOPc 

samples using the equation below, which includes direct, Raman, and local mode-mediated 

processes. As the electronic excited states in CuPc and VOPc are estimated to be much higher in 

energy than the Debye temperature, we do not expect an Orbach mechanism to be operative in 

these systems, consistent with another report.4 

1

𝑇1
= 𝐴𝑑𝑖𝑟 ∙ 𝑇 +  𝐵𝑟𝑎𝑚 ∙ (

𝑇

𝜃𝐷
)

9

∙ 𝐽8(
𝜃𝐷

𝑇
) + 𝐶𝑙𝑜𝑐 ∙

𝑒
∆𝑙𝑜𝑐

𝑇⁄

(𝑒
∆𝑙𝑜𝑐

𝑇⁄ − 1)2
  

Adir, Bram, and Cloc represent the coefficients for the direct, Raman, and local mode processes, 

respectively, θD is the Debye temperature (K), Δloc is the local mode energy (K), and J8(θD/T) 

represents the transport integral, shown below. 
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𝐽8 (
𝜃𝐷

𝑇
) =  ∫ 𝑥8 ∙

𝑒𝑥

(𝑒𝑥 − 1)2
𝑑𝑥

𝜃𝐷
𝑇⁄

0

 

Here we approximate the solution of the transport integral as the n-power of θD/T, which 

leads to the following equation.5 

1

𝑇1
= 𝐴𝑑𝑖𝑟 ∙ 𝑇 +  𝐵𝑟𝑎𝑚 ∙ (

𝑇

𝜃𝐷
)

𝑛

+ 𝐶𝑙𝑜𝑐 ∙
𝑒

∆𝑙𝑜𝑐
𝑇⁄

(𝑒
∆𝑙𝑜𝑐

𝑇⁄ − 1)2
  

We acknowledge the limitations of this phenomenological fitting. As addressed by others 

previously, this equation is not well fit using a least-squares minimization procedure, as each 

process contributes differently at different temperatures and some parameters are correlated.6 We 

begin by fitting the data to a Raman process. The power dependence of the Raman process may 

first be estimated from the slope of the log-log plot of the spin-lattice relaxation rates, using 

log(1/T1) = n∙log(T). A rough approximation of the Raman function was achieved by a least-

squares minimization by manually adjusting parameters until a reasonable combination of Raman 

coefficient and Debye temperature was obtained. Debye temperatures for copper(II) and vanadyl 

complexes have typically been found to be less than 130 K.4 The Raman parameters were then 

fixed, and the local mode function was added to the fit. The local mode coefficient and energy 

were then varied until a reasonable fit was achieved. This process of fixing the parameters of one 

process while adjusting the parameters of the other was iterated until an optimal fit was achieved. 

Finally, a direct process was added and the direct coefficient was manually increased until the low-

temperature data points were fit. 

 

B.3 Powder X-Ray Diffraction 

All powder X-ray diffraction (PXRD) patterns were collected on an Analytical X’Pert Pro 

diffractometer with a Cu source at 40 kV and 40 mA. Data were collected from 5°-40° 2θ. 
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Figure B.1 (A) Comparison between PXRD patterns of VOPc:TiOPC at concentrations of 1:1000 

(top), 1:100 (middle), and simulated Type II VOPc (bottom). (B) Comparison between the PXRD 

patterns of CuPc:ZnPc 1:1000 (top), 1:100 (middle), and simulated β-CuPc (bottom). 

 

The PXRD patterns of both the 1:1000 and 1:100 VOPc:TiOPc mixtures shown in Figure 

S1 are consistent with previously reported diffraction data for the type-II polymorph and are well 

reproduced by simulation. This indicates structural phase homogeneity of the vanadyl samples. 

The PXRD patterns of the 1:1000 and 1:100 CuPc:ZnPc dispersions show distinct patterns between 

samples and do not strictly match either the reported α- or β-CuPc diffraction patterns.7 
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Figure B.2 Comparison between CW X-band EPR at 77 K to pseudo-modulated echo-detected 

field sweeps (PM-EDFSs) and the associated field sweeps at 5 K (black) and 60 K (red) of (A) 

VOPc 1:1000 and (B) 1:100. The additional radical species is indicated by an arrow. 

 

 

 

 

 

 

 

 

Table B.1 Best-fit parameters of the simulated EPR spectra in Figure S2 used to reproduce the 

EPR spectra T = 77 K. 

 

The CW-EPR of the 1:1000 and 1:100 samples of VOPc are similar. The 1:100 sample 

exhibits slightly broader features, presumably due to increased dipolar interactions with other 

vanadyl species at this higher concentration. The EDFSs of the two dilutions at both 5 K and 60 K 

are similar and consistent with literature reports. The PM-EDFS spectra lack the sharp radical 

feature present in the CW EPR (although it may slightly appear in the 1:100 spectrum), indicating 

that the spins responsible for this signal relax significantly slower than the shot repetition time of 

the spin-echo detection experiment. This feature has previously been attributed to organic radical 

impurities that are consistently found even in diamagnetic phthalocyanine matrices.2,8  

 1:1000 VOPc:TiOPc 1:100 VOPc:TiOPc 

g|| 1.968 1.968 

g⊥ 1.988 1.988 

A|| (MHz) 478.6 473.6 

A|| (cm-1) 160 x 10-4 158 x 10-4 

A⊥ (MHz) 167.6 167.9 

A⊥ (cm-1) 56 x 10-4 56 x 10-4 



 

244 

 

 

Figure B.3 Echo-detected EPR X-band field sweeps of (A) VOPc:TiOPc 1:1000 and (B) 1:100 at 

5 K, 60 K, and 300 K. Dashed lines indicate field positions where relaxation data were collected. 

Comparison between the field position dependent behavior of the T1 and Tm relaxation times from 

5 to 300 K of VOPc:TiOPc (C) 1:1000 and (D) 1:100.  
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Figure B.4 EDFS EPR Q-band of (A) VOPc 1:1000 at 5 K, 10 K, and 60 K. Dashed lines indicate 

field positions where relaxation data was collected. Comparison of the field position dependent 

behavior of the T1 and Tm relaxation times from 5 to 300 K of VOPc (B) 1:1000. 



 

246 

 

 

 

Figure B.5 Comparison between CW-EPR at 77 K to PM-EDFSs and the associated field sweeps 

at 5 K (black) and 60 K (blue) of (A) CuPc:ZnPc 1:1000 and (B) 1:100. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 1:1000 CuPc:ZnPc 1:100 CuPc:ZnPc 

g|| 2.047 2.049 

g⊥ 2.185 2.172 

ACu|| (MHz) 655.0 646.5 

ACu|| (cm-1) 218 x 10-4 216 x 10-4 

ACu⊥ (MHz) 35.3 15.2 

ACu⊥ (cm-1) 12 x 10-4 5 x 10-4 

AN⊥ (MHz) 45 45-50 

AN⊥ (cm-1) 15 x 10-4 15-17 x 10-4 

AN||  (MHz) 45 40-48 

AN||  (cm-1) 15 x 10-4 13-16 x 10-4 
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Table B.2 Best-fit parameters of the simulated EPR spectra in Figure S5 used to reproduce the 

EPR spectra T = 77 K.  
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Figure B.6 Echo-detected EPR Q-band field sweeps of (A) CuPc 1:1000 and (B) 1:100 from 5 K 

to 180 K. Dashed lines indicate field positions where relaxation data were collected. Comparison 

between the field position dependent behavior of the T1 and Tm relaxation times from 5 to 180 K 

of CuPc (C) 1:1000 and (D) 1:100. (*) denotes the sharp radical-like feature at 1204 mT is due to 

a background signal in the Q-band resonator. 
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Figure B.7 Inversion recoveries and associated fits (pink) of  (A) CuPc 1:1000 and (B) VOPc 

1:1000 from at X-band. Hahn echo and associated fits (pink) of  (C) CuPc 1:1000 and (D) VOPc 

1:1000 from at X-band. Due to large ESEEM modulations in VOPc, we have only displayed 3 

normalized traces: 5 K, 180 K, and 300K. 
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Figure B.8 3D-comparison between the field position dependent behavior of the CuPc 1:1000 T1 

and Tm relaxation times at X-(A and B) and Q- (C and D) band.  
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Figure B.9 3D-comparison between the field position dependent behavior of the VOPc 1:1000 T1 

and Tm relaxation times at X- (A and B) and Q- (C and D) band. 
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Table B.3 1:1000 VOPc:TiOPc temperature-dependent T1 and Tm data collected at selected field 

positions at X-band. 
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Table B.4 1:1000 VOPc:TiOPc temperature-dependent T1 and Tm data collected at selected field 

positions at Q-band. 
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Table B.5 1:100 VOPc:TiOPc temperature-dependent T1 and Tm data collected at selected field 

positions at X-band. 
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Table B.6 1:1000 CuPc:ZnPc temperature-dependent T1 and Tm data collected at selected field 

positions at X-band. 
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Table B.7 1:1000 CuPc:ZnPc temperature-dependent T1 and Tm data collected at selected field 

positions at Q-band. 
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Table B.8 1:100 CuPc:ZnPc temperature-dependent T1 and Tm data collected at selected field 

positions at X-band. 
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Table B.9 1:100 CuPc:ZnPc temperature-dependent T1 and Tm data collected at selected field 

positions at Q-band. 
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Figure B.10 Comparison stretching term, , for  VOPc 1:1000 at 335.6 mT (red) and CuPc 1:1000 

at 329 mT (blue)  (A) T1 times (1) and (B) Tm times (m). 
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Figure B.11 (A) Comparison of the PXRD pattern of an independent preparation of CuPc:ZnPc. 

(B) Echo-detected EPR X-band field sweeps of CuPc at 5 K, 10 K, and 60 K. Dashed lines indicate 

field positions where relaxation data were collected. (C) Comparison of the field position 

dependent behavior of the T1 and Tm relaxation times from 5–180 K of CuPc dilution. (D) 

Comparison between X-band T1 and Tm times vs. temperature for the 329 mT features in CuPc at 

X- and Q-band for the 1:1000, 1:100 preparations and the independent preparation. 

 

A CuPc:ZnPc sample was prepared to yield a final dilution of 1:1000 by an independent 

method analogous to the preparation for VOPc:TiOPc samples using DCM/CF3CO2H/IPA. Due 

to solubility issues in the preparation of this CuPc:ZnPc sample, the final concentration is 

unknown. The PXRD patterns are distinct from the 1:1000 and 1:100 previously prepared (Figure 

S11A). However, the CW-EPR spectrum shows similar copper features despite a significantly 

more intense radical signal (Figure S12). As well, the T1 and Tm temperature-dependences 

observed for this sample were consistent with the other CuPc samples when measured at 306, 329, 
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and 342 mT (Figure S11). This preparation method did, however, display substantially different 

behavior with respect to the 339 mT field position. In the EDFS, there is a sharp signal at 339 mT. 

The T1 times measured at this position remained significantly longer at higher temperatures than 

for other field positions, whereas the Tm times of this feature were found to be lower than at the 

other positions. These observations indicate that this signal arises from the organic radical. In 

contrast to the samples prepared by the sulfuric acid method, the EDFS spectra do not change 

much with increasing temperature. The distinct temperature dependences in the EDFS spectra, T1, 

and Tm times between the various preparations indicate that the radical species may be delocalized 

in different ways in these two samples. When monitoring relaxation behavior at field positions not 

associated with the radical (e.g., 306, 329 mT at X-band), then similar temperature-dependent 

trends are observed regardless of sample preparation method or concentration (Figure S11D). This 

suggests that the radical is not the dominant feature contributing to the differences in relaxation 

times between VOPc and CuPc mixtures. 
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Figure B.12 (A) Comparison of CW-EPR at 77 K of the CuPc:ZnPc 1:100 and 1:1000 and 

independent preparations. (B) Zoom-in to show 14N superhyperfine features. 
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Appendix C: 

Triplet Pair Spin Operators and Spin Hamiltonian 
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Triplet Pair Spin Operators 

 The triplet pair eigenstates may be constructed by standard rules of angular momentum 

addition as we will show below. We first begin by defining the |𝛼⟩ and |𝛽⟩ basis functions in 

matrix form in addition to the Pauli matrices for the Cartesian components of a single electron spin 

operator that operate on these basis functions.1,2 

|𝛼⟩ =  [
1
0
] 

|𝛽⟩ =  [
0
1
] 

�̂�𝑥 =
1

2
[
0 1
1 0

] 

�̂�𝑦 =
1

2
[
0 −𝑖
𝑖 0

] 

�̂�𝑧 =
1

2
[
1 0
0 −1

] 

 From here, there are two potential routes to generating the triplet pair eigenstates. The first 

is the traditional route used by Merrifield by defining two sets of triplet eigenfunctions and 

corresponding spin operators and taking their tensor products to generate the nine triplet pair 

eigenstates.3,4 The second was outlined by Scholes in 2015, by generating the spin operators for 

four electron basis functions and factoring the uncoupled basis into the triplet pair basis assuming 

the two triplets are distinguishable.5 

 To define the triplet pair states in the vein of Merrifield, we must first construct triplet 

eigenstates and spin operators in the coupled two-electron basis. For two electrons, we can define 
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the uncoupled set of basis states as the tensor (Kronecker) product, denoted by ⊗, of the individual 

|𝛼⟩ and |𝛽⟩ basis functions: 

|𝛼𝛼⟩ = |𝛼⟩ ⊗ |𝛼⟩ = [
1
0
] ⊗ [

1
0
] = [

1
0
0
0

] 

|𝛼𝛽⟩ = |𝛼⟩ ⊗ |𝛽⟩ = [
1
0
] ⊗ [

0
1
] = [

0
1
0
0

] 

|𝛽𝛼⟩ = |𝛽⟩ ⊗ |𝛼⟩ = [
0
1
] ⊗ [

1
0
] = [

0
0
1
0

] 

|𝛽𝛽⟩ = |𝛽⟩ ⊗ |𝛽⟩ = [
0
1
] ⊗ [

0
1
] = [

0
0
0
1

] 

 The spin operators in the uncoupled basis are similarly constructed by summing over the 

following Kronecker products where I2 represents the 2x2 identity matrix, �̂�𝑥,𝑦,𝑧 represents the 

total two-electron spin operator for each Cartesian coordinate, and �̂�1𝑥,𝑦,𝑧 and �̂�2𝑥,𝑦,𝑧 represent the 

Cartesian spin operators for electron 1 and 2, respectively: 

�̂�𝑇𝑜𝑡 𝑥,𝑦,𝑧 = �̂�1𝑥,𝑦,𝑧 ⊗ 𝑰𝟐 + 𝑰𝟐 ⊗ �̂�2𝑥,𝑦,𝑧 

�̂�𝑥 = �̂�1𝑥 ⊗ 𝑰𝟐 + 𝑰𝟐 ⊗ �̂�2𝑥 =
1

2
[
0 1
1 0

] ⊗ [
1 0
0 1

] +
1

2
[
1 0
0 1

] ⊗ [
0 1
1 0

] 

�̂�𝑥 =
1

2
[

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

] +
1

2
[

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

] =
1

2
[

0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0

] 
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�̂�𝑦 = �̂�1𝑦 ⊗ 𝑰𝟐 + 𝑰𝟐 ⊗ �̂�2𝑦 =
1

2
[
0 −𝑖
𝑖 0

] ⊗ [
1 0
0 1

] +
1

2
[
1 0
0 1

] ⊗ [
0 −𝑖
𝑖 0

] 

�̂�𝑦 =
1

2
[

0 0 −𝑖 0
0 0 0 −𝑖
𝑖 0 0 0
0 𝑖 0 0

] +
1

2
[

0 −𝑖 0 0
𝑖 0 0 0
0 0 0 −𝑖
0 0 𝑖 0

] =
1

2
[

0 −𝑖 −𝑖 0
𝑖 0 0 −𝑖
𝑖 0 0 −𝑖
0 𝑖 𝑖 0

] 

�̂�𝑧 = �̂�1𝑧 ⊗ 𝑰𝟐 + 𝑰𝟐 ⊗ �̂�2𝑧 =
1

2
[
1 0
0 −1

] ⊗ [
1 0
0 1

] +
1

2
[
1 0
0 1

] ⊗ [
1 0
0 −1

] 

�̂�𝑧 =
1

2
[

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

] +
1

2
[

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

] =
1

2
[

2 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −2

] = [

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −1

] 

�̂�2 = �̂�𝑥 + �̂�𝑦 + �̂�𝑧 = [

2 0 0 0
0 1 1 0
0 1 1 0
0 0 0 2

] 

 As can be seen, the �̂�2 operator is not diagonal in the uncoupled basis. Specifically, |𝛼𝛽⟩ 

and |𝛽𝛼⟩ are not eigenstates, i.e. they are not states of pure spin multiplicity. The elements 

⟨𝛼𝛼|�̂�2|𝛼𝛼⟩ and ⟨𝛽𝛽|�̂�2|𝛽𝛽⟩ are both 2, consistent with the expected eigenvalue S(S+1) for a 

triplet S = 1, and the corresponding matrix elements of the �̂�𝑧 operator give ms values of +1 and -

1, respectively. We can diagonalize the �̂�2 matrix to retrieve the eigenvalues and associated 

eigenvectors: 

�̂�2 = [

0 0 0 0
0 2 0 0
0 0 2 0
0 0 0 2

] 

𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟𝑠:
1

√2
[

0
1

−1
0

] , [

1
0
0
0

] ,
1

√2
[

0
1
1
0

] , [

0
0
0
1

] 
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 This provides us a set of eigenvectors in the coupled spin basis |𝑆,𝑀⟩ that are pure singlet 

and triplet functions (S = 0 and S=1 respectively): 

|0,0⟩ = |𝑆⟩ =
1

√2
(|𝛼𝛽⟩ − |𝛽𝛼⟩) 

|1,0⟩ =  |𝑇0⟩ =
1

√2
(|𝛼𝛽⟩ + |𝛽𝛼⟩) 

|1, +1⟩ = |𝑇+⟩ = |𝛼𝛼⟩ 

|1, −1⟩ = |𝑇−⟩ = |𝛽𝛽⟩ 

 From these eigenvectors we can construct a rotation matrix to transform the individual 

Cartesian spin operators into the coupled |𝑆,𝑀⟩ basis; alternatively, we can directly construct the 

matrix from the Clebsch-Gordon coefficients: 

𝑅 =

[
 
 
 
 

0 1 0 0
1

√2
⁄ 0 1

√2
⁄ 0

−1
√2

⁄ 0 1
√2

⁄ 0

0 0 0 1]
 
 
 
 

 

�̂�𝑥,𝑦,𝑧
|𝑆,𝑀⟩

= 𝑅′ ∗ �̂�𝑥,𝑦,𝑧 ∗ 𝑅 

�̂�𝑥
|𝑆,𝑀⟩

=

[
 
 
 
 
 
0 0 0 0

0 0 1
√2

⁄ 0

0 1
√2

⁄ 0 1
√2

⁄

0 0 1
√2

⁄ 0
]
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�̂�𝑦
|𝑆,𝑀⟩

=

[
 
 
 
 
 
0 0 0 0

0 0 − 𝑖
√2

⁄ 0

0 𝑖
√2

⁄ 0 −𝑖
√2

⁄

0 0 𝑖
√2

⁄ 0
]
 
 
 
 
 

 

�̂�𝑧
|𝑆,𝑀⟩

= [

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 −1

] 

 As can be seen, the spin operators in the coupled |𝑆,𝑀⟩ basis are block diagonal – no matrix 

elements connect the singlet and triplet eigenfunctions. Furthermore, all elements associated with 

the |𝑆⟩ eigenstate are 0, which makes sense because all components of the net spin vector should 

sum to zero for a singlet. As a result, we will truncate the matrices to carry forward only the triplet 

eigenstates to generate the triplet pair functions: 

�̂�𝑇𝑥 =

[
 
 
 
 0 1

√2
⁄ 0

1
√2

⁄ 0 1
√2

⁄

0 1
√2

⁄ 0
]
 
 
 
 

 

�̂�𝑇𝑦 =

[
 
 
 
 0 − 𝑖

√2
⁄ 0

𝑖
√2

⁄ 0 −𝑖
√2

⁄

0 𝑖
√2

⁄ 0
]
 
 
 
 

 

�̂�𝑇𝑧 = [
1 0 0
0 0 0
0 0 −1

] 

𝑏𝑎𝑠𝑖𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠: |1, +1⟩ = |+⟩ = [
1
0
0
] , |1,0⟩ = |0⟩ = [

0
1
0
] , |1, −1⟩ = |−⟩ = [

0
0
1
] 
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 We then take the Kronecker products of our triplet basis functions to generate uncoupled 

triplet pair basis states. 

|+ +⟩ = |+⟩ ⊗ |+⟩ = [
1
0
0
] ⊗ [

1
0
0
] =

[
 
 
 
 
 
 
 
 
1
0
0
0
0
0
0
0
0]
 
 
 
 
 
 
 
 

 

|+0⟩ = |+⟩ ⊗ |0⟩ = [
1
0
0
] ⊗ [

0
1
0
] =

[
 
 
 
 
 
 
 
 
0
1
0
0
0
0
0
0
0]
 
 
 
 
 
 
 
 

 

|+ −⟩ = |+⟩ ⊗ |−⟩ = [
1
0
0
] ⊗ [

0
0
1
] =

[
 
 
 
 
 
 
 
 
0
0
1
0
0
0
0
0
0]
 
 
 
 
 
 
 
 

 

|0 +⟩ = |0⟩ ⊗ |+⟩ = [
0
1
0
] ⊗ [

1
0
0
] =

[
 
 
 
 
 
 
 
 
0
0
0
1
0
0
0
0
0]
 
 
 
 
 
 
 
 

 



271 

 

|00⟩ = |0⟩ ⊗ |0⟩ = [
0
1
0
] ⊗ [

0
1
0
] =

[
 
 
 
 
 
 
 
 
0
0
0
0
1
0
0
0
0]
 
 
 
 
 
 
 
 

 

|0 −⟩ = |0⟩ ⊗ |−⟩ = [
0
1
0
] ⊗ [

0
0
1
] =

[
 
 
 
 
 
 
 
 
0
0
0
0
0
1
0
0
0]
 
 
 
 
 
 
 
 

 

|− +⟩ = |−⟩ ⊗ |+⟩ = [
0
0
1
] ⊗ [

1
0
0
] =

[
 
 
 
 
 
 
 
 
0
0
0
0
0
0
1
0
0]
 
 
 
 
 
 
 
 

 

|−0⟩ = |−⟩ ⊗ |0⟩ = [
0
0
1
] ⊗ [

0
1
0
] =

[
 
 
 
 
 
 
 
 
0
0
0
0
0
0
0
1
0]
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|− −⟩ = |−⟩ ⊗ |−⟩ = [
0
0
1
] ⊗ [

0
0
1
] =

[
 
 
 
 
 
 
 
 
0
0
0
0
0
0
0
0
1]
 
 
 
 
 
 
 
 

 

We build triplet pair spin operators in analogous fashion by the following summation of 

Kronecker products: 

�̂�𝑇𝑇𝑥,𝑦,𝑧 = �̂�𝑇𝑥,𝑦,𝑧 ⊗ 𝑰3 + 𝑰3 ⊗ �̂�𝑇𝑥,𝑦,𝑧 

�̂�𝑇𝑇𝑥 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 0 1

√2
⁄ 0 1

√2
⁄ 0 0 0 0 0

1
√2

⁄ 0 1
√2

⁄ 0 1
√2

⁄ 0 0 0 0

0 1
√2

⁄ 0 0 0 1
√2

⁄ 0 0 0

1
√2

⁄ 0 0 0 1
√2

⁄ 0 1
√2

⁄ 0 0

0 1
√2

⁄ 0 1
√2

⁄ 0 1
√2

⁄ 0 1
√2

⁄ 0

0 0 1
√2

⁄ 0 1
√2

⁄ 0 0 0 1
√2

⁄

0 0 0 1
√2

⁄ 0 0 0 1
√2

⁄ 0

0 0 0 0 1
√2

⁄ 0 1
√2

⁄ 0 1
√2

⁄

0 0 0 0 0 1
√2

⁄ 0 1
√2

⁄ 0
]
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�̂�𝑇𝑇𝑦 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 0 − 𝑖

√2
⁄ 0 −𝑖

√2
⁄ 0 0 0 0 0

𝑖
√2

⁄ 0 −𝑖
√2

⁄ 0 −𝑖
√2

⁄ 0 0 0 0

0 𝑖
√2

⁄ 0 0 0 −𝑖
√2

⁄ 0 0 0

𝑖
√2

⁄ 0 0 0 −𝑖
√2

⁄ 0 −𝑖
√2

⁄ 0 0

0 𝑖
√2

⁄ 0 𝑖
√2

⁄ 0 −𝑖
√2

⁄ 0 −𝑖
√2

⁄ 0

0 0 𝑖
√2

⁄ 0 𝑖
√2

⁄ 0 0 0 −𝑖
√2

⁄

0 0 0 𝑖
√2

⁄ 0 0 0 −𝑖
√2

⁄ 0

0 0 0 0 𝑖
√2

⁄ 0 𝑖
√2

⁄ 0 −𝑖
√2

⁄

0 0 0 0 0 𝑖
√2

⁄ 0 𝑖
√2

⁄ 0
]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

�̂�𝑇𝑇𝑧 =

[
 
 
 
 
 
 
 
 
2 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 −2]

 
 
 
 
 
 
 
 

 

�̂�𝑇𝑇
2 = �̂�𝑇𝑇𝑥

2 + �̂�𝑇𝑇𝑦
2 + �̂�𝑇𝑇𝑧

2 =

[
 
 
 
 
 
 
 
 
6 0 0 0 0 0 0 0 0
0 4 0 2 0 0 0 0 0
0 0 2 0 2 0 0 0 0
0 2 0 4 0 0 0 0 0
0 0 2 0 4 0 2 0 0
0 0 0 0 0 4 0 2 0
0 0 0 0 2 0 2 0 0
0 0 0 0 0 2 0 4 0
0 0 0 0 0 0 0 0 6]

 
 
 
 
 
 
 
 

 

 By diagonalizing the �̂�𝑇𝑇
2  matrix, we retrieve the pure spin eigenvectors and eigenvalues: 
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�̂�𝑇𝑇
2 =

[
 
 
 
 
 
 
 
 
0 0 0 0 0 0 0 0 0
0 2 0 0 0 0 0 0 0
0 0 2 0 0 0 0 0 0
0 0 0 2 0 0 0 0 0
0 0 0 0 6 0 0 0 0
0 0 0 0 0 6 0 0 0
0 0 0 0 0 0 6 0 0
0 0 0 0 0 0 0 6 0
0 0 0 0 0 0 0 0 6]

 
 
 
 
 
 
 
 

 

𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟𝑠: 
1

√3

[
 
 
 
 
 
 
 
 

0
0
1
0

−1
0
1
0
0 ]

 
 
 
 
 
 
 
 

,
1

√2

[
 
 
 
 
 
 
 
 

0
1
0

−1
0
0
0
0
0 ]

 
 
 
 
 
 
 
 

,
1

√2

[
 
 
 
 
 
 
 
 

0
0
1
0
0
0

−1
0
0 ]

 
 
 
 
 
 
 
 

,
1

√2

[
 
 
 
 
 
 
 
 

0
0
0
0
0
1
0

−1
0 ]

 
 
 
 
 
 
 
 

,

[
 
 
 
 
 
 
 
 
1
0
0
0
0
0
0
0
0]
 
 
 
 
 
 
 
 

,
1

√2

[
 
 
 
 
 
 
 
 
0
1
0
1
0
0
0
0
0]
 
 
 
 
 
 
 
 

,
1

√6

[
 
 
 
 
 
 
 
 
0
0
1
0
2
0
1
0
0]
 
 
 
 
 
 
 
 

,
1

√2

[
 
 
 
 
 
 
 
 
0
0
0
0
0
1
0
1
0]
 
 
 
 
 
 
 
 

,

[
 
 
 
 
 
 
 
 
0
0
0
0
0
0
0
0
1]
 
 
 
 
 
 
 
 

 

 We can rotate the �̂�𝑇𝑇𝑧 matrix into this new basis to specify the associated ms values with 

each eigenvector, which leads to the following triplet pair eigenstates expanded in the basis of 

uncoupled triplet product states. As can be seen, we expect one state of pure singlet character, 

three of triplet character, and five of quintet character. 

| 𝑇𝑇1 ⟩ =
1

√3
(|00⟩ − |+ −⟩ − |− +⟩) 

| 𝑇𝑇+1
3 ⟩ =

1

√2
(|+0⟩ − |0 +⟩) 

| 𝑇𝑇0
3 ⟩ =

1

√2
(|+ −⟩ − |− +⟩) 

| 𝑇𝑇−1
3 ⟩ =

1

√2
(|0 −⟩ − |−0⟩) 

| 𝑇𝑇+2
5 ⟩ = |+ +⟩ 
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| 𝑇𝑇+1
5 ⟩ =

1

√2
(|+0⟩ + |0 +⟩) 

| 𝑇𝑇0
5 ⟩ =

1

√6
(2|00⟩ + |+ −⟩ + |− +⟩) 

| 𝑇𝑇−1
5 ⟩ =

1

√2
(|0 −⟩ + |−0⟩) 

| 𝑇𝑇−2
5 ⟩ = |− −⟩ 

Triplet Pair Spin Hamiltonian 

 We define the spin Hamiltonian similarly to previous reports.6–9 In the conceptualization 

of the spin Hamiltonian, we consider the four unpaired electron spin system with electrons 1 and 

2 localized on triplet A, and electrons 3 and 4 are localized on triplet B. At zero-field, we will 

consider the intratriplet magnetic dipolar interactions, �̂�𝑧𝑓𝑠, and the intertriplet exchange 

interaction, �̂�𝑒𝑥. The intratriplet exchange, intertriplet dipolar interactions are excluded, and spin-

orbit coupling, typically weak in these organic chromophores, is neglected. 

The intratriplet exchange interaction serves to split the energies of the excited singlet S1 

and excited triplet T1 states by a large energy – in pentacene around 1.2 eV – which is necessary 

for singlet fission to be thermodynamically accessible. When considering the triplet pair states, we 

make the assumption that the singly excited singlet state does not interact substantially with the 

triplets, an assumption that underlies our construction of the triplet pair spin operators when we 

carry forward only the triplet subspace from the individual triplet operators. For the intertriplet 

interactions, the exchange is typically dominant, so we disregard the magnetic dipolar interactions 

between electrons localized on separate chromophores, although these can be included as well. 



276 

 

We define the spin Hamiltonian below as a summation over the three interactions: 

�̂� = �̂�𝑧𝑒𝑒 + �̂�𝑧𝑓𝑠 + �̂�𝑒𝑥 

The total Zeeman Hamiltonian, �̂�𝑧𝑒𝑒, can be constructed from the Kronecker product of 

the individual Zeeman Hamiltonians defined for triplets A and B that are expressed in terms of the 

triplet spin operators. 

�̂�𝑧𝑒𝑒
𝐴,𝐵 = 𝜇𝐵𝑩𝑻 ∙ 𝒈𝑨,𝑩 ∙ 𝑺𝑨,𝑩 = 𝜇𝐵 ∑ 𝐵𝑖𝑔𝑖𝑗

𝐴,𝐵�̂�𝑗
𝐴,𝐵

𝑖,𝑗=𝑥,𝑦,𝑧

 

�̂�𝑧𝑒𝑒 = �̂�𝑧𝑒𝑒
𝐴 ⊗ 𝐼3 + 𝐼3 ⊗ �̂�𝑧𝑒𝑒

𝐵  

𝒈𝑨,𝑩 = 𝑅𝐴,𝐵𝒈𝑅𝐴,𝐵𝑇
 

𝒈 = [

𝑔𝑥 0 0
0 𝑔𝑦 0

0 0 𝑔𝑧

] 

Here, 𝜇𝐵 is the Bohr magneton. 𝑩𝑻 is the external magnetic field vector defined by the x-, 

y-, and z-components of the field. 𝒈𝑨,𝑩 is the g tensor defined for each triplet that describes the 

coupling between the spin angular momentum and the externally applied field. The g tensor can 

be defined in its principal frame 𝒈. In general, the principal axes of the two spin systems will not 

be aligned with each other nor the externally applied field. As a result, the g tensor can be rotated 

using three Euler angles by the rotation matrices 𝑅𝐴,𝐵. 

The total zero-field splitting Hamiltonian �̂�𝑧𝑓𝑠 may similarly be constructed over the 

Kronecker sum of the individual triplet zero-field splitting Hamiltonians �̂�𝑧𝑓𝑠
𝐴,𝐵

. 

 �̂�𝑧𝑓𝑠
𝐴,𝐵 = 𝑺𝑨,𝑩𝑻

∙ 𝑫𝑨,𝑩 ∙ 𝑺𝑨,𝑩 = ∑ �̂�𝑖
𝐴,𝐵 ∙ 𝐷𝑖𝑗

𝐴,𝐵 ∙ �̂�𝑗
𝐴,𝐵

𝑖,𝑗=𝑥,𝑦,𝑧
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�̂�𝑧𝑓𝑠 = �̂�𝑧𝑓𝑠
𝐴 ⊗ 𝐼3 + 𝐼3 ⊗ �̂�𝑧𝑓𝑠

𝐵  

𝑫𝑨,𝑩 = 𝑅𝐴,𝐵𝑫𝑅𝐴,𝐵𝑇
 

𝑫 = [

𝐷𝑥 0 0
0 𝐷𝑦 0

0 0 𝐷𝑧

] =

[
 
 
 
 
 −

1

3
𝐷 + 𝐸 0 0

0 −
1

3
𝐷 − 𝐸 0

0 0
2

3
𝐷]

 
 
 
 
 

 

 Here, 𝑫𝑨,𝑩 is the molecular D tensor for triplets A and B. Similarly, to the g tensor, the D 

tensor may be written in its principal frame as 𝑫. The D tensor arising from magnetic dipolar 

coupling is traceless (i.e. 𝑇𝑟(𝑫) = 𝐷𝑥 + 𝐷𝑦 + 𝐷𝑧 = 0) and as a result, the tensor can be 

parametrized using only two values: 𝐷 = 
3

2
𝐷𝑧 and 𝐸 =

1

2
(𝐷𝑥 − 𝐷𝑦). As with the g tensor, the D 

tensor is defined in the molecular frame, and principal axes for each triplet may not be aligned 

with each other or the magnetic field. As a result, we can apply an arbitrary rotation 𝑅𝐴,𝐵 to the D 

tensor to define a particular intertriplet orientation as well as the orientations with respect to the 

applied field. 

 To describe the exchange interaction between triplets A and B, we define the exchange 

Hamiltonian �̂�𝑒𝑥 as follows:10 

�̂�𝑒𝑥 = �̂�𝑨𝑻
∙ 𝑱 ∙ �̂�𝑩 = ∑ 𝐽𝑖𝑗�̂�𝑖

𝐴 ⊗ �̂�𝑗
𝐵

𝑖,𝑗=𝑥,𝑦,𝑧

 

 In molecular systems, the isotropic exchange is typically the dominant portion of the 

exchange interaction. Accordingly, we can simplify the expression for �̂�𝑒𝑥 as follows where we 

define the scalar exchange coupling constant as 𝐽𝑖𝑠𝑜 = 𝐽. 



278 

 

�̂�𝑒𝑥 = 𝐽(�̂�𝑥
𝐴 ⊗ �̂�𝑥

𝐵 + �̂�𝑦
𝐴 ⊗ �̂�𝑦

𝐵 + �̂�𝑧
𝐴 ⊗ �̂�𝑧

𝐵) 

 We will provide an illustrative example of the construction of the spin Hamiltonian matrix 

representation under the assumption that the molecular axes of the two triplets, and their respective 

g and D tensor principal axes, are aligned with each other. We use a general magnetic field vector 

𝑩𝑻 = [𝐵𝑥 𝐵𝑦 𝐵𝑧] and use the triplet Cartesian spin operators we defined previously. 

�̂�𝑧𝑒𝑒
𝐴,𝐵 = 𝜇𝐵[𝐵𝑥 𝐵𝑦 𝐵𝑧] ∙ [

𝑔𝑥 0 0
0 𝑔𝑦 0

0 0 𝑔𝑧

] ∙ [

�̂�𝑥
𝐴,𝐵

�̂�𝑦
𝐴,𝐵

�̂�𝑧
𝐴,𝐵

] = 𝜇𝐵(𝐵𝑥𝑔𝑥�̂�𝑥
𝐴,𝐵 + 𝐵𝑦𝑔𝑦�̂�𝑦

𝐴,𝐵 + 𝐵𝑧𝑔𝑧�̂�𝑧
𝐴,𝐵) 

�̂�𝑧𝑒𝑒
𝐴,𝐵 = 𝜇𝐵 (𝐵𝑥𝑔𝑥

1

√2
[
0 1 0
1 0 1
0 1 0

] + 𝐵𝑦𝑔𝑦

𝑖

√2
[
0 −1 0
1 0 −1
0 1 0

] + 𝐵𝑧𝑔𝑧 [
1 0 0
0 0 0
0 0 −1

]) 

�̂�𝑧𝑒𝑒
𝐴,𝐵 =

[
 
 
 
 
 
 𝜇𝐵𝑔𝑧𝐵𝑧

1

√2
𝜇𝐵(𝑔𝑥𝐵𝑥 − 𝑖𝑔𝑦𝐵𝑦) 0

1

√2
𝜇𝐵(𝑔𝑥𝐵𝑥 + 𝑖𝑔𝑦𝐵𝑦) 0

1

√2
𝜇𝐵(𝑔𝑥𝐵𝑥 − 𝑖𝑔𝑦𝐵𝑦)

0
1

√2
𝜇𝐵(𝑔𝑥𝐵𝑥 + 𝑖𝑔𝑦𝐵𝑦) −𝜇𝐵𝑔𝑧𝐵𝑧 ]

 
 
 
 
 
 

 

 Using the triplet Zeeman Hamiltonians, we can construct the triplet pair Zeeman 

Hamiltonian and rotate it into the coupled basis. As we defined the spin operators, the rows and 

columns are ordered from lowest to highest multiplicity (e.g S = 0, S = 1, S = 2) and highest Ms 

value to lowest (e.g. Ms = +2, Ms = +1, Ms = 0, Ms = -1, Ms = -2). 

�̂�𝑧𝑒𝑒 = �̂�𝑧𝑒𝑒
𝐴 ⊗ 𝐼3 + 𝐼3 ⊗ �̂�𝑧𝑒𝑒

𝐵  
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�̂�𝑧𝑒𝑒

=

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0 0 0 0 0 0 0 0 0

0 𝜇𝐵𝑔𝑧𝐵𝑧

1

√2
𝜇𝐵(𝑔𝑥𝐵𝑥 − 𝑖𝑔𝑦𝐵𝑦) 0 0 0 0 0 0

0
1

√2
𝜇𝐵(𝑔𝑥𝐵𝑥 + 𝑖𝑔𝑦𝐵𝑦) 0

1

√2
𝜇𝐵(𝑔𝑥𝐵𝑥 − 𝑖𝑔𝑦𝐵𝑦) 0 0 0 0 0

0 0
1

√2
𝜇𝐵(𝑔𝑥𝐵𝑥 + 𝑖𝑔𝑦𝐵𝑦) −𝜇𝐵𝑔𝑧𝐵𝑧 0 0 0 0 0

0 0 0 0 2𝜇𝐵𝑔𝑧𝐵𝑧 𝜇𝐵(𝑔𝑥𝐵𝑥 − 𝑖𝑔𝑦𝐵𝑦) 0 0 0

0 0 0 0 𝜇𝐵(𝑔𝑥𝐵𝑥 + 𝑖𝑔𝑦𝐵𝑦) 𝜇𝐵𝑔𝑧𝐵𝑧 𝜇𝐵(𝑔𝑥𝐵𝑥 − 𝑖𝑔𝑦𝐵𝑦) 0 0

0 0 0 0 0 𝜇𝐵(𝑔𝑥𝐵𝑥 + 𝑖𝑔𝑦𝐵𝑦) 0
√6

2
𝜇𝐵(𝑔𝑥𝐵𝑥 − 𝑖𝑔𝑦𝐵𝑦) 0

0 0 0 0 0 0
√6

2
𝜇𝐵(𝑔𝑥𝐵𝑥 + 𝑖𝑔𝑦𝐵𝑦) −𝜇𝐵𝑔𝑧𝐵𝑧 𝜇𝐵(𝑔𝑥𝐵𝑥 − 𝑖𝑔𝑦𝐵𝑦)

0 0 0 0 0 0 0 𝜇𝐵(𝑔𝑥𝐵𝑥 + 𝑖𝑔𝑦𝐵𝑦) −2𝜇𝐵𝑔𝑧𝐵𝑧 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 In the limit of an isotropic g-tensor (𝑔𝑥 = 𝑔𝑦 = 𝑔𝑧 = 𝑔𝑒 = 𝑔), �̂�𝑧𝑒𝑒 is independent of the 

orientation of the molecular frame with respect to the external field. As a result, we can take the 

magnetic field vector purely along the quantization axis 𝐵𝑧 (i.e. 𝐵𝑧 = 𝐵) and obtain a simplified, 

diagonal �̂�𝑧𝑒𝑒: 

�̂�𝑧𝑒𝑒 =

[
 
 
 
 
 
 
 
 
0 0 0 0 0 0 0 0 0
0 𝜇𝐵𝑔𝐵 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 −𝜇𝐵𝑔𝐵 0 0 0 0 0
0 0 0 0 2𝜇𝐵𝑔𝐵 0 0 0 0
0 0 0 0 0 𝜇𝐵𝑔𝐵 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −𝜇𝐵𝑔𝐵 0
0 0 0 0 0 0 0 0 −2𝜇𝐵𝑔𝐵]

 
 
 
 
 
 
 
 

 

 We next compute the zero-field splitting Hamiltonian �̂�𝑧𝑓𝑠 and rotate it into the coupled 

basis. 
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�̂�𝑧𝑓𝑠
𝐴,𝐵 = [�̂�𝑥

𝐴,𝐵 �̂�𝑦
𝐴,𝐵 �̂�𝑧

𝐴,𝐵] ∙

[
 
 
 
 
 −

1

3
𝐷 + 𝐸 0 0

0 −
1

3
𝐷 − 𝐸 0

0 0
2

3
𝐷]

 
 
 
 
 

∙ [

�̂�𝑥
𝐴,𝐵

�̂�𝑦
𝐴,𝐵

�̂�𝑧
𝐴,𝐵

]

= (−
1

3
𝐷 + 𝐸) �̂�𝑥

𝐴,𝐵2
+ (−

1

3
𝐷 − 𝐸) �̂�𝑦

𝐴,𝐵2
+

2

3
𝐷�̂�𝑧

𝐴,𝐵2

= 𝐷 (�̂�𝑧
𝐴,𝐵2

−
1

3
�̂�2) + 𝐸(�̂�𝑥

𝐴,𝐵2
− �̂�𝑦

𝐴,𝐵2
) 

�̂�𝑧𝑓𝑠
𝐴,𝐵 =

[
 
 
 
 
 
1

3
𝐷 0 𝐸

0 −
2

3
𝐷 0

𝐸 0
1

3
𝐷]

 
 
 
 
 

 

�̂�𝑧𝑓𝑠 =

[
 
 
 
 
 
1

3
𝐷 0 𝐸

0 −
2

3
𝐷 0

𝐸 0
1

3
𝐷]

 
 
 
 
 

⊗ [
1 0 0
0 1 0
0 0 1

] + [
1 0 0
0 1 0
0 0 1

] ⊗

[
 
 
 
 
 
1

3
𝐷 0 𝐸

0 −
2

3
𝐷 0

𝐸 0
1

3
𝐷]
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�̂�𝑧𝑓𝑠 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 0 0 0 0

2

√3
𝐸 0

2√2

3
𝐷 0

2

√3
𝐸

0 −
1

3
𝐷 0 −𝐸 0 0 0 0 0

0 0
2

3
𝐷 0 0 0 0 0 0

0 −𝐸 0 −
1

3
𝐷 0 0 0 0 0

2

√3
𝐸 0 0 0

2

3
𝐷 0

√6

3
𝐸 0 0

0 0 0 0 0 −
1

3
𝐷 0 𝐸 0

2√2

3
𝐷 0 0 0

√6

3
𝐸 0 −

2

3
𝐷 0

√6

3
𝐸

0 0 0 0 0 𝐸 0 −
1

3
𝐷 0

2

√3
𝐸 0 0 0 0 0

√6

3
𝐸 0

2

3
𝐷

]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 As shown above, �̂�𝑧𝑓𝑠 is not diagonal in the coupled basis. Thus, the eigenstates of the 

total spin Hamiltonian �̂� will not all strictly be of pure spin multiplicity 𝑆 or 𝑀𝑠. In the limit of 

large exchange (𝐽 ≫ 𝐷) or high magnetic fields, the zero-field splitting becomes a small 

contribution to the overall spin Hamiltonian, and thus the eigenstates of �̂� approach the pure spin 

coupled basis we obtained by diagonalization of the �̂�2 operator. Still, by examination of �̂�𝑧𝑓𝑠, 

there are off-diagonal elements connecting the | (𝑇𝑇)0
1 ⟩ state with | (𝑇𝑇)0

5 ⟩ depending on the 

parameter 𝐷 and | (𝑇𝑇)±2
5 ⟩ depending on the parameter 𝐸. If the initially generated triplet pair 

state of singlet fission is the pure singlet state | (𝑇𝑇)0
1 ⟩, these off-diagonal elements allow for the 

population of the quintet sublevels, which we can probe by EPR spectroscopy. 

Last, we construct the exchange Hamiltonian �̂�𝑒𝑥 using only the isotropic component of 

the J tensor and rotate it into the coupled basis. 
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�̂�𝑒𝑥 = 𝐽 (
1

√2
[
0 1 0
1 0 1
0 1 0

] ⊗
1

√2
[
0 1 0
1 0 1
0 1 0

] +
𝑖

√2
[
0 −1 0
1 0 −1
0 1 0

] ⊗
𝑖

√2
[
0 −1 0
1 0 −1
0 1 0

]…

+ [
1 0 0
0 0 0
0 0 −1

] ⊗ [
1 0 0
0 0 0
0 0 −1

]) 

�̂�𝑒𝑥 =

[
 
 
 
 
 
 
 
 
−2𝐽 0 0 0 0 0 0 0 0
0 −𝐽 0 0 0 0 0 0 0
0 0 −𝐽 0 0 0 0 0 0
0 0 0 −𝐽 0 0 0 0 0
0 0 0 0 𝐽 0 0 0 0
0 0 0 0 0 𝐽 0 0 0
0 0 0 0 0 0 𝐽 0 0
0 0 0 0 0 0 0 𝐽 0
0 0 0 0 0 0 0 0 𝐽]

 
 
 
 
 
 
 
 

 

 The isotropic exchange Hamiltonian is diagonal in the coupled basis. As can be observed, 

the S = 0 singlet state will be separated from the S = 1 triplets by 𝐽 and by the S = 2 quintet manifold 

by 3𝐽. By the convention chosen, a positive 𝐽 value places the singlet state lowest in energy. 

 We can then write the total spin Hamiltonian with the magnetic field aligned along the 

molecular z-axis. 

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 −2𝐽 0 0 0

2

√3
𝐸 0

√6

3
𝐷 0

2

√3
𝐸

0 𝜇𝐵𝑔𝐵 −
1

3
𝐷 − 𝐽 0 −𝐸 0 0 0 0 0

0 0
2

3
𝐷 − 𝐽 0 0 0 0 0 0

0 −𝐸 0 −𝜇𝐵𝑔𝐵 −
1

3
𝐷 − 𝐽 0 0 0 0 0

2

√3
𝐸 0 0 0 2𝜇𝐵𝑔𝐵 +

2

3
𝐷 + 𝐽 0

√6

3
𝐸 0 0

0 0 0 0 0 𝜇𝐵𝑔𝐵 −
1

3
𝐷 + 𝐽 0 𝐸 0

√6

3
𝐷 0 0 0

√6

3
𝐸 0 −

2

3
𝐷 + 𝐽 0

√6

3
𝐸

0 0 0 0 0 𝐸 0 −𝜇𝐵𝑔𝐵 −
1

3
𝐷 + 𝐽 0

2

√3
𝐸 0 0 0 0 0

√6

3
𝐸 0 −2𝜇𝐵𝑔𝐵 +

2

3
𝐷 + 𝐽

]
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