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Introduction 

 Equilibrium has become an important concept in our models of chemistry and physics, 

allowing us to describe stable, stationary states of a physical system. Of importance to dynamic 

processes is how the system responds to a perturbation, or an input of energy, that pushes the 

system from its local equilibrium. For a molecule, this could be an absorption of a photon that 

places the molecule into an excited energetic state. If the molecule is perfectly isolated from its 

environment, the input energy remains within the molecule unless reemitted in the form of a 

photon. Due to coupling of the molecule with the environment, however, these excited states of 

the system are generally not persistent and will decay with time back toward either the ground 

state equilibrium or potentially toward a new equilibrium, which could take the form of a chemical 

change (e.g., isomerization, reactivity, etc.). This process by which energy is exchanged from the 

system under question to its environment is generally referred to as relaxation.1–5 Understanding 

relaxation processes is key if we want to be able to control how energy input into a system can be 

transduced to do work. For molecular and materials systems, this could take the form of 

photoexcitation toward the generation of electron hole pairs that could be harvested for solar 

energy. Alternatively, the magnetic states of a molecular/material system can be manipulated with 

external fields for information storage and computing purposes. 

 This thesis explores disparate subjects, but all fall under the theme of understanding 

dissipative dynamics for a given application. Key tools are used to study these dynamic processes. 

As a result, we have dedicated this first chapter to descriptions of techniques that are endemic 

throughout this work: transient absorption (TA) spectroscopy and electron paramagnetic resonance 

(EPR) spectroscopy. We employed ultrafast TA measurements to study the evolution and 

relaxation of excited states in Chapters II, IV, and VI, looking at singlet fission in bipentacene 
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coordination complexes, Cu (I) bis-1,10-phenanthroline photosensitizers, and Ni (II) 2,2’-

bipyridine complexes relevant to cross-coupling photocatalysis, respectively. In Chapter III, we 

employed continuous wave (CW) EPR and pulsed EPR to study magnetic relaxation in S = ½ qubit 

candidates copper (II) phthalocyanine and vanadyl phthalocyanine. In Chapter V, we explore the 

use of time-resolved EPR techniques to study high-spin triplet pair states that are generated via 

singlet fission. 

 Our discussion on TA spectroscopy centers around the general features observed in TA 

data and in the experimental setup required to perform data collection. For a rigorous theoretical 

treatment of TA, the reader is referred to other resources. For EPR, we delve into the origins of 

the spin Hamiltonian before discussing EPR spectroscopy and magnetic relaxation processes. We 

use the spin Hamiltonian formulation to fit data and frame our discussion on S = ½ systems in 

Chapter III. Additionally, we leverage the background presented here to explicitly derive the spin 

operators and Hamiltonian for triplet pair states, presented in Appendix C as companion to the 

singlet fission TREPR data of Chapter V. 

Transient Absorption 

Transient absorption (TA) spectroscopy is a technique used to probe the time-dependent 

absorption profile of a sample after it is excited by a pulsed laser.6 The transient species generated 

by the excitation pulse can persist across a wide range of timescales, and we will focus on two: the 

ultrafast sub-picosecond regime and the nanosecond to millisecond regime. We will focus mostly 

on the general features of femtosecond transient absorption (fsTA) spectroscopy before detailing 

the spectrometer setup for fsTA and nanosecond transient absorption (nsTA) used in our lab. In 

common practice for fsTA, a narrow bandwidth pulsed laser source is used to provide the initial 
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excitation energy to the sample (the pump pulse), and a broadband white light pulse is used as the 

probe (Figure 1.1). 

 

Figure 1.1 The narrow bandwidth pump and broad bandwidth probe pulses used in TA 

spectroscopy are spatially overlapped at the sample and then varied in temporal overlap (Δt) to 

generate the TA spectrum. 

 The pump and probe light are spatially overlapped at the sample such that the volume of 

sample that is excited by the pump pulse is also sampled by the probe. The timing delay (Δt) 

between the pump and probe may then be systematically varied to monitor the evolution of the 

absorption profile over time caused by the pump. Just as in steady-state absorption spectroscopy, 

the intensity of the various frequencies of light distributed in the probe will change by interacting 

with the sample. In this case, though, we have generated a nonequilibrium population in which a 

fraction of the molecules or species in our sample have been excited by the pump. As a result, the 

probe will be modulated by the presence of both ground and excited state species (Figure 1.2A).6 

As we are interested in following the evolution of the excited states in the sample, the TA 

data is collected as a difference spectrum by subtracting the transmittance of light detected in a 
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shot with the pump on the sample (𝑇𝑝𝑢𝑚𝑝 𝑜𝑛) minus the intensity of light detected in a shot with 

the pump blocked from the sample (𝑇𝑝𝑢𝑚𝑝 𝑜𝑓𝑓), the latter of which should reflect the ground state 

absorption spectrum. This is written out in the equations below. The TA spectrum may be 

presented in terms of the change in transmittance (∆𝑇) or the change in absorbance (∆𝐴). All data 

presented in the following work is presented as ∆𝐴 or equivalently the change in optical density 

(∆𝑂𝐷). 

𝑇 =
𝐼

𝐼0
 

𝐴 = −log(𝑇) = log (
𝐼0
𝐼
) 

∆𝑇 = 𝑇𝑝𝑢𝑚𝑝 𝑜𝑛 − 𝑇𝑝𝑢𝑚𝑝 𝑜𝑓𝑓 = (
𝐼

𝐼0
)
𝑝𝑢𝑚𝑝 𝑜𝑛

− (
𝐼

𝐼0
)
𝑝𝑢𝑚𝑝 𝑜𝑓𝑓

 

∆𝐴 = 𝐴𝑝𝑢𝑚𝑝 𝑜𝑛 − 𝐴𝑝𝑢𝑚𝑝 𝑜𝑓𝑓 = log [(
𝐼0
𝐼
)
𝑝𝑢𝑚𝑝 𝑜𝑛

] − log [(
𝐼0
𝐼
)
𝑝𝑢𝑚𝑝 𝑜𝑓𝑓

] 

∆𝐴 = log [(
𝐼0
𝐼
)
𝑝𝑢𝑚𝑝 𝑜𝑛

∙ (
𝐼

𝐼0
)
𝑝𝑢𝑚𝑝 𝑜𝑓𝑓

] 

∆𝐴 = − log (
𝐼𝑝𝑢𝑚𝑝 𝑜𝑛

𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓
∙
𝐼0𝑝𝑢𝑚𝑝 𝑜𝑓𝑓

𝐼0𝑝𝑢𝑚𝑝 𝑜𝑛

) 

First, we define the standard expression for transmittance (𝑇) and absorbance (𝐴) in terms 

of the intensity of light after passing through the sample (𝐼) and the intensity of light incident on 

the sample (𝐼0). Next, we define ∆𝑇 and ∆𝐴 in terms of the intensity of light passing through the 

sample with the pump on (𝐼𝑝𝑢𝑚𝑝 𝑜𝑛), the intensity of light passing through the sample with the 

pump off (𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓), the intensity of light incident on the sample with the pump on (𝐼0𝑝𝑢𝑚𝑝 𝑜𝑛
), 

𝐸𝑞𝑠. 1.1𝐴 − 𝐹 
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and the intensity of light incident on the sample with the pump off (𝐼0𝑝𝑢𝑚𝑝 𝑜𝑓𝑓
). As written in the 

expression for ∆𝐴, the ratios 
𝐼𝑝𝑢𝑚𝑝 𝑜𝑛

𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓
 and 

𝐼0𝑝𝑢𝑚𝑝 𝑜𝑓𝑓

𝐼0𝑝𝑢𝑚𝑝 𝑜𝑛

 can be experimentally determined at a 

detection channel after the sample and at a reference detection channel, respectively. 

The signal that arises in TA spectroscopy comes from the third-order nonlinear 

susceptibility in the light-matter interaction.7 We will focus here on the general features observed 

in a transient absorption spectrum, which are ground state bleach (GSB), stimulated emission (SE), 

and excited state absorption (ESA), which is sometimes equivalently referred to as photoinduced 

absorption (PIA) (Figure 1.2). A GSB feature appears as a negative ∆𝐴 signal, generally aligns 

with the steady-state absorption profile of the sample and arises due to loss of ground state 

absorbing species due to the excitation. At a given wavelength in the bleach, there will be a greater 

number of photons passing through the sample with the pump on due to the reduction in population 

of ground state species than with the pump off (𝐼𝑝𝑢𝑚𝑝 𝑜𝑛 > 𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓), which leads to a negative 

∆𝐴 signal as shown in the above expression. SE arises if the excited state species has an electric 

dipole-allowed transition back to the ground state. If this is the case, the radiation field in the probe 

can induce a transition from the excited state to the ground state along with the emission of a 

photon. As with the bleach, at a given wavelength in the SE feature, 𝐼𝑝𝑢𝑚𝑝 𝑜𝑛 > 𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓 and SE 

will appear as a negative ∆𝐴 signal. ESA occurs when the radiation field of the probe pulse 

interacts with an excited state species generated by the pump and induces a dipole allowed 

transition from the excited state to an energetically higher lying excited state along with absorption 

of a photon. In this case, in the wavelength range covered by the ESA, 𝐼𝑝𝑢𝑚𝑝 𝑜𝑛 < 𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓 and 

the ESA will appear as a positive ∆𝐴 signal (Figure 1.2B). The features in TA may have substantial 

overlap with each other. 
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Figure 1.2 (A) A generalized Jablonski diagram depicting the various processes that can occur in 

TA spectroscopy. Here, we denote the ground state as |gs>, first excited state as |es1>, and the 

higher lying excited state as |es2>. (B) An example of the comparison between the ground state 

absorption spectrum (dashed black lines) and a time cut of the visible TA spectrum (solid red lines) 

of a pentacene derivative with a highlight given to the GSB and ESA features in the TA spectrum. 

The large negative feature centered around 550 nm is residual pump scatter. 

Observing the change in intensity and spectral shape of the transient absorption features 

over time provides important kinetic information regarding the excited state relaxation processes 

at play in a given sample. For example, different excited states may exhibit distinct ESA features 

in the transient spectra, allowing us to ascertain which states may be populated following excitation 

and correlate their interconversion. The absolute assignment of an ESA feature is challenging, 

however, and requires supplementary experimental and/or computational validation. 

 

 

A B
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Femtosecond Transient Absorption Setup 

 We will now discuss the experimental setup used throughout the work in this thesis to 

collect femtosecond transient absorption (fsTA) data in addition to some of the features of fsTA 

that are unique to probing ultrafast timescales. A general layout of the laser and fsTA spectrometer 

design is presented in Figure 1.3. 

 

Figure 1.3 The general overview of the fsTA setup including Ti:sapphire laser source, OPA, delay 

stage, and TA spectrometer. Red lines represent 800 nm fundamental of the Ti:sapphire laser, blue 

represent variable wavelength output of the OPA used as the pump (Pu), and pink represent the 

supercontinuum probe (Pr). D ≡ detector channel, S ≡ sample, C ≡ chopper, R ≡ reference channel. 

 The source of both the pump and probe pulses utilized in the fsTA spectrometer is 

ultimately a femtosecond pulsed Ti:sapphire laser (Coherent Astrella, 5 mJ output, 1000 Hz 

repetition rate) with a maximum wavelength around 800 nm. The output of this Ti:sapphire laser 

is split by a 50:50 beamsplitter. Half of the beam is sent to an optical parametric amplifier (OPA, 

OPerA Solo), which is used to generate wavelength-tunable narrow bandwidth pump pulses, and 

the other half is used to generate the white light probe. 
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The OPA provides multiple options for the pump beam: either the signal or idler can be 

used directly or converted to higher frequencies via second harmonic generation (SHG), fourth 

harmonic generation (taking the SHG of the SHG), or sum frequency generation (SFG) by 

combining signal or idler with an additional portion of 800 nm light. With these options, the OPA 

can cover a wide range of output wavelengths from ~250 – 3000 nm. 

The output of the OPA is routed into TA spectrometer (Helios Fire, Ultrafast Systems) 

where it is chopped using a mechanical chopper operating at 500 Hz, half of the repetition rate of 

the laser. The chopper functions to block every other shot of the pump so that the data can be 

divided into shots with pump on and shots with pump off. A neutral density filter allows for control 

over the final power incident at the sample. 

The probe is generated using the other half of the 800 nm outputted from the Ti:sapphire 

laser. It is attenuated by another beamsplitter before being focused using telescoping lenses and 

routed into a physical delay stage. The delay stage consists of a set of mirrors mounted on a 

motorized track. Changing the position of the mirrors on the track changes the pathlength of the 

probe leg of the spectrometer and ultimately the timing between the arrival of the pump and probe 

pulses at the sample (Δt). The timing available is such that Δt’s may be sampled in a positive 

(probe arrives at the sample after the pump) and negative (probe arrives at the sample before the 

pump) with time zero being the point at which pump and probe are directly overlapped in time at 

the sample. In a standard run, the time window (maximally out to 7.7 ns) can be selected and the 

delay stage is progressively moved along as a function of collection, building each time point 

successively. After the delay stage the 800 nm light is passed through an iris and neutral density 

filter onto a supercontinuum generating medium. The medium is different depending on the 
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wavelength range required of the probe spectrum (e.g., a CaF2 plate is used for UV probe 

generation from 300 – 700 nm, a sapphire plate for visible probe generation from 400 – 800 nm). 

There are three probes available: UV, visible, and NIR. Once the supercontinuum is 

generated it is passed through a filter to remove excess 800 nm light, and it is split into half that is 

focused through the sample and half that is focused into a reference channel. In both the sample 

and reference channels, a confocal mirror focuses the probe onto a fiber optic that leads to a 

diffraction grating and ultimately to a CCD array detector. The UV and visible probes utilize the 

same set of sample and reference detectors, and the NIR channel utilizes its own gratings and 

detectors. 

Other Features in Femtosecond Transient Absorption Spectra 

 There are several other phenomena that impact fsTA datasets, some of which are unique to 

this ultrafast technique. The first we will discuss is group velocity dispersion (or temporal chirp), 

then cross-phase modulation, two-photon absorption, and stimulated Raman effects. Because we 

use a broadband probe, there are a wide range of wavelengths traveling in the white light pulse. In 

condensed media, the speed of light is not uniform but rather dependent on the wavelength of light. 

The result of this is that the blue end of the probe moves at a higher velocity than the red end. In 

other words, the shorter wavelength light will reach the sample and hit the detector at earlier times 

than the longer wavelengths in the probe. The chirp spreads the wavelengths of the probe on the 

time scales of hundreds of femtoseconds, and as a result, time zero in the spectrum will also be 

wavelength dependent. This effect is not distinguishable in spectroscopies with slower time 

resolution but contributes to the data matrix collected in fsTA.8 
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 Figure 1.4 A plot of XPM observed in a THF sample with 550 nm pump along the time 

axis at 350, 400, 450, 500, and 600 nm. The temporal chirp can be observed as time zero is 

dependent on wavelength. The shape and width of the XPM signal is also dependent on the chirp. 

Cross-phase modulation (XPM) is a nonlinear effect that occurs in fsTA because of the 

high photon densities available in the femtosecond pulses. XPM occurs in the probe pulse when it 

is spatially and temporally overlapped (at time zero) with the pump. The high electric field 

amplitude of the pump modulates the distribution of frequencies in the probe spectrum when they 

simultaneously interact at the sample. As a result, portions of the probe spectrum can have more 

or fewer photons when the pump is on the sample than when it is blocked, leading to an oscillatory 

pattern in the 𝛥𝐴 spectrum along both the time and wavelength axes (Figure 1.4). The XPM is 
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observable around delay time zero and allows us to follow the temporal chirp in a solvent blank 

sample.8 

 Other nonlinear effects can occur due to the spatial and temporal overlap of the pump and 

the probe including two photon absorption and stimulated Raman processes. Two photon 

absorption will appear as a positive 𝛥𝐴 signal, whereas stimulated Raman, like SE, will appear as 

a negative 𝛥𝐴 signal. The positions of these features are generally dependent on the pump 

wavelength being used. As with XPM, these features only persist around time zero and are 

generally modeled to decay within the instrument response time.8 

Nanosecond Transient Absorption Setup 

 In addition to the Helios Fire fsTA spectrometer, we also can perform nsTA (EOS, 

Ultrafast Systems). The same pump pulse generated by the OPA is used as in the fsTA 

spectrometer. The probe, however, is generated using a white light laser that is focused onto the 

sample. The timing between pump and probe is then controlled digitally, allowing the buildup of 

the two-way dataset. The timing delay is not continuously swept through the time window of the 

experiment (maximally out to 500 μs) as the delay stage is in fsTA. Rather, the time delay 

sporadically fills in time points in the window and the dataset is progressively averaged. 

Some Remarks on Data Analysis 

 In our TA setup, the signal is collected via diffraction of the white light probe onto a CCD 

array detector, allowing for easy construction of a two-dimensional data matrix along wavelength 

and time axes. If features in the TA spectrum are well resolved from each other, single wavelength 

exponential fitting may provide access to the relevant rate constants describing the evolution of 

the data. Often, there may be substantial overlap between spectral features in the data. Time 
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components of various decay processes may also be close and difficult to distinguish in a 

wavelength cut of the data. In this case, global and target kinetic analyses offer a powerful tool for 

fitting the TA data matrix to a prescribed physicochemical model. In both global and target kinetic 

analyses, the entire data matrix is fit along all times and wavelengths simultaneously, allowing us 

to fit spectral and time components based off of correlated changes in the data.9–11 

There are some fundamental assumptions regarding the nature of TA data that we should 

review before discussing how kinetic analysis is applied to a given system. Much like steady-state 

absorption, we presume that the difference absorption spectra observed by TA are still described 

by the Beer-Lambert law that relates the absorbance (or differential absorbance ΔA) to the 

extinction coefficient at a given wavelength ε(λ), the pathlength of the sample l, and the 

concentration of the absorbing species c. In TA spectroscopy, we examine the time-dependent 

evolution of the various photoexcited species by tracking their absorption difference spectra as a 

function of time. As such, the concentration c of the observed species will change over time given 

available relaxation pathways, and this parameter is best described by a time-dependent function, 

c(t). 

∆𝐴(𝜆, 𝑡) =  𝜀(𝜆) ∗ 𝑙 ∗ 𝑐(𝑡) 

 When there is more than one excited state being probed, the Beer-Lambert law describing 

the differential absorbance across the spectrum is summed over the number of species i. 

∆𝐴(𝜆, 𝑡)

𝑙
=  ∑𝜀𝑖(𝜆) ∗ 𝑐𝑖(𝑡)

𝑖

 

  Here, we have omitted the optical pathlength l – as the excited state species are all 

generated in the same sample holder, this value is the same over all i components being summed 

𝐸𝑞. 1.2 

𝐸𝑞. 1.3 
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and can simply be treated as a scaling term absorbed into ΔA. An assumption implicit in this model 

is that ΔA is bilinear in functions of wavelength and time. That is to say that 𝜀𝑖(𝜆) are functions 

solely dependent on 𝜆 and that 𝑐𝑖(𝑡) are solely dependent on 𝑡 so that these two sets of functions 

are independent of each other. This presumed separability belies much of the analytical techniques 

for decomposing the transient absorption data matrix. This separability inherently breaks down in 

ultrafast TA, but can be corrected or parameterized in a given model. 

As discussed, the speed of light in condensed media is dependent on the wavelength of 

light, a phenomenon known as group velocity dispersion or temporal chirp. This chirp spreads the 

wavelengths on the time scale of hundreds of femtoseconds and would not be distinguishable with 

slower time resolution spectroscopies. As a result of the dispersion, the spectral shapes in the data 

become dependent on time and not just wavelength, i.e. 𝜀𝑖(𝜆) → 𝜀𝑖(𝜆, 𝑡). Commonly, the 

dispersion curve is fitted to a polynomial and the time axis is corrected for each wavelength 

accordingly. This reinstates the separability of the wavelength- and time-dependent functions in 

the above equation, aiding the decomposition of the data into linearly independent components. 

Otherwise, the dispersion curve needs to be parametrized and accounted for in the fitted model for 

data analysis. 

Global and target kinetic analyses are a critical part of the toolkit for fitting transient 

absorption datasets. Both global and target analyses use nonlinear least squares fitting to find the 

best fit set of parameters to describe the dataset according to a particular kinetic model. Most often 

in the case of photophysical processes, we assume first order kinetics, which leads to exponential 

decay behavior. In the case of global kinetic analysis, the model applied is a sum of 𝑖 exponentially 

decaying components. This is equivalent to a kinetic model in which there are 𝑖 species that are 

decaying in parallel with each other, i.e. there is no conversion between the excited state species, 
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there is only decay back to the ground state. The expression for ∆𝐴 is given below and the fitted 

spectral components are referred to as decay associated spectra (DAS) or sometimes in the case of 

difference data decay associated difference spectra (DADS).9 

∆𝐴 =  ∑𝐷𝐴𝑆𝑖 ∙ 𝑒−𝑘𝑖𝑡

𝑖

 

 Although the parallel model may be physically relevant for some systems, it does not 

always map one-to-one with the physically relevant model for a given system. Target kinetic 

analysis implies the application of such a model. The simplest model to apply is a sequential one, 

in which the initially photoexcited species decays into the next excited state species and so on in 

tandem until the last species finally decays back to the ground state. Here the spectrally fit 

components are generally referred to as evolution associated spectra (EAS) or evolution associated 

difference spectra (EADS). The fitted kinetic components are identical between the parallel and 

sequential model. The major difference is that the EAS will be formed from linear combinations 

of the DAS. Once the kinetic model has converged to describe the trajectory of excited state species 

that are formed in the photodynamics, the spectra may be referred to as species associated spectra 

(SAS) or species associated difference spectra (SADS).9 

 In summary, in this section we have reviewed the general features of TA data, the 

experimental setup for TA data collection, and some general concerns regarding the analysis of 

TA data. 

Spin Hamiltonian 

 The study of systems containing unpaired spins is greatly aided by the formalism of a spin 

Hamiltonian. The spin Hamiltonian expresses the interactions within the subsystem of unpaired 

𝐸𝑞. 1.4 
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electrons solely in terms of electron spin operators. This formalism is commonly encountered in 

magnetic resonance spectroscopies as a tool to fit experimental data, as it allows for the description 

of the small energetic differences that arise due to spin-dependent interactions without calculation 

of the full molecular Hamiltonian.12 

Electron Spin Angular Momentum 

 One of the simplest cases to begin our discussion of spin angular momentum is that of a 

single electron. The spin angular momentum for this lone electron can be visualized as a vector in 

three-dimensional Cartesian coordinates and is characterized by its magnitude and orientation 

defined by the x-, y-, and z-components of the vector. In quantum mechanics, the magnitudes of 

these components are quantized when acted upon by their respective operators. For example, the 

operator �̂�𝑧 acting on a given wavefunction returns the magnitude of the z-component of the spin 

angular momentum. The same goes for �̂�𝑥 and �̂�𝑦 that describe the x- and y-components of the 

spin, respectively. The spin angular momentum operator �̂� can then be written as a vector 

containing the �̂�𝑥, �̂�𝑦, and �̂�𝑧 operators much as one would use a three-dimensional column vector 

to describe the x-, y-, and z-coordinates for a Cartesian vector.12–16 However, we can only observe 

one of the three components (Figure 1.5), as follows. 
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Figure 1.5 The total spin angular momentum, �⃑⃑� , of an electron represented as vector along the 3D 

Cartesian axes. The z-component of the spin angular momentum is labeled as +
1

2
ℏ. As we have 

drawn it here, this vector represents the spin in the |𝛼⟩ or |+
1

2
⟩ state. By defining the z-component 

of the spin angular momentum, the x- and y-components are undefined. As a result, the spin vector 

lies anywhere along the red circle (see text). 

 The spin operators for a single electron are given by the Pauli matrices and by convention 

are given in a basis that diagonalizes �̂�𝑧. Two eigenstates are returned when operated on by �̂�𝑧, 

either +
1

2
ℏ or −

1

2
ℏ, and these states can be denoted as |𝛼⟩ and |𝛽⟩, respectively (in the literature 

they may also be labeled by the ms eigenvalue |+
1

2
⟩, |−

1

2
⟩). Here, and for the remainder of this 

thesis, we will write these operators and any resulting Hamiltonians in units of ℏ.14 

�̂�𝑥 =
1

2
[
0 1
1 0

] 

�̂�𝑦 =
𝑖

2
[
0 −1
1 0

] 

 

z

x y
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�̂�𝑧 =
1

2
[
1 0
0 −1

] 

The square of the total spin (the square root of which gives the magnitude of the overall 

spin vector) is described by the operator �̂�2 and is equal to the scalar product of the spin vector 

with its transpose. This gives the sum of the squares of the x-, y-, and z-components of the spin 

and is analogous to the Pythagorean theorem in three dimensions. 

�̂�2 = �̂� ∙ �̂� = [�̂�𝑥 �̂�𝑦 �̂�𝑧] [

�̂�𝑥

�̂�𝑦

�̂�𝑧

] =  �̂�𝑥
2 + �̂�𝑦

2 + �̂�𝑧
2

 

 The �̂�2 operator for the one electron case is written explicitly below. 

�̂�2 =
3

4
[
1 0
0 1

] 

For a general spin system, the eigenvalue of the �̂�2 operator is 𝑆(𝑆 + 1) when acting on a 

given spin state where 𝑆 is the total spin quantum number of the state. The �̂�𝑧 operator reports on 

the total spin projection number 𝑀𝑠  of a given eigenstate, and its eigenvalues will span 𝑀𝑠 ∈

{−𝑆, −(𝑆 − 1), … , 𝑆 − 1, 𝑆}.  

The commutation relations for the spin operators are as follows: 

[�̂�2, �̂�𝑥] = [�̂�2, �̂�𝑦] = [�̂�2, �̂�𝑧] = 0  

[�̂�𝑥, �̂�𝑦] =  �̂�𝑥�̂�𝑦 − �̂�𝑦�̂�𝑥 = 𝑖ℏ�̂�𝑧 

[�̂�𝑦, �̂�𝑧] =  �̂�𝑦�̂�𝑧 − �̂�𝑧�̂�𝑦 = 𝑖ℏ�̂�𝑥 

[�̂�𝑧, �̂�𝑥] =  �̂�𝑧�̂�𝑥 − �̂�𝑥�̂�𝑧 = 𝑖ℏ�̂�𝑦 

𝐸𝑞𝑠. 1.5𝐴 − 𝐶 

𝐸𝑞. 1.6𝐴 

𝐸𝑞. 1.6𝐵 

𝐸𝑞𝑠. 1.7𝐴 − 𝐷 
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 A representative calculation of [�̂�𝑥, �̂�𝑦] is provided below. As shown, the order of 

operations matters. Application of the �̂�𝑥 operator followed by �̂�𝑦 does not lead to the same result 

as �̂�𝑦 followed by �̂�𝑥. 

�̂�𝑥�̂�𝑦 − �̂�𝑦�̂�𝑥 =
1

2
ℏ

1

2
ℏ [

0 1
1 0

] [
0 −𝑖
𝑖 0

] −
1

2
ℏ

1

2
ℏ [

0 −𝑖
𝑖 0

] [
0 1
1 0

] 

�̂�𝑥�̂�𝑦 − �̂�𝑦�̂�𝑥 = 
1

4
ℏ2 [

𝑖 0
0 −𝑖

] −
1

4
ℏ2 [

−𝑖 0
0 𝑖

] 

�̂�𝑥�̂�𝑦 − �̂�𝑦�̂�𝑥 =
1

4
ℏ2 [

2𝑖 0
0 −2𝑖

] =
1

2
𝑖ℏ2 [

1 0
0 −1

] = 𝑖ℏ�̂�𝑧 

 Simultaneous measurement can only be made with operators that commute with each other, 

and thus have simultaneous eigenfunctions. Operators that commute relate to observable quantities 

that are statistically independent of each other, and thus the measurement of one does not impact 

the outcome of the measurement of the other, (i.e. the order of operations does not matter). These 

commutation relations demonstrate that the square of the total spin operator �̂�2 can commute with 

any of the spin operators �̂�𝑥, �̂�𝑦, and �̂�𝑧; however, the operators �̂�𝑥, �̂�𝑦, and �̂�𝑧 do not commute 

with each other and as a result, the projection of the spin angular momentum onto all three 

Cartesian axes cannot be known simultaneously. This means that if the z-component of the spin 

angular momentum is measured, the spin projections onto the x and y axes are completely 

indeterminant (Figure 1.5). The z-axis is conventionally taken as the axis of quantization, and so 

the eigenvalues of the �̂�2and �̂�𝑧 operators are used to define unique spin states in the spin 

Hamiltonian formalism. 

For multispin systems, the total spin 𝑆 is taken to be the sum of the individual electron 

spins: 

𝐸𝑞. 1.8 

𝐸𝑞. 1.9𝐴 
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𝑆 = 𝑆1 + 𝑆2 + ⋯+ 𝑆𝑛 

 This applies as well to the Cartesian components of the spin vector. For calculating the 

matrices for higher spin systems, this sum is to be taken as the Kronecker sum of the individual 

spin matrices (e.g., 𝑆 = 𝑆1 ⊗ 𝐼 + 𝐼 ⊗ 𝑆2). 

𝑆𝑥,𝑦,𝑧 = 𝑆1𝑥,𝑦,𝑧 + 𝑆2𝑥,𝑦,𝑧 + ⋯+ 𝑆𝑛 

 From these equations, we can build spin operators for spin systems of higher multiplicity, 

which we can further apply in the construction of effective spin Hamiltonians.14 

Electron-Magnetic Field Interaction: The Zeeman Hamiltonian 

 The intrinsic electron spin angular momentum gives rise to a magnetic dipole moment. 

Because of the negative charge of the electron, the electron magnetic dipole moment 𝜇 is aligned 

antiparallel to the total spin angular momentum 𝑆 . The explicit relationship between the spin 

angular momentum and the magnetic moment is given below where 𝑔𝑒 is the electron g-factor 

(nearly 2.0023) and 𝜇𝐵 the Bohr magneton (9.27 x 10-27 m2 A). 

�⃑⃑� = −𝑔𝑒𝜇𝐵 �⃑⃑�  

The magnetic moment gives intuition for how the system will behave in the presence of an 

externally applied magnetic field 𝑩𝟎. Upon application of the external field, the magnetic moment 

will align with the field, by convention the z-axis. The two eigenstates of the system (|+
1

2
⟩, |−

1

2
⟩) 

will then be split in energy; this is known as the electronic Zeeman splitting. The |−
1

2
⟩ state will 

have the z-component of its magnetic moment aligned parallel to 𝑩𝟎, whereas the |+
1

2
⟩ will have 

the z-component of its magnetic moment aligned antiparallel to 𝑩𝟎 (Figure 1.6). 

𝐸𝑞. 1.9𝐵 

𝐸𝑞. 1.10 
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Figure 1.6 The electron magnetic dipole moment can be represented as a vector aligned 

antiparallel to the electron total spin angular momentum 𝑆 , shown here for the |𝛼⟩ or |+
1

2
⟩ state. 

The antiparallel alignment of the magnetic moment with the field raises the energy of this state 

relative to the parallel alignment in |𝛽⟩ or |−
1

2
⟩. 

The classical potential energy of a magnetic dipole in an external magnetic field is given 

by the following relationship. 

𝑈 = −𝜇 ∙ �⃑� = 𝑔𝑒𝜇𝐵𝑆 ∙ �⃑� 0 

In quantum mechanics, operators represent physical observables. The Hamiltonian 

operator for the Zeeman interaction, �̂�𝑧𝑒𝑒, can therefore be written in terms of the spin angular 

momentum operators defined above, replacing the vector arrow notation with bolded symbols and 

 

z

x y

𝐸𝑞. 1.11 
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assuming an isotropic Zeeman interaction (i.e., invariant with respect to rotation as is the case for 

a free electron). 

�̂�𝑧𝑒𝑒 = 𝑔𝑒𝜇𝐵𝑩𝑻 ∙ 𝑺 

𝑺 = [

�̂�𝑥

�̂�𝑦

�̂�𝑧

] 

𝑩 = [

𝐵𝑥

𝐵𝑦

𝐵𝑧

] 

 In addition to the spin angular momentum, the magnetic moment in a molecule includes 

orbital angular momentum due to the motion of charged electrons around the nucleus represented 

by the operators �̂�2, �̂�𝑥, �̂�𝑦, �̂�𝑧. These operators have the same rules and commutators as spin 

angular momentum operators; in fact, these definitions exist for any quantum mechanical 

description of angular momentum. The magnetic moment arising from orbital motion couples to 

the electron spin magnetic moment (spin-orbit coupling). When orbital angular momentum is 

significant, the spin and orbital degrees of freedom may be summed by the standard rules of 

angular momentum addition to give the total angular momentum of the system 𝐽 = 𝐿 + 𝑆. This is 

often necessary in the case of free metal and lanthanide ions. Non-zero angular momentum arises 

from degeneracy in the ground state. For transition metal ions in a coordination complexes, the 

ligand field lifts the degeneracy present in the free ion, “quenching” the orbital angular momentum. 

Still, coupling between the ground electronic state and higher lying electronic states can yield 

small orbital angular momentum contributions that can be treated perturbationally.12 



23 

 

 We can conceptualize the interaction of the electron spin with the orbital-induced magnetic 

fields as a perturbation of the effective magnetic field (𝑩𝒆𝒇𝒇, differing from 𝑩𝟎) experienced at the 

electron. Because the orbital degrees of freedom are spatially parametrized in the molecular frame, 

the 𝑩𝒆𝒇𝒇 experienced by the electron may be different in the molecular x-, y-, and z-directions 

given the orbital polarization. This means that the Zeeman response of the electron spin will be 

anisotropic and dependent on the orientation of the molecule with respect to the external field. As 

suggested, this dependence could be parametrized in a 𝑩𝒆𝒇𝒇 in the spin Hamiltonian, although it is 

equivalent to put the orientation dependence on the g value. In this case, the free electron g-value 

𝑔𝑒 is replaced by a 3×3 Cartesian 𝒈 tensor as below:14 

�̂�𝑧𝑒𝑒 = 𝜇𝐵𝑩𝑻 ∙ 𝒈 ∙ 𝑺 

𝒈 = [

𝑔𝑥𝑥 𝑔𝑥𝑦 𝑔𝑥𝑧

𝑔𝑦𝑥 𝑔𝑦𝑦 𝑔𝑦𝑧

𝑔𝑧𝑥 𝑔𝑧𝑦 𝑔𝑧𝑧

] 

 The theoretically defined 𝒈 tensor may have antisymmetric components. However, single 

crystal EPR measurements that probe orientation-dependent transitions measure the energetic 

separation of the Zeeman split sublevels and indirectly provide information on the matrix product 

𝒈 ∙ 𝒈𝑻, which is always symmetric. The experimental 𝒈 tensor is derived from the experimentally-

determined 𝒈 ∙ 𝒈𝑻, and as a result, the experimentally-derived 𝒈 tensor is always symmetric as 

well (i.e. 𝑔𝑥𝑦 = 𝑔𝑦𝑥, 𝑔𝑥𝑧 = 𝑔𝑧𝑥, 𝑔𝑦𝑧 = 𝑔𝑧𝑦) and still reproduces the experimental spectrum. As 

for any real, symmetric matrix, 𝒈 ∙ 𝒈𝑻 and 𝒈 are diagonalizable and can be given in their principal 

frame: 

𝒈 = [

𝑔𝑥 0 0
0 𝑔𝑦 0

0 0 𝑔𝑧

] 

𝐸𝑞. 1.13 

𝐸𝑞. 1.14𝐴 
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 Thus, the tensor can be fully parameterized by three values (𝑔𝑥, 𝑔𝑦, 𝑔𝑧), and the full 𝒈 

tensor can be produced by any arbitrary rotation (𝑅) of the principal axis system to the direction 

of the applied field. 

𝒈𝒓𝒐𝒕 = 𝑅𝒈𝑅𝑇 

 The classification of EPR spectra is typically done with respect to the symmetry of the g 

tensor. As previously mentioned, in the case where all principal values of 𝒈 are equal (𝑔𝑥 = 𝑔𝑦 =

𝑔𝑧), the system is termed isotropic. When two of the principal values are equivalent, the unique 

axis is taken as the z-axis (𝑔𝑥 = 𝑔𝑦 ≠ 𝑔𝑧) and the system is termed axial. For axial systems, it is 

common to refer to the principal g values rather as parallel or perpendicular (𝑔‖ = 𝑔𝑧 , 𝑔⊥ = 𝑔𝑥 =

𝑔𝑦). Finally, when all three of the principal g values are distinct (𝑔𝑥 ≠ 𝑔𝑦 ≠ 𝑔𝑧), the system is 

termed rhombic.14 

 Perturbative treatment of the spin-orbit coupling (SOC) provides a means of assessing 

which orbital wavefunctions are admixed into the ground state by the magnetic field (this depends 

on the nature of the orbital and the corresponding orbital angular momentum operators �̂�𝑥, �̂�𝑦, �̂�𝑧). 

As such, this procedure also gives a general expression for the elements of 𝒈:17 

𝑔𝑖 = 𝑔𝑒 − 𝜆 ∑
⟨𝜓𝑔|�̂�𝑖|𝜓𝑒⟩⟨𝜓𝑒|�̂�𝑖|𝜓𝑔⟩

𝐸𝑔 − 𝐸𝑒
𝑒≠𝑔

 

 Here, 𝜆 is the many-electron SOC constant (𝜆 = ±
𝜁

2𝑆
 where 𝜁 is the one-electron SOC 

constant for a given atom), 𝜓𝑔 and 𝜓𝑒 represent the ground state and excited state orbital 

wavefunctions, respectively; �̂�𝑖 is the orbital angular momentum operator for 𝑖 = 𝑥, 𝑦, 𝑧; and 𝐸𝑔 

and 𝐸𝑒 represent the energies of the ground and excited state orbitals, respectively. For a transition 

𝐸𝑞. 1.14𝐵 

𝐸𝑞. 1.15𝐴 
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metal complex, the orbital wavefunctions being summed over are generally the d orbitals. These 

sums have been calculated and give predictable integer values for a given combination of ground 

and excited orbital configurations. As such, this expression is sometimes represented in a 

simplified form as below: 

𝑔𝑖 = 𝑔𝑒 −
𝑛𝜆

∆𝐸
 

Here, 𝑛 is an integer coefficient that comes from the perturbation treatment and depends 

on which orbitals are mixed, and ∆𝐸 is the energetic separation between the states that are mixed. 

Additional terms may be added to the numerator of the fraction in this expression to account for 

covalency, i.e., delocalization of the unpaired electron onto ligand-based orbitals. 

Electron-Nucleus Interactions: Hyperfine Hamiltonian 

 Additional terms arise in the spin Hamiltonian due to an array of magnetic interactions that 

are possible within a molecule. The magnetic moments arising from nuclear spins within a 

paramagnetic molecule can interact with those of the electron spin system. This is known as the 

hyperfine interaction. As we did for the Zeeman interaction, we can define a hyperfine Hamiltonian 

�̂�𝐻𝐹 in terms of the electron spin operators (𝑺) and the nuclear spin operators (𝑰). The nuclear spin 

operators are defined just as the electron spin operators with 𝐼 and 𝑀𝐼 defining the total nuclear 

spin and magnetic sublevel, respectively. 

�̂�𝐻𝐹 = 𝑺 ∙ 𝑨 ∙ 𝑰 

 Just as we defined the g-tensor to describe the directional relationship between external 

field and electron spin, we define a hyperfine tensor 𝑨 to describe the interaction between electron 

and nuclear spin. As with the g-tensor, the A tensor can be defined in its principal frame, which is 

𝐸𝑞. 1.15𝐵 

𝐸𝑞. 1.16 
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commonly taken to be aligned with the principal frame of the g tensor, although this is not strictly 

the case in low symmetry. Similarly, the principal values that define the A tensor can be isotropic, 

axial, or rhombic depending on the symmetry of the system. The isotropic components of the A 

tensor derive from a “contact term” defined by Fermi that requires the unpaired electron have non-

zero probability density at the nucleus, which can only occur for s-orbitals or molecular orbitals 

with s-atomic orbital character admixed into the wavefunction. The anisotropic components of the 

A tensor arise from dipolar interactions between the electron and nuclear dipole.  The general 

experimental impact of the hyperfine Hamiltonian is to split the observed transitions into 2𝐼 + 1 

transitions. 

Electron-Electron Interactions: Exchange and Zero Field Splitting Hamiltonians 

 When there are more than one unpaired electron in a paramagnetic species, electron-

electron interactions can have a significant impact on the energy levels of the system. Exchange 

and electronic dipolar interactions are the main contributors to the electron-electron terms in the 

spin Hamiltonian. Exchange energy as described by Dirac is a consequence of the permutation 

symmetries available to a given set of electrons that must obey the Pauli exclusion principle. The 

immediate and most common consequence is an energetic separation between states of different 

multiplicities, e.g., the separation between singlet and triplet states. Electronic dipole-dipole 

interactions are the magnetic interactions between the electron magnetic moments akin to the 

hyperfine interaction. These dipolar interactions can lift the degeneracy of the magnetic sublevels 

at zero applied magnetic field, and this phenomenon is generally referred to as zero-field splitting. 

Via Kramers theorem, though, in a half integer spin system, each doublet with equal and opposite 

spin angular momentum will remain degenerate in the absence of a magnetic field (under time 

reversal symmetry). 
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 For a system of n unpaired electrons, we can define a general Hamiltonian that sums over 

these electron-electron interactions in a pairwise fashion.18 

�̂� = ∑ 𝑺𝒊 ∙ 𝑶𝒊𝒋 ∙ 𝑺𝒋

𝑛

𝑖,𝑗=1
𝑖≠𝑗,𝑖>𝑗

 

Here, 𝑺𝒊 and 𝑺𝒋 are the vector operators for electron spin 𝑖 and 𝑗, respectively, and 𝑶𝒊𝒋 is a 

rank two tensor describing the interaction between electron 𝑖 and electron 𝑗. In general, a rank two 

Cartesian tensor is reducible into three irreducible spherical tensors: a scalar isotropic component, 

an antisymmetric vector product component, and a symmetric and traceless matrix component. 

The exchange and dipolar Hamiltonians can both be cast into a form as written above with tensors 

𝑱 and 𝑫. 

𝑱 =  [

𝐽𝑥𝑥 𝐽𝑥𝑦 𝐽𝑥𝑧

𝐽𝑦𝑥 𝐽𝑦𝑦 𝐽𝑦𝑧

𝐽𝑧𝑥 𝐽𝑧𝑦 𝐽𝑧𝑧

] , 𝑫 =  [

𝐷𝑥𝑥 𝐷𝑥𝑦 𝐷𝑥𝑧

𝐷𝑦𝑥 𝐷𝑦𝑦 𝐷𝑦𝑧

𝐷𝑧𝑥 𝐷𝑧𝑦 𝐷𝑧𝑧

] 

It is not always necessary to include all components of the 𝑱 and 𝑫 tensors to describe the 

interactions. For instance, it is often sufficient for molecular systems to include only the isotropic 

component of exchange, in which case 𝐽𝑥𝑦 = 𝐽𝑥𝑧 = 𝐽𝑦𝑥 = 𝐽𝑦𝑧 = 𝐽𝑧𝑥 = 𝐽𝑧𝑦 = 0 and 𝐽𝑥𝑥 = 𝐽𝑦𝑦 =

𝐽𝑧𝑧 = 𝐽 where 𝐽 is the isotropic exchange coupling constant. There are also a variety of exchange 

mechanisms regarding whether the exchange is between two immediate neighboring spin centers 

(direct exchange), mediated through an intervening atom or set of atoms (superexchange), or 

whether the spins are delocalized across centers as in conduction electrons (double exchange). 

Each can contribute to the exchange interaction depending on the nature of the system and can be 

described in a form as above.18 The nomenclature here can be confusing, and certain terms are 

more common in molecular versus solid-state studies. For example, Anderson superexchange  

𝐸𝑞. 1.17 

𝐸𝑞. 1.18 
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details the isotropic contribution of superexchange, first detailed to explain antiferromagnetism in 

certain metal oxides. Dzyaloshinskii-Moriya interactions explicitly discuss the antisymmetric 

component the exchange from superexchange-type mechanisms that arise due to spin-orbit effects, 

which can be important particularly in magnetic materials.19–22 Additionally, there are often 

conflicting conventions even for the form of the isotropic exchange Hamiltonian. The one that we 

use in this thesis is given below, where a positive 𝐽 stabilizes the lowest spin multiplicity: 

�̂�𝑒𝑥 = 𝐽 ∑ ∑ �̂�𝑘𝑖
⊗

𝑘=𝑥,𝑦,𝑧

�̂�𝑘𝑗

𝑛

𝑖,𝑗=1
𝑖≠𝑗,𝑖>𝑗

 

For the zero-field splitting Hamiltonian, the magnetic dipolar interaction between electrons 

derived via correspondence from the classical dipole-dipole interaction energy gives the form of a 

symmetric, traceless tensor. Like the g- and A-tensors, it is commonly expressed in its principal 

axis system: 

𝑫 = [

𝐷𝑥 0 0
0 𝐷𝑦 0

0 0 𝐷𝑧

] 

Because of the traceless condition (𝐷𝑥 + 𝐷𝑦 + 𝐷𝑧 = 0), only two values are needed to fully 

characterize the tensor, and often it is rewritten using the parameters 𝐷 =
3

2
𝐷𝑧 and 𝐸 =

1

2
(𝐷𝑥 −

𝐷𝑦). 𝐷 here represents the axial component of the zero-field splitting and can be directly related 

to geometric considerations such as axial compression or elongation. 𝐸 represents the transverse 

components of the zero-field splitting, and although systems that have non-zero 𝐸 are termed 

rhombic, there is not always a clear geometric interpretation of this. The signs of 𝐷 and 𝐸  are 

often undetermined, but their absolute value can be experimentally determined. 𝐷 and 𝐸 are also 

𝐸𝑞. 1.19 

𝐸𝑞. 1.20 



29 

 

bounded by the condition that 𝐸 ≤
1

3
𝐷. Spin-orbit coupling also gives rise to a term that is bilinear 

in electron spins of the form shown here (𝑺 ∙ 𝑫 ∙ 𝑺). Both dipolar and spin-orbit coupling terms can 

contribute to the zero-field splitting Hamiltonian. The SOC-derived 𝑫 tensor need not be traceless, 

however.23 In organic systems, it is generally the case that the dipolar interactions are greater than 

those from SOC, whereas in transition metal systems the reverse is taken to be true. We will write 

the zero-field splitting Hamiltonian generally as below. 

�̂�𝑧𝑓𝑠 = ∑ 𝑺𝒊 ∙ 𝑫 ∙ 𝑺𝒋

𝑛

𝑖,𝑗=1
𝑖≠𝑗,𝑖>𝑗

 

When in the principal frame, this Hamiltonian can be written as: 

�̂�𝑧𝑓𝑠 = 𝐷 (�̂�𝑧
2 −

1

3
�̂�2) + 𝐸(�̂�𝑥

2 − �̂�𝑦
2) 

Electron Paramagnetic Resonance Spectroscopy 

Application of the magnetic field lifts the degeneracy of the |+
1

2
⟩ and |−

1

2
⟩ states as a 

function of the magnitude of the external field (Figure 1.7). This generates a spin polarization (and 

net magnetization) within the sample as the lowest energy eigenstate |−
1

2
⟩ will be slightly more 

populated than the higher energy eigenstate. Electron paramagnetic resonance (EPR) spectroscopy 

utilizes microwave radiation to probe the transitions between the split spin sublevels. The 

traditional architecture of an EPR spectrometer involves a microwave source, an amplifier, a 

magnet, a resonator or cavity into which the sample is placed, and a detector. The resonator is 

critically coupled to the microwave source, and absorption and emission are detected as a change 

in the incident microwave intensity that is reflected out of the cavity.24 

𝐸𝑞. 1.21𝐴 

𝐸𝑞. 1.21𝐵 
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Figure 1.7 Zeeman splitting of the eigenstates of an S = ½ spin system, |+
1

2
⟩ and |−

1

2
⟩, as a 

function of the magnitude of the external magnetic field 𝑩𝟎. The EPR spectrometer typically uses 

a tuned microwave frequency that fixes ℎ𝜈, and thus resonance occurs at specific values of the 

external magnetic field strength. 

Most EPR spectrometers operate at a fixed microwave frequency and instead sweep the 

permanent magnetic field intensity to generate the absorption spectrum. By changing the magnetic 

field strength 𝐵0, the splitting between spin sublevels is changed according to the Zeeman 

component of the spin Hamiltonian. Only when the splitting between particular spin sublevels 

approaches the microwave energy (ℎ𝜈) can the resonance condition be fulfilled and 

absorption/emission occur. There are additional selection rules that govern which transitions 

couple to the radiation field. The magnetic field component of the microwave radiation, 𝑩𝟏, may 

be polarized perpendicular or parallel to the field lines of the permanent magnet, 𝑩𝟎, leading to 

perpendicular and parallel modes of operation for the spectrometer. When in perpendicular mode, 

the allowed transitions follow the selection rule ∆𝑀𝑠 = ±1. In parallel mode, the allowed 

 

+   
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transitions follow ∆𝑀𝑠 = ±2. All the EPR spectra presented in this thesis were collected in 

perpendicular mode. 

In continuous wave (CW) EPR, the microwave is continuously applied to the resonator and 

the magnetic field is swept, generating the absorption spectrum. In practice, the external field is 

often modulated at a particular frequency and amplitude, lock-in detection is used at the 

modulation frequency giving higher sensitivity, and the change in microwave intensity as the field 

is oscillated within the modulation amplitude range is recorded. This means that CW EPR typically 

provides the first derivative of the absorption spectrum and is how such data is commonly 

presented. 

Pulsed EPR Spectroscopy 

 Pulsed EPR employs microwave pulses to excite the spin system. Most modern-day nuclear 

magnetic resonance (NMR) spectrometers also operate in pulsed mode using radiofrequency 

radiation, and the following is general to all magnetic resonance spectroscopies; however, we 

choose to contextualize this discussion in terms of EPR. To visualize the action of microwave 

pulses as well as the various relaxation phenomena, it is helpful to consider the bulk magnetization 

vector of the sample. In a given EPR sample, there will be many individual spin centers excited 

by the microwave radiation. At thermal equilibrium, a small but distinguishable greater percentage 

of electron magnetic moments will be aligned with the externally applied field than anti-aligned 

as dictated by the Zeeman splitting and corresponding Boltzmann population. This gives rise to a 

net magnetic moment of the sample aligned with the field (the laboratory +z-axis as we have 

previously defined). In a classical sense, a magnetic dipole oriented at an angle (≠ 0, 180°) to an 

external magnetic field will precess about the external field vector at the dipole’s Larmor 

frequency. However, at equilibrium, none of the individual magnetic moments share phase 
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coherence – they are not precessing in phase with each other. As a result, there is no net x- or y-

magnetization and the net magnetization vector 𝑴 is parallel to the field 𝑩𝟎 as depicted in Figure 

1.8A.25,26 

 

Figure 1.8 (A) The thermal equilibrium picture of the net magnetization vector 𝑴 of a 

paramagnetic EPR sample in the externally applied field 𝑩𝟎. (B) The action of a magnetic field 

𝑩𝟏 (from the microwave) applied along the +y-axis causes the net magnetization to rotate in the 

xz plane as portrayed in a rotating reference frame. 

 A helpful conceit in analyzing the evolution of the magnetization is a rotating reference 

frame. Once 𝑴 forms a non-zero angle with 𝑩𝟎, 𝑴 will begin precessing at the Larmor frequency 

of the system of magnetic moments. If the laboratory reference frame is replaced with a frame that 

is itself rotating at this Larmor frequency, the complex precessional motion is removed from the 
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equations of motion. In perpendicular-mode EPR, a linearly polarized microwave is applied such 

that the magnetic field component of the microwave 𝑩𝟏 field is perpendicular to the external field 

𝑩𝟎 and functions to tip 𝑴 from its equilibrium position. In our rotating frame, the linearly polarized 

microwave can be decomposed into a linear combination of left- and right-circularly polarized 

components. By convention, only the component that rotates with the same sense of the Larmor 

precession of the spin system is taken as on resonant and the other is discarded. As a result, the 𝑩𝟏 

field appears static in the rotating frame and can be aligned within the frame by adjusting the phase 

of the microwave pulse. 

We depict the action of 𝑩𝟏 aligned along the +y-axis in the rotating frame in Figure 1.8B. 

Once 𝑩𝟏 is turned on, 𝑴 will begin to rotate in the xz plane about the +y-axis in a process known 

as Rabi nutation, and the angular frequency with which 𝑴 precesses about 𝑩𝟏 is known as the 

Rabi nutation frequency (𝛺). The Rabi nutation frequency depends on both the magnetic moment 

being rotated (and therefore the spin angular momentum, characterized by 𝑆 and 𝑀𝑠, of the excited 

spin system) as well as the strength of 𝑩𝟏.27 

𝛺𝑀𝑠,𝑀𝑠±1 = 𝜔1√𝑆(𝑆 + 1) − 𝑀𝑠(𝑀𝑠 ± 1) 

Here, the microwave field strength is expressed in angular frequency units 𝜔1 =

𝜇𝐵𝑔𝐵1ℏ
−1. The microwave pulse is applied for a finite time duration 𝜏. As a result, the angle 𝜃 

that 𝑴 is rotated by can be predicted using the nutation frequency as 𝜃 = 𝛺𝜏. In fact, most often, 

pulse sequences are described by the rotation angles that each pulse enacts upon the magnetization. 

If 𝑩𝟏 is applied for a pulse duration such that 𝑴 is rotated from the +z-axis onto the +x-axis, this 

is described as a “
𝜋

2
 pulse” (Figure 1.8B). As we will see, an important consequence of the spin-

𝐸𝑞. 1.22 
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dependent nutation frequency is that pulsed EPR can selectively probe transitions in manifolds of 

different spin multiplicity in one sample. 

An important consideration is that here we have discussed the evolution of the bulk 

magnetism in terms of purely classical phenomena. However, the bulk magnetization is the 

macroscopic consequence of the many quantum mechanical spin systems we are probing within 

the sample. Via correspondence, we can describe the evolution of the classical magnetization or 

the evolution of the quantum mechanical state vector of a two-level system as a function of the 

applied fields. The state vector can similarly be represented in an axis system like what we have 

drawn for the magnetization in Figure 1.8, and this representation is known as the Bloch sphere. 

Rather than changing the amplitudes of x-, y-, and z-components of magnetization, the state vector 

evolves through changing complex probability amplitudes in the wavefunction brought on by the 

𝑩𝟏 field. 

Paramagnetic Relaxation 

Let us say we have performed a 
𝜋

2
 pulse as depicted in Figure 1.8B. The net magnetization 

is now perpendicular to the z-axis: the z-component of 𝑴 is zero, and the phase coherence given 

to the spins via the microwave pulse has generated maximum transverse magnetization aligned 

along the x-axis. After the pulse is applied, this is a nonequilibrium state of the system. Over time, 

relaxation will return the magnetization back to its thermal equilibrium alignment along the z-axis. 

This complex relaxation can be decomposed into two separate processes. The first is relaxation of 

the z-component of magnetization back to its full equilibrium value (described as longitudinal 

relaxation and denoted by T1). The second is the loss of phase coherence of the excited spin packet 
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and return of the x- and y-components of magnetization back to zero (described as transverse 

relaxation and denoted by T2). These relaxation processes are depicted in Figure 1.9A and B.14,25,28 

 

Figure 1.9 (A) Visualization of T1, longitudinal relaxation or the return of the z-component of the 

magnetization. (B) Visualization of T2, the transverse relaxation or loss of phase coherence / the 

x- and y-components of magnetization. 

 T1 is sometimes referred to as spin-lattice relaxation. As this name suggests, T1 relaxation 

arises due to an exchange of energy between the spin system and the surrounding environment. In 

solution-state NMR, it is generally the molecular tumbling motion that gives rise to the appropriate 

spectral density that can exchange energy with the nuclear spin system. In solid-state EPR, 

however, the molecular motions responsible for T1 relaxation are generally lattice phonons and 

low-energy librations. 

 T2, on the other hand, is sometimes referred to as spin-spin relaxation. Spin “flip-flop” 

processes in which two spins exchange their spin angular momentum does not affect the 
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longitudinal magnetization but can lead to dephasing of the transverse magnetization. Other 

phenomena can contribute to T2 beyond spin-spin interactions, however. Dynamic fluctuations in 

local magnetic field, which can be due to other sources of magnetic fields in the sample such as 

nuclei, can give rise to instantaneous jumps in Larmor frequencies of particular spin packets, which 

leads to the loss of phase coherence as well.  

 

Figure 1.10 A visualization of the Hahn echo pulse sequence: 
𝜋

2
− 𝜏 − 𝜋 − 𝜏 − 𝑒𝑐ℎ𝑜. Static 

inhomogeneities that give rise to slightly different Larmor frequencies of the spin packets are 

refocused into an observable echo signal. 

 Transverse relaxation is commonly measured using a Hahn echo pulse sequence with 

varying delay times.29 The Hahn echo sequence is defined in terms of the turning angles of the 

pulses as follows: 
𝜋

2
− 𝜏 − 𝜋 − 𝜏 − 𝑒𝑐ℎ𝑜 as shown in Figure 1.10. The 

𝜋

2
 pulse tips the 

magnetization into the transverse plane. The system is allowed to evolve for time 𝜏, during which 

the spins will begin to dephase. A portion of the transverse magnetization loss will be due to spin 

relaxation, and a portion will be due to static inhomogeneities that cause various spins to precess 

and slightly different Larmor frequencies from each other. A 𝜋 pulse rotates the magnetization by 

180 ° while preserving the sense of rotation of the various spins, which results in a refocusing of 
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the spins after an additional time 𝜏. A photon echo is then detected at a time 2𝜏 after the initial 
𝜋

2
 

pulse. The intensity of the photon echo will be proportional to how many of the spins may be 

refocused by the 𝜋 pulse. The 𝜋 pulse can refocus the magnetization loss caused by the static 

inhomogeneities (reversible), but not that caused by spin relaxation (irreversible). By observing 

the loss of echo intensity as a function of increasing the delay time 𝑡, the transverse relaxation rate 

can be estimated. 

 The echo intensity observed in the Hahn echo sequence can also be impacted by spectral 

diffusion. The bandwidth of microwave excitation is often much less than the linewidth of a given 

EPR spectrum. As a result, the excitation energy imparted to one spin packet may be exchanged 

with other off-resonant spins due to overlaps in the spin packet bandwidths. If a portion of the 

excitation population is moved out of resonance with the microwave radiation, it cannot be 

refocused by the 𝜋 pulse. This contributes to the loss of echo intensity but is not directly T2 

relaxation. Because of this, often the experimentally derived relaxation time from a Hahn echo 

sequence is termed TM, the phase memory time, which includes the contributions of T2 as well as 

these diffusive processes. 

 T1 can be estimated using an inversion recovery pulse sequence. Here, an initial 𝜋 pulse is 

used to invert the magnetization to lie along the –z-axis. The spins are allowed to relax over time 

𝜏, during which the spins will reapproach their equilibrium alignment with the external field. The 

longitudinal magnetization is read out using a Hahn echo pulse sequence with a fixed delay time 

𝑡. The T1 relaxation time is then determined by varying the waiting time 𝜏 after the initial 𝜋 pulse. 

As the magnetization is initially inverted, the phase of the echo will also be offset by 180 °, which 

is usually taken to be a negative signal relative to the positive signals detected in the standard Hahn 

echo sequence. As the magnetization relaxes back to its alignment along the +z-axis, the observed 
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echo intensity follows the magnetization beginning negative, passing through zero, and finally 

becoming positive until the equilibrium magnetization is recovered. 

 Theoretically, T1 and T2 are considered to follow first-order kinetics and exhibit 

monoexponential decay functions. In practice, however, diffusion processes and the distribution 

of spin packets excited by the microwave pulse often lead to stretched exponential behavior. 

 In summary, in this section we have examined spin angular momentum and the magnetic 

interactions in a system of unpaired electrons, constructing a spin Hamiltonian that can be used to 

calculate the small energetic splittings. EPR interrogates these level splittings and gives us 

information on the electronic structure of the system in the form of fitted parameters (e.g. the 𝒈, 

𝑨, 𝑱, and 𝑫 tensors). Pulsed-EPR can provide information with respect to the longitudinal (T1) and 

transverse magnetic (T2) relaxation properties of the system. 
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