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ABSTRACT

Historically, increasing the degrees of freedom in electromagnetic structures has
revolutionized the capabilities of wireless systems and introduced new applications.
While research on phased arrays has explored everything from antenna drive settings
to the element placement, the array geometry is assumed to be a fixed parameter.
This thesis summarizes the author’s work developing shape-changing phased ar-
rays. It demonstrates the fundamental trade-off between gain and steering range
for a given geometry. Measurements of the first shape-changing phased array both
verify this theory and demonstrate the ability to break this trade-off using geometric
reconfiguration. In addition, the mathematical consequences of shape-change and
their impact on the arrays electromagnetic properties are discussed. Programmable
passive switching networks on flexible sheets embedded in the array are proposed
to address these challenges. The ability of these structures to enhance array perfor-
mance is demonstrated by in-situ optimization experiments on a demonstration array.
The associated optimization problem is characterized with a statistical analysis on a
simulated array. Finally, avenues for further research are proposed.
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C h a p t e r 1

INTRODUCTION

And we came to see Time
is taller than Space is wide.

Joanna Newsom
Waltz of the 101st Lightborne

1.1 Degrees of Freedom in Wireless Systems Revolutionize the World
The fundamental goal of a wireless system is to manipulate the local electromagnetic
fields to create the desired far-field effect. The history of wireless technology
has been the incorporation of new degrees of freedom to gain more sophisticated
control over radiated and sensed waves. Each generation of advancement was
predicated on the availability of new resources that expanded what was possible.
And while enhancing the precision and flexibility of field manipulation appears to
be a simple concept, each additional degree of freedom has had widespread and
profound impacts on human society.

The First Generation: Enabling Radiation with Spark Gaps
Wireless technology was born in the late 19th century with the invention of the spark-
gap transmitter by Heinrich Hertz. The transmitter consisted of two capacitors
separated by long wires and a short air gap. The capacitors are charged to high
voltages using a DC voltage source until the fields in the gap are strong enough
to generate a spark. While sparking, charge would quickly accelerate between
the capacitors and oscillate due to the inductance of the separating wire. These
accelerating charges generate a damped electromagnetic wave that radiates away
from the transmitter and can be detected remotely. Figure 1.1 shows an example of
a commercial transmitter invented by Guglielmo Marconi.

While electrical telecommunications began with the invention of the electrical tele-
graph, the ability to communicate wirelessly with a spark-gap transmitter was rev-
olutionary. It became possible to correspond with remote locations without a fixed
cable in between, enabling ship-to-ship and ship-to-shore communication. Ships
could quickly transmit distress calls when they began to sink, enabling rescue oper-
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Figure 1.1: Spark gap transmitter in the Electric Museum in Frastanz, Austria.
© User:Asurnipal / Wikimedia Commons / CC-BY-SA-3.0

ations that saved thousands of lives. Soon massive transmitters were built to enable
transoceanic communication without having to lay underwater telegraph cables.

The Second Generation: Revolutionizing Society with Continuous Waves
Wireless systems really came into their own however with the invention of the
vacuum tube and the development of continuous wave systems in the early 20th
century. The precise frequency control of continuous wave systems provided isola-
tion between different channels, greatly reducing the interference. Complex audio
and video signals could be wireless transmitted via amplitude and phase control of
constant frequency waves. A less obvious, but equally important, advancement was
the impact of continuous waves on antenna design.

As spark-gap transmitters operated mostly in the kHz regime, only electrically short
antennas were practical to construct. Thus the ability to shape the properties of the
electromagnetic wave was limited. Continuous wave radios, however, could easily
operate at hundreds of megahertz, thus enabling antennas with dimensions on the
order of, or larger than, the wavelength. A wide range of antennas were developed
for different applications, from highly directional antennas for long distance com-
munication, to more isotropic ones for radio broadcasting. The ability to shape the
radiation pattern enabled new wireless applications such as radio astronomy, radar,
radio and video broadcasting, space communications, and GPS.
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Figure 1.2: The Parkes radio telescope while receiving video from the moon of the
Apollo 11 moon landing. © CSIRO via Wikicommons under CC BY 3.0

These new technologies had a momentous impact on human society. Radio broad-
casting revolutionized popular music and brought the President of the United States
into living rooms across the country in challenging times. Radar completely changed
warfare, transportation, and weather broadcasting. Directional antennas enabled as-
tronauts to communicate with the earth; Figure 1.2 is a picture of the Parkes radio
telescope while it was receiving video of the moon landing, video that was broadcast
around the world.

The Third Generation: Creating the Present with Phased Arrays
The next degrees of freedom to be introduced into wireless systems was precipitated
by the development of solid-state electronics. Improvements in the 𝑓𝑚𝑎𝑥 of silicon
transistors enabled lightweight, low-cost power amplifiers at high frequencies, thus
shrinking the size of radio technology. This size reduction further enhanced the
impact of radio by making transceivers ubiquitous in phones, vehicles, and com-
puters. The reduced size of transmitters also enabled a large number of them to be
integrated into a single system, enabling phased arrays. While the ability of phased
arrays to electronically alter their radiation patterns was well known, it was not until
transmitters shrank that they could be small and cheap enough to be pragmatic.
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(a) Upgraded SSPARS Array in Alaska. (b) Close up of Original Antenna Array.

Figure 1.3: The Precision Acquisition Vehicle Entry Phased Array Warning System
(PAVES PAWS) was built in 1980 to detect incoming ballistic missiles.
Public Domain, US Federal Government–US Air Force.

Phased array’s ability to electronically steer beams has revolutionized modern wire-
less systems. Radars can rapidly scan space, greatly increasing their speed and
precision. Figure 1.3 shows the first solid-state phased array deployed, the Precision
Acquisition Vehicle Entry Phased Array Warning System (PAVES PAWS) used by
the U.S. airforce to detect incoming threats. Phased array radar has also greatly
enhanced the capabilities of weather detection systems; according to the Director
of the National Severe Storms Laboratory, "Phased array radar can extend [severe
weather] warning lead times well beyond what was possible before" [1]. Phased
array radar is also a key part of the development of autonomous vehicles.

Telecommunication systems have also been revolutionized by the use of multiple
steerable beams in MIMO transmitters to increase bandwidth. Thanks to the relative
ease of deploying wireless mobile networks, the number of people in the world with
access to the internet has increased from 63% in 2015 to over 95% in 2021 [2],
[3]. However, up to 30% of Africa’s rural population still lacks mobile broadband
coverage. In addition, the roll-out of broadband internet in the United States has
been slow. In 2015, only 11% of Americans had access to more than one high-speed
internet (100 Mbps) provider, four years later the percentage has only increased to
29% [4], [5]. Fortunately, phased arrays have also enabled the recent development
of low-earth orbit satellite internet networks such as Starlink that will be able to
supply broadband internet around the globe. This increase in access will spur both
economic development in Africa and increased competition in the United States.
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The Next Generation: Controlling the Future with Arbitrary Radiators
History has shown that increasing the degrees of freedom in wireless systems can
revolutionize society. As in the past, the newly available resources in the present
are a guide to what will be possible in the future. Over the last twenty years,
computational power has vastly expanded, both in terms of its cost and availability,
and in the advancement of new computational approaches such as machine learning
and quantum annealing. And although the RF performance of silicon transistors
has essentially plateaued, integration has advanced to the point that it is possi-
ble to fit an arbitrarily complex system into a small, cheap package. Research on
origami-inspired structures, advancements in additive manufacturing, and the com-
mercialization of flexible electronics have enabled the creation of arrays with almost
arbitrary geometric structures. Thus, we can now construct and control systems
with an extraordinary number of electrical and mechanical degrees of freedom.
However, the difficulty in realizing the potential of this capability is how to prop-
erly leverage it to introduce useful degrees of freedom and create high-performing
wireless systems. With this understanding, existing and emerging applications such
as physically secure wireless links and wireless power transfer can be enhanced and
entirely unforeseen applications can be enabled.

1.2 Contributions
It is clear that technological advancement has reached the point where near-arbitrary
synthesis of radiation patterns is within our grasp. A radiator that can arbitrarily
control both its geometry and the current distribution on its surface would be uncon-
strained in terms of what radiation patterns it could create. In order to explore the
possibilities of such a "Universal Electromagnetic Surface," a Multidisciplinary Uni-
versity Research Initiative project was sponsored by the Air Force Office of Scientific
Research. A interdisciplinary team of experts in Electromagnetics, Structures, Me-
chanics, Materials, Mathematics, and Origami was assembled to collaborate and
study the various aspects of such a structure.

This thesis is a small part of that work and represents the first thrust into the world of
shape-changing phased arrays. Over the last six years I have focused on addressing
the electromagnetic questions prompted by shape change. What are the advantages
of shape-change? What are the consequences? What kinds of system architectures
are required to enable shape-change? Are there any unknown engineering and
implementation challenges? If an array can change into arbitrary shapes, than what
geometries are advantageous?
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As with all research, the answers to these questions were sometimes surprising,
sometimes relatively straightforward, and almost always introduced new questions.
I developed the first shape-changing phased array to explore the associated imple-
mentation challenges [6]. The array also demonstrates the use of geometry as a
design variable and that a single structure can exhibit both high maximum gain
and a wide steering range, breaking the trade-off between the two. This array also
demonstrated the key fact that in order to enable arbitrary shape change, the spacing
of elements on the surface of the array must change, introducing grating lobes.

To address this challenge, I developed a passive, flexible, and programmable
switching-networks that can unfold between tiles and change the near-field environ-
ment to compensate for the gaps. These meta-gaps proved to be a rich optimization
problem that required careful application of measurement techniques and algorithms
to explore. By experimenting with the meta-gaps, I characterized both the minimum
enhancements they enable and aspects of the optimization problem they present.

1.3 Thesis Outline
The structure of the thesis is divided into two halves, with the first half providing
the context and theory for the experiments that are performed in the second half.
Chapter 2 provides background on antenna and phased array characterization that
is used throughout the work. Chapter 3 details an in-depth theoretical justification
for aperture projection analysis, which is used in Chapter 4 to perform an extensive
analysis of different array geometries. Chapter 5 acts as a segue into the second
half of the work by discussing the benefits of shape-changing phased arrays and the
challenges associated with shape-change due to Gauss’s Theorema Egregium.

The hardware designs of the radiating tiles that enable shape-change and used for
experimentation are described in Chapter 6. Next, Chapter 7 presents measurements
of the first shape-changing phased array that verify theory. The concept of flexible
meta-gaps to address the increased element spacing required for shape-change is
then introduced in Chapter 8. The optimization problem associated with meta-gaps
is extensively explored in Chapter 9 using meta-hueristic algorithms and statistical
analysis, while Chapter 10 demonstrates the enhancements enabled by meta-gaps
through in-situ optimization of a meta-gap filled phased array. Finally, Chapter 11
summarizes the results and considers what is next. The appendices include extended
mathematical derivations and source code for the optimization algorithms.
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C h a p t e r 2

PHASED ARRAY CHARACTERIZATION

At any given moment, in the middle of a city
there’s a million epiphanies occurring
and the blurring of the world beyond the curtain
and the world within the person.

Kae Tempest
Lionmouth Door Knocker

In order to study phased arrays, it is important to understand their basic properties
and behaviors, their associated figures of merit, and the measurement techniques
used to characterize them. This chapter provides an important conceptual and
experimental foundation on which later sections are built.

Section 2.1 begins by introducing the spherical coordinate system used throughout
this work. This is followed by a background on various antenna and array properties
in Section 2.2. Section 2.3 provides a general description on how phased arrays are
able to perform electronic beam steering, and Section 2.4 illustrates how element
spacing in an array alters the radiation pattern. Then, Section 2.5 describes the
various figures of merit used in this work to characterize phased array performance.
Section 2.6 details the measurement complexity of this characterization and the
measurement approaches utilized in experiments. Finally, Section 2.7 delineates the
optimization algorithm used by the arrays to steer beams.

2.1 Coordinate System
The coordinate system shown in Figure 2.1 is used throughout this work unless
otherwise specified. The 𝑧-axis is defined to be broadside to the relevant antenna
or array. Because all of the presented antennas are linearly polarized, the 𝑥-axis
is defined to be in the polarization direction. Thus, the 𝐸-plane is equal to the
𝑥𝑧-plane, the 𝐻-plane is equal to the 𝑦𝑧-plane, and a planar array or antenna, like a
patch, will lie in the 𝑥𝑦-plane. References to the 𝑥- and 𝑦- planes are referring to
the 𝑥𝑧- and 𝑦𝑧- planes and are thus equivalent to the 𝐸- and 𝐻- planes, respectively.
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Figure 2.1: Coordinate System used throughout this work. 𝑧 is normal to the array
surface and 𝑥 is aligned with the array polarization.

Spherical coordinates are defined by this Cartesian coordinate system, with 𝜃 being
the angle with respect to the 𝑧-axis and 𝜙 being the angle in the 𝑥𝑦-plane with respect
to the 𝑥-axis. Thus, broadside is defined to be at 𝜃 = 0◦ and end-fire is defined to be
at 𝜃 = 90◦. The 𝐸-plane is defined to be at 𝜙 = 0◦ and 180◦ and the 𝐻-plane is at
𝜙 = 90◦ and 270◦.

2.2 Antenna Properties
Antennas are transducers that convert voltages and currents at their input ports into
electromagnetic fields that travel through free space and vice-versa. Excitations at
their input ports induce currents along the surface of the antenna that in turn generate
electromagnetic fields. A portion of these fields remain localized to the antenna like
the fields of an inductor, capacitor, or transformer. The fields in this near-field region
couple back into the port, altering its reactance. Another portion of the induced
fields decouple from the antenna and radiate. These fields form traveling waves that
carry power into the far-field, waves than can be used for communication, sensing,
or power transfer. Antennas are the intermediary between electronics and free-space
electromagnetics and thus their performance is critical for wireless communication,
radar, wireless power transfer, and remote sensing.

There are numerous criteria that can be used to evaluate antenna performance, from
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their port behavior, to their sensitivity to different polarizations, to their ability
to steer radiation in particular directions. Because the research in this thesis is
predominately concerned with latter, we introduce a non-exhaustive list of antenna
properties and commonly used metrics that characterize the radiative properties of
an antenna.

Reciprocity
A critical property of antennas is that they are reciprocal. Due to the linearity of
Maxwell’s equations and the reciprocity of both free space and commonly used
materials, the behavior of an antenna does not depend on the direction that an
electromagnetic wave is traveling. Therefore, the properties of an antenna are
identical if it detecting incoming waves as a receiver, or shaping radiating waves as
a transmitter. An antenna that effectively radiates in a particular direction will also
receive effectively from that same direction. This fundamental property is useful
for both conceptualization and measurement as the antenna can be treated as either
a receiver or transmitter depending on which is more convenient.

Radiation Pattern
The Radiation Pattern of an antenna is a plot of the amount of power radiated
in each direction in spherical coordinates, 𝑃(𝜃, 𝜙). It provides a comprehensive
visualization of where power is and is not directed, demonstrating the array’s ability
to focus power in desired and undesired directions. The radiation pattern is the
single most important property of an antenna as it defines its functionality. Some
applications require broad patterns, such as a radio transmitter, while others require
highly focused patterns, like a radio-telescope. Many of the metrics described below
quantify various properties of this pattern.

There are multiple common ways of displaying radiation patterns, from a complete
3D spherical plot, to radial or rectangular plots along one axis, or cut. It is common to
show cuts in the 𝐸− and𝐻− planes, the two orthogonal planes that align with the 𝐸−
and 𝐻− fields on the surface of a linearly polarized antenna. The radiated power can
be presented in terms of raw or normalized power. Common normalization factors
are the peak radiated power, the power injected into the port (see Gain below), or the
average radiated power (see Directivity below). Figure 2.2 demonstrates different
plots of the radiation pattern using the same data as an example.
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ŷ

<latexit sha1_base64="d1GYJ+PP0YZx0MzgauMJaYkcplo=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeClx4r2FZoQ9lsN+3azSbsToQa+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqGW+xWMb6PqCGS6F4CwVKfp9oTqNA8k4wvpn5nUeujYjVHU4S7kd0qEQoGEUrtXsjiuSpX664VXcOskq8nFQgR7Nf/uoNYpZGXCGT1Jiu5yboZ1SjYJJPS73U8ISyMR3yrqWKRtz42fzaKTmzyoCEsbalkMzV3xMZjYyZRIHtjCiOzLI3E//zuimG134mVJIiV2yxKEwlwZjMXicDoTlDObGEMi3srYSNqKYMbUAlG4K3/PIqaV9Uvctq7bZWqTfyOIpwAqdwDh5cQR0a0IQWMHiAZ3iFNyd2Xpx352PRWnDymWP4A+fzB0i8jvg=</latexit>

ẑ

(a) 3D polar plot
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(b) 2D Cartesian plot
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(c) 2D polar plot

Figure 2.2: Different visualizations of the same radiation pattern.

Lobes and Nulls
As can be seen in Figure 2.2, it is common for the radiation pattern of an antenna
to be comprised of lobes and nulls, that is, regions of alternating high and low
radiation due to the interference of fields radiated at different points on the antenna
surface. Nulls are regions of destructive interference where little power is radiated
and can clearly be seen at 𝜃 = ±8°, ±15°, and at other angles in Figure 2.2b. These
nulls separate lobes, regions of constructive interference where radiated power is
concentrated. It is common for a radiation pattern to have a single Main Lobe that
concentrates power in the desired direction, such as towards a target, and multiple
Side Lobes that radiate power in undesired directions, such as away from the target.
Because antennas are reciprocal, lobes indicate directions from which a receiving
antenna will strongly pick up a signal while nulls indicate directions of greatly
reduced sensitivity.
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Free Space Path Loss
As the distance from an antenna increases, the radiated power is spread out over a
larger area. Consider the power density a distance 𝑅 from an isotropic antenna as
an example. While the same total power is evenly distributed in each direction, the
total power is divided over a larger spherical area, 4𝜋𝑅2. Thus the power density
of radiated fields drops as a function of 𝑅2. Intuitively, a receiving antenna at this
distance will collect less power given the lower power density. This loss in power
due to the propagation distance, 𝑑, between transmitting and receiving isotropic
antennas is referred to as free space path loss and is given in Equation 2.1.

FSPL =

(
4𝜋𝑑
𝜆

)2
(2.1)

Directivity
Given the effect of free space path loss, it it often desirable to focus the power radiated
by an antenna in a given direction. Due to reciprocity, this focusing is equivalent to
increasing both a receiving antenna’s angular selectivity and the amount of power
received from a given angle.

Directivity, 𝐷, is a measure of an antenna’s ability to focus its radiated power. It
is defined as the power radiated in a particular direction, 𝑃(𝜃, 𝜙), by the antenna
relative to that of an isotropic antenna with the same total radiated power [1].

𝐷 (𝜃, 𝜙) = 𝑃(𝜃, 𝜙)
𝑃𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑖𝑐, 𝑡𝑜𝑡𝑎𝑙 (𝜃, 𝜙)

(2.2)

Because an isotropic radiator radiates equally in all directions, its power in any
direction is the total radiated power averaged by the surface area of the unit sphere.

𝑃𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑖𝑐, 𝑡𝑜𝑡𝑎𝑙 (𝜃, 𝜙) =
𝑃𝑟𝑎𝑑𝑖𝑎𝑡𝑒𝑑

4𝜋
(2.3)

Therefore, the directivity is proportional to the fraction of the total radiated power
radiated in a given direction.

𝐷 (𝜃, 𝜙) = 4𝜋
𝑃(𝜃, 𝜙)
𝑃𝑟𝑎𝑑𝑖𝑎𝑡𝑒𝑑

(2.4)

Alternatively, the definition of directivity can be rewritten entirely in terms of the
radiation pattern.

𝐷 (𝜃, 𝜙) = 4𝜋𝑃(𝜃, 𝜙)∯
𝑃(𝜃, 𝜙)𝑑𝜃𝑑𝜙

(2.5)
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Radiation Efficiency
Unfortunately, not all power injected into the ports of an antenna will radiate. The
currents that generate the electromagnetic fields travel through conductors with non-
zero resistance. In addition, the dielectrics used to separate conductors and guide
fields have non-zero loss tangent. Therefore, some amount of power is dissipated
as heat in both the conductors and the dielectric. This power loss detracts from the
total amount of power that can be radiated, reducing the antenna gain. For some
antennas, this loss can be quite high as fields are highly concentrated and large
currents are induced.

The radiation efficiency, 𝜂, is the ratio of the total radiated power to the power
injected into the port.

𝜂 =
𝑃𝑟𝑎𝑑𝑖𝑎𝑡𝑒𝑒𝑑

𝑃𝑝𝑜𝑟𝑡
(2.6)

Gain
The Gain of an antenna, 𝐺 (𝜃, 𝜙), is a measure of an antennas ability to focus power
in terms of the power injected into its port. Thus, Gain incorporates the both the
directivity and radiation efficiency into a single metric. The complete of definition
of Gain is the ratio of the radiated power in a given direction to that of an ideal
isotropic antenna driven with the same power, 𝑃𝑝𝑜𝑟𝑡 [1].

𝐺 (𝜃, 𝜙) = 𝑃(𝜃, 𝜙)
𝑃𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑖𝑐, 𝑝𝑜𝑟𝑡 (𝜃, 𝜙)

(2.7)

Because the isotropic antenna is lossless, all of the injected power is radiated and
so the power radiated in any direction is the injected power averaged by the surface
area of the unit sphere.

𝑃𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑖𝑐, 𝑝𝑜𝑟𝑡 (𝜃, 𝜙) =
𝑃𝑝𝑜𝑟𝑡

4𝜋
(2.8)

Therefore, the gain is proportional to the fraction of injected power radiated in a
given direction.

𝐺 (𝜃, 𝜙) = 4𝜋
𝑃(𝜃, 𝜙)
𝑃𝑝𝑜𝑟𝑡

(2.9)

Using Equations 2.4 and 2.6, the Gain can be simply expressed in terms of the
antenna efficiency and directivity.

𝐺 (𝜃, 𝜙) = 𝜂𝐷 (𝜃, 𝜙) (2.10)
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Antenna Aperture
Antenna aperture, 𝐴𝑒, is defined as the power delivered by the antenna to a matched
load, 𝑃𝑝𝑜𝑟𝑡 , when irridated by an incident plane wave of uniform power density, 𝑆𝑖𝑛𝑐
[1].

𝐴𝑒 =
𝑃𝑝𝑜𝑟𝑡

𝑆𝑖𝑛𝑐
(2.11)

Note that while antenna aperture has units of square meters, it does not necessarily
correspond to any physical area. Rather it is strictly defined by the electromagnetic
properties of the antenna.

That said, a useful and accurate analogy is to think of the antenna aperture as
a measure of how electromagnetically large the antenna is. For some antennas,
such as a dipole or a Yagi-Uda, the aperture does not correspond to any physical
dimension. For other antennas, like a horn or a parabolic dish, the aperture is
closely related to the physical area of the opening or reflector. In light of this loose
relation, 𝐴𝑒 is commonly referred to as the effective aperture to distinguish it from
any physical aperture.

Another important note is that the power used to define aperture in Equation 2.11 is
dependent on the angle of incidence and polarization of the incident wave. Thus a
more accurate definition of antenna aperture can be written as:

𝐴𝑒,𝑝 (𝜃, 𝜙) =
𝑃𝑝𝑜𝑟𝑡

𝑆𝑖𝑛𝑐,𝑝 (𝜃, 𝜙)
. (2.12)

Whenever the angle of incidence or polarization is not specified, it is assumed that
they are in the direction of maximum power absorption. In other words:

𝐴𝑒 = max
{𝑝,𝜃,𝜙}

𝐴𝑒,𝑝 (𝜃, 𝜙). (2.13)

Relationship between Gain and Aperture
It turns out that the antenna gain and effective aperture are closely related. Intuitively
as the aperture increases, a lossless antenna will receive more power from a given
direction than a fixed isotropic antenna. Therefore, an increase in aperture should
also increase both the antenna gain and directivity. The relationship between antenna
gain and aperture is shown in Equation 2.14 [2].

𝐺 = 4𝜋𝜂
𝐴𝑒

𝜆2 (2.14)

As expected, the gain and aperture are linearly related. The 4𝜋
𝜆2 scaling factor

accounts for the diffraction of the radiation related to the size of the aperture [3].
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EIRP
When measuring an antenna, the absolute power measured is highly dependent on
the gain of the measurement probe and the distance between the probe and the
antenna under test due to the free space path loss. Thus the raw measured power is
a relatively meaningless concept during characterization.

The Effective Isotropic Radiated Power, or EIRP, is a more useful measure of the
radiated power. EIRP is the amount of total power that a theoretical isotropic antenna
must radiate in order to achieve the same measured power density. It is not sensitive
to measurement distance or probe gain as they are deembeded from the absolute
power measurement.

EIRP𝑑𝐵 = 𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑,𝑑𝐵 − 𝐺 𝑝𝑟𝑜𝑏𝑒,𝑑𝐵 + FSPL𝑑𝐵 (2.15)

Therefore, the EIRP is only dependent on the gain and the power injected into the
antenna port.

EIRP𝑑𝐵 = 𝐺𝐴𝑈𝑇,𝑑𝐵 + 𝑃𝑝𝑜𝑟𝑡,𝑑𝐵 (2.16)

2.3 Overview of Phased Arrays
Phased arrays use multiple antennas in concert in order to improve performance.
Generally speaking if an antenna is duplicated along a surface and the antenna output
ports are tied together, the total power received by an incident wave increases and
thus the antenna effective apertures combine to form a larger array aperture. From
the perspective of a transmitting array, the fields radiated by each element interfere
with each other and focus the radiated power along the center axis as seen in Figure
2.3a. This focusing increases the gain on the entire array.

However, the increase in aperture is not the most powerful benefit of using an array.
By changing the phases of the fields radiated by each element in the array, the angular
location at which power concentrates changes as shown in Figure 2.3b. As phase
shifting can easily be accomplished electronically, a phased array can electronically
alter the location of peak gain, a process commonly referred to as "steering a beam."

The locations of the constructive interference can be calculated analytically. Sup-
posed that two elements spaced 𝑑 meters apart are driven with a phase difference of
Δ𝜙. For the waves radiated by each element to to interfere constructively, they must
create a wavefront with equal phase. For a beam to form at angle 𝜃𝐵, radiation from
the further element must travel an additional

Δ𝑟 = 𝑑 cos
(𝜋

2
− 𝜃𝐵

)
(2.17)
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(a) Wavefronts of 𝜆
2 spaced array. Δ𝜙 = 0°. (b) Wavefronts of 𝜆

2 spaced array. Δ𝜙 = 127°.
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(c) The path length difference between antennas.

Figure 2.3: Demonstration of beam steering with a two element phased array. (a)
and (b) show the constructive and destructive interference pattern of wave-fronts
with 0° phase (red), and wave-fronts with 180° phase (green). (c) illustrates the
geometric relationship between beam angle and path length difference.

meters as seen in Figure 2.3c. In terms of phase, this distance is equivalent to

Δ𝑟𝑟𝑎𝑑 =
2𝜋
𝜆
𝑑 sin (𝜃𝐵) (2.18)

radians. Thus in order to create constructive interference at 𝜃𝐵, the phase of the
closer element must lag that of the further element by this same amount and so the
phase difference between the elements is:

Δ𝜙 =
2𝜋
𝜆
𝑑 sin (𝜃𝐵) . (2.19)

Though derived for a two-element array, the same analysis holds for any 𝑁 element
linear array with constant spacing and phase shift between elements. Equation 2.19
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can be written to solve for the location of the main beam given the element spacing,
wavelength, and the phase difference between neighboring elements.

𝜃𝐵 = arcsin
(
𝜆

2𝜋𝑑
Δ𝜙

)
(2.20)

2.4 Effects of Spacing on Radiation Pattern
Despite their benefits, there are limits to the capabilities of phased arrays. For
the purposes of this dissertation, the most important factor limiting phased array
performance is the element spacing, the separation between the centers of antennas
within the array. Element spacing alters the radiation pattern of the array by
introducing additional side lobes and the creation of grating lobes.

In an array, the fields radiated by every antenna constructively interfere with each
other to concentrate the power in the main lobe. However for arrays with 𝑁 > 2
elements, at some angles most of the fields interfere constructively while some
interfere destructively. Power will still radiate in this direction, albeit less than
in the main lobe direction. The locations of partial constructive interference thus
introduce new side lobes into the radiation pattern. The properties of these side
lobes are highly dependent on the locations of antennas in the array.

More critical than side lobes, however, is the introduction of grating lobes. If the
elements in the array are spaced far enough apart, than there are multiple locations
at which the fields from every antenna combine constructively. Thus power will be
radiated equally1 in both the main lobe and the grating lobe directions. The locations
of these undesired peaks are equivalent to the diffraction pattern of radiation passing
through a grating with the same spacing, hence the name "grating lobes."

Analytically grating lobes occur because waves will combine constructively if the
phase difference is an integer multiple of 2𝜋. Thus Equation 2.19 can be more
accurately written as:

2𝜋
𝜆
𝑑 sin (𝜃𝐺) + 2𝜋𝑛 ∀𝑛 ∈ Z (2.21)

where 𝜃𝐺 is the angular location of a grating lobe2. Thus the locations of the grating
lobes are given in Equation 2.22 [2].

𝜃𝐺 = arcsin
[
𝜆

2𝜋𝑑
(Δ𝜙 + 2𝜋𝑛)

]
∀𝑛 ∈ Z (2.22)

1If the elements are isotropic.
2Or main-lobe for 𝑛 = 0.
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As can be seen from Equation 2.22, grating lobes only exist when the argument of
the arcsin is between -1 and 1. Thus using 2.20 we can find identify the criteria for
the existence of grating lobes when steering a beam to 𝜃𝐵.����sin (𝜃𝐵) +

𝑛𝜆

𝑑

���� ≤ 1 ∀𝑛 ∈ Z (2.23)

The worst case scenario is when sin 𝜃𝐵 = ±1, or in other words, when 𝜃𝐵 = ±90°.

−1 + 𝑛𝜆
𝑑
≤ 1 𝑛 ≥ 1, 𝑛 ∈ Z (2.24)

𝑑 ≥ 𝑛𝜆
2

𝑛 ≥ 1, 𝑛 ∈ Z (2.25)

Equation 2.25 indicates the conditions under which grating lobes exist in addition to
the number of grating lobes. Grating lobes are not possible if the spacing is less than
𝜆
2 . However, close examination of 2.23 indicates that in the case of 𝑑 = 𝜆

2 , grating
lobes only exist when the beam is steered to 90°, at which point the grating lobe is
located at −90°. However many of the antennas commonly used in arrays, such as
patch antennas, do not radiate at end-fire suppressing the −90° grating lobes. For
this reason, arrays with half wavelength spacing are very common as they do not
exhibit grating lobes.

2.5 Phased Array Properties
The metrics given in Section 2.2 are measures of antenna properties. While these
properties still hold for arrays, combining antennas in this way introduce new prop-
erties that need to be accounted for. Unlike antennas, phased arrays are capable
of altering their radiation pattern electronically. However, the design of the array
determines the resulting radiation patterns at different steering angles. Therefore,
an ideal characterizations of phased array performance accounts for the behavior
at every steering angle. Figure 2.4 illustrates how a phased array is completely
characterized. Beams are steered and measured across each 𝜙 cut. A measure of
interest, such as the main beam power or the peak side lobe power, are quantified for
each beam angle. These measures can then be plotted across the steering range for
each cut, as shown in Figure 2.4b, or as a 3D plot as shown in Figure 2.4c. Charac-
terization values are only plotted along two axes in this work to reduce the number
of measurements required. The following is a non-exhaustive list of measures that
are used throughout this work.
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(b) Array characteristics along different cuts.
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(c) Array characteristic over full the steering range.

Figure 2.4: Complete characterization of array performance. (a) Radiation patterns
are measured for each beam angle along a cut. Ideally, a full 3D pattern measurement
is taken for each beam. (b) Data is extracted from beam patterns to calculate the
characteristic along each cut. (c) Cut characteristics are combined to characterize
array performance throughout steering range.

Main Beam Power
One measure of phased array performance is how much power is radiated by the
beam throughout the steering range. This Main Beam Power (MBP) can be reported
in terms of the maximum EIRP, Gain, or Directivity at each steering angle. Plots of
the MBP thus indicate how the Gain of the array changes as beams are steered.

In general, the main beam power is limited by the radiation pattern of each individual
element. For example, if each antenna in a planar array has a null at 𝜃 = 45°, than
the array itself cannot radiate at 𝜃 = 45°. However, the main beam power is not
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strictly equivalent to the element pattern as the coupling between elements in an
array alters their respective patterns.

Main beam power is loosely connected to the side and grating lobes of the array
as both represent radiated power that is not concentrated in the main beam. An
interesting demonstration of this relationship is the case of an array with very large
element spacing. As such a sparse array covers a wide area, it would appear to have
a large effective aperture. Indeed, the main beam is highly concentrated due to the
narrow interference pattern. However, the array also has multiple grating lobes due
to the large spacing. These grating lobes redirect power away from the main lobe
proportionate to the concentration of power within the main lobe. Thus the total
gain, effective aperture, and main beam power do not increase. This phenomenon
of trading beam width for grating lobes is known as "the sparse array curse."

–3 dB Steering Range
For most arrays, the main beam power changes throughout the steering range. The
main beam power is maximum at some point, typically broadside, and begins to
decrease as beams are steered away from the point. The −3 dB steering range is
the portion of the steering range where the main beam power is no less than −3 dB
below the maximum and thus the beam will radiate at least half as much power as
the peak.

In general, the −3 dB steering range is a 2D region of (𝜃, 𝜙) coordinates. However,
it can also be specified by the difference in this region’s boundaries through a given
cut. For example, an elliptic −3 dB steering range with a major axis of 150° along
the 𝑥−axis and a minor axis of 90° along the 𝑦−axis can be described as having a
−3 dB steering range of 150° in the 𝑥−plane and 90° in the 𝑦−plane. While this cut
based description is not complete, it is simplier to measure.

Side Lobe Level
An array’s side and grating lobes have a large impact on antenna performance.
Power radiated in these undesired lobes detracts from that in the main lobe and can
interfere with other arrays. For a receiving array, these lobes increase the signal to
noise ratio and enable blockers to jam the array output.

While grating and side lobes can have very complicated patterns, a simple measure
of their effect is the Side Lobe Level, the relative strength of the peak side lobe with
respect to the main beam power. It is common for the peak side lobe to be the largest
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concern to antenna performance as the other side lobes have much lower magnitude.
It is convenient to normalize the peak side lobe power by the main lobe power as the
main concern of side lobes is the resulting degradation of gain and not the absolute
power radiated in the side lobe. The absolute power radiated in the peak side lobe
can be easily be calculated using the side lobe levels and the main beam EIRP.

In this work we take a broad definition of side lobe levels that includes grating lobes
as they degrade array performance in the same manner as side lobes. In addition, in
this work the main lobe and grating lobes are labeled by their intended function and
not by their relative performance. It is thus possible for the side lobe levels to be
positive, indicating that more power is radiated in the grating lobe than in the main
lobe.

Field of View
When the power in the grating lobe becomes equal to that in the main beam, the
labeling of the two directions becomes arbitrary. Due to spatial aliasing, the phase
settings required to focus a beam in one direction is the same as that required to
focus a beam in the other. Therefore, the main lobe can always be viewed as a
grating lobe of a beam steered in a different direction.

If the main lobe is defined to be the lobe with more power, than it is impossible by
definition to steer a beam beyond the point where the power in the main lobe and in
the grating lobe are equal. Past that point, what was the grating lobe will have more
power and so the labeling of the two beams will switch. There is thus a maximum
range, referred to as the Field of View, over which beams can be steered.

As discussed above, lobes are labeled in this work by their intended function. It is far
from impossible to direct beams outside the field of view in the sense that power can
be concentrated at wide angles. As the presented research is often concerned with
the behavior of beams steered at wide angles, it makes semantic sense to continue
to refer to these beams as "the main lobe." We take responsibility for remembering
that the performance of beams outside the field of view is generally atrocious.

The one important ramification of the labeling scheme is that the definition of field
of view must be modified accordingly. In this case, the field of view is defined to
be the angular region over which the side lobe level is negative. The resulting field
of view is identical to that of the previous definition; the power in the main lobe is
larger than that in the grating lobe.
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2.6 Phased Array Characterization
Fully characterizing a phased array is an intensive measurement as the aggregate
behavior of the array is determined by the properties of its comprising beams. As
each beam direction is effectively a different antenna, a full two dimensional scan
of the radiation pattern is required for each beam in order to measure how the side
and grating lobes change as beams are steered. Therefore completely characterizing
a phased array requires a large number of measurements.

Measurement Density
Supposed that the steering range is divided into 𝑁𝑏,𝜙 cuts along the 𝜙 axis, each
of which is sampled with 𝑁𝑏,𝜃 beams spaced along the 𝜃 axis. Thus a total of
𝑁𝑏 = 𝑁𝑏,𝜃×𝑁𝑏,𝜙 beams are measured to characterize the array. Each of these beams
must itself be measured by sampling different points in the far-field3. Suppose the
far-field is divided into 𝑁𝑚,𝜙 cuts along the 𝜙 axis, each of which is measured at
𝑁𝑚,𝜃 points along the 𝜃 axis. In total, a single beam requires 𝑁𝑚 = 𝑁𝑚,𝜃 × 𝑁𝑚,𝜙
measurement points to characterize.

It is thus apparent that 𝑁𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠 = 𝑁𝑏 × 𝑁𝑚 measurements must be taken in
order to characterize a phased array. To appreciate the scale of this task, consider
characterizing a phased array in one hemisphere with 5° precision. In this case,
−90 ≤ 𝜃 ≤ 90 and 0 ≤ 𝜙 ≤ 180, each requiring 37 sample points. Therefore,
𝑁𝑏,𝜃 = 𝑁𝑚,𝜃 = 𝑁𝑏,𝜙 = 𝑁𝑚,𝜙 = 37 and 1,874,161 measurements must be taken.

For most phased array measurements, a single array is characterized. In the exper-
iments in this dissertation however, multiple version of the array are measured and
compared; different array geometries are compared in Chapter 7, while different
meta-gap settings are characterized in Chapters 9 and 10. Due to the complexity of
characterizing a single array, an efficient measurement approach is critical to char-
acterizing multiple arrays in reasonable time. Thus the speed of two measurement
methods are explored.

In typical radiation pattern measurements, either the antenna under test or the
probe has to physically move between measurement points. The average time for
such mechanical movement, 𝑇𝑚𝑜𝑣𝑒, is on the order of seconds. On the other hand,
electronic operations like beam steering and field measurement can theoretically take
less than a microsecond. Clearly the number of times each operation is performed
will have a major impact on measurment speed. Therefore, in order to understand

3Near-field measurements can also be used, but these require the same number of sample points.
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and optimize the speed of the measurement method the total time is analyzed in
terms of the base operations.

def SequentialArrayCharacterization() 1
for configuration in array_configurations: 2

array.changeConfiguration(configuration) 3
for beam_angle in scan_range: 4

measurementRange.moveToAngle(beam_angle) 5
array.optimizeBeam() 6
for angle in measurement_space: 7

measurementRange.moveToAngle(angle) 8
measurement = measurementRange.measure() 9

Code Segment 2.1: Sequential Array Characterization

Sequential Measurement Approach
The most straightforward approach to measuring multiple phased arrays is to mea-
sure them sequentially. Code Segment 2.1 contains pseudo-code describing the
measurement sequence; for each array the beam is scanned across the steering range
and the entire measurement space is measured for each beam. Beams are steered
using the beam optimization algorithm presented in Section 2.7.

Assume that the time to complete a measurement is𝑇𝑚𝑒𝑎𝑠 and that the time to change
array configurations is 𝑇𝑐ℎ𝑎𝑛𝑔𝑒. The time required to optimize each beam, 𝑇𝑜𝑝𝑡 , is
fully discussed in Section 2.7 and given by Equation 2.38. Given these times and
the measurement density, the time to measure each beam pattern is

𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒, 𝑝𝑎𝑡𝑡𝑒𝑟𝑛 = 𝑁𝑚 (𝑇𝑚𝑜𝑣𝑒 + 𝑇𝑚𝑒𝑎𝑠) . (2.26)

Thus the time to characterize a single array configuration is

𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒, 𝑎𝑟𝑟𝑎𝑦 = 𝑇𝑐ℎ𝑎𝑛𝑔𝑒 + 𝑁𝑏
[
𝑇𝑚𝑜𝑣𝑒 + 𝑇𝑜𝑝𝑡 + 𝑇𝑚𝑒𝑎𝑠𝑢𝑟𝑒, 𝑝𝑎𝑡𝑡𝑒𝑟𝑛

]
. (2.27)

Combining these expressions with Equation 2.38 and rearranging gives an expres-
sion of the time required to measure 𝑀 array configurations

𝑇𝑠𝑒𝑞 = 𝑀𝑇𝑐ℎ𝑎𝑛𝑔𝑒 + 𝑀𝑁𝑏 [𝑁𝑚 + 1] 𝑇𝑚𝑜𝑣𝑒 + 𝑀𝑁𝑏 [𝑁𝑚 + 𝐷 (𝑁 − 1)] 𝑇𝑚𝑒𝑎𝑠 (2.28)

where𝑁 is the number of tiles in the array and𝐷 is the optimization depth. Assuming
𝐷 (𝑁 − 1) 𝑇𝑚𝑒𝑎𝑠 ≪ 𝑇𝑚𝑜𝑣𝑒, the time to characterize 𝑀 phased array configurations
sequentially is

𝑇𝑠𝑒𝑞 ≈ 𝑀𝑇𝑐ℎ𝑎𝑛𝑔𝑒 + 𝑀𝑁𝑏 (𝑁𝑚 + 1)𝑇𝑚𝑜𝑣𝑒 . (2.29)
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The rightmost term in Equation 2.29 is the time required to move between the
measurement points for 𝑀 configurations. For context, if 𝑇𝑚𝑜𝑣𝑒 is one second,
then it takes 90 minutes to characterize a single configuration along the E- and
H-plane cuts with 5◦ precision. Clearly measuring one configuration after another
is untenable for a large number of configurations.

def BatchedArrayCharacterization() 1
# Optimization Phase 2
for beam_angle in scan_range: 3

measurementRange.moveToAngle(beam_angle) 4
for configuration in array_configurations: 5

array.changeConfiguration(configuration) 6
phases = array.optimizeBeam() 7
memory.saveBeamSettings(phases) 8

9
# Measurment Phase 10
for angle in measurement_space: 11

measurementRange.moveToAngle(angle) 12
for configuration in array_configurations: 13

array.changeConfiguration(configuration) 14
for beam_angle in scan_range: 15

phases = memory.getBeamSettings(beam_angle) 16
array.programBeam(phases) 17
measurement = measurementRange.measure() 18

Code Segment 2.2: Batched Array Characterization

Batched Measurement Approach
The sequential approach is inefficient because it requires the range to repeatedly
move between the same measurement points. However, if the configuration can
be changed in the midst of the measurement than multiple configurations can be
measured in parallel by iterating through them at each measurement point. Thus
a large number of configurations can be characterized while only moving through
measurement points once.

This intuition is the basis for the batched measurement method detailed by the
psuedo-code in Code Segment 2.2. In a sense, the sequential measurement loop is
"unwrapped" with the configurations changing for each measurement point instead
of the measurement points changing for each configuration. In addition, beams are
not measured immediately after optimization so that measurement points do not
need to be revisited for multiple beams. Thus the measurement is broken into two
phases, the optimization and the measurement phase.
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During the first phase, the range moves between beam directions so that the phase
settings required to steer the beam in that direction can be optimized. For each
beam location, the array shifts between configurations and the beam is optimized.
The resulting phase settings are stored for the measurement phase. In the second
phase, the range moves between measurement points. At each point, the array shifts
between configurations and beams using stored phase settings. The measurement
point is thus measured for every combination of beam angle and array configuration.

Assume that the times to store and recall the phase settings and the time to program
the beam are negligible when compared to the measurement time. In this case, the
time to optimize the beam patterns for 𝑀 configurations is

𝑇𝑝ℎ𝑎𝑠𝑒, 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 = 𝑁𝑏
[
𝑇𝑚𝑜𝑣𝑒 + 𝑀

(
𝑇𝑐ℎ𝑎𝑛𝑔𝑒 + 𝑇𝑜𝑝𝑡

) ]
(2.30)

and the time to measure each of the beam patterns for 𝑀 configurations is

𝑇𝑝ℎ𝑎𝑠𝑒, 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 𝑁𝑚
[
𝑇𝑚𝑜𝑣𝑒 + 𝑀

(
𝑇𝑐ℎ𝑎𝑛𝑔𝑒 + 𝑁𝑏𝑇𝑚𝑒𝑎𝑠

) ]
. (2.31)

The sum of these expressions is the time required to characterize 𝑀 array configu-
rations. Thus using Equation 2.38 and rearranging gives Equation 2.32.

𝑇𝑏𝑎𝑡𝑐ℎ = 𝑀 (𝑁𝑏 + 𝑁𝑚) 𝑇𝑐ℎ𝑎𝑛𝑔𝑒 + (𝑁𝑏 + 𝑁𝑚) 𝑇𝑚𝑜𝑣𝑒
+ 𝑀𝑁𝑏 [𝑁𝑚 + 𝐷 (𝑁 − 1)] 𝑇𝑚𝑒𝑎𝑠 (2.32)

It is clear that for a large enough number of configurations, the measurement time will
be dominated by the field measurement time and the time to change configurations.

Comparison of Methods
Comparing Equation 2.32 to Equation 2.28 highlights the time trade-off made by
unwrapping the loop. While the total time spent measuring fields (the third term in
both expressions) is unchanged, the total movement time has decreased substantially
and the total time spent changing between configurations has increased by a factor
of (𝑁𝑏 + 𝑁𝑚). Therefore, the relative speed of the two methods depends on the
relative time to change between states.

For the the shape-changing phased array measurements in Chapter 7, the array
geometry has to be manually reconfigured and reinforced with additional supports;
a process that can take several minutes. Therefore, the sequential method is far
superior despite the long movement time. In the meta-gap experiments in Chapters
9 and 10, however, the array configuration can be changed electronically in a few
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Figure 2.5: Time required to measure 𝑀 array configurations using different char-
acterization methods. Curves are based on execution times presented in Section
10.2 for meta-gap characterization. Larger batch sizes reduces measurement time
until ≈ 100 states per batch, at which point the RF measurement time dominates.

milliseconds. Thus batched measurements provide a substantial speed improvement
critical to the experiments.

One important downside to the batched method is that measurements for each
configuration are only known at when the measurements for all of the configurations
are complete. Therefore if the array measurements are to be used as part of an
optimization, as they are in the meta-gap experiments, decisions about how to alter
the configuration can only be made after the measurement is complete. Thus in
an optimization context, it is advantageous to measure configurations in multiple
batches4 in order to get both the speed improvement of the batched method and the
sequential method’s ability to change the configurations to be measured on the fly.
The measurement time of this method of sequential batches is simply Equation 2.32
times the number of batches.

4Hence the name of the method.
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Figure 2.5 plots the time required by the two methods to measure 𝑀 configurations
with 5° precision from −90° to 90° in the 𝐸− and 𝐻− cuts. The total measurement
time is calculated using the function execution times reported in Section 10.2. Mul-
tiple batch sizes are shown for the batch algorithm to show how the performance
scales. As can be seen, increasing the batch size increases measurement speed.
Around 100 states per batch however, the improvement ceases as the field measure-
ment time dominates. It is clear that the total batch characterization time is enhanced
by approximately 2 orders of magnitude when using the batched method. In fact,
even one state per batch offers drastic improvement as multiple beams are measured
at a single measurement location. That said measurements are time intensive even
with the speed improvements; it takes 24 hours to measure 300 configurations.

2.7 Beam Optimization
In a phased array, each element radiates a signal on a fixed carrier frequency. Due
to the linearity of Maxwell’s equations in free space, the total field strength at any
point is approximately the sum of sinusoids originating from each element. In
the tile architectures used in this work, each sinusoid’s phase is dependent on the
propagation distance, the tile phase shift, and the path length between the tile and
the shared reference source. The amplitude is dependent on the power radiated by
each tile and the propagation distance. Thus the power radiated in each direction is
proportional to a summation of time-shifted phasors with programmable phase and
amplitude.

𝑃(𝜃, 𝜙) ∝ Re

[
𝑁∑︁
𝑖=1

𝐴𝑖𝑒
𝑗 (ΔΦ𝑖+𝜓𝑖)

]
(2.33)

Equation 2.33 illustrates this phasor sum, with ΔΦ𝑖 being the unknown phase delay
due to propagation and reference path length and 𝐴𝑜 and 𝜓𝑖 being the programmable
amplitude and phase shift of each tile. Note that ΔΦ𝑖 is a function of array geometry
and the angle of radiation (𝜃, 𝜙).

To form a beam, the phases of the array must be aligned so that each element of the
phasor sum adds constructively, i.e., has the same phase. While ΔΦ𝑖 is unknown, it
is possible to identify the correct 𝜓𝑖 by optimizing the measured power. To see this,
consider a two element array with 𝜓0 = 0 and 𝐴𝑖 = 1. As the phase is relative to an
arbitrary shared reference, we can assume that ΔΦ0 = 0 without loss of generality.

𝑃(𝜃, 𝜙) ∝ Re
[
1 + 𝑒 𝑗 (ΔΦ1+𝜓1)

]
(2.34)

𝑃(𝜃, 𝜙) ∝ 1 + cos (ΔΦ1 + 𝜓1) (2.35)
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As seen in Equation 2.35, the power is proportionate to the sum of a constant and a
cosine. Thus ΔΦ1 can be quickly identified by varying 𝜓1 to optimize the measured
power at (𝜃, 𝜙), at which point 𝜙1 = −ΔΦ1.

Therefore, a two step phase approach can rapidly optimize the measured power.
First, power is measured at 𝜓𝑖 = 0° = 360°, 𝜓𝑖 = 120°, and 𝜓𝑖 = 240°. The optimal
peak must exist between two of these points as they span the range of possible cosine
arguments. In addition, these two points are at most 120° away from the peak and the
third point is at least 120° away. As cosine is a monotonically decreasing function
with respect to deviations less than 180° from its peak, the power of the third point
will always be less than the first two. Therefore, the peak must exist between the
two phases that radiate the most power.

Once these phases are identified, the peak can rapidly be found using repeated
bisection. As cosine is convex between these initial endpoints, the radiated power
will always be higher in the center than at the endpoints. In addition, as with
the initial measurements the peak must be located between the midpoint and the
endpoint with higher power. Thus by repeatedly bisecting the space and rejecting
the lower power endpoint, the power can approach the peak with arbitrary precision.
If the desired phase error between 𝜙1 and −ΔΦ1 is 𝑥 degrees, than the two element
array can be optimized in

𝐷 = 3 + log2

(
120
𝑥

)
(2.36)

measurements. 𝐷 is referred to as the depth of the optimization.

This optimization process can be used to optimize larger arrays by repeating it
for each tile. Consider that when the two tile optimization process is complete,
𝜙1 = −ΔΦ1 and so the right hand side of Equation 2.35 is simply a constant. Thus
if a third tile is now added, than the first two behave as a single reference tile with
twice the radiated power. The phase of this third tile can be optimized using the
same optimization approach, at which point the three tiles will behave as a single
reference with three times the power. This process can be repeated for all of the
tiles.

Thus to steer a beam of an 𝑁 element array, one element is selected as the reference
tile and the other tiles are "turned off" by setting 𝐴𝑖 = 0 so that they do not radiate.
Then each of the 𝑁 − 1 remaining tiles are "turned on" one at a time and optimized
using the two element optimization algorithm described above. In the end 𝜙𝑖 = −ΔΦ𝑖

for all tiles and the maximum power is radiated in the direction of the measurement
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probe (𝜃, 𝜙). The number of measurements required to perform this optimization
process for an 𝑁 element array is:

𝑛𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠 = (𝑁 − 1) 𝐷 = (𝑁 − 1)
[
3 + log2

(
120
𝑥

)]
. (2.37)

Therefore, the total time required to optimize a beam is given by Equation 2.38.

𝑇𝑜𝑝𝑡 = (𝑁 − 1) 𝐷𝑇𝑚𝑒𝑎𝑠 = (𝑁 − 1)
[
3 + log2

(
120
𝑥

)]
𝑇𝑚𝑒𝑎𝑠 (2.38)

The discussion above assumes that the measurement system is ideal. However, the
optimization performance can degrade in the presence of noise. For example, if two
of the endpoints or initial phases in the bisection process are close in magnitude, than
measurement noise can result in the algorithm incorrectly selecting the wrong region
to search. This has the effect of limiting the phase precision that the optimization
can achieve. In addition, optimization measurements become more difficult with
larger arrays as the change in power due to a single element becomes significantly
smaller than the total power of the already optimized tiles. As measuring small
differences in a high power signal is often difficult, the optimization performance
will degrade. While there are other optimization approaches that are more robust
to these challenges [4], the presented approach is sufficient for the array sizes used
and optimization precision required in this work.
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C h a p t e r 3

APERTURE PROJECTION ANALYSIS

For me the difference
between love and hate,
weighs the same difference
between risotto and rice pudding.

Benjamin Clementine
Phantom of Aleppoville

In order to examine the effects of geometry on array performance, an analytic
framework must be selected. A commonly used technique, aperture projection
analysis (APA), is often assumed to hold without proof because of its intuitive
nature. This chapter places this analysis technique on firm theoretical ground and
reveals the underlying assumptions. Once established, aperture projection analysis
is used in Chapter 4 to study the relationship between geometry and gain.

Section 3.1 begins by discussing a well established upper bound on directivity
that assumes nothing about the radiating elements. Following this, Section 3.2
introduces the aperture projection analysis technique and Section 3.3 demonstrates
how it produces a tighter bound on gain. Section 3.4 begins the theoretical analysis
by clearly stating the assumptions on which APA is based. Section 3.5 then shows
that the projected cross sectional area of the array is equal to its total effective
aperture subject to those assumptions. Finally, Section 3.6 defends the most critical
assumption, the cosine bound, via an intuitive conservation of energy argument and
a thorough summary of the relevant literature.

3.1 Limits on Directivity
The maximum directivity of antennas has been the subject of extensive research since
the 1940s [1]. Twenty years later, analysis of spherical radiating modes identified
the relationship between the size of an antenna and its maximum directivity [2], [3].
While research on the exact relationship between quality factor, geometry, surface
resistivity, and area continues to this day [4], there is a consensus on the general
behavior of the bounds; the maximum directivity is a function of the radius of the
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minimum enclosing sphere.

Any geometric object can be enclosed within a sphere of some radius, 𝑟𝑚𝑖𝑛. Regard-
less of the specific current distribution or locations of elements within the sphere,
the minimum enclosing sphere only permits a finite number of radiating spherical
modes, each of which is parameterized by a finite number of independent variables.
Thus any radiation pattern created by the antenna has a finite number of degrees
of freedom that can be exploited to increase the directivity. It turns out that the
maximum directivity of the antenna is approximately half the number of degrees
of freedom on the minimum enclosing sphere as there are always two orthogonal
polarizations with the same directivity. These degrees of freedom, and thus the
maximum directivity, can be summarized by the simple hueristic formula given in
Equation 3.1.

𝐷𝑚𝑎𝑥 = (𝑘𝑟𝑚𝑖𝑛)2 + 3 (3.1)

[5] verifies the accuracy of Equation 3.1 through an analysis counting the number of
radiating modes as 𝑟𝑚𝑖𝑛 increases and an in-depth paper study of measured antennas
summarized by Figure 3.1. Electrically small antennas that are much smaller than a
wavelength have at most 6 degrees of freedom and thus have a maximum directivity
of 4.8 dBi, the gain of a Huygens source. For very large arrays the number of
degrees of freedom grows proportionally to the surface area of the sphere and thus
the directivity is approximately bounded by the cross-sectional area of the enclosing
sphere. These two asymptotes are labeled in Figure 3.1 as the Huygens Source
Bound and Geometric Optics Bound, respectively. Between these two extremes
there is a mix of both prominent radiative and reactive modes that are not captured
by either asymptote.

It should be noted that Figure 3.1 contains the measured directivities of three
super-directive antennas that exceed the hueristic bound. These antennas have
significant reactive fields that expand far beyond the minimum enclosing sphere.
If the minimum enclosing sphere is expanded to include the maximum possible
radius of these fields than the hueristic bound still applies. That being said, the
heuristic limit is a practical one that can be exceeded in some scenarios, especially
for electrically small antennas [5].

3.2 Aperture Projection Analysis
A common approach for estimating the power absorbed by a large array excited by
an incident wave-front is to project the array aperture onto the wave-front plane and
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Figure 3.1: The maximum directivity of a radiator is related to the diameter of the
smallest sphere that can enclose it. Measured directivities of antennas of all sizes,
including superdirective, are compared to a hueristic upper bound. The bound is
based on the number of degrees of freedom and known large and small radiator
bounds. Bound makes no assumption about geometry or source locations. [5]

multiply by the wave’s power density. By assuming that the array’s aperture is closely
related to its physical area, the projected cross-sectional area of the array provides a
quick and intuitive estimate of the array’s maximum gain in different directions as
shown in Equation 3.2. This approach, which we shall refer to as aperture projection
analysis or APA, is a powerful tool that can be used to characterize the behaviour
of large arrays with different geometries.

𝐺𝑚𝑎𝑥 (𝜃, 𝜙) =
4𝜋
𝜆2 𝐴𝑐𝑟𝑜𝑠𝑠 (𝜃, 𝜙) (3.2)
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3.3 A Tighter Bound on Gain
Aperture projection analysis is useful because it provides a tighter bound on the
maximum gain than that given by Equation 3.1. To see this, picture a rectangular
array whose side lengths (𝐿 and𝑊) can change but its total area (𝐴 = 𝐿𝑊) remains
constant. Equation 3.3 predicts that the maximum gain of this array is:

𝐺𝑚𝑎𝑥 =
4𝜋
𝜆2 𝐴. (3.3)

The diameter of the minimum enclosing sphere however is equal to to the length of
the rectangle’s diagonal. Thus Equation 3.1 predicts that the maximum gain is:

𝑟𝑚𝑖𝑛 =

√
𝐿2 +𝑊2

2
(3.4)

𝐺𝑚𝑎𝑥 =

(
2𝜋
𝜆

√
𝐿2 +𝑊2

2

)2

+ 3 (3.5)

𝐺𝑚𝑎𝑥 =
𝜋2

𝜆2

(
𝐿2 +𝑊2

)
+ 3 (3.6)

𝐺𝑚𝑎𝑥 =
4𝜋
𝜆2

[
𝜋

4

(
𝐴2

𝐿2 + 𝐿
2
)]
+ 3. (3.7)

If 𝐿 is very large, then:

𝐺𝑚𝑎𝑥 ≈
4𝜋
𝜆2

[
𝜋𝐿2

4

]
. (3.8)

Comparing Equations 3.3 and 3.8, the maximum gain predicted by aperture projec-
tion analysis does not change with increasing 𝐿 while that predicted by the minimum
enclosing sphere grows without bound. Thus, if applicable, APA provides a more
accurate and useful estimate. The reason that a lower bound can be established
is that aperture projection analysis factors in the locations of elements within the
enclosing sphere while the bound given by Equation 3.1 does not.

3.4 Aperture Projection Analysis Assumptions and Limitations
While aperture projection analysis is intuitive and relatively accurate in many sce-
narios, it is neither universally applicable nor strictly empirical. For example, it does
not apply for many kinds of singular antennas such as an ideal dipole which has
zero cross-sectional area but finite non-zero aperture. In addition, it is possible to
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create an Huygens source with a directivity of 3 despite having a radius significantly
smaller than a wavelength [5].

These limitations are due to the fact that Aperture Projection Analysis is an appli-
cation of geometric optics and thus does not account for diffraction. In fact, APA
is not derived directly from Maxwell’s equations and instead relies upon several
important assumptions listed below:

I Antennas are distributed uniformly along and oriented tangent to the array’s
surface.

II The array geometry can be approximated as a smooth continuous surface with
acceptable error.

III The cosine bound on element gain applies, that is, 𝐺 (𝜃) ≤ cos(𝜃)𝐺𝑚𝑎𝑥 .

a) The array curvature is smooth enough that it is appropriate to treat local
coupling as similar to that in an infinite planar array.

b) The end-fire component of each element is negligible.

Assumption III is discussed extensively in Section 3.6. In order for this assumption
to hold, both Assumptions III (a) and III(b) must also be valid. III(b) is true for
many kinds of antennas, including the patch antennas used in this work.

3.5 Mathematical Foundation of Aperture Projection Analysis
Given the assumptions listed in Section 3.4, the calculation of an array’s effective
aperture is equivalent to the calculation of the array’s cross-sectional area. In this
section, we demonstrate this fact by first solving for the total array aperture without
considering the specific geometry and then showing that the calculation of the cross-
sectional area gives the same result. In the process we develop mathematical tools
for calculating the cross-sectional area of an arbitrary convex geometry1. These
tools will be used in Chapter 4 to compare the behavior of different arrays.

1Concave Geometries introduce the problem of self-occlusion which is not addressed in this
work.
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Total Array Aperture

As discussed in Section 2.2, antenna aperture is defined as the power absorbed by
an antenna from an incident wave and delivered to a load.

𝐴𝑒 (𝜃, 𝜙) =
𝑃𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑

𝑆𝑖𝑛𝑐 (𝜃, 𝜙)
(3.9)

A phased array consists of multiple antennas and thus the total power delivered,
𝑃𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 , to the load is equal to the sum of the powers delivered to each port, 𝑃𝑖.

𝑃𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 =
∑︁
𝑖

𝑃𝑖 (3.10)

Thus the aperture of an array can be written as:

𝐴𝑎𝑟𝑟𝑎𝑦 (𝜃, 𝜙) =
∑
𝑖 𝑃𝑖

𝑆𝑖𝑛𝑐 (𝜃, 𝜙)
. (3.11)

Because each element is excited by the same incident wave with the same uniform
power density, we can further modify the expression as follows:

𝐴𝑎𝑟𝑟𝑎𝑦 (𝜃, 𝜙) =
∑︁
𝑖

𝑃𝑖

𝑆𝑖𝑛𝑐 (𝜃, 𝜙)
(3.12)

𝐴𝑎𝑟𝑟𝑎𝑦 (𝜃, 𝜙) =
∑︁
𝑖

𝐴𝑖 (𝜃, 𝜙). (3.13)

Thus the total array aperture is the sum of the apertures of its comprising elements
in the context of the array. Note that this aperture is not equivalent to the aperture
of the antenna in isolation because distortions in the near-field and mutual coupling
will change the amount of power absorbed by the antenna2.

Without making an assumption about the array’s global geometry, we know from
assumption I that each element will be located tangent to the array surface. Thus the
local coordinate system that defines the element’s pattern will be oriented with the
𝑧− axis parallel to the surface normal vector ®𝑁𝑖, as shown in Figure 3.2. Therefore,
an incident wave in the global direction ®𝑆(𝜃, 𝜙), maps to an angular position of
®𝑆𝑖 (𝜓𝑖, 𝛾𝑖) in this local coordinate system.

𝜓𝑖 = arccos
©«
®𝑁𝑖 · ®𝑆��� ®𝑁𝑖��� ��� ®𝑆���ª®®¬ (3.14)

2A common error is the assumption that placing high gain antennas in an array will greatly
enhance the gain. This is not the case as the coupling between the antennas reduces their apertures
when placed into the array [6].
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Figure 3.2: Local coordinate system for elements at different locations in the array.
�̂� and �̂� are tangent to the surface while �̂�𝑖 is normal to it. Element patterns are thus
oriented with their 𝑧𝑖 axis parallel to �̂�𝑖. An incident wave or observer in direction
𝑆 is located at 𝜃 = 𝜓𝑖 in the local coordinate system of each element.

Assumption I also states that the elements are distributed uniformly along the array’s
surface. Thus we can define two orthogonal directions along the surface, 𝑢 and 𝑣,
and indicate the separation of element 𝑖 from its neighbors as Δ𝑢𝑖 and Δ𝑣𝑖 [7]. With
this definition, the maximum total aperture of element 𝑖 is Δ𝑢𝑖Δ𝑣𝑖. Combined with
assumption III, we can conclude that the maximum aperture of element 𝑖 is:

𝐴𝑖 (𝜃, 𝜙) ≤ Δ𝑢𝑖Δ𝑣𝑖 cos(𝜓𝑖). (3.15)

The maximum aperture of the array is:

𝐴𝑎𝑟𝑟𝑎𝑦 (𝜃, 𝜙) ≤
∑︁
𝑖

cos(𝜓𝑖)Δ𝑢𝑖Δ𝑣𝑖 . (3.16)

Under assumption II, we can approximate the power absorbed by each discrete
element as the sum of powers absorbed by infinitesimal elements along a smooth
curve with the same bounds as shown in Figure 3.3. Thus we can rewrite Equation
3.15 as:

𝐴𝑖 (𝜃, 𝜙) ≤
∫ 𝑢𝑖+1

𝑢𝑖

∫ 𝑣𝑖+1

𝑣𝑖

cos(𝜓𝑖)𝑑Ω. (3.17)
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<latexit sha1_base64="tbXWzQ5HnmY60O0kTN7fVi0Yesw=">AAAB6nicdVDJSgNBEK2JW4xb1KOXxiB4GnrikOUW9OIxolkgGUJPpydp0rPQ3SOEIZ/gxYMiXv0ib/6NnUVQ0QcFj/eqqKrnJ4IrjfGHlVtb39jcym8Xdnb39g+Kh0dtFaeSshaNRSy7PlFM8Ii1NNeCdRPJSOgL1vEnV3O/c8+k4nF0p6cJ80IyinjAKdFGuk0H7qBYwraDK+X6BcK267qVctmQWtWpuxg5Nl6gBCs0B8X3/jCmacgiTQVRqufgRHsZkZpTwWaFfqpYQuiEjFjP0IiETHnZ4tQZOjPKEAWxNBVptFC/T2QkVGoa+qYzJHqsfntz8S+vl+qg5mU8SlLNIrpcFKQC6RjN/0ZDLhnVYmoIoZKbWxEdE0moNukUTAhfn6L/SbtsOxXbvXFLjctVHHk4gVM4Bweq0IBraEILKIzgAZ7g2RLWo/VivS5bc9Zq5hh+wHr7BHaPjfE=</latexit>u4

<latexit sha1_base64="A3aEgTXsA09JMsNfiUxHh5+ZXBw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeClx4r2lpoQ9lsN+3azSbsToQS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQ/CEY38z8hyeujYjVPU4S7kd0qEQoGEUrtXsjiuSuX664VXcOskq8nFQgR7Nf/uoNYpZGXCGT1Jiu5yboZ1SjYJJPS73U8ISyMR3yrqWKRtz42fzaKTmzyoCEsbalkMzV3xMZjYyZRIHtjCiOzLI3E//zuimG134mVJIiV2yxKEwlwZjMXicDoTlDObGEMi3srYSNqKYMbUAlG4K3/PIqaV9Uvctq7bZWqTfyOIpwAqdwDh5cQR0a0IQWMHiEZ3iFNyd2Xpx352PRWnDymWP4A+fzBw2gjtE=</latexit>

Ŝ

<latexit sha1_base64="wq4S/hzKWwguPrmsm4A7G+TLIbg=">AAAB6nicdVDJSgNBEK2JW4xb1KOXxiB4GnrikOUW9OIxolkgGUJPpydp0rPQ3SOEIZ/gxYMiXv0ib/6NnUVQ0QcFj/eqqKrnJ4IrjfGHlVtb39jcym8Xdnb39g+Kh0dtFaeSshaNRSy7PlFM8Ii1NNeCdRPJSOgL1vEnV3O/c8+k4nF0p6cJ80IyinjAKdFGuk0HzqBYwraDK+X6BcK267qVctmQWtWpuxg5Nl6gBCs0B8X3/jCmacgiTQVRqufgRHsZkZpTwWaFfqpYQuiEjFjP0IiETHnZ4tQZOjPKEAWxNBVptFC/T2QkVGoa+qYzJHqsfntz8S+vl+qg5mU8SlLNIrpcFKQC6RjN/0ZDLhnVYmoIoZKbWxEdE0moNukUTAhfn6L/SbtsOxXbvXFLjctVHHk4gVM4Bweq0IBraEILKIzgAZ7g2RLWo/VivS5bc9Zq5hh+wHr7BHIDje4=</latexit>u1

<latexit sha1_base64="g7O6frTelB0k4crgDE93NoGtjCA=">AAAB6nicdVDJSgNBEK2JW4xb1KOXxiB4GnrGIcst6MVjRLNAMoSeTidp0rPQ3SOEIZ/gxYMiXv0ib/6NnUVQ0QcFj/eqqKoXJIIrjfGHlVtb39jcym8Xdnb39g+Kh0ctFaeSsiaNRSw7AVFM8Ig1NdeCdRLJSBgI1g4mV3O/fc+k4nF0p6cJ80MyiviQU6KNdJv23X6xhG0Hl93aBcK253ll1zWkWnFqHkaOjRcowQqNfvG9N4hpGrJIU0GU6jo40X5GpOZUsFmhlyqWEDohI9Y1NCIhU362OHWGzowyQMNYmoo0WqjfJzISKjUNA9MZEj1Wv725+JfXTfWw6mc8SlLNIrpcNEwF0jGa/40GXDKqxdQQQiU3tyI6JpJQbdIpmBC+PkX/k5ZrO2Xbu/FK9ctVHHk4gVM4BwcqUIdraEATKIzgAZ7g2RLWo/VivS5bc9Zq5hh+wHr7BHOHje8=</latexit>u2

<latexit sha1_base64="y81CjL1Sa7MT13sHbpsZivckylk=">AAAB6nicdVDLSsNAFL3xWeur6tLNYBFchaQNfeyKblxWtA9oQ5lMJ+3QySTMTIQS+gluXCji1i9y5984fQgqeuDC4Zx7ufeeIOFMacf5sNbWNza3tnM7+d29/YPDwtFxW8WpJLRFYh7LboAV5UzQlmaa024iKY4CTjvB5Grud+6pVCwWd3qaUD/CI8FCRrA20m06KA8KRcd2nUqpXkaO7XlepVQypFZ1656DXNtZoAgrNAeF9/4wJmlEhSYcK9VznUT7GZaaEU5n+X6qaILJBI9oz1CBI6r8bHHqDJ0bZYjCWJoSGi3U7xMZjpSaRoHpjLAeq9/eXPzL66U6rPkZE0mqqSDLRWHKkY7R/G80ZJISzaeGYCKZuRWRMZaYaJNO3oTw9Sn6n7RLtluxvRuv2LhcxZGDUziDC3ChCg24hia0gMAIHuAJni1uPVov1uuydc1azZzAD1hvn3ULjfA=</latexit>u3
<latexit sha1_base64="tbXWzQ5HnmY60O0kTN7fVi0Yesw=">AAAB6nicdVDJSgNBEK2JW4xb1KOXxiB4GnrikOUW9OIxolkgGUJPpydp0rPQ3SOEIZ/gxYMiXv0ib/6NnUVQ0QcFj/eqqKrnJ4IrjfGHlVtb39jcym8Xdnb39g+Kh0dtFaeSshaNRSy7PlFM8Ii1NNeCdRPJSOgL1vEnV3O/c8+k4nF0p6cJ80IyinjAKdFGuk0H7qBYwraDK+X6BcK267qVctmQWtWpuxg5Nl6gBCs0B8X3/jCmacgiTQVRqufgRHsZkZpTwWaFfqpYQuiEjFjP0IiETHnZ4tQZOjPKEAWxNBVptFC/T2QkVGoa+qYzJHqsfntz8S+vl+qg5mU8SlLNIrpcFKQC6RjN/0ZDLhnVYmoIoZKbWxEdE0moNukUTAhfn6L/SbtsOxXbvXFLjctVHHk4gVM4Bweq0IBraEILKIzgAZ7g2RLWo/VivS5bc9Zq5hh+wHr7BHaPjfE=</latexit>u4

<latexit sha1_base64="qbudceXuNhGQj8lPA7gIGvIZvRY=">AAAB6nicdVDLSsNAFL3xWeur6tLNYBFchaTGPnZFNy4r2ge0oUymk3boZBJmJkIJ/QQ3LhRx6xe582+cPgQVPXDhcM693HtPkHCmtON8WCura+sbm7mt/PbO7t5+4eCwpeJUEtokMY9lJ8CKciZoUzPNaSeRFEcBp+1gfDXz2/dUKhaLOz1JqB/hoWAhI1gb6TbtX/QLRcd2nXKpdo4c2/O8cqlkSLXi1jwHubYzRxGWaPQL771BTNKICk04VqrrOon2Myw1I5xO871U0QSTMR7SrqECR1T52fzUKTo1ygCFsTQlNJqr3ycyHCk1iQLTGWE9Ur+9mfiX1011WPUzJpJUU0EWi8KUIx2j2d9owCQlmk8MwUQycysiIywx0SadvAnh61P0P2mVbLdsezdesX65jCMHx3ACZ+BCBepwDQ1oAoEhPMATPFvcerRerNdF64q1nDmCH7DePgF4E43y</latexit>u5
<latexit sha1_base64="kAcpfSVKJNyleSPCBl3usQH6izg=">AAAB6nicdVDLSsNAFJ3UV62vqks3g0VwFSYxpO2u6MZlRfuANpTJdNIOnUzCzEQooZ/gxoUibv0id/6N04egogcuHM65l3vvCVPOlEbowyqsrW9sbhW3Szu7e/sH5cOjtkoySWiLJDyR3RArypmgLc00p91UUhyHnHbCydXc79xTqVgi7vQ0pUGMR4JFjGBtpNts4A/KFWQ7yHfrFxDZnuf5rmtIrerUPQQdGy1QASs0B+X3/jAhWUyFJhwr1XNQqoMcS80Ip7NSP1M0xWSCR7RnqMAxVUG+OHUGz4wyhFEiTQkNF+r3iRzHSk3j0HTGWI/Vb28u/uX1Mh3VgpyJNNNUkOWiKONQJ3D+NxwySYnmU0MwkczcCskYS0y0SadkQvj6FP5P2q7t+LZ341Ual6s4iuAEnIJz4IAqaIBr0AQtQMAIPIAn8Gxx69F6sV6XrQVrNXMMfsB6+wR5l43z</latexit>u6

<latexit sha1_base64="0B2r47AUDkyuxf/iBv5s7pFL+u0=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgqexKUY8FLz1WsB/QLiWbZtvYbLIkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZemAhurOd9o8LG5tb2TnG3tLd/cHhUPj5pG5VqylpUCaW7ITFMcMlallvBuolmJA4F64STu7nfeWLacCUf7DRhQUxGkkecEuukdj8xfFAblCte1VsArxM/JxXI0RyUv/pDRdOYSUsFMabne4kNMqItp4LNSv3UsITQCRmxnqOSxMwE2eLaGb5wyhBHSruSFi/U3xMZiY2ZxqHrjIkdm1VvLv7n9VIb3QYZl0lqmaTLRVEqsFV4/joecs2oFVNHCNXc3YrpmGhCrQuo5ELwV19eJ+2rqn9drd3XKvVGHkcRzuAcLsGHG6hDA5rQAgqP8Ayv8IYUekHv6GPZWkD5zCn8Afr8AVVbjwA=</latexit>

 4

<latexit sha1_base64="MyBUJuopTyvkwIyKMrKk/RK+WdQ=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KokU9Vjw0pNUsB/QhrLZbtqlm03cnQgl9E948aCIV/+ON/+N2zYHbX0w8Hhvhpl5QSKFQdf9dtbWNza3tgs7xd29/YPD0tFxy8SpZrzJYhnrTkANl0LxJgqUvJNoTqNA8nYwvp357SeujYjVA04S7kd0qEQoGEUrdXojiuSuX+2Xym7FnYOsEi8nZcjR6Je+eoOYpRFXyCQ1puu5CfoZ1SiY5NNiLzU8oWxMh7xrqaIRN342v3dKzq0yIGGsbSkkc/X3REYjYyZRYDsjiiOz7M3E/7xuiuGNnwmVpMgVWywKU0kwJrPnyUBozlBOLKFMC3srYSOqKUMbUdGG4C2/vEpalxXvqlK9r5Zr9TyOApzCGVyAB9dQgzo0oAkMJDzDK7w5j86L8+58LFrXnHzmBP7A+fwBMzKPcw==</latexit>

N̂4

Figure 3.3: An illustration of the meaning and consequence of Assumption II. If
the array geometry can be approximated as a smooth continuous surface, than each
discrete element can be approximated by a set of infinitesimal elements along the
surface with the same endpoints. The total power absorbed by a single discrete
element, cos(𝜓)Δ𝑢, is approximately equal to the sum of the powers absorbed by
these infinitesimal elements. Therefore, the discrete sum is approximately equal to
a continuous integration along the surface.

The bounds of the integrals in Equation 3.17 cover the area of each element, therefore
summing the integrals of each element is the same as integrating over the entire
surface area of the array. Thus the maximum aperture of the array can be written as
a continuous integral:

𝐴𝑎𝑟𝑟𝑎𝑦 (𝜃, 𝜙) ≤
∯

cos(𝜓)𝑑Ω. (3.18)

As will be shown below, Equation 3.18 is equal to the cross-sectional area of the
array geometry.

Projected cross-sectional area

Any conformal array can be represented as a two dimensional surface in R3 parame-
terized by the surface patch (𝑥, 𝑦, 𝑧) = 𝜎(𝑢, 𝑣). Now suppose there is an observer at
®𝑂 (𝜃𝑜, 𝜙𝑜) in the far field. To this observer, the array is projected onto an observation
plane, (𝑥′, 𝑦′), and will appear to be a 2D object. The area of this 2D object in the
observation plane is equal to the cross-sectional area of the array in the ®𝑂 (𝜃𝑜, 𝜙𝑜)
direction.
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<latexit sha1_base64="xbFyTiam4rjr8uJ8utak1rYXpzk=">AAAB6HicdVDLSgNBEJyNrxhfUY9eBoPgaZlo3MRbwEuOCZgHJEuYnfQmY2YfzMwKYckXePGgiFc/yZt/4yRZQUULGoqqbrq7vFhwpQn5sHJr6xubW/ntws7u3v5B8fCoo6JEMmizSESy51EFgofQ1lwL6MUSaOAJ6HrTm4XfvQepeBTe6lkMbkDHIfc5o9pIrWRYLBG7el1zLh1MbLKEIZfkyiFVXM6UEsrQHBbfB6OIJQGEmgmqVL9MYu2mVGrOBMwLg0RBTNmUjqFvaEgDUG66PHSOz4wywn4kTYUaL9XvEykNlJoFnukMqJ6o395C/MvrJ9qvuSkP40RDyFaL/ERgHeHF13jEJTAtZoZQJrm5FbMJlZRpk03BhPD1Kf6fdC7ssmNXWpVSvZHFkUcn6BSdozKqojpqoCZqI4YAPaAn9GzdWY/Wi/W6as1Z2cwx+gHr7RM98o1E</latexit>u

<latexit sha1_base64="MPjkW94hgbGB3w+HGvSxpjmBpWE=">AAAB6HicdVDLSgMxFM3UV62vqks3wSK4GjK2Tuuu4KbLFuwD2qFk0kwbm8kMSaZQhn6BGxeKuPWT3Pk3pu0IKnrgwuGce7n3Hj/mTGmEPqzcxubW9k5+t7C3f3B4VDw+6agokYS2ScQj2fOxopwJ2tZMc9qLJcWhz2nXn94u/e6MSsUicafnMfVCPBYsYARrI7Vmw2IJ2dWbmlt2IbLRCoaU0bWLqtDJlBLI0BwW3wejiCQhFZpwrFTfQbH2Uiw1I5wuCoNE0RiTKR7TvqECh1R56erQBbwwyggGkTQlNFyp3ydSHCo1D33TGWI9Ub+9pfiX1090UPNSJuJEU0HWi4KEQx3B5ddwxCQlms8NwUQycyskEywx0Sabggnh61P4P+lc2Y5rV1qVUr2RxZEHZ+AcXAIHVEEdNEATtAEBFDyAJ/Bs3VuP1ov1um7NWdnMKfgB6+0TP3aNRQ==</latexit>v

<latexit sha1_base64="iRw63F7mpfsLLWbxBAJZahC6cZ0=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY8kXjhCIo8ENmR26IWR2dnNzKyREL7AiweN8eonefNvHGAPClbSSaWqO91dQSK4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju7nffkSleSzvzSRBP6JDyUPOqLFS46lfLLlldwGyTryMlCBDvV/86g1ilkYoDRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4tAZubDKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XTU1460+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2EjqigzNpuCDcFbfXmdtK7K3nW50qiUqrUsjjycwTlcggc3UIUa1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/AOr1jQs=</latexit>x

<latexit sha1_base64="2zMRYNUtss4K8S1mcMOP1eo7Q3w=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPBS48t2A9oQ9lsp+3azSbsboQQ+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBZcG9f9dgobm1vbO8Xd0t7+weFR+fikraNEMWyxSESqG1CNgktsGW4EdmOFNAwEdoLp/dzvPKHSPJIPJo3RD+lY8hFn1FipmQ7KFbfqLkDWiZeTCuRoDMpf/WHEkhClYYJq3fPc2PgZVYYzgbNSP9EYUzalY+xZKmmI2s8Wh87IhVWGZBQpW9KQhfp7IqOh1mkY2M6Qmole9ebif14vMaM7P+MyTgxKtlw0SgQxEZl/TYZcITMitYQyxe2thE2ooszYbEo2BG/15XXSvqp6N9Xr5nWlVs/jKMIZnMMleHALNahDA1rAAOEZXuHNeXRenHfnY9lacPKZU/gD5/MH7HmNDA==</latexit>y

<latexit sha1_base64="zCifoBp0szWxchBlpIjTbvedTng=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY8kXjhCIo8ENmR26IWR2dnNzKwJEr7AiweN8eonefNvHGAPClbSSaWqO91dQSK4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju7nffkSleSzvzSRBP6JDyUPOqLFS46lfLLlldwGyTryMlCBDvV/86g1ilkYoDRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4tAZubDKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XTU1460+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2EjqigzNpuCDcFbfXmdtK7K3nW50qiUqrUsjjycwTlcggc3UIUa1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/AO39jQ0=</latexit>z

<latexit sha1_base64="vC/aismGUbF10BaLP6mQA8U/g/c=">AAAB6XicdVDLSsNAFJ3UV62vqks3g0V0FSYxpF0W3HRZxT6gDWUynbRDJ5MwMxFL6B+4caGIW//InX/j9CGo6IELh3Pu5d57wpQzpRH6sApr6xubW8Xt0s7u3v5B+fCorZJMEtoiCU9kN8SKciZoSzPNaTeVFMchp51wcjX3O3dUKpaIWz1NaRDjkWARI1gb6eb+fFCuINtBvu/WILI9z/PRpSG1quN6LnRstEAFrNAclN/7w4RkMRWacKxUz0GpDnIsNSOczkr9TNEUkwke0Z6hAsdUBfni0hk8M8oQRok0JTRcqN8nchwrNY1D0xljPVa/vbn4l9fLdFQLcibSTFNBlouijEOdwPnbcMgkJZpPDcFEMnMrJGMsMdEmnJIJ4etT+D9pu7bj2961V6k3VnEUwQk4BRfAAVVQBw3QBC1AQAQewBN4tibWo/VivS5bC9Zq5hj8gPX2Ca3jjYA=</latexit>

x0

<latexit sha1_base64="S5myvEhZ+j3BW48iN3P6cjNasbc=">AAAB6XicdVDLSsNAFJ3UV62vqks3g0V0FSYxpF0W3HRZxdpCG8pkOmmHTiZhZiKE0D9w40IRt/6RO//G6UNQ0QMXDufcy733hClnSiP0YZXW1jc2t8rblZ3dvf2D6uHRnUoySWiHJDyRvRArypmgHc00p71UUhyHnHbD6dXc795TqVgibnWe0iDGY8EiRrA20k1+PqzWkO0g33cbENme5/no0pBG3XE9Fzo2WqAGVmgPq++DUUKymApNOFaq76BUBwWWmhFOZ5VBpmiKyRSPad9QgWOqgmJx6QyeGWUEo0SaEhou1O8TBY6VyuPQdMZYT9Rvby7+5fUzHTWCgok001SQ5aIo41AncP42HDFJiea5IZhIZm6FZIIlJtqEUzEhfH0K/yd3ru34tnft1ZqtVRxlcAJOwQVwQB00QQu0QQcQEIEH8ASeran1aL1Yr8vWkrWaOQY/YL19Aq9ojYE=</latexit>

y0

<latexit sha1_base64="iRw63F7mpfsLLWbxBAJZahC6cZ0=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY8kXjhCIo8ENmR26IWR2dnNzKyREL7AiweN8eonefNvHGAPClbSSaWqO91dQSK4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju7nffkSleSzvzSRBP6JDyUPOqLFS46lfLLlldwGyTryMlCBDvV/86g1ilkYoDRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4tAZubDKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XTU1460+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2EjqigzNpuCDcFbfXmdtK7K3nW50qiUqrUsjjycwTlcggc3UIUa1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/AOr1jQs=</latexit>x

<latexit sha1_base64="2zMRYNUtss4K8S1mcMOP1eo7Q3w=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPBS48t2A9oQ9lsp+3azSbsboQQ+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBZcG9f9dgobm1vbO8Xd0t7+weFR+fikraNEMWyxSESqG1CNgktsGW4EdmOFNAwEdoLp/dzvPKHSPJIPJo3RD+lY8hFn1FipmQ7KFbfqLkDWiZeTCuRoDMpf/WHEkhClYYJq3fPc2PgZVYYzgbNSP9EYUzalY+xZKmmI2s8Wh87IhVWGZBQpW9KQhfp7IqOh1mkY2M6Qmole9ebif14vMaM7P+MyTgxKtlw0SgQxEZl/TYZcITMitYQyxe2thE2ooszYbEo2BG/15XXSvqp6N9Xr5nWlVs/jKMIZnMMleHALNahDA1rAAOEZXuHNeXRenHfnY9lacPKZU/gD5/MH7HmNDA==</latexit>y

<latexit sha1_base64="zCifoBp0szWxchBlpIjTbvedTng=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY8kXjhCIo8ENmR26IWR2dnNzKwJEr7AiweN8eonefNvHGAPClbSSaWqO91dQSK4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfju7nffkSleSzvzSRBP6JDyUPOqLFS46lfLLlldwGyTryMlCBDvV/86g1ilkYoDRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4tAZubDKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XTU1460+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2EjqigzNpuCDcFbfXmdtK7K3nW50qiUqrUsjjycwTlcggc3UIUa1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/AO39jQ0=</latexit>z

<latexit sha1_base64="gZPlxQ3LYoi2fJ2hkPAbp88Ygu4=">AAAB83icdVDLSsNAFJ3UV62vqks3g0VwFZK2pnVXcNNlFfuAJpbJdNIOnUzCzEQoob/hxoUibv0Zd/6NkzaCih4YOJxzL/fM8WNGpbKsD6Owtr6xuVXcLu3s7u0flA+PejJKBCZdHLFIDHwkCaOcdBVVjAxiQVDoM9L3Z1eZ378nQtKI36p5TLwQTTgNKEZKS64bIjX1/fRmcVcdlSuW2bhsOjUHWqa1hCY168KxGtDOlQrI0RmV391xhJOQcIUZknJoW7HyUiQUxYwsSm4iSYzwDE3IUFOOQiK9dJl5Ac+0MoZBJPTjCi7V7xspCqWch76ezDLK314m/uUNExU0vZTyOFGE49WhIGFQRTArAI6pIFixuSYIC6qzQjxFAmGlayrpEr5+Cv8nvappO2b9ul5ptfM6iuAEnIJzYIMGaIE26IAuwCAGD+AJPBuJ8Wi8GK+r0YKR7xyDHzDePgFGZ5Hh</latexit>

R2
<latexit sha1_base64="tES+VJQjswJUI9jwgUdF7s5tDjw=">AAAB83icdVDLSgMxFM34rPVVdekmWARXQ2Ycpl0W3HRZxT6gM5ZMmrahmcyQZIQy9DfcuFDErT/jzr8x01ZQ0QOBwzn3ck9OlHKmNEIf1tr6xubWdmmnvLu3f3BYOTruqCSThLZJwhPZi7CinAna1kxz2kslxXHEaTeaXhV+955KxRJxq2cpDWM8FmzECNZGCoIY60kU5TfzO3dQqSLbQb7v1iGyPc/z0aUh9Zrjei50bLRAFazQGlTeg2FCspgKTThWqu+gVIc5lpoRTuflIFM0xWSKx7RvqMAxVWG+yDyH50YZwlEizRMaLtTvGzmOlZrFkZksMqrfXiH+5fUzPaqHORNppqkgy0OjjEOdwKIAOGSSEs1nhmAimckKyQRLTLSpqWxK+Pop/J90XNvxbe/aqzaaqzpK4BScgQvggBpogCZogTYgIAUP4Ak8W5n1aL1Yr8vRNWu1cwJ+wHr7BFFUkek=</latexit>

R2
<latexit sha1_base64="8mLT/OebtHfdD1WeJAe7mr3yE/s=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiRa1GXBTZdV7AOaWCbTSTt0MgkzE6GE/oYbF4q49Wfc+TdO0iy09cDA4Zx7uWeOH3OmtG1/W6W19Y3NrfJ2ZWd3b/+genjUVVEiCe2QiEey72NFORO0o5nmtB9LikOf054/vc383hOVikXiQc9i6oV4LFjACNZGct0Q64nvp/fzx8thtWbX7RxolTgFqUGB9rD65Y4ikoRUaMKxUgPHjrWXYqkZ4XRecRNFY0ymeEwHhgocUuWleeY5OjPKCAWRNE9olKu/N1IcKjULfTOZZVTLXib+5w0SHdx4KRNxoqkgi0NBwpGOUFYAGjFJieYzQzCRzGRFZIIlJtrUVDElOMtfXiXdi7pzVW/cNWrNVlFHGU7gFM7BgWtoQgva0AECMTzDK7xZifVivVsfi9GSVewcwx9Ynz/wYpGm</latexit>

R3

<latexit sha1_base64="TU321SZ8WMNN6ZwjjX8CQJ8j3Qg=">AAAB8nicbVBNSwMxEM36WetX1aOXYBEqSNmVoh4LXnqsYD9gu5Rsmm1Dk82SzBbK0p/hxYMiXv013vw3pu0etPXBwOO9GWbmhYngBlz329nY3Nre2S3sFfcPDo+OSyenbaNSTVmLKqF0NySGCR6zFnAQrJtoRmQoWCccP8z9zoRpw1X8BNOEBZIMYx5xSsBKfs/woSSV9Hpy1S+V3aq7AF4nXk7KKEezX/rqDRRNJYuBCmKM77kJBBnRwKlgs2IvNSwhdEyGzLc0JpKZIFucPMOXVhngSGlbMeCF+nsiI9KYqQxtpyQwMqveXPzP81OI7oOMx0kKLKbLRVEqMCg8/x8PuGYUxNQSQjW3t2I6IppQsCkVbQje6svrpH1T9W6rtcdaud7I4yigc3SBKshDd6iOGqiJWogihZ7RK3pzwHlx3p2PZeuGk8+coT9wPn8AipCQzA==</latexit>

�(u, v) Projection
<latexit sha1_base64="LMQOS8rFOR1mywlGeWXmIq4wTO0=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCl96sYGuhDWWz3bRrN5uwOxFK6H/w4kERr/4fb/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFR28SpZrzFYhnrTkANl0LxFgqUvJNoTqNA8odgfDPzH564NiJW9zhJuB/RoRKhYBSt1O6NKJLbfrniVt05yCrxclKBHM1++as3iFkacYVMUmO6npugn1GNgkk+LfVSwxPKxnTIu5YqGnHjZ/Nrp+TMKgMSxtqWQjJXf09kNDJmEgW2M6I4MsveTPzP66YYXvuZUEmKXLHFojCVBGMye50MhOYM5cQSyrSwtxI2opoytAGVbAje8surpH1R9S6rtbtapd7I4yjCCZzCOXhwBXVoQBNawOARnuEV3pzYeXHenY9Fa8HJZ47hD5zPHweQjs0=</latexit>

Ô

<latexit sha1_base64="xv3R1wgmandwrQ9haR8Ikgaee14=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LBahgpSkFPVY8NJjBfsBTSib7aZdutmE3U2hhP4TLx4U8eo/8ea/cdvmoK0PBh7vzTAzL0g4U9pxvq3C1vbO7l5xv3RweHR8Yp+edVScSkLbJOax7AVYUc4EbWumOe0lkuIo4LQbTB4WfndKpWKxeNKzhPoRHgkWMoK1kQa27bXGDHmESYIq6c30emCXnaqzBNokbk7KkKM1sL+8YUzSiApNOFaq7zqJ9jMsNSOczkteqmiCyQSPaN9QgSOq/Gx5+RxdGWWIwliaEhot1d8TGY6UmkWB6YywHqt1byH+5/VTHd77GRNJqqkgq0VhypGO0SIGNGSSEs1nhmAimbkVkTGWmGgTVsmE4K6/vEk6tap7W60/1suNZh5HES7gEirgwh00oAktaAOBKTzDK7xZmfVivVsfq9aClc+cwx9Ynz/HxZJ8</latexit>

� � (u, v)

<latexit sha1_base64="LMQOS8rFOR1mywlGeWXmIq4wTO0=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCl96sYGuhDWWz3bRrN5uwOxFK6H/w4kERr/4fb/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFR28SpZrzFYhnrTkANl0LxFgqUvJNoTqNA8odgfDPzH564NiJW9zhJuB/RoRKhYBSt1O6NKJLbfrniVt05yCrxclKBHM1++as3iFkacYVMUmO6npugn1GNgkk+LfVSwxPKxnTIu5YqGnHjZ/Nrp+TMKgMSxtqWQjJXf09kNDJmEgW2M6I4MsveTPzP66YYXvuZUEmKXLHFojCVBGMye50MhOYM5cQSyrSwtxI2opoytAGVbAje8surpH1R9S6rtbtapd7I4yjCCZzCOXhwBXVoQBNawOARnuEV3pzYeXHenY9Fa8HJZ47hD5zPHweQjs0=</latexit>

Ô

Figure 3.4: The projection of a surface patch onto an observation plane located
at ®𝑂 (𝜃𝑜, 𝜙𝑜) can be understood as a mapping of (𝑥′, 𝑦′) = Φ ◦ (𝑢, 𝑣) through R3.
The three dimensional surface patch is defined by the function 𝜎(𝑢, 𝑣) over the two
dimensional parameterization plane. This three dimensional patch is then projected
onto the two-dimensional observation plane. These two operations can be combined
to form a direct mapping, Φ.

Note that the projection is a mapping R3 ⇒ R2 and that the surface patch itself is a
mapping R2 ⇒ R3. Taken together, projection of a surface patch can be viewed as
mapping (𝑥′, 𝑦′) = Φ ◦ (𝑢, 𝑣), R2 ⇒ R3 ⇒ R2, from the parameterizaion plane to
the observation plane. Thus the cross-sectional area of an array can be calculated
by an integral over the parameterization plane using the appropriate Jacobian.

𝐴𝑐𝑟𝑜𝑠𝑠 =

∬
𝑅

|𝐽 (Φ) | 𝑑𝑢𝑑𝑣 (3.19)

The nature of the projection is critical to calculating the cross-sectional area of
the array. The far-field approximation makes two major assumptions that explicitly
define this projection. The first assumption is that the fields observed in the far field
are plane waves strictly traveling in the ®𝜌 direction. The second is that the observer
is infinitely far away and so the rays from each radiating component to the observer
are parallel. Combined, these two assumptions assert that a line perpendicular to the
observation plane can be drawn from each point on the surface to the observation
plane. This is the definition of an orthographic projection [8].

Suppose now that we define a new coordinate system (𝑥′, 𝑦′, 𝑧′) such that the observer
is located on the 𝑧′− axis. In this coordinate system, the orthograpic projection is
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<latexit sha1_base64="Q58trJywi8HZ0Yk+lnDO0AK4/Xg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2FZoQ9lsJ+3azSbsbsQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84hK81jemUmCfkSHkoecUWOl5lO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S9kXVu6zWmrVKvZ7HUYQTOIVz8OAK6nALDWgBA4RneIU358F5cd6dj0VrwclnjuEPnM8f6I2NAw==</latexit>x

<latexit sha1_base64="nBBOe3fXphKGaw7HGZ7U6/a6pTw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2A9oQ9lsp+3azSbsboQQ+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBZcG9f9dgobm1vbO8Xd0t7+weFR+fikraNEMWyxSESqG1CNgktsGW4EdmOFNAwEdoLp3dzvPKHSPJIPJo3RD+lY8hFn1FipmQ7KFbfqLkDWiZeTCuRoDMpf/WHEkhClYYJq3fPc2PgZVYYzgbNSP9EYUzalY+xZKmmI2s8Wh87IhVWGZBQpW9KQhfp7IqOh1mkY2M6Qmole9ebif14vMaNbP+MyTgxKtlw0SgQxEZl/TYZcITMitYQyxe2thE2ooszYbEo2BG/15XXSvqp619Vas1ap1/M4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kD6hGNBA==</latexit>y

<latexit sha1_base64="bf4eQfqXURe/5r+T8p1wenefEBM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2FZoQ9lsJ+3azSbsboQa+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84hK81jemUmCfkSHkoecUWOl5lO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S9kXVu6zWmrVKvZ7HUYQTOIVz8OAK6nALDWgBA4RneIU358F5cd6dj0VrwclnjuEPnM8f65WNBQ==</latexit>z <latexit sha1_base64="w/qkhko1b31cCtYxaLcVUz6DJpg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqBeh4MVjC7YW2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v53C2vrG5lZxu7Szu7d/UD48aus4VQxbLBax6gRUo+ASW4YbgZ1EIY0CgQ/B+HbmPzyh0jyW92aSoB/RoeQhZ9RYqXnTL1fcqjsHWSVeTiqQo9Evf/UGMUsjlIYJqnXXcxPjZ1QZzgROS71UY0LZmA6xa6mkEWo/mx86JWdWGZAwVrakIXP190RGI60nUWA7I2pGetmbif953dSE137GZZIalGyxKEwFMTGZfU0GXCEzYmIJZYrbWwkbUUWZsdmUbAje8surpH1R9S6rtWatUq/ncRThBE7hHDy4gjrcQQNawADhGV7hzXl0Xpx352PRWnDymWP4A+fzB48hjMg=</latexit>=

<latexit sha1_base64="ZevdUMijQeudns69CzY8EElmW3Y=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4GjK2Tuuu4MadFewD2qFk0rSNzSRDkhHK0H9w40IRt/6PO//GtB1BRQ9cOJxzL/feE8acaYPQh5NbWV1b38hvFra2d3b3ivsHLS0TRWiTSC5VJ8SaciZo0zDDaSdWFEchp+1wcjn32/dUaSbFrZnGNIjwSLAhI9hYqdUbYwOv+8UScqsXNb/sQ+SiBSwpo3MfVaGXKSWQodEvvvcGkiQRFYZwrHXXQ7EJUqwMI5zOCr1E0xiTCR7RrqUCR1QH6eLaGTyxygAOpbIlDFyo3ydSHGk9jULbGWEz1r+9ufiX103MsBakTMSJoYIsFw0TDo2E89fhgClKDJ9agoli9lZIxlhhYmxABRvC16fwf9I6cz3frdxUSvV6FkceHIFjcAo8UAV1cAUaoAkIuAMP4Ak8O9J5dF6c12VrzslmDsEPOG+fXKKPAQ==</latexit>

Ô
<latexit sha1_base64="ezps3uXK6pd7oNO/QZh2AdSHD4Q=">AAAB7XicdVBNS8NAEN3Ur1q/qh69LBbBU0i0pvVW8OKxgv2ANpTNdtOu3WzC7kQoof/BiwdFvPp/vPlv3LYRVPTBwOO9GWbmBYngGhznwyqsrK6tbxQ3S1vbO7t75f2Dto5TRVmLxiJW3YBoJrhkLeAgWDdRjESBYJ1gcjX3O/dMaR7LW5gmzI/ISPKQUwJGavdhzIAMyhXHrl3WvXMPO7azgCHnzoXn1LCbKxWUozkov/eHMU0jJoEKonXPdRLwM6KAU8FmpX6qWULohIxYz1BJIqb9bHHtDJ8YZYjDWJmSgBfq94mMRFpPo8B0RgTG+rc3F//yeimEdT/jMkmBSbpcFKYCQ4znr+MhV4yCmBpCqOLmVkzHRBEKJqCSCeHrU/w/aZ/ZrmdXb6qVRiOPo4iO0DE6RS6qoQa6Rk3UQhTdoQf0hJ6t2Hq0XqzXZWvBymcO0Q9Yb5/9xY9r</latexit>

✓

<latexit sha1_base64="W1DDfaiBC/eHTRscd9XSK98sjm0=">AAAB63icdVDLSsNAFJ3UV62vqks3g0VwFSYx9LEruHFZwT6gDWUynTRDZ5IwMxFK6C+4caGIW3/InX/jpK2gogcuHM65l3vvCVLOlEbowyptbG5t75R3K3v7B4dH1eOTnkoySWiXJDyRgwAryllMu5ppTgeppFgEnPaD2XXh9++pVCyJ7/Q8pb7A05iFjGBdSKM0YuNqDdkOqrutK4hsz/PqrmtIs+G0PAQdGy1RA2t0xtX30SQhmaCxJhwrNXRQqv0cS80Ip4vKKFM0xWSGp3RoaIwFVX6+vHUBL4wygWEiTcUaLtXvEzkWSs1FYDoF1pH67RXiX94w02HTz1mcZprGZLUozDjUCSwehxMmKdF8bggmkplbIYmwxESbeComhK9P4f+k59pO3fZuvVq7vY6jDM7AObgEDmiANrgBHdAFBETgATyBZ0tYj9aL9bpqLVnrmVPwA9bbJ33Tjo4=</latexit>

�

<latexit sha1_base64="LwZZfrRwuLVGdD0sMMeIuyotQz0=">AAAB63icdVDLSsNAFJ3UV62vqks3g0XqKkxq6GNXcOOygn1AG8pkOmmHzkzCzEQIob/gxoUibv0hd/6NSVtBRQ9cOJxzL/fe40ecaYPQh1XY2Nza3inulvb2Dw6PyscnPR3GitAuCXmoBj7WlDNJu4YZTgeRolj4nPb9+XXu9++p0iyUdyaJqCfwVLKAEWxyKalWS+NyBdkOqtdaVxDZruvWa7WMNBtOy0XQsdESFbBGZ1x+H01CEgsqDeFY66GDIuOlWBlGOF2URrGmESZzPKXDjEosqPbS5a0LeJEpExiEKitp4FL9PpFioXUi/KxTYDPTv71c/MsbxiZoeimTUWyoJKtFQcyhCWH+OJwwRYnhSUYwUSy7FZIZVpiYLJ48hK9P4f+kV7Oduu3eupV2Zx1HEZyBc3AJHNAAbXADOqALCJiBB/AEni1hPVov1uuqtWCtZ07BD1hvn0zojdI=</latexit>

y00

<latexit sha1_base64="xENVNrTkhMokoeSN/DKApzJ3B6k=">AAAB63icdVDLSsNAFJ34rPVVdelmsEhdhSSGPnYFNy4r2Ae0oUymk3bozCTMTIQa+gtuXCji1h9y5984aSuo6IELh3Pu5d57woRRpR3nw1pb39jc2i7sFHf39g8OS0fHHRWnEpM2jlkseyFShFFB2ppqRnqJJIiHjHTD6VXud++IVDQWt3qWkICjsaARxUjn0n2lUhyWyo7tOlWvcQkd2/f9qucZUq+5Dd+Bru0sUAYrtIal98EoxiknQmOGlOq7TqKDDElNMSPz4iBVJEF4isakb6hAnKggW9w6h+dGGcEolqaEhgv1+0SGuFIzHppOjvRE/fZy8S+vn+qoHmRUJKkmAi8XRSmDOob543BEJcGazQxBWFJzK8QTJBHWJp48hK9P4f+k49lu1fZv/HKztYqjAE7BGbgALqiBJrgGLdAGGEzAA3gCzxa3Hq0X63XZumatZk7AD1hvn05vjdM=</latexit>

z00

<latexit sha1_base64="zSarp03HI7/gsGmRmkaxyz3lwWI=">AAAB63icdVDLSsNAFJ34rPVVdelmsEhdhSSGPnYFNy4r2Ae0oUymk3bozCTMTMQS+gtuXCji1h9y5984aSuo6IELh3Pu5d57woRRpR3nw1pb39jc2i7sFHf39g8OS0fHHRWnEpM2jlkseyFShFFB2ppqRnqJJIiHjHTD6VXud++IVDQWt3qWkICjsaARxUjn0n2lUhyWyo7tOlWvcQkd2/f9qucZUq+5Dd+Bru0sUAYrtIal98EoxiknQmOGlOq7TqKDDElNMSPz4iBVJEF4isakb6hAnKggW9w6h+dGGcEolqaEhgv1+0SGuFIzHppOjvRE/fZy8S+vn+qoHmRUJKkmAi8XRSmDOob543BEJcGazQxBWFJzK8QTJBHWJp48hK9P4f+k49lu1fZv/HKztYqjAE7BGbgALqiBJrgGLdAGGEzAA3gCzxa3Hq0X63XZumatZk7AD1hvn0thjdE=</latexit>

x00

(c) (𝑥 ′, 𝑦′, 𝑧′)

<latexit sha1_base64="Q58trJywi8HZ0Yk+lnDO0AK4/Xg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2FZoQ9lsJ+3azSbsbsQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84hK81jemUmCfkSHkoecUWOl5lO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S9kXVu6zWmrVKvZ7HUYQTOIVz8OAK6nALDWgBA4RneIU358F5cd6dj0VrwclnjuEPnM8f6I2NAw==</latexit>x
<latexit sha1_base64="nBBOe3fXphKGaw7HGZ7U6/a6pTw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2A9oQ9lsp+3azSbsboQQ+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBZcG9f9dgobm1vbO8Xd0t7+weFR+fikraNEMWyxSESqG1CNgktsGW4EdmOFNAwEdoLp3dzvPKHSPJIPJo3RD+lY8hFn1FipmQ7KFbfqLkDWiZeTCuRoDMpf/WHEkhClYYJq3fPc2PgZVYYzgbNSP9EYUzalY+xZKmmI2s8Wh87IhVWGZBQpW9KQhfp7IqOh1mkY2M6Qmole9ebif14vMaNbP+MyTgxKtlw0SgQxEZl/TYZcITMitYQyxe2thE2ooszYbEo2BG/15XXSvqp619Vas1ap1/M4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kD6hGNBA==</latexit>y

<latexit sha1_base64="bf4eQfqXURe/5r+T8p1wenefEBM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2FZoQ9lsJ+3azSbsboQa+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84hK81jemUmCfkSHkoecUWOl5lO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S9kXVu6zWmrVKvZ7HUYQTOIVz8OAK6nALDWgBA4RneIU358F5cd6dj0VrwclnjuEPnM8f65WNBQ==</latexit>z <latexit sha1_base64="w/qkhko1b31cCtYxaLcVUz6DJpg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqBeh4MVjC7YW2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v53C2vrG5lZxu7Szu7d/UD48aus4VQxbLBax6gRUo+ASW4YbgZ1EIY0CgQ/B+HbmPzyh0jyW92aSoB/RoeQhZ9RYqXnTL1fcqjsHWSVeTiqQo9Evf/UGMUsjlIYJqnXXcxPjZ1QZzgROS71UY0LZmA6xa6mkEWo/mx86JWdWGZAwVrakIXP190RGI60nUWA7I2pGetmbif953dSE137GZZIalGyxKEwFMTGZfU0GXCEzYmIJZYrbWwkbUUWZsdmUbAje8surpH1R9S6rtWatUq/ncRThBE7hHDy4gjrcQQNawADhGV7hzXl0Xpx352PRWnDymWP4A+fzB48hjMg=</latexit>=

<latexit sha1_base64="ezps3uXK6pd7oNO/QZh2AdSHD4Q=">AAAB7XicdVBNS8NAEN3Ur1q/qh69LBbBU0i0pvVW8OKxgv2ANpTNdtOu3WzC7kQoof/BiwdFvPp/vPlv3LYRVPTBwOO9GWbmBYngGhznwyqsrK6tbxQ3S1vbO7t75f2Dto5TRVmLxiJW3YBoJrhkLeAgWDdRjESBYJ1gcjX3O/dMaR7LW5gmzI/ISPKQUwJGavdhzIAMyhXHrl3WvXMPO7azgCHnzoXn1LCbKxWUozkov/eHMU0jJoEKonXPdRLwM6KAU8FmpX6qWULohIxYz1BJIqb9bHHtDJ8YZYjDWJmSgBfq94mMRFpPo8B0RgTG+rc3F//yeimEdT/jMkmBSbpcFKYCQ4znr+MhV4yCmBpCqOLmVkzHRBEKJqCSCeHrU/w/aZ/ZrmdXb6qVRiOPo4iO0DE6RS6qoQa6Rk3UQhTdoQf0hJ6t2Hq0XqzXZWvBymcO0Q9Yb5/9xY9r</latexit>

✓

<latexit sha1_base64="ZevdUMijQeudns69CzY8EElmW3Y=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4GjK2Tuuu4MadFewD2qFk0rSNzSRDkhHK0H9w40IRt/6PO//GtB1BRQ9cOJxzL/feE8acaYPQh5NbWV1b38hvFra2d3b3ivsHLS0TRWiTSC5VJ8SaciZo0zDDaSdWFEchp+1wcjn32/dUaSbFrZnGNIjwSLAhI9hYqdUbYwOv+8UScqsXNb/sQ+SiBSwpo3MfVaGXKSWQodEvvvcGkiQRFYZwrHXXQ7EJUqwMI5zOCr1E0xiTCR7RrqUCR1QH6eLaGTyxygAOpbIlDFyo3ydSHGk9jULbGWEz1r+9ufiX103MsBakTMSJoYIsFw0TDo2E89fhgClKDJ9agoli9lZIxlhhYmxABRvC16fwf9I6cz3frdxUSvV6FkceHIFjcAo8UAV1cAUaoAkIuAMP4Ak8O9J5dF6c12VrzslmDsEPOG+fXKKPAQ==</latexit>

Ô

<latexit sha1_base64="LwZZfrRwuLVGdD0sMMeIuyotQz0=">AAAB63icdVDLSsNAFJ3UV62vqks3g0XqKkxq6GNXcOOygn1AG8pkOmmHzkzCzEQIob/gxoUibv0hd/6NSVtBRQ9cOJxzL/fe40ecaYPQh1XY2Nza3inulvb2Dw6PyscnPR3GitAuCXmoBj7WlDNJu4YZTgeRolj4nPb9+XXu9++p0iyUdyaJqCfwVLKAEWxyKalWS+NyBdkOqtdaVxDZruvWa7WMNBtOy0XQsdESFbBGZ1x+H01CEgsqDeFY66GDIuOlWBlGOF2URrGmESZzPKXDjEosqPbS5a0LeJEpExiEKitp4FL9PpFioXUi/KxTYDPTv71c/MsbxiZoeimTUWyoJKtFQcyhCWH+OJwwRYnhSUYwUSy7FZIZVpiYLJ48hK9P4f+kV7Oduu3eupV2Zx1HEZyBc3AJHNAAbXADOqALCJiBB/AEni1hPVov1uuqtWCtZ07BD1hvn0zojdI=</latexit>

y00

<latexit sha1_base64="xENVNrTkhMokoeSN/DKApzJ3B6k=">AAAB63icdVDLSsNAFJ34rPVVdelmsEhdhSSGPnYFNy4r2Ae0oUymk3bozCTMTIQa+gtuXCji1h9y5984aSuo6IELh3Pu5d57woRRpR3nw1pb39jc2i7sFHf39g8OS0fHHRWnEpM2jlkseyFShFFB2ppqRnqJJIiHjHTD6VXud++IVDQWt3qWkICjsaARxUjn0n2lUhyWyo7tOlWvcQkd2/f9qucZUq+5Dd+Bru0sUAYrtIal98EoxiknQmOGlOq7TqKDDElNMSPz4iBVJEF4isakb6hAnKggW9w6h+dGGcEolqaEhgv1+0SGuFIzHppOjvRE/fZy8S+vn+qoHmRUJKkmAi8XRSmDOob543BEJcGazQxBWFJzK8QTJBHWJp48hK9P4f+k49lu1fZv/HKztYqjAE7BGbgALqiBJrgGLdAGGEzAA3gCzxa3Hq0X63XZumatZk7AD1hvn05vjdM=</latexit>

z00

<latexit sha1_base64="zSarp03HI7/gsGmRmkaxyz3lwWI=">AAAB63icdVDLSsNAFJ34rPVVdelmsEhdhSSGPnYFNy4r2Ae0oUymk3bozCTMTMQS+gtuXCji1h9y5984aSuo6IELh3Pu5d57woRRpR3nw1pb39jc2i7sFHf39g8OS0fHHRWnEpM2jlkseyFShFFB2ppqRnqJJIiHjHTD6VXud++IVDQWt3qWkICjsaARxUjn0n2lUhyWyo7tOlWvcQkd2/f9qucZUq+5Dd+Bru0sUAYrtIal98EoxiknQmOGlOq7TqKDDElNMSPz4iBVJEF4isakb6hAnKggW9w6h+dGGcEolqaEhgv1+0SGuFIzHppOjvRE/fZy8S+vn+qoHmRUJKkmAi8XRSmDOob543BEJcGazQxBWFJzK8QTJBHWJp48hK9P4f+k49lu1fZv/HKztYqjAE7BGbgALqiBJrgGLdAGGEzAA3gCzxa3Hq0X63XZumatZk7AD1hvn0thjdE=</latexit>

x00

(d) Rotate 𝑧′ by −𝜙

<latexit sha1_base64="Q58trJywi8HZ0Yk+lnDO0AK4/Xg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2FZoQ9lsJ+3azSbsbsQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84hK81jemUmCfkSHkoecUWOl5lO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S9kXVu6zWmrVKvZ7HUYQTOIVz8OAK6nALDWgBA4RneIU358F5cd6dj0VrwclnjuEPnM8f6I2NAw==</latexit>x
<latexit sha1_base64="nBBOe3fXphKGaw7HGZ7U6/a6pTw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2A9oQ9lsp+3azSbsboQQ+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBZcG9f9dgobm1vbO8Xd0t7+weFR+fikraNEMWyxSESqG1CNgktsGW4EdmOFNAwEdoLp3dzvPKHSPJIPJo3RD+lY8hFn1FipmQ7KFbfqLkDWiZeTCuRoDMpf/WHEkhClYYJq3fPc2PgZVYYzgbNSP9EYUzalY+xZKmmI2s8Wh87IhVWGZBQpW9KQhfp7IqOh1mkY2M6Qmole9ebif14vMaNbP+MyTgxKtlw0SgQxEZl/TYZcITMitYQyxe2thE2ooszYbEo2BG/15XXSvqp619Vas1ap1/M4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kD6hGNBA==</latexit>y

<latexit sha1_base64="bf4eQfqXURe/5r+T8p1wenefEBM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2FZoQ9lsJ+3azSbsboQa+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84hK81jemUmCfkSHkoecUWOl5lO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S9kXVu6zWmrVKvZ7HUYQTOIVz8OAK6nALDWgBA4RneIU358F5cd6dj0VrwclnjuEPnM8f65WNBQ==</latexit>z

<latexit sha1_base64="ezps3uXK6pd7oNO/QZh2AdSHD4Q=">AAAB7XicdVBNS8NAEN3Ur1q/qh69LBbBU0i0pvVW8OKxgv2ANpTNdtOu3WzC7kQoof/BiwdFvPp/vPlv3LYRVPTBwOO9GWbmBYngGhznwyqsrK6tbxQ3S1vbO7t75f2Dto5TRVmLxiJW3YBoJrhkLeAgWDdRjESBYJ1gcjX3O/dMaR7LW5gmzI/ISPKQUwJGavdhzIAMyhXHrl3WvXMPO7azgCHnzoXn1LCbKxWUozkov/eHMU0jJoEKonXPdRLwM6KAU8FmpX6qWULohIxYz1BJIqb9bHHtDJ8YZYjDWJmSgBfq94mMRFpPo8B0RgTG+rc3F//yeimEdT/jMkmBSbpcFKYCQ4znr+MhV4yCmBpCqOLmVkzHRBEKJqCSCeHrU/w/aZ/ZrmdXb6qVRiOPo4iO0DE6RS6qoQa6Rk3UQhTdoQf0hJ6t2Hq0XqzXZWvBymcO0Q9Yb5/9xY9r</latexit>

✓

<latexit sha1_base64="w/qkhko1b31cCtYxaLcVUz6DJpg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqBeh4MVjC7YW2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v53C2vrG5lZxu7Szu7d/UD48aus4VQxbLBax6gRUo+ASW4YbgZ1EIY0CgQ/B+HbmPzyh0jyW92aSoB/RoeQhZ9RYqXnTL1fcqjsHWSVeTiqQo9Evf/UGMUsjlIYJqnXXcxPjZ1QZzgROS71UY0LZmA6xa6mkEWo/mx86JWdWGZAwVrakIXP190RGI60nUWA7I2pGetmbif953dSE137GZZIalGyxKEwFMTGZfU0GXCEzYmIJZYrbWwkbUUWZsdmUbAje8surpH1R9S6rtWatUq/ncRThBE7hHDy4gjrcQQNawADhGV7hzXl0Xpx352PRWnDymWP4A+fzB48hjMg=</latexit>=
<latexit sha1_base64="ZevdUMijQeudns69CzY8EElmW3Y=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4GjK2Tuuu4MadFewD2qFk0rSNzSRDkhHK0H9w40IRt/6PO//GtB1BRQ9cOJxzL/feE8acaYPQh5NbWV1b38hvFra2d3b3ivsHLS0TRWiTSC5VJ8SaciZo0zDDaSdWFEchp+1wcjn32/dUaSbFrZnGNIjwSLAhI9hYqdUbYwOv+8UScqsXNb/sQ+SiBSwpo3MfVaGXKSWQodEvvvcGkiQRFYZwrHXXQ7EJUqwMI5zOCr1E0xiTCR7RrqUCR1QH6eLaGTyxygAOpbIlDFyo3ydSHGk9jULbGWEz1r+9ufiX103MsBakTMSJoYIsFw0TDo2E89fhgClKDJ9agoli9lZIxlhhYmxABRvC16fwf9I6cz3frdxUSvV6FkceHIFjcAo8UAV1cAUaoAkIuAMP4Ak8O9J5dF6c12VrzslmDsEPOG+fXKKPAQ==</latexit>

Ô

<latexit sha1_base64="spbWBu2h7GLCosOGLMB26tWEAGY=">AAAB6nicdVDJSgNBEK2JW4xb1KOXxiB6GmacMcst4MVjRLNAMoSeTk/SpGehu0cMIZ/gxYMiXv0ib/6NPUkEFX1Q8Hiviqp6fsKZVJb1YeRWVtfWN/Kbha3tnd294v5BS8apILRJYh6Ljo8l5SyiTcUUp51EUBz6nLb98WXmt++okCyObtUkoV6IhxELGMFKSzf3p4V+sWSZtuNUyjayzIrjli1Hk4ta1XZryDatOUqwRKNffO8NYpKGNFKEYym7tpUob4qFYoTTWaGXSppgMsZD2tU0wiGV3nR+6gydaGWAgljoihSaq98npjiUchL6ujPEaiR/e5n4l9dNVVD1pixKUkUjslgUpBypGGV/owETlCg+0QQTwfStiIywwETpdLIQvj5F/5PWuWmXTffaLdUbyzjycATHcAY2VKAOV9CAJhAYwgM8wbPBjUfjxXhdtOaM5cwh/IDx9gn12o2o</latexit>

x0

<latexit sha1_base64="bGSI/hH15BelAj+sCEqFdRvlETg=">AAAB6nicdVDLSsNAFL3xWeur6tLNYBFdhcTEPnYFNy4r2ge0oUymk3bo5MHMRAiln+DGhSJu/SJ3/o2TtoKKHrhwOOde7r3HTziTyrI+jJXVtfWNzcJWcXtnd2+/dHDYlnEqCG2RmMei62NJOYtoSzHFaTcRFIc+px1/cpX7nXsqJIujO5Ul1AvxKGIBI1hp6TY7Kw5KZcu0HadasZFlVh23YjmaXNZrtltHtmnNUYYlmoPSe38YkzSkkSIcS9mzrUR5UywUI5zOiv1U0gSTCR7RnqYRDqn0pvNTZ+hUK0MUxEJXpNBc/T4xxaGUWejrzhCrsfzt5eJfXi9VQc2bsihJFY3IYlGQcqRilP+NhkxQonimCSaC6VsRGWOBidLp5CF8fYr+J+0L066Y7o1bbjSXcRTgGE7gHGyoQgOuoQktIDCCB3iCZ4Mbj8aL8bpoXTGWM0fwA8bbJ/dgjak=</latexit>

y0

<latexit sha1_base64="Ty/tAPR44jRUXk1HvfPDA90lkX4=">AAAB6nicdVDJSgNBEK2JW4xb1KOXxiB6GmacMcst4MVjRLNAMoSeTk/SpGehu0eIIZ/gxYMiXv0ib/6NPUkEFX1Q8Hiviqp6fsKZVJb1YeRWVtfWN/Kbha3tnd294v5BS8apILRJYh6Ljo8l5SyiTcUUp51EUBz6nLb98WXmt++okCyObtUkoV6IhxELGMFKSzf3p4V+sWSZtuNUyjayzIrjli1Hk4ta1XZryDatOUqwRKNffO8NYpKGNFKEYym7tpUob4qFYoTTWaGXSppgMsZD2tU0wiGV3nR+6gydaGWAgljoihSaq98npjiUchL6ujPEaiR/e5n4l9dNVVD1pixKUkUjslgUpBypGGV/owETlCg+0QQTwfStiIywwETpdLIQvj5F/5PWuWmXTffaLdUbyzjycATHcAY2VKAOV9CAJhAYwgM8wbPBjUfjxXhdtOaM5cwh/IDx9gn45o2q</latexit>

z0

(e) (𝑥 ′′, 𝑦′′, 𝑧′′)

<latexit sha1_base64="Q58trJywi8HZ0Yk+lnDO0AK4/Xg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2FZoQ9lsJ+3azSbsbsQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84hK81jemUmCfkSHkoecUWOl5lO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S9kXVu6zWmrVKvZ7HUYQTOIVz8OAK6nALDWgBA4RneIU358F5cd6dj0VrwclnjuEPnM8f6I2NAw==</latexit>x <latexit sha1_base64="nBBOe3fXphKGaw7HGZ7U6/a6pTw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2A9oQ9lsp+3azSbsboQQ+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBZcG9f9dgobm1vbO8Xd0t7+weFR+fikraNEMWyxSESqG1CNgktsGW4EdmOFNAwEdoLp3dzvPKHSPJIPJo3RD+lY8hFn1FipmQ7KFbfqLkDWiZeTCuRoDMpf/WHEkhClYYJq3fPc2PgZVYYzgbNSP9EYUzalY+xZKmmI2s8Wh87IhVWGZBQpW9KQhfp7IqOh1mkY2M6Qmole9ebif14vMaNbP+MyTgxKtlw0SgQxEZl/TYZcITMitYQyxe2thE2ooszYbEo2BG/15XXSvqp619Vas1ap1/M4inAG53AJHtxAHe6hAS1ggPAMr/DmPDovzrvzsWwtOPnMKfyB8/kD6hGNBA==</latexit>y

<latexit sha1_base64="bf4eQfqXURe/5r+T8p1wenefEBM=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeCF48t2FZoQ9lsJ+3azSbsboQa+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMTqPqAaBZfYMtwIvE8U0igQ2AnGNzO/84hK81jemUmCfkSHkoecUWOl5lO/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfuiUnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2NRlwhcyIiSWUKW5vJWxEFWXGZlOyIXjLL6+S9kXVu6zWmrVKvZ7HUYQTOIVz8OAK6nALDWgBA4RneIU358F5cd6dj0VrwclnjuEPnM8f65WNBQ==</latexit>z
<latexit sha1_base64="w/qkhko1b31cCtYxaLcVUz6DJpg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqBeh4MVjC7YW2lA220m7drMJuxuhhP4CLx4U8epP8ua/cdvmoK0PBh7vzTAzL0gE18Z1v53C2vrG5lZxu7Szu7d/UD48aus4VQxbLBax6gRUo+ASW4YbgZ1EIY0CgQ/B+HbmPzyh0jyW92aSoB/RoeQhZ9RYqXnTL1fcqjsHWSVeTiqQo9Evf/UGMUsjlIYJqnXXcxPjZ1QZzgROS71UY0LZmA6xa6mkEWo/mx86JWdWGZAwVrakIXP190RGI60nUWA7I2pGetmbif953dSE137GZZIalGyxKEwFMTGZfU0GXCEzYmIJZYrbWwkbUUWZsdmUbAje8surpH1R9S6rtWatUq/ncRThBE7hHDy4gjrcQQNawADhGV7hzXl0Xpx352PRWnDymWP4A+fzB48hjMg=</latexit>=

<latexit sha1_base64="ZevdUMijQeudns69CzY8EElmW3Y=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4GjK2Tuuu4MadFewD2qFk0rSNzSRDkhHK0H9w40IRt/6PO//GtB1BRQ9cOJxzL/feE8acaYPQh5NbWV1b38hvFra2d3b3ivsHLS0TRWiTSC5VJ8SaciZo0zDDaSdWFEchp+1wcjn32/dUaSbFrZnGNIjwSLAhI9hYqdUbYwOv+8UScqsXNb/sQ+SiBSwpo3MfVaGXKSWQodEvvvcGkiQRFYZwrHXXQ7EJUqwMI5zOCr1E0xiTCR7RrqUCR1QH6eLaGTyxygAOpbIlDFyo3ydSHGk9jULbGWEz1r+9ufiX103MsBakTMSJoYIsFw0TDo2E89fhgClKDJ9agoli9lZIxlhhYmxABRvC16fwf9I6cz3frdxUSvV6FkceHIFjcAo8UAV1cAUaoAkIuAMP4Ak8O9J5dF6c12VrzslmDsEPOG+fXKKPAQ==</latexit>
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z0

(f) Rotate 𝑥 ′′ by −𝜃

Figure 3.5: The far field approximation (a) and the orthographic projection (b) are
equivalent as they both assume that the observer is located infinitely far away and
thus the rays from each element to the observer are parallel. (c)-(f) illustrate the
steps required to calculate the orthogonal projection. (c) an intermediary coordinate
system (𝑥′′, 𝑦′′, 𝑧′′) is defined by 𝑧′′ = 𝑧 and 𝑥′′ is equal to the projection of �̂� onto
the 𝑥𝑦− plane. (d) the coordinate system is rotated about 𝑧′ by −𝜙. (e) (𝑥′, 𝑦′, 𝑧′) is
defined by 𝑦′ = 𝑦′′ and 𝑧′ = �̂�. (f) the coordinate system is rotated about 𝑦′ by −𝜃.

simply a mapping of the 𝑥′𝑦′− plane at 𝑧′ = 0 to a parallel plane 𝑧′ = ∞. Thus the
cross-sectional area of the object in the observation plane is the cross-sectional area
of the object in the 𝑥′𝑦′− plane.

As shown in Figure 3.5, the (𝑥, 𝑦, 𝑧) coordinate system can then be mapped to the
(𝑥′, 𝑦′, 𝑧′) coordinate system via two rotations. This can be accomplished by rotating
each point around the 𝑧− axis by −𝜙 to (𝑥′′, 𝑦′′, 𝑧′′) such that observer is located in
the 𝑥′′𝑧′′− plane and then rotating it around the new 𝑦′′ axis by −𝜃 to (𝑥′, 𝑦′, 𝑧′) such
that the observer is located along the 𝑧′ axis. While in general three rotations are
necessary to perform an arbitrary rotational transformation, the final rotation about
the 𝑧′− axis can be ignored because it does not effect the projected area. In matrix
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form these rotations are as follows:
𝑥′

𝑦′

𝑧′

 =


cos 𝜃 0 − sin 𝜃

0 1 0
sin 𝜃 0 cos 𝜃




cos 𝜙 sin 𝜙 0
− sin 𝜙 cos 𝜙 0

0 0 1



𝑥

𝑦

𝑧

 . (3.20)

Using this transformation and the orthnographic projection, the mapping of a point
at (𝑥, 𝑦, 𝑧) onto the observation plane is thus:

𝑥′ = 𝑥 cos(𝜙) cos(𝜃) + 𝑦 sin(𝜙) cos(𝜃) − 𝑧 sin(𝜃) (3.21)

𝑦′ = −𝑥 sin(𝜙) + 𝑦 cos(𝜙). (3.22)

The mapping of a point on the parameterization plane onto (𝑥, 𝑦, 𝑧) is simply the
definition of the surface patch, (𝑥, 𝑦, 𝑧) = 𝜎(𝑢, 𝑣). Equations 3.21 and 3.22 can be
conveniently written in terms of the surface patch using vector notation.

𝑥′ = ®𝐴 · ®𝜎 (3.23)

𝑦′ = ®𝐵 · ®𝜎 (3.24)

where
⟨𝑥, 𝑦, 𝑧⟩ = ®𝜎(𝑢, 𝑣) (3.25)

®𝐴 ≡ ⟨cos(𝜙) cos(𝜃), sin(𝜙) cos(𝜃),− sin(𝜃)⟩ (3.26)

®𝐵 ≡ ⟨− sin(𝜙), cos(𝜙), 0⟩ . (3.27)

Now the Jacobian of the mapping Φ, (𝑢, 𝑣) ⇒ (𝑥′, 𝑦′), can be written explicitly as

|𝐽 (Φ) | =

�������

𝜕

𝜕𝑢
®𝐴 · ®𝜎 𝜕

𝜕𝑣
®𝐴 · ®𝜎

𝜕

𝜕𝑢
®𝐵 · ®𝜎 𝜕

𝜕𝑣
®𝐵 · ®𝜎


������� , (3.28)

noting that ®𝐴 and ®𝐵 do not depend on 𝑢 or 𝑣:

|𝐽 (Φ) | =
�����
[
®𝐴 · ®𝜎𝑢 ®𝐴 · ®𝜎𝑣
®𝐵 · ®𝜎𝑢 ®𝐵 · ®𝜎𝑣

] ����� . (3.29)

Plugging in ®𝐴 and ®𝐵 and solving for the determinant gives:3

|𝐽 (Φ) | = (®𝜎𝑢 × ®𝜎𝑣) · ⟨cos(𝜙) sin(𝜃), sin(𝜙) sin(𝜃), cos(𝜃)⟩. (3.30)
3The algebraic steps showing this equivalence can be found in Appendix A.
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This is precisely the dot product between the standard normal vector of the patch,
®𝑁𝜎 ≡ ®𝜎𝑢 × ®𝜎𝑣 [7], and a unit vector in the direction of the observer
®𝑂 ≡ ⟨cos(𝜙) sin(𝜃), sin(𝜙) sin(𝜃), cos(𝜃)⟩. Thus

|𝐽 (Φ) | = ®𝑁𝜎 · ®𝑂 (3.31)

which is equivalent to
|𝐽 (Φ) | =

 ®𝑁𝜎 ®𝑂 cos(𝜓) (3.32)

=
®𝜎𝑢 × ®𝜎𝑣 cos(𝜓) (3.33)

where 𝜓 is the angle between the normal vector on the surface and the observation
vector.

Plugging Equation 3.33 into Equation 3.19 gives an expression relating the cross-
sectional area of an array to its parameterization.

𝐴𝑐𝑟𝑜𝑠𝑠 =

∬
𝑅

cos(𝜓)
®𝜎𝑢 × ®𝜎𝑣𝑑𝑢𝑑𝑣 (3.34)

From differential geometry, we know that
®𝜎𝑢 × ®𝜎𝑣 is the Jacobian of the mapping

from the parameterization space to the area on the surface [7]. In other words, if
𝑑Ω is a infinitesimal segment of area on the surface, then

𝑑Ω =
®𝜎𝑢 × ®𝜎𝑣𝑑𝑢𝑑𝑣 (3.35)

and
𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 =

∬
𝑅

®𝜎𝑢 × ®𝜎𝑣𝑑𝑢𝑑𝑣 = ∯
𝑑Ω. (3.36)

Thus the cross-sectional area of an array can also be expressed as

𝐴𝑐𝑟𝑜𝑠𝑠 =

∯
cos(𝜓)𝑑Ω. (3.37)

Equivalence of Total Aperture and Cross-Sectional Area

Equation 3.37, the cross-sectional area of the array, is equal to the right hand side
of Equation 3.18, the upper bound on the array aperture. Therefore, under the
assumptions listed in Section 3.4, the cross-sectional area of an array provides an
upper bound on its aperture.

𝐴𝑎𝑟𝑟𝑎𝑦 (𝜃, 𝜙) ≤ 𝐴𝑐𝑟𝑜𝑠𝑠 (3.38)
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This provides a mathematical basis for what is known intuitively, the cross-sectional
area of an array provides an accurate bound on the its aperture. In fact, Equation 3.37
provides a very effective mathematical tool for calculating the maximum aperture
of an array, especially when it is written in the form of Equation 3.39.

𝐴𝑐𝑟𝑜𝑠𝑠 =

∬
𝑅

®𝑁𝜎 · ®𝑂𝑑𝑢𝑑𝑣 (3.39)

It should be noted that the integrand is signed and only accounts for an infitesimal
segment of the array. Therefore segments that face away from the observer will
decrease the value of the integral. In addition, segments that face the observer but
are occluded by another segment of the array, will still contribute to the integral.
Neither of these contributions to the cross-sectional area are valid and thus should be
avoided. The backwards orientation problem can easily be avoided by careful choice
of integration bounds in an analytic computation, or nulling negative integrands in
a numeric computation.

The occlusion problem is more difficult to account for because it necessitates compar-
ing each segment in the array to check whether they occlude each other. Fortunately
there are known computational techniques from computer graphics research, such
as Z-buffering, to address this problem [9]. Analytically the problem is more chal-
lenging, so in this work we restrict our analysis to convex geometries that cannot
occlude themselves.

3.6 Cosine Bound on Element Gain
Assumption III in Section 3.4 is the most critical for establishing the validity of
Aperture Projection Analysis. It also is the least obvious as to why it should be
true. It certainly does not hold for individual antennas, like a dipole, and it is not
immediately clear why the maximum gain of an element must decrease as a cosine
when placed in an array. Although it is commonly cited in literature, [10]–[12], it is
critical to establish the validity of the cosine bound assumption in order to support
the use of Aperture Projection Analysis. This section examines multiple arguments
in support of the bound. It is shown that the cosine bound is generally applicable
except in end-fire, i.e., when 𝜃 ≈ ±90°.

Antennas in close proximity to other antennas behave differently than when they are
isolated. The existence of other radiators changes the near-field environment, both
through mutual coupling and by altering the boundary field conditions. Consider an
element in isolation; as there are no other sources the field behavior is completely
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determined by the antenna. Assuming there is no metal nearby, the fields are free
to take on any orientation and magnitude. Now suppose that there two identical
antennas in close proximity driven completely out of phase. Due to the symmetry,
the field contributions from both antennas should be identical, except with opposite
phase, along the plane halfway between them. Thus there must be no fields halfway
between the antennas. In an array, each interior antenna is surrounded by other
antennas, further altering its properties. This new boundary condition changes the
near-field environment and thus alters both the radiation pattern of the individual
element and its impedance. As the boundary conditions change with element
excitation, it is clear that the element impedance and radiation patterns must also
change with the excitation. This effect is commonly modeled in electromagnetic
solvers using primary-secondary, or master-slave, boundary conditions.

The effect of coupling on element radiation pattern is shown in [13]. An extensive
analysis of self-and mutual coupling in an array of element spacing 0.5𝜆 ≤ 𝑑 ≤
𝜆 shows both the strong effect of steering angle on element impedance and the
reduction of each element’s broadside gain to

𝐺 = 4𝜋
(
𝑑

𝜆

)2
(3.40)

regardless of its gains when isolated. Equation 3.40 is precisely the gain predicted
by Equation 2.14 assuming that the aperture is equal to the average area per element
in the array.

The cosine upper bound on element aperture, and thus gain, is well studied. [14] and
[15] demonstrate how mutual coupling drastically alters the antenna impedance as a
beam is scanned and [16] shows that a cosine element radiation pattern maximizes
the gain by reducing this effect. [17] and [18] use the active reflection coefficient4,
and an analysis of the grating lobes in a planar array, to calculate the distortion of
the element pattern due to array excitation, reaching the conclusion that the mutual
coupling of a 0.5𝜆 spaced array forces the element pattern to be bounded by a cosine.

[19] models the effect of the boundary field conditions between elements in an array
with waveguides whose dimensions change as the beam is steered. The radiation
resistance of these waveguides is then calculated and used to quantify the amount
of power, relative to that of an isotropic antenna, required to create a given field
strength. The result of this analysis supports the cosine bound on element aperture.

4A function of the mutual coupling and element excitation.
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(b) Incidence angle 𝜃. 𝑑 ′ = 𝑑 cos(𝜃)

Figure 3.6: Conservation of energy argument for the cos 𝜃 bound. An infinite
pulsed plane wave pulse of power density 𝑆𝑖𝑛𝑐 and duration Δ𝑡 is incident on a two
dimensional infinite array with element spacing 𝑑𝑥 and 𝑑𝑦. The maximum energy
available for each element to absorb is 𝐸𝑚𝑎𝑥 = 𝑑𝑦𝑑′𝑥𝑆𝑖𝑛𝑐Δ𝑡, where 𝑑′𝑥 is the effective
spacing between elements along the wavefront in the 𝑥𝑧− plane.

[20] and [21] find that the cosine bound is applicable in cases where the end-fire
effect is negligible through an analysis of the array factor of a linearly polarized
square aperture and an array of half wavelength spaced isotropic elements. [22]
demonstrates the cosine bound on the array directivity, except when radiating end-
fire, through an analysis of the radiation due to current modes in a planar array.
Finally, [23] utilizes a Floquet analysis of modes radiated by an infinite rectangular
array to prove the cosine bound.

Note that all of the analyses in the cited literature are based on planar arrays and that
the mutual coupling between elements is critical to the creation of the cosine bound.
Therefore, the array’s curvature has to be smooth enough that it is appropriate to
treat the coupling between elements as similar to that in an infinite planar array. As
elements in an array mostly couple with their immediate neighbors, this is not a
particularly restrictive condition.

Conservation of Energy Argument
A simple thought experiment provides intuitive reasoning for why the aperture of
individual elements must be bounded by a cosine. Consider an infinite planar array
with element spacing 𝑑 oriented in the 𝑥𝑦−plane. Now supposed an incident impulse
plane wave, infinite in space but finite in duration, passes through the array as shown
in Figure 3.6a. The wavefront is parallel to the array plane and has a finite uniform
power density, 𝑆𝑖𝑛𝑐, so there is a finite amount of power that can be absorbed by each
element. On average, the surface area per unit element of the array is 𝑑2. Therefore
if the array completely absorbs the incident wave, the average power that can be
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absorbed by each element is at most

𝑃𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑑 = 𝑑
2𝑆𝑖𝑛𝑐 . (3.41)

Now consider a plane wave that is not parallel to the array plane but at an incident
angle 𝜃 that is completely absorbed by the array. As shown in Figure 3.6b, the
same power density is spread out over multiple elements as the effective spacing of
elements along the wavefront is reduced by a factor of cos 𝜃. Thus a reduction of
element aperture must occur due to the conservation of energy. The average power
that can be absorbed by each element is at most

𝑃𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑑 = 𝑑
2𝑆𝑖𝑛𝑐 cos(𝜃). (3.42)

One way to understand why the power absorbed by each element is reduced by cosine
on average is to break the incident wave into components traveling perpendicular
and parallel to the array. The perpendicular component of the incident wave behaves
as in Figure 3.6a and is completely absorbed. However the parallel component of the
incident wave must travel along the array, and thus will be absorbed by an another
element. Thus for an element in the center of the array, the parallel component
has already been absorbed, leaving only the perpendicular component, 𝑆𝑖𝑛𝑐 cos(𝜃).
Thus on average the power absorbed by each element is bounded by cos 𝜃.

This component analysis raises an important question that leads to a caveat in the
cosine bound; if the parallel component is absorbed by another element in the array,
than how can that element be bound by a cosine? The answer is that it cannot,
and that cosine bound only applies to elements in the middle of an array. The first
few elements of the array absorb the lateral component of the power and behave
differently than the rest of the array. Therefore, although the cosine bound implies
that arrays cannot receive end-fire power, a finite array can as the edge elements
are not bound by a cosine. However, for very large arrays the power absorbed by
the elements on average drops to zero as most of the array is subject to the cosine
bound.
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C h a p t e r 4

EFFECT OF ARRAY GEOMETRY

I cower at the thought of other people’s expectations
And yet still, hand over mine to them.

Parquet Courts
Tenderness

The geometric shape of a conformal array has a strong impact on the array behavior.
While the details of tile placement and spacing on the surface impacts the patterns of
individual beams, the entire geometry bounds the maximum gain and 3 dB steering
range of the array. This chapter explores the effects of array geometry using aperture
projection analysis, showing the existence of a trade-off between gain and steering
range.

Section 4.1 begins with a brief overview of the literature on conformal arrays.
The methodology used to compare geometries is established in Section 4.2 while
Section 4.3 introduces the parameterizations of the basic geometries to be evaluated.
Analytic formulas of the shapes’ maximum broadside gain are presented in Section
4.4 while a numeric analysis of their steering ranges is performed in Section 4.5.
The chapter concludes with the demonstration of the trade-offs between gain and
steering range inherent in the different array geometries in Section 4.6.

4.1 Arrays of Different Shapes
Phased arrays conformal to different geometries, such as planar, cylindrical, and
spherical, have been extensively explored. Studies of planar and conformal ar-
rays[1]–[3] have shown that curved arrays have a larger scan range, but lower
broadside gain, than planar arrays. However, these improvements are not guaran-
teed [4] as the implementation of element spacing and feed systems have a large
impact on beam patterns and polarization matching. Pattern synthesis is particularly
difficult as, unlike planar arrays, the element pattern cannot be factored out from the
array factor [5]. The properties of even more exotic geometries, such as ellipsoids,
hyperboloids, paraboloids, and ogives, have also been studied [6].
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Moving beyond planar arrays opens up the design space to new applications. The
most common conformal array application is the integration of antennas and arrays
into geometries designed for other applications, such as the wing of an airplane or
the nosecone of a rocket. This enables aircraft to employ multiple antenna systems
without increasing drag; commercial aircraft can have over 20 different antennas
[7] while some military aircraft have up to 70 [8]. Due to their aerodynamic
properties, conic arrays and conic-cylindrical hybrid arrays (CYLCON) have been
closely studied [9]–[12].

However, non-planar array geometries have useful radiative properties for other ap-
plications. Faceted phased arrays that emulate curved surfaces with planar segments
are commonly used to increase array scan range. Due to their azimuthal symmetry,
cylindrical arrays can be used in applications that require minimal beam distortion
and large cross-polerization isolation such as high accurate polarimetric phased ar-
ray radar [13], [14]. The spherical arrays have been explored [15], [16] as their wide
scanning range is useful for tracking satellites. In addition, the precise beam control
at wide steering angles of spherical antennas is useful for military GPS applications
as they can null ground based jamming signals without eliminating the signals from
low-elevation GPS satellites [17].

4.2 Aperture Projection Analysis of Array Geometries
As discussed in Chapter 3, the maximum gain of an array is determined by its cross-
sectional area. Depending on the array geometry, this cross-sectional area changes
as an observer rotates around the array. Thus at some angle the cross-section is
maximized, resulting in the maximum gain. For most geometries, the maximum
gain decreases as an observer deviates from this angle, eventually dropping −3 dB
below the maximum, limiting its steering range.

The effect of different geometries on the maximum gain and steering range can
thus be quantified by analyzing the change in cross-sectional area from different
observation angles. However in order to compare the merits of different geometries,
they must be normalized in some manner. Otherwise, the ideal geometry would
simply be an infinitely large sphere because it has infinite cross-sectional area no
matter the observation angle1.

Normalization of the array surface area provides the most useful general compar-
ison. In addition to the geometry, the most important factors that influence array

1Unfortunately, constructing such an array would be impractical.
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Figure 4.1: Parameterizations of Simple Array Geometries.

performance are the number of elements and their relative spacing. While other
factors such as the element positions, the maximum aperture, and the array fill factor
are also important, they are closely related to these three factors. Therefore to isolate
the effect of geometry, the spacing and number of elements should be kept constant.
Unfortunately, as detailed in Section 5.2, this is not strictly possible due to changes
in Gaussian curvature. However, the spacing and number of elements can be kept
approximately constant by ensuring that the array surface areas are the same.

To perform the analysis we start by defining parameterizations of different simple
geometries–Planar, Spherical, Cylindrical, and Conic–and analyzing their cross-
sectional areas at different orientations. Then by normalizing the surface areas, their
relative maximum broadside gains are calculated. Finally analytic and numerical
calculations examine the trade-off between gain and steering range in the different
geometries. This chapter presents and analyzes the results as given; the full analysis
of each geometry’s parameterization, surface area, and maximum gain are included
in Appendix B.

4.3 Parameterization of Simple Array Geometries
Figure 4.1 shows the basic geometries analyzed in this chapter. This section provides
descriptions of their parameterizations and their surface areas.

Planar Array
A planar array is the simpliest geometry, consisting of a rectangle in the 𝑥𝑦− plane.
It can be simply parameterized by the location along each axis, 0 ≤ 𝑥 ≤ 𝑊 and
0 ≤ 𝑦 ≤ 𝐿. While the aspect ration of 𝑊

𝐿
is very important for the specific beam

patterns, it actually makes no different when considering the total aperture of the
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array. The planar array surface area 𝐴𝑝𝑙𝑎𝑛𝑒 = 𝑊𝐿 is the basis for the normalizations
of the other geometries.

Spherical Array
A spherical array is parameterized by its radius, 𝑅, and its location in spherical
coordinates (𝜃, 𝜙) with 0 ≤ 𝜃 ≤ 𝜋 and 0 ≤ 𝜙 ≤ 2𝜋. Of interest more than a
strict sphere, however, is a spherical cap that covers a portion of the sphere from
𝜃 = 0 to some critical angle, 𝜃𝛼. Such a cap can describe the behavior of spherical
domes with identical surface area, but different curvatures including nearly planar,
a hemisphere, and a complete sphere. The surface area of such an array is given in
Equation 4.1.

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒,𝑠𝑝ℎ𝑒𝑟𝑒 = 2𝜋𝑅2 (1 − cos(𝜃𝛼)) (4.1)

Cylindrical Array
A cylindrical array is parameterized by its radius, 𝑅, and its location in cylindrical
coordinates (𝜙, 𝑧) with −𝜋 ≤ 𝜙 ≤ 𝜋 and 0 ≤ 𝑧 ≤ 𝐻. As with the spherical array,
the radial extent of the cylinder can be constrained in order to examine incomplete
cylinders with different curvatures. In this case, 𝜃 is constrained to±𝜙𝛼. The surface
area of such an incomplete cylindrical array is given in Equation 4.2.

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 = 2𝜙𝛼𝑅𝐻 (4.2)

Conic Array
While there are many different conic shapes, this analysis focuses on a complete
right circular cone with an apex angle of Φ𝐶 . Such cone can be parameterized by
the location along its slant line and its angle with respect to the 𝑥− axis, (𝜃, ℎ) with
0 ≤ 𝜃 ≤ 2𝜋 and 0 ≤ ℎ ≤ 𝐻. The surface area of this conic array is given by
Equation 4.3.

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 = 𝜋𝐻
2 sin

(
Φ𝐶

2

)
(4.3)

4.4 Relative Broadside Gain of Different Geometric Shapes
Given the parameterization and surface areas of these basic geometric shapes, their
maximum broadside gain compared to that of a planar array with the same surface
area can be calculated using Aperture Projection Analysis. For this analysis, broad-
side is defined as the angle with maximum cross-sectional area, with the exception
of the conic array where it is defined to be along the cone’s axis of revolution2.

2As will be seen in Section 4.5, the angle of maximum projected area changes with Φ𝑐.
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Planar Array
When viewed from broadside, a the full area of the planar array is in view. Therefore
the cross-sectional area 𝐴𝑐𝑟𝑜𝑠𝑠,𝑝𝑙𝑎𝑛𝑒 = 𝐴𝑝𝑙𝑎𝑛𝑒 and the maximum possible gain is

𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒 = 4𝜋
𝐴𝑝𝑙𝑎𝑛𝑒

𝜆2 . (4.4)

Spherical Array
For an area smaller than a hemisphere3, the entire spherical cap is visible at broad-
side. In this case, the relative maximum gain can calculated from the surface area
of the array 𝐴𝑝𝑙𝑎𝑛𝑒 and the radius of the sphere, 𝑅, as shown in Equation 4.5.

𝐺𝑚𝑎𝑥,𝑠𝑝ℎ𝑒𝑟𝑒 = 𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒 −
[
𝐴𝑝𝑙𝑎𝑛𝑒

𝜆𝑅

]2
(4.5)

For areas larger than a hemisphere, part of the array becomes occluded and does not
contribute to the maximum gain. In this case, the maximum gain can be expressed
in terms of 𝜒 the ratio of the surface area of array to that of a sphere with radius 𝑅.
It should be noted that these expressions are equivalent for 𝜒 ≤ 0.5.

𝜒 =
𝐴𝑝𝑙𝑎𝑛𝑒

4𝜋𝑅2 (4.6)

𝐺𝑚𝑎𝑥,𝑠𝑝ℎ𝑒𝑟𝑒 =


(1 − 𝜒)𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒 0 ≤ 𝜒 ≤ 0.5
1

4𝜒
𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒 0.5 ≤ 𝜒 ≤ 1

. (4.7)

Considering Equation 4.5, it is clear that curvature of the spherical array decreases
the broadside gain. For very large 𝑅, the array is essentially planar and so the gain
is unaffected. However, the gain is reduced by half when the array covers an entire
hemisphere. The relative gain is reduced by another factor of two in the case of a
complete sphere as half of the array is occluded. Therefore, the maximum gain of a
spherical array is −6 dB less that a planar array of the same surface area.

Cylindrical Array
For 𝜙𝛼 ≥ 𝜋

2 , part of the cylinder surface area is occluded. Thus like the spherical
array, the relationship between the cylindrical and planar gains is a piece-wise
continuous function as shown in Equation 4.8.

𝐺𝑚𝑎𝑥,𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 =


sinc(𝜙𝛼)𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒 0 ≤ |𝜙𝛼 | ≤ 𝜋

2
1
𝜙𝛼
𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒

𝜋
2 ≤ |𝜙𝛼 | ≤ 𝜋

. (4.8)

3𝐴𝑝𝑙𝑎𝑛𝑒 ≤ 2𝜋𝑅2
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Broadside Y- Rotation X- Rotation

Figure 4.2: Change in cross-sectional area of array geometries under rotation.

Again it is clear that the curvature of a cylindrical array reduces its maximum gain.
For arrays with small 𝜙𝛼 the gain is unaffected. However, the gain is reduced by a
factor of 2

𝜋
as the curvature increases and the array covers half of the cylinder. For

a complete cylinder the gain is 1
𝜋

smaller, or approximately −5 dB less, than that of
a planar array with equivalent surface area.

Conic Array
The gain behavior of a conic array is more complicated than the other geometries
examined because the angle of maximum cross-sectional area changes with the apex
angle. Imagine the case whereΦ𝐶 = 𝜋; the conic array is simply a planar circle as the
cone has no height. Thus the maximum gain is along the axis of revolution. As Φ𝐶

decreases however, the cross-sectional area along the axis of revolution decreases
as the radius of the cone’s base decreases and the height increases. Eventually at
Φ𝐶 = 0, the cone collapses into a one dimensional line with no cross-sectional area
along the axis of revolution.

However, consider an observer located perpendicular to the axis of revolution. This
observer can see at most half of the cone’s surface area as the rest is occluded. In
the degenerate example of Φ𝐶 = 0 however, the entire "surface area" of the linear
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array is oriented in the plane perpendicular to the axis of revolution. Thus this
perpendicular observer is located at the the angle of maximum cross-sectional area.
Therefore it is clear that the angle of maximum gain must change with Φ𝐶 .

The angle of maximum gain is difficult to calculate analytically in all cases due to
the complicated occlusion behavior of the cone. As discussed in Section 3.5, the
integration bounds of Equation 3.39 must be carefully chosen to ensure that the area
of occluded portions of the array are not included. Unlike the other shapes, the
cone’s parameterization requires complicated functional bounds in order to exclude
occluded areas, rendering the analytic results cumbersome.

To simplify the analytic analysis, the maximum gain of the conic array along the axis
of revolution is analyzed instead. As shown in Equation 4.9, the gain is proportional
to the sign of half the apex angle.

𝐺𝑚𝑎𝑥,𝑐𝑜𝑛𝑒 = sin
(
Φ𝐶

2

)
𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒 (4.9)

4.5 Change of Gain with Steering Angle
As can be seen in Figure 4.2, the array geometry also determines how the cross-
sectional area, and thus gain, changes under rotation. This rotation is equivalent to
steering the beam to different directions. The cross-sectional area of any convex
geometry from any observation angle can be easily calculated using numeric inte-
gration of Equation 3.39. Numeric integration automatically accounts for occlusion
by ignoring portions of the surface that face away from the observer, or equivalently,
have a negative integrand.

This technique is used to calculate the change in cross-sectional area, and thus the
maximum gain, across the steering range in orthogonal planes from −180° to 180°.
Results are plotted for different 𝜃𝛼, 𝜙𝛼, and Φ𝐶 . In all cases, the array surface area
and maximum gain is normalized to that of the planar array.

Planar Array
Figure 4.3 shows the change in cross-sectional area and maximum achievable gain
with steering angle for a planar array. Due to rotational symmetry, the behavior
is identical in the 𝑥𝑧− and 𝑦𝑧− plane cuts. The cosine relationship between the
cross-sectional area and steering area is clearly visible. The maximum broadside
gain is 0 dB by definition. The −3 dB steering range is 120° with the gain dropping
rapidly afterwords.
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(b) Maximum gain

Figure 4.3: Maximum gain and cross-sectional area of a planar array.
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(a) Cross-sectional area
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(b) Maximum gain

Figure 4.4: Maximum gain and cross-sectional area of spherical cap arrays with
different 𝜃𝛼.

Spherical Array
The maximum gain and cross-sectional area over the steering range for various
spherical caps is depicted in Figure 4.4. As with the planar array, the 𝑥𝑧− and 𝑦𝑧−
plane cut performance is identical. At one extreme, 𝜃𝛼 = 1°, the cap is essentially
a plane and behaves accordingly. At the other extreme, 𝜃𝛼 = 180°, the array is
a complete sphere and thus the cross-sectional area does not change with steering
angle and the gain is a constant −6 dB. For a hemisphere, 𝜃𝛼 = 90°, the gain changes
with steering angle less drastically than planar, exhibiting a −3 dB steering range of
180° with a broadside gain of −3 dB. By comparing the array results to that of the
planar case, it is clear that all of the spherical caps have a higher maximum gain than
planar array at large steering ranges. The steering angle at which the hemisphere
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Cross Sectional Area of Cylindrical Array: XY-Plane Cut

(a) Cross-sectional area: 𝑥𝑦−plane.
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Gain of Cylindrical Array: XY-Plane Cut

(b) Maximum gain: 𝑥𝑦−plane.
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Cross Sectional Area of Cylindrical Array: XZ-Plane Cut

(c) Cross-sectional area: 𝑥𝑧−plane.

-1
80

-1
65

-1
50

-1
35

-1
20

-1
05 -9
0

-7
5

-6
0

-4
5

-3
0

-1
5 0 15 30 45 60 75 90 10
5

12
0

13
5

15
0

16
5

18
0

Steering Angle [deg]

-10

-9

-8

-7

-6

-5

-4

-3

-2

-1

0

1

M
ax

im
um

 G
ai

n 
[d

B
]

Gain of Cylindrical Array: XZ-Plane Cut

(d) Maximum gain: 𝑥𝑧−plane.

Figure 4.5: Maximum gain and cross-sectional area of cylindrical arrays with
different 𝜙𝛼.

has higher maximum gain is 70.5° while the sphere outperforms at angles above
75.5°.

Cylindrical Array
Unlike the spherical, conic, and planar arrays, the cylindrical array is asymmetric
resulting in different gain behaviors in the 𝑥𝑧− and 𝑥𝑦− plane cuts. Thus Figure
4.5 includes area and gain plots for both cuts. The cylinder is oriented around the
𝑧− axis and thus is curved in the 𝑥𝑦− plane cut. Again cylinders with different 𝜙𝛼
are shown, ranging from the essentially planar 𝜙𝛼 = 1° to the complete cylinder
𝜙𝛼 = 180°.

As in the spherical case, the increased curvature drops the maximum gain to approx-
imately −2 dB for the half-cylinder and −5 dB for the complete cylinder. However,
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(a) Cross-sectional area
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Figure 4.6: Maximum gain and cross-sectional area of conic arrays with different
Φ𝐶 .

this curvature decreases the sensitivity to steering angle in the 𝑥𝑦− plane cut, in-
creasing the −3 dB steering range to 180° for the half-cylinder. The complete
cylinder’s gain is completely insensitive to the steering angle in the 𝑥𝑦− plane.
The half and full cylindrical arrays have higher gain than the planar array starting
at approximately 62° and 71.4°, respectively. Thus the cylindrical arrays strictly
outperform the spherical arrays in the 𝑥𝑦− plane.

The cost of this increased performance is evident in the 𝑥𝑧− plane gain characteristic
shown in Figure 4.5d. Due to the lack of curvature in this direction, the gain has
the same angular sensitivity as a planar array. However as the curvature increases
in the 𝑥𝑦− plane, the broadside gain in both axes decreases accordingly. Thus the
cylindrical array is strictly worse than the planar array in the 𝑥𝑧− plane. It has the
same −3 dB steering range of 120° and does not outperform the planar array at any
angle. The only exception is for cylinders with 𝜙𝛼 ≥ 90°, at which point some of
the area is located on the far side of the array. This backside area creates an angular
region in the 𝑥𝑧− plane where the gain is non-zero. However, a null must exist that
isolates the two regions at 𝜃 = 90°.

Conic Array
The maximum gain and cross-sectional area over the steering range of different right
circular cones is shown in Figure 4.6. Once again the array is rationally symmetric
so the behaviour is the same in both 𝑥𝑧− and 𝑦𝑧− plane cuts. When Φ𝐶 = 180° the
array is a plane, while at Φ𝐶 = 1° the array is essentially a one dimensional line.
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Gain Comparison: XZ-Plane Cut

(a) Maximum Gain in 𝑥𝑧−plane. Cylinders
have curvature in this plane.
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Gain Comparison: YZ-Plane Cut

(b) Maximum Gain in 𝑦𝑧−plane. Cylinders
are straight in this plane.

Figure 4.7: Comparison of the maximum gain over steering range of different array
geometries.

As can be seen, as Φ𝐶 decreases, the maximum gain decreases as the gain becomes
less sensitive to steering angle. However the maximum gain moves away from the
axis of revolution, 𝜃 = 0, once Φ𝐶 is less than approximately 45°. As discussed in
Section 4.4, this is the point where the the side of the array has larger cross sectional
area despite the occlusion. As expected at Φ𝐶 ≈ 0 the maximum gain is bifurcated
at 𝜃 = ±90°.

Interestingly, between the planar and bifurcated extremes the conic arrays exhibits
a mix of their behavior. This decreases the sensitivity of the gain to steering angle,
increasing the −3 dB to approximately 191° for Φ𝐶 = 60° and 226° for Φ𝐶 = 30°.
In addition, the two conic arrays perform better than the planar array at steering
angles greater than 69.4° and 70.4°, respectively. Remarkable, the maximum gain
of these arrays is only 3 dB and 4.7 dB less than planar; the arrays exhibit a better
maximum gain vs. steering range trade-off than the spherical arrays.

Comparison of Specific Geometries
Figure 4.7 directly compares the gains of a key geometries, a plane, a hemisphere, a
sphere, a half cylinder, a cylinder, and two cones. Each shape has been normalized
to have the same surface area. In this analysis, the cylinder and half cylinder are
both orientated along the 𝑦-axis and normal to the 𝑧−axis. The plane has the largest
broadside gain and highest sensitivity to steering angle. The sphere has the lowest
broadside gain but is insensitive to steering angle. The cylinder is insensitive to
steering angle in one direction and has a larger broadside gain than the sphere.
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Both the hemisphere and half cylinder have larger broadside gains than their full
counterparts because their entire surface area is observable. It is thus clear that
more curvature in an axis increases the steering range at the cost of decreasing the
maximum gain.

Finally, the cones behave quite different to the other geometries due to their non-
convex sensitivity to steering range. The Φ𝐶 = 60° cone behaves similarly to, but
slightly outperforms, the hemisphere. The Φ𝐶 = 30° cone has the largest steering
range in both directions with the exception of the sphere which has lower maximum
gain.

4.6 Trade-off Between Maximum Gain and Steering Range
The results in Section 4.5 hint that there is a fundamental trade-off between the
maximum gain and steering range. Curvature, or kinks in the case of a cone,
extends the angular region where parts of the surface area are visible. Flatness
on the other hand, concentrates the orientation of the surface area in a particular
direction. Thus in a sense curvature spreads out the gain over a larger angular region,
reducing the maximum gain but decreasing its angular sensitivity.

However, the trade-off between gain and steering range is not the same for every
geometric shape. Plots of the change in the maximum gain and the −3 dB steering
range versus the critical parameters, 𝜃𝛼, 𝜙𝛼, and Φ𝐶 , are used to explore this trade-
off. As the steering range of the cylindrical array is different in 𝑥𝑧− and 𝑥𝑦− plane
cuts, the average steering range between cuts is used. In all plots, the dashed
line corresponds with the maximum gain compared to the planar array while the
solid line corresponds with the average steering range between cuts. The critical
parameters are oriented so that the array is approximately planar on the left-hand
side.

Spherical Array
Figure 4.8 shows the change in maximum gain and steering range of spherical caps
as 𝜃𝛼 increases. As can be seen, the steering range does not appreciably increase
until 𝜃𝛼 ≈ 45°, at which point the maximum gain has decreased by over 0.5 dB.
After this point the −3 dB steering range rapidly increases to 360° at 𝜃𝛼 ≈ 135°. At
this point, the geometry is not a complete sphere, but the gain never decreases −3 dB
below its maximum. It is only at 𝜃𝛼 = 180° that the array is completely spherical,
and there is no variation in gain with steering angle.
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Spherical Array: Max Gain and Average Steering Range

Figure 4.8: Trade-off between the maximum gain and the average −3 dB steering
range for spherical arrays as 𝜃𝛼 changes. The 𝜃𝛼 = 0° array is effectively planar.
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Cylindrical Array: Max Gain and Average Steering Range

Figure 4.9: Trade-off between the maximum gain and the average −3 dB steering
range for spherical cap arrays as 𝜙𝛼 changes. The 𝜙𝛼 = 0° array is effectively planar.
Note that the steering range increase is entirely in one plane.
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Cylindrical Array
The change in maximum gain and steering range of cylinders with different 𝜙𝛼 is
shown in Figure 4.9. The are similar to that of the spherical array, however, the
changes in both gain and steering range are more gradual. An important note is
that while the average steering range is reported for fair comparison, the increase in
steering range is entirely concentrated in one direction while the other remains at
120°. Thus the steering range in the one axis can easily be derived from the chart
by doubling the difference between the curve value and 120°. The average steering
range of the array reaches 240° at 𝜙𝛼 = 150, at which point the difference in front
and back side gain is less than 3 dB. It is only at 𝜙𝛼 = 180 that the cylinder is
complete and there is no variation in gain along the curved axis.

Conic Array
Figure 4.10 shows the change in maximum gain and steering range of circular cones
as the apex angle, Φ𝐶 , decreases. Initially planar, the cone steering range only
marginally increases as the gain drops off quickly. Then the gain and steering range
trade roughly equally in the range of 105° ≤ Φ𝐶 ≤ 45°. As mentioned when
discussing Figure 4.6, the maximum gain moves away from the axis of revolution at
Φ𝐶 = 45° and the trade-off changes dramatically with the steering range increasing
much faster than the maximum gain decreases. At around Φ𝐶 = 20° however, the
peaks in maximum gain bifurcate enough that the gain along the axis of revolution
drops 3 dB below the maximum gain and the steering range splits into two distinct
regions with a steering range approximately equal to 120°.

All Geometries
Figure 4.11 directly compares the trade-off between gain and average steering range
for the different geometries. Each curve plots the maximum gain versus the steering
range as its critical parameter changes. Each geometry starts in the top left corner as
they are effectively planes with a normalized maximum gain of 0 dB by definition
and a steering range of 120° However as curvature is introduced, the steering range
increases while the gain decreased.

The optimal geometry for a desired steering range can thus be inferred by selecting
the curve with the most gain at the appropriate location on the 𝑥− axis. For example,
conic arrays provide the most gain, approximately −2.75 dB, for a average steering
range of 180°. As can be seen, the relative trade-off behavior is fairly complex as
the optimum geometry alternates between cylindrical, conic, and spherical arrays.
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Conic Array: Max Gain and Average Steering Range

Figure 4.10: Trade-off between the maximum gain and the average −3 dB steering
range for conic arrays as Φ𝐶 changes. The Φ𝐶 = 180° array is effectively planar.
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Figure 4.11: Direct comparison of the trade-off between the maximum gain and the
average−3 dB steering range for different array geometries. Note that the cylindrical
array’s improvements in steering range are entirely in one plane.
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Table 4.1: Summary of Array Performance for Different Geometries.

Geometry Max Gain 3dB Steering Range Surpasses Planar
[dB] [deg] [deg]

Planar 0 120 -
Hemisphere -3 180 70.5
Sphere -6 360 75.5
Half-Cylinder -1.96 180 [xy], 120 [z] 62.1 [xy], Never [z]
Cylinder -4.97 360 [xy], 120 [z] 71.4 [xy], Never [z]
Cone (Φ𝐶 = 30) -4.7 225.8 70.4
Cone (Φ𝐶 = 60) -3 191.2 69.4

However, it is clear that only spherical caps can have an average steering range above
270°.

Again, the improved steering range of the cylindrical array is entirely in one axis
yet the average is reported. Interestingly, the cylindrical arrays provide the most
performance at low average steering ranges. The single axis steering range trade-off
with gain can be derived from Figure 4.11 by doubling the 𝑥 coordinate of each point
in the cylindrical curve. By doing this it is immediately apparent that the cylindrical
array always provides the most gain for a given steering range in one axis.

Table 4.1 provides a summary of the performance of the different basic geometries
evaluated throughout the chapter. As can be clearly seen, cylinders are optimal if
a large steering range is only necessary in one axis. The spherical array provides
the largest steering range of any array while the planar array provides the largest
gain. For intermediate steering ranges, conic arrays provide more gain than the
spherical caps. Finally, all curved geometries provide higher gain than planar for
beams steered somewhere between 62° and 76°.
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C h a p t e r 5

BENEFITS AND DRAWBACKS OF SHAPE CHANGING
PHASED ARRAYS

Out of the gloom, a figure approaches
wrapped in a garment of northern light.
Heaves me free. Gives me a potato.
Escorts me to the edge of town,
then turns on the heel.
Failing to hide, a tail striped,
following always the cusp of night.

Richard Dawson
Shapeshifter

The results of Chapter 4 suggests that an array could break the trade-off between
gain and steering range by reconfiguring its geometry. This chapter explores the
theoretic advantages and challenges of such shape-changing phased arrays that are
experimentally explored in the subsequent chapters. It begins with a discussion
of the benefits of shape-changing phased arrays and their possible applications in
Section 5.1. Then, Section 5.2 presents the mathematical restrictions of shape
change imposed by Gauss’s Theorema Egregium. Section 5.3 follows with a brief
overview of the art of origami as it provides insight into addressing these restrictions.
Prior work on origami-inspired electromagnetic structures is reviewed in Section 5.4
before Section 5.5 concludes the chapter discussing the effects of increased spacing.

5.1 Shape-Changing Phased Array Benefits and Applications
As discussed in Chapter 4, the array geometry presents a fundamental trade-off
between steering range and maximum gain. Curvature is a given plane reduces
sensitivity of gain to steering angle in that plane, thus extending the steering range.
However, this curvature directly reduces the broad-side cross sectional area and thus
the maximum achievable gain. More broadly, the array geometry constrains the
radiation patterns that can be synthesized by restricting the locations and orientations
of potential surface currents.
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(a) Hemispherical array to rapidly search a
large region for a target.

(b) Planar array to boost signal fidelity once
target is located.

Figure 5.1: Shape-changing phased arrays enable multi-phase applications such as
search and rescue for a lost hiker.

Much of the exploration of phased arrays has assumed that the geometry is fixed,
limiting the space of achievable radiation patterns. There is thus an opportunity
to enhance the capabilities of phased arrays by introducing dynamic geometric
reconfigurability into the design space. Phased arrays capable of in situ geometric
reconfiguration can break the trade-off between steering range and gain and increases
the diversity of radiation patterns that can be synthesized by the array.

Such shape-changing phased arrays enable new applications by dynamically con-
forming their shapes to the geometry best suited for a given task. Thus a shape-
changing array can function as an array version of the Swiss Army knife, perform-
ing multiple functions as part of different applications. However, shape-changing
phased arrays also enable a single array to serve multiple functions as part of the
same operation.

Figure 5.1 illustrates an example of such a multi-phase operation, search and rescue.
Imagine an airplane is flying over a dense forest trying to find a lost hiker. The plane
is equiped with a shape-changing phased array functioning either as a telecommu-
nications array or as a radar. Initially, the array is in a hemisphere configuration
in order to rapidly scan the full forest below as it searches for the hiker. Once a
signal is detected and the location of the hiker is identified, the array changes into a
planar configuration pointed in the correct direction. This planar array maximizes
the signal strength to enable communication with the hiker. From a radar perspec-
tive, the planar array decreases the array’s beam-angle, thus providing more angular
resolution and a more detailed radar image.

Another advantage provided by shape-changing phased arrays is that they can tune
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Figure 5.2: Rapidly deployable nodes with shape-changing phased arrays can create
a self-configuring communications network for disaster relief. Nodes located near
users take on hemispherical shapes to increase coverage. Other nodes, such as
those on the top of buildings, form planar arrays to boost SNR for high throughput
back-haul links.

the trade-off between gain and steering range by increasing the curvature as needed.
Therefore, shape-changing phased arrays are beneficial for applications where the
array needs are not known in advance. For example, consider a region that has just
been struck by a disaster like an earthquake or a hurricane. Such disasters often take
out telecommunications systems precisely when they are needed most to coordinate
disaster relief, communication about the disaster to the effected public, and help
victims connect with friends and family. Despite their importance, it can take a
long period of time to restore functionality to these networks. It took a week for
cell service to be restored to parts of Florida after Hurricane Michael made landfall,
and parts of Puerto Rico were without service for months after Hurricane Maria
[1]. The challenge with telecommunications in a disaster zone is the variability in
the environment. Network designers put a great deal of care into the selection and
construction of mobile sites to ensure optimal performance. In a disaster-relief zone
there is no such luxury; there might not be an ideal location in a neighborhood filled
with floodwaters and destroyed houses.

Shape-changing phased arrays could have a major impact on disaster response by
enabling a network of portable nodes that can be easily carried into a recovery area
by disaster response personnel as shown in Figure 5.2. These nodes would form a
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self-configuring network, with the array geometry at each node adapting to suit the
needs of the network. End nodes would take on spherical or cylindrical geometries
in order to maximize areal coverage and communicate with end users. Other nodes
would form the network backbone, taking on planar shapes in order to maximize
bandwidth to support back-haul. As it is not initially clear what the situation on the
ground is, and thus what the network needs are, it is advantages to have an array
that can adapt to any need. In addition, shape-change allows nodes to adapt if the
network needs change due to more nodes being added or nodes being disabled by
the potentially hostile environment.

The ability to tune array performance is useful for other applications as well. Shape-
change could help with the regular roll-out of telecommunications networks by
allowing one antenna to serve multiple functions and adjust to the precise needs
of the deployment site. Space applications benefit from in-situ tuning to adjust
performance post-launch. With rapid shape-change, minor adjustments in array
geometry in real time could be used to enhance beam performance and isolation in
MIMO systems depending on the locations of users.

Finally, a more abstract but academically interesting application is the development
of arbitrary radiators. Shape-change removes the restrictions imposed on surface
currents imposed by the geometry, greatly increasing the radiation patterns that can
be synthesized. Truly arbitrary RF synthesis may be possible by combining shape
change with recent advances in re-configurable RF systems [2], [3]. Such arbitrary
control would enable very precise beam synthesis and compensate for limitations in
the element pattern.

5.2 Implications of Gauss’s Theorema Egregium
In addition to introducing new opportunities, shape-changing phased arrays also in-
troduce new challenges that must be explored. In addition to the evident mechanical
and electrical implementation issues, there are mathematical consequences to the
abstract notion of shape-change due to Gauss’s Theorema Egregium1. To under-
stand this theorem and its ramifications, we must establish the concept of Gaussian
curvature.

1Latin for "Remarkable Theorem."
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(c) 𝐾 = 𝜅1𝜅2 < 0

Figure 5.3: Examples of geometries with different Gaussian curvature, 𝐾 .

Gaussian Curvature
The curvature, 𝜅, of a curve in R3 is a measure of how much it deviates from a
straight line, with the sign indicating the direction of the deviation. Thus any curve
along a 2-dimensional surface in R3 will have some curvature. While there are
an infinite number of such curve that go through a given point 𝑃 on the surface,
there is always at least one with a maximum curvature, 𝜅1, and at least one with a
minimum curvature 𝜅2. These maximum and minimum curvatures are the principle
curvatures of the surface at the point 𝑃. The Gaussian curvature, 𝐾 , of a surface at
a given point is the product of the principle curvatures as shown in Equation 5.1.

𝐾 = 𝜅1𝜅2 (5.1)

The sign and value of the Gaussian curvature dictate the shape of a surface at a given
point. As shown in figure 5.3, a positive value indicates that any curve through the
point will deviate in the same direction, forming a dome. A negative value however
indicates that the deviation of deviation is opposite, forming a saddle point. Zero
Gaussian curvature indicates that a straight line in R3 can be drawn through the
point on the surface. Gaussian curvature is a local measure defined that can vary at
different points along the surface. While most shapes will have regions with positive
𝐾 and regions with negative 𝐾 , some geometries have constant Gaussian curvature
along their surfaces. For example, the Gaussian curvature of a sphere of radius 𝑅 is
𝑅−2. Also, a plane has constant zero Gaussian curvature because it does not curve
anywhere. Other shapes that have constant zero Gaussian curvature are refered to
as developable surfaces or flat surfaces [4].
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Gauss’s Theorema Egregium
Gauss’s Theorema Egregium states that "the Gaussian curvature of a surface is
invariant under local isometry" [4]. This means that if a surface is transformed in
such a way that the distance between each pair of points on the surface is preserved,
than the Gaussian curvature of the new surface is the same as the old. Of more
immediate interest, however, is the contrapositive; if the Gaussian curvature of the
new surface is not the same, than the distance between each pair of points on the
surface is not preserved. Thus in order to transform a surface of one Gaussian
curvature, like a plane, into another with a different curvature, like a sphere, than
the distance between at least one pair of points on the surface must change.

The Theorema Egregium applies physical structures, and therefore any deformation
that changes the Gaussian curvature must also change the distance between com-
posite elements. For stretchable materials, the atomic lattice spacing changes or
polymer chains fold/unfold to allow the material length to change. For example
as a latex balloon inflates into larger spheres, the latex stretches to account for the
change in Gaussian curvature. A rigid structure, however, cannot stretch and thus
must split into segments with gaps in between. For example, chain mail is made
of interlocking metal rings that are rigid individually, but can conform to different
shapes as the gaps within the rings allow the distance between them to adjust.

Necessity of Increased Element Spacing and Gaps
The Theorema Egregium has numerous applications, and profound consequences,
in a variety of fields. Planar rigid materials like paper or a sheet of steel can be
corrugated in order to increase their strength in one direction. Because planes have
zero Gaussian curvature, if one direction is curved than the orthogonal direction must
not be curve or it will tear (introducing gaps). Thus corregated materials leverage
the shear strength of the material to counteract forces that would introduce additional
curvature. This is precisely why folding a slice of pizza provides additional rigidity.
Gauss’s Theorema Egregium also impacts cartography as maps of the globe must
be distorted when drawn on a planar sheet. The theorem also explains why it is
impossible to neatly wrap a basketball as a gift; the wrapping paper must crumple
or tear to sit flat on the surface of the ball.

While stretchable electronics is a subject of ongoing research and development,
it is still an immature technology [5], [6]. Instead, this work focuses on rigid
shape-changing arrays made out of traditional materials in order to explore the their
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(a) Cardboard is corrugated to
increase its strength.
Public Domain.

(b) Folding a slice of pizza pre-
vents sagging. Cropped Photo
by Louise Ma / WNYC.

(c) Trying to wrap a ball as a
gift creates unsightly wrinkles
and folds.

(d) A planar map of the earth
must be distorted.
© Justin Kunimune / Wikime-
dia Commons / CC-BY-SA-4.0

Figure 5.4: Applications and effects of Gauss’s Theorema Egregium.

fundamental challenges and solutions. Modern printed circuit boards and antennas
are commonly comprised of rigid metal and dielectrics that cannot stretch, flex,
or compress. While phased arrays built on flexible substrates have recently been
demonstrated [7]–[10], such substrates are flexible in a sense similar to a sheet of
paper; they can bend but they cannot compress or stretch. Thus even flexible arrays
are considered "rigid" by the Theorema Egregium.

Questions arise from the rigidity of electronic materials and the Theorema Egregium.
Is it mathematically possible for an array of rigid elements to perform arbitrary shape
change? If so, how can it be accomplished and what are the limitations? If gaps must
be introduced between antennas, how does this effect the electromagnetic properties
of the array? Can this effect be leveraged or compensated for? The rest of this work
seeks to address these questions through theory, simulations, and experiment.
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(a) "Fatpot16" [11] (b) "Cyclomatus
Metallifer" [12]

(c) "Dragon Drop" [13]

(d) "Fatpot16"
Crease Pattern

(e) "Cyclomatus Metallifer"
Crease Pattern

(f) "Dragon Drop"
Crease Pattern

Figure 5.5: Examples of origami artwork and crease patterns. All works by
Robert J. Lang. Used with permission.

5.3 Background on Origami
The mathematical restraints on shape-change enforced by Gauss’s Theorema Egregium
can be addressed by looking to origami for inspiration. Origami is the practice of
folding planar sheets of paper into beautiful works of art. While origami tradi-
tionally discourages cutting the paper, the related art kirigami uses both folds and
cuts. Both practices rely on intricate folding patterns to create potentially complex
geometries as shown in Figure 5.5.

Because paper ideally does not stretch, it cannot change its Gaussian curvature as
distances along its surface cannot be altered. An ideal fold does not alter the Gaussian
curvature because the curvature of the fold line is always zero. Every possible piece
of origami art has the same Gaussian curvature as a sheet of paper, zero2. Yet,
origami art can take forms that seem to have non-zero Gaussian curvature.

2Strictly speaking, physical paper can stretch to some degree and realized folds are not ideal.
In addition, techniques like wet-folding are sometimes used to improve the paper flexibility [14].
Therefore, some amount of change in Gaussian curvature is possible in origami. However, these
factors do not affect the theoretical validity of this section.
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Figure 5.6: "Rattlesnake" by Robert J. Lang. Used with permission [15].

While it appears that both arts violate Gauss’s Theorema Egregium, they actually
circumvent it by emulating arbitrary shapes without changing the Gaussian curvature
of the paper itself. They do not violate the theorem because distances along the
surface of the paper do not change. The geometry created by the folding pattern is
only illusory; the full surface area of the object is concealed by its outermost layers.

The Theorema Egregium is apparent when considering just the external surface area
of the origami object. For example, an origami sphere has a different gaussian
curvature than a sheet of paper and thus much change its surface area. Indeed the
external surface area shrinks during folding as portions of the planar surface area are
hidden inside the sphere. Thus, two points on the piece of paper are located closer
to each other on the emulated spherical surface. The necessity of gaps is evident
when considering the opposite transformation. The distance between two points on
the surface of the sphere increases as the paper unfolds; these potential "gaps" are
filled by the hidden paper.

The use of cuts in kirigami is another method by which the Theorema Egregium
can be circumvented. Cuts introduce gaps that allow the distance between points
on either side of the cut to increase. This change in distance allows the Gaussian
curvature of the emulated surface to change and its surface area to grow. However,
the emulated surface will not be completely filled by the original surface area as the
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gaps created by cuts are empty.

It is also important to note that the non-folding portions of the origami shape, the
facets, are limited to shapes with zero Gaussian curvature because the Theorema
Egregium applies locally. Therefore, it is impossible to create a perfect sphere with
origami as the shape will always be comprised of facets that only curve in one
direction. This mathematical restriction is apparent when considering the sphere-
like origami pot in Figure 5.5a. However, this restriction can be nearly unnoticeable
with sufficiently small facets and clever folding, as clearly illustrated in Figure 5.6.

Origami and Kirigami demonstrate important consequences of rigid shape-change.

I Folds enable rigid materials to emulate arbitrary shapes.

II Portions of the surface area must be hidden when the surface area shrinks.

III Surface gaps must be introduced when the surface area grows.

IV Non-folding portions of the shape cannot change their local Gaussian curvature.

5.4 Prior Art of Shape-Changing Electromagnetics
The idea of combining origami folding techniques and antennas is not new. There
has been much work on origami antennas, that is, single element radiating structures
that use origami to achieve a particular goal such as deployability [16], [17] or for
adjustable frequency [18]–[20], polarization [21], and radiation pattern [22], [23].
In general, these structures are single port devices whose radiation properties are
not electronically controllable. While some origami antennas have been embedded
into an array, in these cases the array itself is fixed; the shape change occurs within
an element and not across the array.

Exploration of mechanical reconfigurability across an array has been much more
limited. Origami has been used to design frequency-selective surfaces [24], [25];
mechanically reconfigurable arrays of passive elements that can change shape in
order to alter their interactions with incident electromagnetic fields. They are
essentially reconfigurable RF metamaterials and show promise for novel antenna
designs and applications. However, the lack of ports on the elements precludes
these surfaces from being used as antennas. In addition, reconfigurable patch arrays
with at most four elements have been explored [26], [27]. However, these arrays are
driven with a single feed and are not capable of beam steering like a phased array,
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(a) Centered at the North Pole. (b) Centered at the South Pole.

Figure 5.7: Maps of the Earth using the azimuthal equidistant projection.

and thus behave like a single antenna element. The full opportunity presented by
geometric reconfigurable arrays has not been explored.

5.5 Consequences of Increased Spacing and Gaps
As discussed in Section 5.2, the spacing between elements must change in order to
enable shape-change. As discussed in Section 2.4, the element spacing of an array
determines the locations and strengths of side lobes, the locations and strengths of
grating lobes, and the field of view. Thus, Gauss’s Theorema Egregium has profound
consequences on array performance.

Assume that there is a shape-changing array, rigid or stretchable, that can shift
between a planar and a spherical configuration. As discussed, the distances between
its elements must change. In general, a spacing below 𝜆

2 is undesirable due to the
associated increase in coupling that can degrade the element matching, efficiency,
and radiation pattern. Therefore, it is reasonable to design the array so that the
spacing is 𝜆

2 in one configuration and is larger in the other. In this analysis we
explore an array with minimum spacing in the planar state3.

In order to demonstrate how shape-change effects side lobes, a transformation be-
tween points on the two geometries must be selected. Unfortunately there are an
unlimited number of such transformations and the transformation of a realized array
would be determined by the specifics of its mechanical structure. Thus there is not

3A similar analysis can be performed with the opposite assumption.
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(a) Densely packed spherical
array.

(b) Unwrapped spherical
array.

(c) Densely packed circular
array.

Figure 5.8: Demonstration of the effect of Gauss’s Theorema Egregium on element
spacing. (a) A densely packed spherical array with elements separated by approx-
imately 0.5𝜆. (b) The location of elements in the same array after being mapped
to a planar array using the azimuthal equidistant projection. (c) A densely packed
circular array with the same aperture but elements separated by approximately 0.5𝜆.

a set effect on side lobes and so any transformation selected in abstract is arbitrary.
That said, a reasonable transformation choice is the azimuthal equidistant projection
between a spherical array and a circular planar array [28]. The azimuth equidistant
projection is formed by selecting a point on the sphere and drawing lines of constant
azimuth centered on that point. The selected point then becomes the center of the
planar array and the azimuth lines are "unrolled" to lay flat in the plane like a star.
The mapping between spherical coordinates to polar coordinates is given in Equa-
tions 5.2 and 5.3. This projection thus preserves the radial spacing of elements and
their azimuth coordinates. Thus the distortion is entirely in the azimuth direction
and is concentrated at edge of the circular array. Figure 5.7 illustrates this distortion
using azimuthal equidistant projections of the Earth centered on the north and south
poles.

𝑟𝑝𝑜𝑙𝑎𝑟 = 𝑅𝑠𝑝ℎ𝑒𝑟𝑒𝜃𝑠𝑝ℎ𝑒𝑟𝑒 (5.2)

𝜃𝑝𝑜𝑙𝑎𝑟 = 𝜙𝑠𝑝ℎ𝑒𝑟𝑒 (5.3)

The azimuthal equidistant projection gives good insight into the effect of shape
change on side lobes because it maintains both the radial spacing and the azimuthal
symmetry at each radius. Therefore, the distortion is fairly evenly distributed along
all azimuth cuts of the array4.

4As a comparison, the Mercator projection exhibits different spacial distortion in the 𝑥- and 𝑦-
plane cuts.
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(a) Beam pattern: 𝜃 = 0°, 𝜙 = 90°
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(b) Beam pattern: 𝜃 = 30°, 𝜙 = 90°
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(c) Beam pattern: 𝜃 = 60°, 𝜙 = 90°
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(d) Beam pattern: 𝜃 = 90°, 𝜙 = 90°

Figure 5.9: Comparison of beam patterns for the unwrapped and circular arrays in
Figure 5.8. Beams are steered every 30°. As can be seen, the arrays have similar
beam widths as they have approximately the same aperture. However, the decreased
element density in the unwrapped array greatly increases the side lobes, especially
at wide steering angles.

Figure 5.8a depicts a spherical array with densely packed elements; the distance
between elements on the surface is approximately, and no less than, 𝜆2 . Using the
azimuthal equidistant projection, the antenna elements are mapped to the circular
planar array shown in Figure 5.8b. The minimum spacing between elements remains
𝜆
2 , however the spacing increases greatly at the edge of the array reducing the fill
factor and increasing the grating lobes. We compare this "unwrapped array" to
a densely packed circular array with the same aperture as shown in Figure 5.8c.
As with the spherical array, the distance between elements in this "dense array" is
approximately, and no less than, 𝜆

2 . Notwithstanding the improvements that can
be made by optimizing element placement or tapering the element drive, Figures
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5.8a and 5.8c are representative of the ideal spherical and planar arrays that do not
undergo shape change and thus illustrate their expected grating lobe performance.
Thus the general degredation in phased lobes due to shape change can be explored
by comparing the patterns of the arrays in Figures 5.8b and 5.8c.

Figure 5.9 shows the normalized beam patterns for the dense and unwrapped arrays
when steered to 𝜃 = 0°, 30°, 60°, and 90° in the 𝜙 = 0° direction. The element
pattern is modeled as cos 𝜃. The unwrapped array exhibits large side lobes at every
steering angle, often 20 dB higher than those in the dense array pattern at the same
angles. The dense array is able to suppress the grating lobes a 𝜃 = 90° by over 10 dB,
while the unrwapped array contains numerous side lobes within a few decibels of the
main lobe. One important note is that the pseudo-random distribution of elements
at the fringe of the unwrapped array does distribute the power radiated in side lobes
across the pattern and unlike the dense array. The peak side lobes of the dense array,
which are located immediately next to the main lobe, are higher than the peak side
lobes of the unwrapped array for the 𝜃 = 0° and 𝜃 = 30° patterns. However, the total
power is radiated in the side lobes is less in dense array due to its higher fill factor.
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C h a p t e r 6

EXPERIMENTAL PLATFORM

You think you can’t, you wish you could.
I know you can, I wish you would.

Screamadelica
Slip Inside This House

This chapter presents the hardware design of a tile based array architecture capable
of undergoing shape change. Two generations of the architecture are presented.
These designs serve as the experimental platforms used to explore the properties of
shape-changing phased arrays and meta-gaps in Chapters 7 and 10.

Section 6.1 begins by describing the flexible array architecture capable of dynami-
cally adjusting the location and orientation of its elements. The specifics of the first
generation of this architecture are detailed in Section 6.2. Section 6.3 presents the
design of the custom RFIC at the heart of this first generation1. Finally, Section 6.4
examines the second generation hardware used to power the meta-gap experiments
in Chapter 10.

6.1 Array Architecture
To accomplish the goal of dynamically reorientable elements, the array consists of
independent tiles that are held in place by a mechanical backbone. Each tile is a
self-contained RF system capable of synthesizing and radiating an RF signal with
arbitrary phase and amplitude. Tiles are squares with a side length approximately
equal to 𝜆

2 so that they can be joined together into a planar rectangular array with 𝜆
2

spacing, minimizing grating lobes.

The "front side" of the tile contains the electronics necessary to generate such a
signal, while the "back side" contains a ground-plane backed antenna that radiates
the signal. The radiator ground plane isolates the front side electronics from the back
side antenna to minimize unwanted coupling of the radiated wave into the electronics
and unwanted perturbations of the antenna near-field by the front side conductors.

1The high density MIM-MOS capacitor in this section were designed by Matan Gal, while the
shift registers and DAC were designed by Behrooz Abiri.
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Figure 6.1: Diagram of flexible array architecture. The array consists of independent
identical tiles that act as RF sources. Each tile can radiate signals locked to a
reference with programmable amplitude and phase. Programming, power, and
reference signals are transmitted from one tile to the next.

The antenna is driven by a via passing through an opening in the ground plane.
Figure 6.1 shows a high level diagram of the flexible array architecture used in this
work. In abstract, the RF system consists of a frequency synthesizer, a programmable
phase amplitude modulator, and a power amplifier (PA). The synthesizer locks to
a low frequency reference signal, generating a signal at the desired frequency with
a deterministic phase offset from the reference source. The modulator adjusts the
phase and amplitude so that the RF output will have a desired phase offset from the
reference source and output power. Finally, the PA drives the antenna in order to
radiate the signal.

Thus, the tiles are synchronized to the reference with a programmable phase offset
and amplitude, allowing arbitrary control of the relative phase shift and strength of
the waves radiated by each tile. Arbitrary phase control allows beams to be steered
no matter the orientation and location of the tiles, while arbitrary amplitude control
enables amplitude tapering along the array surface to adjust the beam patterns.

Each tile requires programming and reference signals and power in order to function.
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(a) Annotated photo of the tile components.
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(b) Layer map of routed traces.

Figure 6.2: First Generation Tile Electronics Layout.

Signals and power are fed from one tile to the next in a daisy-chain configuration
using flexible wires. Each tile acts as a buffer, amplifying and re-transmitting
the reference and programming signals to prevent signal degradation. A separate
motherboard drives the first tile and interfaces the array with the controller PC,
power supply, and reference generator. A low frequency (≈100MHz) reference
signal is used to reduce the power required to buffer and distribute the reference.
Programming is accomplished using a SPI bus in broadcast mode, with each tile
acting as a secondary assigned with a unique address and the motherboard acting as
the main. Finally, power is distributed at a higher voltage and regulated locally on
each tile in order to compensate for the conductive losses.

This modular daisy-chain architecture allows the number of tiles in the array to be
easily adjusted to suit the needs of the experiment. The flexible wires allow dynamic
reconfiguration of the tile locations and orientations. Tiles are held in place by a
mechanical backbone via nylon standoffs that connect to the corners of the tile,
minimizing the perturbation of the antenna field distribution.

6.2 First Generation Flexible Array Tile
The first generation tile is used for the shape change experiments described in
Chapter 7. The 6cm square tile consists of two PCBs, an electronics board and an
antenna board, that are soldered together to form a single PCB stack up. The two
board approach was used to reduce manufacturing costs and to enable independent
characterization.
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(c) Directivity measurements in E- and H- planes assuming no backside radiation

Figure 6.3: First Generation Tile Antenna Design and Measured Patterns. Reprinted
with permission from the copyright holder, EuMA.

Electronics Design
Figure 6.2a shows the electronics side of the first generation tile. The board has
three copper layers separated by Rogers 4350B dielectric. The top two layers are
signal layers that are also used to route supply traces. The bottom layer is a ground
plane that is directly soldered to the ground plane of the antenna board. The board
layout is shown in Figure 6.2b.

The heart of the tile is a custom 2.6 GHz RFIC containing the entire RF system
discussed in Section 6.3. The RFIC is bonded to the board with an interposer PCB.
The reference is fed to the RFIC by a two output clock buffer (CDCLVC1102PWR)
that is also used to buffer the reference signal for the next tile. To minimize
reflections, the reference is carried from tile to tile using 50W U.FL coaxial cables
and distributed across the tile using matched coplanar waveguides.
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Figure 6.4: Antenna driver RFIC block diagram. Reprinted with permission from
the copyright holder, EuMA.

The daisy-chain nature of the architecture necessitates a long conductor, and thus
relatively high resistance, between the power supply and the last tile in the array.
This resistance causes a drop in the supply voltage on the last time when the tiles
draw high current. To combat this, the supply is distributed at 5V and two linear
regulators (MIC5504-3.3YM5 and TCR3DF10) on each tile are used to convert it
into local 3.3V and 1V supplies.

Antenna Design
Figure 6.3a shows the antenna side of the first generation tile. The antenna is a
via-fed linearly polarized patch fabricated on a 120 mil Rogers 6002 substrate. The
patch length is 32.27 mm and its width is 41.08 mm. An L matching network on
the electronics board tune out the feed inductance and matches the antenna to 50W
at 2.6 GHz. Figure 6.3c shows the simulated and measured antenna patterns. The
measured directivity and HPBW of the antenna is 8.9 dBi and 60.9°, respectively.
The simulated efficiency is 98.1%.

6.3 2.6 GHz Driver Integrated Circuit
The first generation tile is powered by a custom RFIC fabricated in TSMC’s 65nm
CMOS process. The chip is a 2.6 GHz driver with programmable amplitude and
phase. The chip dimensions are only 0.8mm by 1.25mm, allowing it to be easily
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integrated into systems with tight area constraints, such as area constrained tiles or
multi-port antennas.

Figure 6.4 shows a system level block diagram of the circuit. A type-II Phased
Locked Loop (PLL) with a programmable divider generates quadrature signals at
the output frequency 𝑓𝑜𝑢𝑡 = 𝑁 𝑓𝑟𝑒 𝑓 . The quadrature signals drive a vector modulator
that serves as a phase shifter and a PA driver. The regulated supply of the output PA
is programmable, enabling amplitude control of the output. Finally, the PA drives a
on-chip transformer acting as a balun to enable differential and single-ended outputs.

The type-II PLL consists of a phase frequency detector (PFD), charge pump, loop-
filter, voltage controlled oscillator (VCO), and divider chain. The output frequency
is determined by a 5-bit programmable divider originally presented in [1]. The
VCO operates at twice the desired output frequency and divided by two in order
to generate quadrature outputs. Division and quadrature generation is achieved
using digital flip-flops with inverted clocks in a feedback loop. The VCO is a 5
GHz P/NMOS stacked cross-coupled oscillator. The oscillator tank consists of a
two-turn inductor and MOSCAP varactors. The VCO consumes 2.63 mW and has
a measured gain of 544 MHz V−1. The PFD provides the charge pump with UP and
DOWN signals so the latter can add and remove charge from the loop filter using
100 𝜇A current pulses. The PLL is stabilized by a 2nd order loop filter, consisting
of a 5.46 pF MIM capacitor, a 11.15 kΩ poly-silicon resistor, and an area-compact
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Figure 6.6: Schematics of PLL frequency generation blocks.

78pF combination MIM and MOS capacitor. The PLL has a tuning range from 2.46
to 2.73 GHz when programmed with a division ratio of 32 and -25 dB reference
spurs.

The vector modulator is a tuned amplifier that combines differential I and Q currents
with programmable weights at the resonant output node. The current weights are
controlled using 64 identical cascoded transistors in parallel with each cascode
transistor turned on or off using a digital control bit. Because the transistors are
the same size, the total current is determined by a 64 bit thermometer code. Two
differential swap multiplexers are used to invert the signs of the vector modulator
drive in order to obtain phase shifts in all four quadrants. The output summing node
is an LC tank formed by the capacitance of the power amplifier input transistors,
fixed MIM capacitors, and a five-turn inductor.

The PA drive is determined by Equation 6.2

𝑉𝑃𝐴 = 𝐼 cos(𝜔𝑡) +𝑄 sin(𝜔𝑡) (6.1)

𝑉𝑃𝐴 =
√︁
𝐼2 +𝑄2 cos

(
𝜔𝑡 + arctan

[
𝑄

𝐼

] )
(6.2)
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Figure 6.7: Schematic of the four quadrant vector modulator.

where 𝐼 and 𝑄 are the strengths of the in-phase and quadrature signals. Thus, the
phase and amplitude of the power amplifier drive are determined by the thermometer
codes for the I and Q amplifiers and the sign control bits of the input multiplexers.
The phase of the PA drive is the phase of the output signal, while the amplitude
determines how hard the PA is driven and thus the PA’s class of operation, linearity,
and efficiency.

The output stage is a cascoded class 𝐸/𝐹−1 differential switching PA. The DC bias
of both the base and cascode transistors are determined by programmable DACs to
enable different modes of operation. The differential transistors drive a custom on-
chip transformer that is used as part of the waveform shaping filter, as an impedance
transformer, and as a balun to enable the chip to drive both differential and single-
ended outputs. The 2:1 transformer is 80.9% efficient and converts a 50 Ω load into
16.5 Ω. The realized Power Amplifier has a maximum measured drain efficiency of
15.9% and can output up to 22.2 mW.

The PA power supply is controlled by a programmable linear regulator capable of
supplying up to 400 mA. By reducing the supply voltage, the output voltage swing,
and thus output power, of the PA is reduced. The linear regulator consists of a large
PMOS transistor driven by an operational amplifier. Negative feedback is used to
force the output voltage to match an input reference voltage supplied by am 8-bit
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Figure 6.8: Schematic of the power amplifier.

DAC. The two stage operational amplifier consists of a differential PMOS amplifier
input stage followed by a single ended NMOS common source amplifier output
stage. An output buffer stage is unnecessary because the amplifier drives the gate
of a PMOS transistor with high input impedance.

Biasing in the chip is based on a bandgap reference current source. The core of the
bandgap is two differentially sized pmos diodes that are used to generate PTAT and
CTAT currents. The total temperature independent current is 100𝜇A.This currents
is fed into current mirrors that route the bias throughout the chip.

Digital control is accomplished using a set of five 8-bit, and one 16-bit, shift registers.
DATA and CLK signals shift input data into the registers. When a latch enable (LE)
signal goes high, the final 7-bits are compared with a hardwired address to determine
whether the shifted data will be stored and driven to the rest of the chip. Three of
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(b) Two stage op-amp at the core of the regulator.

Figure 6.9: Schematic of the PA regulator.
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Figure 6.10: Schematic for the bandgap reference generator.

the 8-bit shift registers drive 8-bit R2R DACs and control the regulator reference
voltage and the PA bias voltages. The remaining two 8-bit registers control PLL
settings and debug features. The 16-bit register controls the vector modulator, with
2-bits controlling the input multiplexers and the remaining 14 bits being converted
into the two 64-bit thermometer codes by a Binary-to-Thermometer controller.

The total IC consumes ≈ 175mW in typical operation. A die photo of the chip is
shown in Figure 6.11 and the total area of each block and sub-module is listen in
Table 6.1.
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Figure 6.11: Die photo of 2.6 GHz driver integrated circuit.

6.4 Second Generation Flexible Array Tile
The second generation tile addresses shortcomings with the first generation and
includes the capacity to support meta-gaps or other peripherals. Meta-gaps require
much higher power consumption that would greatly reduce the efficiency of the first
generation’s linear-regulators. In addition, rapid programming speeds are critical
for efficient meta-gap characterization as described in Chapter 9. Thus the second
generation replaces the OR Gate buffers in the first generation that limited the
programming bandwidth. The second generation also makes use of the two soldered
PCB stack-up but includes assembly modifications to enhance the reliability of the
RF connection between boards. The second generation tile is used for the meta-gap
experiments described in Chapter 9.

Electronics Design
Figure 6.12a shows the electronics side of the second generation tile. The 6cm square
PCB consists of two signal layers, a supply plane, and a ground plane. Layers are
separated by FR4 instead of Rogers to minimize cost with minimal performance
degradation due to the size of the board and frequency of operation. As in the first
generation, the bottom ground plane is soldered to the ground plane of the antenna.
The board layout is shown in Figure 6.12b.

The RF system in the second generation is comprised with off the shelf components
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Table 6.1: 2.6 GHz Driver RFIC Component Block Areas

Length Width AreaCircuit Block [um] [um] [103 um2]
Phase Frequency Detector 12 5 0.060
Charge Pump 18 15.8 0.284
Loop Filter 193 94 18.1
Voltage Controlled Oscillator 223 197 43.9
Quadrature Generator 5 3.7 0.018
Programmable Divider 38 5.6 0.213

Phased Locked Loop Total 330 197 65.0
Power Amplifier Core 288 191 55.0
Output Transformer 398.6 295.6 117.8

Power Amplifier Total 604.6 295.6 178.7
Regulator Op-Amp 96.7 48.4 4.6

Regulator Total 133 100 13.3
Digital to Analog Converter 78 62.7 4.9
Vector Modulator Controller 16.4 16.3 0.267
Programming Shift Registers 98.5 32.5 3.2

Digital Total - - 18.1
Bandgap Reference 20 16 0.320

Biasing Circuit Total 60.7 46.6 2.8
Vector Modulator 197 158 31.1
Total Chip Area 1250 800 1000

to minimize cost. The design consists of a PLL (LMX2572RHAT) and a PA
(SST12LP07A-QXBE) operating at 2.5 GHz. The PLL contains an integrated
VCO and provides programmable output phase and amplitude control. A 78.125
MHz reference signal is fed to the PLL by a two output LVCMOS clock buffer
(LMK1C1102PWR) that also buffers the reference for the next tile.

The tile also serves as a controller for two neighboring meta-gap sheets. Two headers
on each tile are used to control switches on two neighboring meta-gap sheets. Each
header consists of 24 programmable outputs that drive the connected PIN diode
switches with 10 mA. The state and drive of the 48 output pins are managed
by six 8-bit flip-flops (distributed between three SN74LVCH16374ADGVR chips)
configured as two 24-bit flip flops. These flip-flips share a 24 bit data bus and are
selectively programmed using separate CLK lines.

SPI programming signals are buffered by the same LVCMOS clock buffer IC as the
reference in order to enable high speed programming. Due to the change in buffers,
the second generation tile does not have read-back capability and so the array oper-
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(a) Annotated photo of the tile components.
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(b) Layer map of routed traces.

Figure 6.12: Second Generation Tile Electronics Layout.

ates exclusively in broadcast mode. An ARM microcontroller (ATSAMD21J17A)
decodes incoming SPI packets and programs the PLL, PA, and meta-gap flip-flops as
necessary. Each tile can be addressed with either a unique tile address for selective
programming, or a global broadcast address for shared instructions.

Power, ground, programming, and reference signals are distributed through the
array using a single 20 pin cable in order to reduce array wiring complexity. The
cable, a Samtec Edge Rate® Coax Cable Assembly, is an array of micro-coax cables
matched to 50W. The cables are selected to minimize reflections for the reference
and programming signals. The remaining pins are capable of supporting up to 4A
of supply current. Reference and programming signals are distributed across the
tile using matched microstrip lines to reduce reflections.

In order to reduce the total current carried by the cables and improve efficiency,
power is distributed at 30V and down-converted to 3.3V by a local DC to DC
converter (R1245S003C) on each tile. The resulting architecture can support up to
120W of power. Depending on the meta-gap settings, the power consumption of the
array in operation ranges between 36W and 64W, but is around 44W during typical
operation.

Antenna Design
Figure 6.13 shows the antenna side of the second generation tile. The antenna is a
via-fed linearly polarized patch fabricated on a 60 mil Rogers 4350B substrate. The
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(a) Antenna top view
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Figure 6.13: Second Generation Tile Antenna Design and Measured Patterns.

patch length is 29.7 mm and its width is 51 mm. The antenna is covered with solder
mask to aid with board-to-board soldering; simulations showed that the solder mask
introduced negligible loss as the operation frequency. The antenna, including the
via feed, is designed to be matched to 50Ω at 2.5 GHz with a RF choke inductor
that also supplies power to the PA. Manufacturing variation detuned the antenna by
35 MHz. Figure 6.13c shows the simulated and measured antenna patterns. The
measured directivity and HPBW of the antenna is 7.4 dBi and 79.8°, respectively.
The simulated efficiency is 84.0%.
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C h a p t e r 7

ORIGAMI-INSPIRED SHAPE-CHANGING PHASED ARRAY

Because running will be the way
your life and mine will be described.
As in "the long run"
Or, as in having given someone "A run for his money"
Or, as in "running out of time."

Gil Scott-Heron & Makaya McCraven
Running

This chapter presents measurements of the first shape-changing phased array, ver-
ifying the theory presented in Chapter 4 and demonstrating a single structure that
breaks the trade-off between gain and steering range. The first generation tiles de-
tailed in Chapter 6 are attached to a flexible metal backbone that can switch between
planar, cylindrical, and spherical shapes.

Section 7.1 presents the design of the array and the metal backbone1. Next, Section
7.2 describes the measurement setup used to characterize the array. Section 7.3 then
presents measurement results that are analyzed in Section 7.4. Finally, conclusions
are drawn in Section 7.5.

7.1 Design
The array consists of 15 identical 6 cm square radiating tiles that are held in a
particular shape by an origami-inspired metal backbone. The 15 tiles are arranged
in a 3-by-5 rectangle2. The backbone allows the shape of the array to be easily
altered by shifting between configurations that hold tiles in the correct locations
and orientations. The tiles provide independent phase and amplitude of radiated
2.6 GHz signals, allowing beams to be steered using digital programming. The full
design details of the first generation tile used in this array is presented in Section
6.2.

1The mechanical design, analysis, and fabrication work in this Section was performed by my
collaborator Charles Dorn, and the backbone "folding pattern" was designed by my collaborator
Robert Lang.

2Unfortunately, a full 5-by-5 array could not be characterized due to damage to some of the tiles
during testing.
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(a) Top view (b) Back view

(c) Oblique view (d) Underneath with attached tiles

Figure 7.1: The 5-by-5 element steel backbone that enables shape-change.

The backbone structure shown in Figure 7.1 allows for reconfiguration of the an-
tenna tiles between spherical, planar, and cylindrical configurations. The geometry
consists of a 5-by-5 grid of squares placed on the surface of a sphere of radius 19.6
cm. Adjacent squares are connected by pairs of trapezoids joined by compliant
hinges. In the spherical configuration, the trapezoids open into deep valley folds.
From the spherical configuration, the valley folds can be closed and the trapezoids
brought into contact to achieve planar and cylindrical configurations. In the planar
configuration, the antennas are arranged in a 6.75 cm grid, or 0.585𝜆 at 2.6 GHz.

The backbones "folding pattern" was designed by first identifying tile locations on
the sphere that minimized the the RMS sum of the surface spacing between tiles
subject to a no-shear condition and the requirement that the edge elements touch
and form a continuous rim. Than, joints were placed between adjacent tiles so that
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the tiles could rotate relative to each other and lie flat. The no-shear conditions
simplifies the hinge design as the tiles do not move laterally from their neighbors
when unfolding. The joined rim condition reduces the degrees of freedom to improve
rigidity.

The resulting geometry has 24 kinematic degrees of freedom, so the structure
is designed to be bi-stable in the spherical and planar configurations to simplify
actuation and facilitate reconfiguration. To achieve bi-stability, torsional springs
are embedded on each fold and fold angles are restricted using stops. Specific rest
and stop angles of the hinges are selected such that both the spherical and planar
configurations are at local strain energy minima. The mountain folds are given a rest
angle of zero (fully open) while the valley folds are given a rest angle of 𝜋 radians
(fully folded). The strain energy of the structure is

𝐸 =
∑︁
𝑖∈𝐼𝑚

𝑘𝑚

2
𝜃2
𝑖 +

∑︁
𝑗∈𝐼𝑣

𝑘𝑣

2
(
𝜃 𝑗 − 𝜋

)2 (7.1)

where 𝐼𝑚 and 𝐼𝑣 index mountain and valley folds and 𝑘 is the torsional stiffness.

The chosen design guarantees that both planar and spherical configurations are
stable, ensuring that the structure can maintain both shapes and is easily actuated
between the two. Figure 7.2 shows the combined backbone and tile structure in the
different configurations. As can be see, the planar and spherical shapes are self-
stable and do not need external supports. The cylindrical configurations is accessed
by tightening a cable between opposite sides of the structure as shown in Figure
7.2e.

To build the structure, compliant hinges have been designed as lamina emergent
torsional connections [1] cut by water jet from 0.025 inch thick spring steel. Since the
plates and stops are not perfectly rigid and the compliant hinges are not perfect folds,
the prototype slightly deviates from ideal planar, spherical, and cylindrical shapes.
In addition, the geometries are distorted under gravity due to the unexpectedly
high weight of the tiles. However, the geometries approximate the desired shapes
closely enough with the aid of external supports to demonstrate the advantages of a
reconfigurable array.

7.2 Measurement Setup
To demonstrate the benefits of shape change, the broadside EIRP is measured across
the steering range for the array in planar, cylindrical, and spherical configurations.
Figure 7.3 shows a diagram of the measurement setup. A vector network analyzer
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(a) Planar side view (b) Planar top view

(c) Spherical oblique view (d) Spherical top view

(e) Cylindrical side view (f) Cylindrical oblique view

Figure 7.2: The shape-changing phased array populated with 25 tiles. No external
supports are used to restrain the geometry, with the exception of a single string in
the cylindrical configuration.

(Agilent Technologies N5230A) is set to measure 𝑆21 at 2.6 GHz. A pair of frequency
dividers (total division ratio of 32) convert the 2.6 GHz output of the vector network
analyzer (VNA) to a 81.25 MHz reference signal. A microwave amplifier buffers
the reference signal and supplies it to the antenna under test (AUT). Each tile within
the array up-converts the reference back to 2.6 GHz, adjusts the phase, and radiates
a fixed power. The combined radiated field is measured by a horn antenna located
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(b) Diagram of measurement setup
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(c) Measurement coordinate system

Figure 7.3: Shape-changing phased array measurement setup.

2.91 meters from the AUT and connected to the VNA. This distance is larger than
the Fraunhofer distance of every measured array configuration. The measured 𝑆21

is converted to EIRP using a fixed calibration factor. This calibration factor is
calculated by measuring a fixed radiation pattern with both the VNA and a power
meter and comparing the results.

To measure the radiation pattern, the AUT is mounted horizontally on a far-field
scanner and rotated by an angle 𝜃 around the vertical as shown in Figure 7.3a. The
array is rotated about its center axis in order to measure different 𝜙 cuts. To steer a
beam to a given angle, the AUT is rotated in the opposite direction and the power
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(a) Planar configuration (b) 𝑦-cylinder configuration

(c) 𝑥-cylinder configuration (d) Spherical configuration

Figure 7.4: The 3-by-5 tile origami-inspired shape-changing phased array as mea-
sured. Additional restraints are required to hold the geometry in the proper config-
uration given the weight of the tiles. Reprinted with permission from the copyright
holder, EuMA.

received by the horn antenna is maximized by using the optimization algorithm
discussed in Section 2.7.

EIRP is used as a proxy for the antenna gain in order to reduce measurement
complexity. True characterization of the gain requires a compete 2D measurement
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Figure 7.5: Collection of measured beam patterns for the planar configuration. The
maximum measured beam power at each angle is indicated by the black dashed line.

of the radiation pattern. The EIRP however, only requires measurements of the peak
beam power and is proportional to the gain assuming that the total power radiated by
the array is held constant. In order to quantify the change in gain over the steering
range, beams are steered in 5° increments from −90° to 90° in the 𝑥-plane and in the
𝑦-plane. An 𝑥− or 𝑦−plane cut of the beam is then measured, depending on which
plane the beam is steered in. Because each of these individual patterns contains the
maximum achievable EIRP in the steering direction, the maximum of the measured
patterns in a plane approximates the maximum achievable EIRP over the steering
range in that plane. This array characteristic is measured for each configuration
shown in Figure 7.4: a plane, a sphere, and cylinders oriented in the 𝑥− and 𝑦−
directions.

7.3 Measurement Results
Figures 7.5 through 7.8 show a subset of the EIRP beam patterns measured in the
𝑥− and 𝑦− planes for the planar, spherical, and cylindrical configurations. While
beams are measured every 5°, only the beams located every 30° are plotted to
facilitate comprehension. Thus these patterns represent only a subset of the 296
total measured beam patterns. Each plot also includes the maximum measured EIRP
across the steering range.

Figures 7.5 shows the beam patterns for the planar array shown in Figure 7.4a.
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Figure 7.6: Collection of measured beam patterns for the 𝑦−cylinder configuration.
The maximum measured beam power at each angle is indicated by the black dashed
line.

The beam patterns resemble those one would expect for planar array with 0.585𝜆
spacing. It has a high broadside EIRP that rapidly drops off with steering angle. The
sidelobes are generally low until wide steering angles when they become comparable
to the main lobe. Due to the rectangular aperture of the 3-by-5 array, the beams are
more concentrated in the 𝑥−plane than they are in the 𝑦−plane due to the increased
aperture in that plane. The beams are so concentrated in the 𝑥−plane that there is a
notable ripple in the maximum EIRP measurement as there is a sharp drop in power
between beam angles.

Figures 7.6 shows the beam patterns for the 𝑦−cylinder array shown in Figure 7.4b.
Note that the 𝑦−cylinder is curved along the 𝑥−plane and its curvature is quite
aggressive. As can clearly be seen, the maximum EIRP curve is more even along
the 𝑥−plane than it is in the 𝑦−plane. However, the broadside EIRP is much lower
than the planar array. The increased spacing between tiles due to the aggressive
curvature results in large side lobes at all steering angles. Finally, the 𝑦−plane
patterns resemble those of the planar array.

Figures 7.7 shows the beam patterns for the 𝑥−cylinder array shown in Figure 7.4c.
This cylinder is curved along the 𝑦−plane and has a more gradual curvature than the
𝑦−cylinder. Thus the resulting beam patterns have lower side lobes in the 𝑦−plane
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Figure 7.7: Collection of measured beam patterns for the 𝑥−cylinder configuration.
The maximum measured beam power at each angle is indicated by the black dashed
line.

due to the smaller spacing. However, the angular coverage of the array is smaller
due to the short surface length in the 𝑦− direction and the large radius of curvature.
Therefore, the array exhibits only a minor increase in maximum EIRP at wide angles
despite the curvature. The broadside EIRP of the Array is between that of the planar
and 𝑦−cylinder arrays.

Figures 7.8 shows the beam patterns for the spherical array shown in Figure 7.4d.
Note that the spacing in tiles is much larger in this configuration than in the planar due
to the change in Gaussian curvature. As a result, the array exhibits high side lobes
throughout its steering range. In addition, the total aperture of the array increases
due to the larger spacing. Despite the lower fill factor, this larger aperture results in
a broadside EIRP higher than that of the 𝑦−cylinder array. Like the 𝑥−cylinder, the
modest angular coverage due to the array’s short vertical length reduces the increase
in maximum EIRP at wide steering angles in the 𝑦−plane. However, the 𝑥−plane
exhibits much better EIRP at wide steering angles.

7.4 Analysis of Geometric Behavior
Figure 7.9 shows the maximum measured EIRP of beams steered along the 𝑥- and
𝑦- planes for each configuration. The measured curves follow the trends expected
given the theory presented in Chapter 4. In particular, shapes with curvature in a
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Figure 7.8: Collection of measured beam patterns for the spherical configuration.
The maximum measured beam power at each angle is indicated by the black dashed
line.

given plane exhibit lower maximum EIRP at broadside but less angular sensitivity
in that plane than their straight counterparts.

The spherical and 𝑦-cylinder configurations are curved along the 𝑥-plane and thus
achieve a higher EIRP at wide steering angles than the planar or 𝑥-cylinder con-
figurations which are not curved. Similarly in the 𝑦-plane, the EIRP of the curved
spherical and 𝑥-cylinder configurations drops off more gradually at wide angles than
the straight planar and 𝑦-cylinder configurations. Finally, the maximum broadside
EIRP is largest for the planar array. These EIRP results indicate that the array’s gain
behaves similarly.

Figure 7.9 shows some non-idealities that are important to address. Due to the
asymmetry inherent in a rectangular 3-by-5 array, each configuration is longer in
the 𝑥-plane than in the 𝑦-plane. Therefore, there is a larger reduction in broadside
cross-sectional area and a larger increase in angular coverage due to curvature in
the 𝑥-plane than in the 𝑦-plane. This results in the 𝑥-cylinder having a larger
maximum broadside EIRP than the 𝑦-cylinder. In addition, the 𝑥-cylinder has a
higher angular sensitivity in the 𝑦-plane than the 𝑦-cylinder has in the 𝑥-plane. It is
expected that the two geometries would exhibit identical maximum broadside EIRP
and complimentary angular sensitivities in the case of a square array.
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Figure 7.9: Maximum measured EIRP as a beam is steered in the 𝑥- and 𝑦- planes for
the 3-by-5 tile array in different geometric configurations. Reprinted with permission
from the copyright holder, EuMA.

As can be seen in Figure 7.4, the element spacing, and thus the total surface area, is
larger in the spherical configuration due to the change in Gaussian curvature. This
increase in total area partially compensates for the loss in broadside cross-sectional
area due to curvature, making the spherical maximum broadside EIRP higher than
the 𝑦-cylinder but lower than the planar or 𝑥-cylinder configurations. This partial
area compensation comes at the cost of increased grating lobes. Finally, the sphere
exhibits higher angular sensitivity in the 𝑦-plane than in the 𝑥-plane due to the
rectangular asymmetry.

The results in Figure 7.9 also provide a measure of the −3 dB steering range of
the different geometries. The planar array has an average steering range of 88°
while the spherical array has an average steering range of 118°. Meanwhile, the
𝑥− and 𝑦−cylinders have average steering ranges of 92.5° and 138°, respectively.
The measured maximum gain and −3 dB steering ranges in each plane for the four
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Table 7.1: Measured Performance of Shape-Changing Phased Array Geometries

Max EIRP -3 dB Steering Range: -3 dB Steering Range:Geometry [dBm] X-Plane [deg] Y-Plane [deg]
Planar 30.7 76 100

X-Cylinder 28.1 82 103
Y-Cylinder 24.7 180 96
Spherical 26.2 145 91

geometries are listed in Table 7.1. While the predicted trade-off between steering
range and max gain predicted by aperture projection analysis are clear in the EIRP
and 𝑥−plane steering range results, the 𝑦−plane steering range results do not follow
the expected pattern. It is thus clear that the short side length of the array in the
𝑦−plane was insufficient to effect the steering range.

7.5 Conclusions
The general consistency between the geometric theory preseented in Chapter 4 and
the measurement results indicates that aperture projection analysis is a valid analytic
model3 for estimating the gain properties of different geometries. In addition, the
array demonstrated that by using shape change it is possible to break this trade-
off. By shifting between the Y-Cylinder and Planar geometries alone, the array
can increase its steering range by 104° or increase its broadside gain by 6 dB. The
reconfigurable nature of the array allows it adapt itself to the geometry best suited
for a given application. This reconfiguration is easy to control due to the bi-stable
design of the array backbone. This origami-inspired shape-changing phased array
is an important first step towards enabling the applications discussed in Section 5.1.
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The increased element spacing required for shape change introduces grating lobes
that are detrimental to array performance. This chapter introduces the concept of
a meta-gap, flexible sheets of patterned metal located in the gaps between tiles,
to compensate for the increased spacing. The concept evolves naturally from the
design and optimization problem posed by using passive structures to manipulate
fields under various excitations.

Section 8.1 begins the chapter by motivating the use of passive flexible metal struc-
tures in the gaps. Next Section Section 8.2 argues for the use of optimization
for design. Section 8.3 discusses the challenge of electromagnetic design via op-
timization and the benefits of using the Lavaei-Babakhani method. The idea of a
switchable meta-gap structure based on this approach is presented in Section 8.4 and
the implemented design is described in Section 8.5. Finally, Section 8.6 concludes
the chapter by reviewing the literature of similar concepts, the use of switches and
meta-materials to alter antenna and array performance.

8.1 Motivation
As discussed in Section 5.5, the distances between elements in an shape-changing
phased array must increase, thus increasing the side lobe levels of the array and
altering the antenna coupling. In addition, an array of rigid elements must introduce
gaps in the array to achieve arbitrary shape change. Thus, the fill factor of the array
decreases reducing the fraction of power that can be concentrated in the main beam.
From this perspective, it appears that a shape-changing phased array will have worse
performance that a fixed array with the same geometry due to the introduction of
gaps.
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However, these gaps also present an opportunity in the form of extra unused area on
the radiation surface. For example, additional radiators could be introduced to fill
the gaps, increasing the fill factor and reducing grating lobes. However, there are
often regions where the small gap size or irregular geometry precludes additional
antennas. In addition, when folded, these active elements would be completely
obscured, an inefficient use of resources.

Instead, meta-material inspired passive metal networks on flexible sheets can be
placed in the unused area between antennas in sparse arrays. These meta-gaps
can manipulate the near-field environment in order to compensate for the increased
spacing. The metal structure could behave like a reflector, directing incident power
towards a neighboring antenna, increasing its effective aperture and thus the array
fill factor. Mutual-coupling between the antenna and the meta-gap metal could alter
the port impedance to improve matching. Meta-gaps could also work in concert
to suppress surface modes across the array associated with grating lobes. These
flexible meta-gaps could improve performance of both deployable arrays and rigid
shape-changing phased arrays.

Figure 8.1 illustrates the advantages of flexible meta-gaps. In a planar shape there
are no gaps, so the meta-gaps fold behind ground plane backed antennas where they
will minimally interact with the radiating surface. When the array changes into a
cylinder1, the meta-gaps are deployed between the antennas and are configured to
mitigate the effects of increased antenna spacing or otherwise enhance the array
performance.

8.2 Motivation for Optimization Approach
Any metal located in the near-field of an antenna will affect its performance through
mutual coupling. The fields generated by the antenna induce secondary currents
on the metal surface which in turn generate secondary fields. These fields in turn
induce currents on the antenna surface, perturbing the current distribution. Thus the
far-field radiation pattern is altered by both the perturbation of the antenna currents
and the re-radiation by the secondary currents. The port impedance will also change
due to the modification of the antenna currents. Finally, the induced currents on the
metal dissipate power, reducing the antenna efficiency.

However, these modifications are not strictly a bad thing. The distortion of the far-
1Technically, cylinders are developable surfaces and thus the element spacing does not need

to increase. However, a cylinder with folds provides a clearer visualization than a sphere and still
effectively illustrates the concept.
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(a) Planar configuration side view (b) Cylindrical configuration side view

(c) Planar configuration front view (d) Cylindrical configuration side view

Figure 8.1: Illustration of how meta-gaps can be deployed to fill the gaps in a shape-
changing array. (a) In planar configuration the sheets fold behind the tiles. (b) In
cylindrical configuration they expand to fill the gaps. Reprinted with permission
from the copyright holder, EuMA.

field pattern can be desirable; Yagi-Uda antennas use passive resonant conductors to
increase the directivity of a dipole. The distance between an antenna and a ground
plane is commonly adjusted in order to alter the port impedance. In a sense, the
patch in an aperture fed patch antenna is a "parasitic" metal that couples power
from the aperture into the desired radiating mode. Thus metal within the near-field
environment of an antenna can either benefit or harm its performance. The same
can be argued for metal in the near-field of an array.

The challenge is identifying what metal patterns benefit the antenna performance.
In fact, the entire process of antenna design is arguably finding solutions to this
problem. While there are many antenna design methods, the most common is
leveraging intuition about the behavior of known structures to propose new struc-
tures or modifications to old ones that are then verified with analytic and numeric
calculations.
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Unfortunately while electromagnetic fields in a linear media are linear with respect
to the excitation, they are not linear with respect to the boundary conditions2.
Adding conductors alters the boundary conditions of the system and therefore can
drastically change its fundamental behavior. Resonances can be introduced or
removed. Surface currents and coupling can be drastically altered. So, while
intuition based on existing structures is an excellent guide for designing new ones,
new designs are not guaranteed to function as expected; this is why designs must be
checked with numeric calculations. A more critical concern is that this method of
design can miss designs with excellent performance despite having little resemblance
to any known structure.

The difficulty of this design problem is exacerbated in the scenario where the system
is subject to different field excitations, as is the case when the structure is embedded
within a phased array. As the beam is steered, the near-field environment of the array
is altered, changing the currents induced on the surface of the conductor and thus
its effect on the far-field pattern and the mutual coupling. This effect is observed
in phased arrays by the element impedance and patterns changing with excitation
as discussed in Section 3.6. Thus the behavior of the structure must be considered
under every desired excitation.

While the above concerns about excitations and non-linearity always apply in elec-
tromagnetic design, how relevant they are depends on the specific problem. Unfor-
tunately, both are relevant in the design of meta-gaps. While it is highly likely that
there exists a particular pattern of metals that can be placed in the gaps of an array
to boost performance, it in not intuitively clear what that pattern is. It might be
desirable to introduce parallel metal lines that resonate to reduce coupling between
antennas like a psuedo-bragg reflector. It could also be beneficial to have a set of
rings that strongly couple to the magnetic field and store the energy like an inductor,
altering the port impedance in a way that compensates for the change due to beam
steering. Or perhaps the ideal design would intersperse rings and lines. While there
are any number of intuitive arguments for patterns that might enhance performance
when placed in the gaps of an array, there is not a set of patterns that are known to do
so. Thus a different approach should be taken in order to identify and demonstrate
well-performing patterns that can then be used as a basis for intuitive reasoning.

2For example, a wave of any frequency can propagate along the surface of a conductor. However if
four conductors are used to form a waveguide, only waves above the cutoff frequency can propagate
between the conductors. This exclusionary behavior cannot be described by the sum of waves
traveling along the individual conductors.
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Figure 8.2: Typical optimization loop for electromagnetic design using Finite El-
ement Analysis (FEM). FEM is time and resource intensive, greatly limiting the
number of iterations.

Optimization methods enable the exploration of a large number of candidate patterns
in order to identify good performing solutions. In addition, the relative performance
of different optimization methods can be used to infer the nature of the design space
and properties of good performing solutions.

8.3 Electromagnetic Simulation and Optimization
The challenge with optimization-based electromagnetic design is the computational
complexity of solving Maxwell’s equations for a given set of boundary conditions.
The three main approaches to solving this problem, Method of Moments (MoM),
Finite Element Method (FEM), and Finite-Difference Time-Domain (FDTD) each
discretize either a simulation volume or surface area into discrete segments in
order to locally solve discrete versions of Maxwell’s equations. To be accurate,
the discritization must be small enough to accurately capture the field behavior in
that local region. Thus areas with fine geometric features require a denser mesh,
increasing the computational resources required to solve the problem. Solving
Maxwell’s equations is computationally intensive for systems with complicated
geometries, large simulation volumes, and/or high operating frequencies.

Because Maxwell’s equations are linear with respect to excitation, once the elec-
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tromagnetic system has been solved its behaviour under different excitations can
be rapidly calculated from the solution. Changes to the geometry of the system,
however, invalidate the mesh and the solution derived from it, thus requiring the
entire computational problem to be repeated.

Figure 8.2 shows a typical optimization loop for geometric design based on FEM
simulation. A discrete mesh is generated around the model geometry, which is then
used to solve the electromagnetic fields. These fields are then used to characterize the
performance of the geometry, such as the radiation pattern or impedance matching.
Based on these results, the geometry is altered and the process repeats. Each iteration
requires another FEM simulation, greatly increasing the computational resources
required. It is not uncommon for a single FEM simulation to take anywhere from 15
minutes to over 24 hours. Therefore, the use of FEM simulation in the loop greatly
restricts the capability of the optimizer.

Ideally, the field solver in the optimization loop would not require repeatedly meshing
the simulation space and solving Maxwell’s equations. The Lavaei-Babakhani
method instead uses network embedding to characterize different design decisions
using a single FEM simulation.

Network Embedding
Any linear electromagnetic system can be described by an 𝑀 port network, 𝑆′. This
network can be divided into two sub-networks connected together by 𝑁 internal
ports, with one containing all 𝑀 external ports. Figure 8.3 shows the resulting
decomposition consisting of an 𝑀 + 𝑁 port embedding network 𝑆 and an 𝑁 port
embedded network 𝑆𝑒 using a circuit as an example. Using this decomposition, the
effect of altering the embedded network on total network can be calculated [1].

By labeling the port order of 𝑆 such that the first 𝑀 ports are external and the
remaining 𝑁 ports are internal, it can be broken into the sub-matrices shown in
Equation 8.1

𝑆 =

[
𝑆𝑚𝑚 𝑆𝑚𝑛

𝑆𝑛𝑚 𝑆𝑛𝑛

]
(8.1)

where 𝑆𝑚𝑚 is the externally reflected waves given an external excitation, 𝑆𝑚𝑛 is the
externally reflected waves given an internal excitation, 𝑆𝑛𝑚 is the internal reflected
waves given an external excitation, and 𝑆𝑛𝑛 is the internal reflected waves given an
internal excitation. By labeling the internal and externally incident waves as𝑉+𝑛 and
𝑉+𝑚, and the internal and externally reflected waves as 𝑉−𝑛 and 𝑉−𝑚 , we can analyze
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Figure 8.3: A 2-port network can be decomposed into a 4-port embedding network,
with 2 internal and 2 external ports, and a 2-port embedded network with 2 internal
ports.

their interactions with the embedded network.

𝑉− = 𝑆𝑉+ (8.2)[
𝑉−𝑚
𝑉−𝑛

]
=

[
𝑆𝑚𝑚 𝑆𝑚𝑛

𝑆𝑛𝑚 𝑆𝑛𝑛

] [
𝑉+𝑚
𝑉+𝑛

]
(8.3)

Equation 8.3 can be rewritten as two separate equations.

𝑉−𝑚 = 𝑆𝑚𝑚𝑉
+
𝑚 + 𝑆𝑚𝑛𝑉+𝑛 (8.4)

𝑉−𝑛 = 𝑆𝑛𝑚𝑉
+
𝑚 + 𝑆𝑛𝑛𝑉+𝑛 (8.5)

The relationship between the internal incident, 𝑉+𝑛 , and reflected,𝑉−𝑛 , waves is de-
termined by the 𝑁 port embedded network, 𝑆𝑒. Note that waves reflected by the
embedding network, 𝑉−𝑛 , are incident to the embedded network and that waves inci-
dent to the embedding network, 𝑉+𝑛 , are those reflected by the embedded network.

𝑉+𝑛 = 𝑆𝑒𝑉
−
𝑛 (8.6)

We can use Equations 8.4, 8.5, and 8.6 to solve for the total network behavior. First
we plug Equation 8.6 into Equation 8.5 and solve for 𝑉−𝑛

𝑉−𝑛 = 𝑆𝑛𝑚𝑉
+
𝑚 + 𝑆𝑛𝑛𝑆𝑒𝑉−𝑛 (8.7)

[𝐼 − 𝑆𝑛𝑛𝑆𝑒] 𝑉−𝑛 = 𝑆𝑛𝑚𝑉
+
𝑚 (8.8)
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𝑉−𝑛 = [𝐼 − 𝑆𝑛𝑛𝑆𝑒]−1 𝑆𝑛𝑚𝑉
+
𝑚 (8.9)

with 𝐼 symbolizing the 𝑛 by 𝑛 identity matrix. We then use Equation 8.6 again to
solve for 𝑉+𝑛 .

𝑉+𝑛 = 𝑆𝑒 [𝐼 − 𝑆𝑛𝑛𝑆𝑒]−1 𝑆𝑛𝑚𝑉
+
𝑚 (8.10)

We can now solve for 𝑉−𝑚 exclusively in terms of 𝑉+𝑚 using Equation 8.4.

𝑉−𝑚 =

(
𝑆𝑚𝑚 + 𝑆𝑚𝑛𝑆𝑒 [𝐼 − 𝑆𝑛𝑛𝑆𝑒]−1 𝑆𝑛𝑚

)
𝑉+𝑚 (8.11)

Note that the 𝑀 external ports determine the behavior of the total system 𝑆
′.

𝑉−𝑚 = 𝑆
′
𝑉+𝑚 (8.12)

Thus we can can solve for the total system behavior, 𝑆′, given the embedding
network, 𝑆, and the embedded network, 𝑆𝑒, using Equation 8.13.

𝑆
′
= 𝑆𝑚𝑚 + 𝑆𝑚𝑛𝑆𝑒 [𝐼 − 𝑆𝑛𝑛𝑆𝑒]−1 𝑆𝑛𝑚 (8.13)

As will be shown, Equation 8.13 is a powerful tool that can greatly reduce the
computation time required to characterize the effects of boundary conditions on
electromagnetic performance.

The Lavaei-Babakhani Method
The Lavaei-Babakhani method uses network embedding to remove boundary con-
ditions from the electromagnetic simulation and instead enforce them as part of
a network optimization problem [2]. The ports of an electromagnetic system are
divided into three groups, the control ports, the excitation ports, and the sensor
ports. The excitation ports are the typical ports found in an electromagnetic sim-
ulation that relate the behavior of the system to an externally connected network.
The sensor ports are connected to miniature probe conductors embedded in the
simulation volume to measure the strength of the field at a desired location and
polarization. Finally, the control ports are used to enforce boundary conditions that
alter the relationship between the excitation and sensor ports.

Control ports are placed in the gaps of a grid of small conductors squares within
the simulation volume. From an EM simulation perspective, these ports enforce
a specific field boundary condition between the two conductors. The orientation
of the electric and magnetic fields are fixed, but their relative amplitude and phase
are determined by the port excitation. Because Maxwell’s equations are linear with
respect to the excitation, the simulator can calculate the Green’s function for the
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Figure 8.4: An example of the Lavaei-Babakhani Method. A mesh of conductors
sits between a dipole and a ground plane. The control ports (blue) determine the
boundary conditions between patches in the mesh. The excitation port (red) drives
the dipole. Sensor ports (not shown) are attached to receving antennas every 15° in
the far-field. The resulting EM simulation will create an 𝑠−parameter matrix that
relates the sensed fields to the excitation given the boundary conditions imposed by
the control ports [2].

space without knowledge of the excitation. In turn this Green’s function is used
to calculate the relationship between ports in the simulation volume, usually in the
form of an 𝑠-parameter matrix. Thus by changing the external network connected
to the control ports, specific field boundary conditions can be enforced.

Figure 8.4 shows an example of an antenna design problem to be solved [2]. The goal
is to find a conductor pattern that improves performance when placed in between a
ground plane and a dipole. There is 𝑀𝑒 = 1 excitation port at the dipole input, 𝑁
control ports in the conductor mesh, and a set of 𝑀𝑠 sensor ports distributed along
a sphere in the far-field to measure the radiation pattern. A single electromagnetic
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simulation of the structure will generate an (𝑀𝑒 + 𝑀𝑠 + 𝑁) × (𝑀𝑒 + 𝑀𝑠 + 𝑁) 𝑠-
parameter matrix that can be represented as an 𝑀𝑒 +𝑀𝑠 +𝑁 port system with the 𝑀𝑠

ports capturing the radiation pattern of the dipole when excited by the 𝑀𝑒 excitation
ports given the boundary conditions imposed by the 𝑁 control ports. Since the goal
of the optimization problem is to find a conductor pattern, the control ports enforce
whether their is a metal connection (a short) or not (an open). These two boundary
conditions can be represented by an 𝑠-parameter of Γ = −1 and Γ = 1, respectively.
Thus the boundary conditions can be enforced by connecting the 𝑁 ports of the
system model to an 𝑁-port controller matrix of the form shown in Equation 8.14
where Γ𝑖 = ±1.

𝑆𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟,𝑠𝑤𝑖𝑡𝑐ℎ ==


Γ1 0 . . . 0
0 Γ2 . . . 0
...

...
. . .

...

0 0 . . . Γ𝑛


(8.14)

The power of the Lavaei-Babakhani method comes from the realization that, given
this setup, calculating the effect of the boundary conditions on the behavior of the
system is simply a network embedding problem. The single EM simulation provides
an 𝑀 + 𝑁 embedding network with 𝑀 = 𝑀𝑒 + 𝑀𝑠 external ports and 𝑁 internal
ports. Changes to the system performance with a change in boundary conditions
can be quickly solved by altering 𝑆𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟 and using Equation 8.13. In this light,
Equation 8.13 highlights the non-linearity of Maxwell’s equations with respect to
the boundary conditions; the total network behavior is related to the boundary
conditions imposed through a matrix inverse.

The Lavaei-Babakhani method allows for rapid optimization as different design
decisions can be evaluated orders of magnitude faster than with an electromagnetic
simulation. However, there are drawbacks to this method. The biggest challenge is
that optimizing the switch controller given by Equation 8.14 is an NP-Hard problem
[2]. Another challenge is the complexity of the electromagnetic simulation. Because
each design choice, measurement point, and excitation requires a separate port, the
total number of ports can be very large. This is especially true when optimizing
metal structures embedded within a 2D array. A single simulation can easily have
hundreds of ports, if not thousands. The increased number of ports drastically
increases the computational resources needed to perform the analysis and process
the resulting 𝑠-parameter model. In addition, in antenna optimization problems,
sensor ports must be placed in the far-field to detect the radiation pattern. For array
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problems this requires a very large simulation volume, requiring volume based
simulation methods like FTDT and FEM to use a large amount of memory. The
simulation problem might be so immense that it cannot even be solved without
a supercomputer. For large array problems, performing several simulations with
more efficient techniques such as Domain Decomposition (DDM) might consume
fewer computational resources. Finally, a challenge that hampers any computational
optimization technique is that the performance of the final system critically depends
on the assumptions and accuracy of the electromagnetic model. A metal pattern
that is optimal for the model might not be optimal for the physical array with
manufacturing variation and without any simplifying assumptions.

8.4 Switched Meta-Gap Operating Principle
Inspired by the Lavaei-Babakhani method and its limitations, we present a switch-
controlled meta-gap structure capable of dynamic reconfiguration. The structure
consists of a grid of metal squares connected to each other by RF switches. These
switches can be turned on and off to create conductive pathways that control how
and where currents are excited. As the density of the grid increases, the size of
each metal square decreases and the number of switches increases. Thus individual
squares minimally interact with the near-field environment as they cannot support
substantial surface currents. However, as switches are enabled, the conductive path
length increases and surface currents can be supported and steered in a particular
shape. With a fine enough grid, the switches can essentially program the shape of
conductors on the surface into an arbitrary configuration. In a sense, the concept is
similar to the pixel-based automated design of waveguide couplers presented in [3].

In this ideal scenario, the switched meta-gap can emulate any desired metal structure.
Figure 8.5 illustrates this capability. If all of the switches are turned on, than the
grid forms a single metal sheet and the meta-gaps behave like a solid ground plane
between antennas. If the switches are all off, than no conductive paths exist and
the meta-gaps become nearly transparent. These two extremes represent complete
reflection and transmission of an incident wave, greatly altering the fields in the gaps.
In addition, parallel lines or resonant rings can be formed, potentially introducing
resonances in the near-field.

This switched-passive network concept enables the exploration of the possibilities
of meta-gaps along multiple fronts. In a sense, this structure is a physical imple-
mentation of the Lavaei-Babakhani method and thus is well adapted to optimization
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(a) All switches are on. (b) All switches are off.

(c) Vertical parallel lines. (d) Concentric rings.

Figure 8.5: An ideal meta-gap can emulate any metal pattern by turning a particular
set of switches on and off.

in simulation. In addition, by using programmable RF switches the conductive
pattern on the sheets can be optimized on a physical array. This in-situ optimization
avoids the accuracy issues of simulation because the optimal solution is the optimal
solution for the physical array. In addition, concerns about simulation complexity
are irrelevant in-situ as the array behavior is "calculated" instantaneously3. Ideally,
every possible meta-gap pattern can be achieved and measured using the switched
passive network, making it an excellent platform to explore meta-gap performance.

Of course, this idealized design is impossible for several reasons. The first is that
the switches themselves have a minimum length, limiting the density of the grid.
More importantly, the switches are not-ideal and thus do not create perfect isolation
nor conduction between neighboring squares. Because power from the near-field is
dissipated through the switches, the array efficiency decreases are more switches are
added. Finally, the best performing RF switches in terms of isolation and loss are

3Although not measured instantaneously as discussed in Chapter 10.
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(a) Full view of sheet, header, and wires. (b) Top view of meta-gap sheet.

(c) Closeup of switch layout.

Figure 8.6: Manufactured meta-gap sheet. Each array contains a 4-by-4 grid of
conductors connected with 24 RF switches. Switches are formed by back to back
PIN diodes and are driven with a 32 AWG wire connected to the backside.

PIN diodes which require active biasing, actively consuming power. Thus a dense
grid can consume a significant amount of power. Finally, the hardware complexity
of programming a large number of switches precludes very dense grids.

8.5 Switched Meta-gap Design
The switched meta-gap sheet shown in Figure 8.6 was designed to explore the
possibilities presented by meta-gaps via in-situ optimization. The sheet is comprised
of a 0.5-oz copper layer between two 1-mil layers of flexible polyimide. This thin
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conductors increases. Percentage of power reflected, transmitted, and dissipated
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switches is based on measurement. Reprinted with permission from the copyright
holder, EuMA.

substrate was selected to maximize flexibility and minimize its effect on the near-
field environment. The sheet is held in place by four corner mount holes that
connect to radiators. The exposed surface is a 6cm square, half of a wavelength at
2.5 GHz. The metal forms a 4-by-4 grid of 9.7mm squares separated by 5.3mm
gaps. Neighboring square in the grid are connected by programmable RF switches
as shown in 8.6c.

The metal grid was designed to achieve maximum variation in reflectivity and
transparency when all switches are simultaneously turned on and off. When all of
the switches are on, the surface would ideally behave like a ground plane, maximizing
the reflection of incident waves. When all of the switches are off, the surface should
be largely transparent to incident waves. Figure 8.7 shows the results of a FEM
analysis of the structure to characterize how the metal spacing alters the surface’s
ability to reflect incident plane waves. A space size of 5.3mm was selected to
minimize the power reflected in the off state while reflecting 90% of the power in
the on state.

Figure 8.8 shows the schematic for the RF switches. The core of the switch is a
pair of back to back PIN diodes (MACOM MADP-007433-12790T). Like all diodes,
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Figure 8.8: Schematic of RF switch.

PIN diodes can behave as conductors or insulators depending on the DC bias voltage
across their terminals. PIN diodes make particularly good RF switches due to their
long intrinsic regions. When on, this region is flooded with carriers that are unable
to quickly exit the region when a large voltage is applied. Thus at high frequencies,
carriers remain in the intrinsic region even if the applied voltage drops below the
threshold voltage. Thus the PIN diode behaves as a fairly linear resistor at high
frequencies, at the cost of reduced switching speed. When off, the intrinsic region
increases the length of the parasitic capacitance and thus increases isolation between
the terminals at high frequencies. Their low linear on-resistance in addition to their
high isolation make PIN diodes excellent RF switches.

Back to back diodes are used in order to establish an independent DC bias for
each switch. The center node of the switch is biased with a 30 nH RF choke
inductor (COILCRAFT 0402DC-30NXJRW), while a common DC ground is es-
tablished on adjacent squares by a second 30 nH inductor in parallel with the switch.
The inductors prevent leakage of the RF signal. Each switch is controlled via
a header (SAMTEC SESDT-15-32-G-07.0-L) containing 24 control wires and 2
ground wires. The lightweight 32 AWG wires are connected to the sheet from the
back side in order to maximize sheet flexibility and minimize unwanted near-field
interactions.

The measured switching behavior of the structure is shown in Figure 8.9. At 2.5GHz,
the diode insertion loss is -0.67 dB when on, and the isolation is 15.3 dB when off.
The measured relationship between bias current and insertion loss at 2.5GHz is
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Figure 8.9: Measured insertion loss and isolation of switch test structure. Reprinted
with permission from the copyright holder, EuMA.

shown in Figure 8.10. A bias current of 10 mA was selected in order to balance
insertion loss with power consumption. While higher bias currents reduce insertion
loss further, they do so with diminishing returns. This bias is programmed and
supply by the second generation tiles described in Section 6.4.

8.6 Related Work
The use of switches and meta-materials to alter antenna and array performance
is well explored. PIN diodes have been used to alter the operation frequency
[4], polarization [5], and radiation patterns of both antennas and arrays [6], [7].
Techniques include using switches to reconfigure the conductor geometry [8], [9],
alter resonator modes [10], change the array feed [11], or just simply select different
elements [12]–[14]. Switches have also been used to modify parasitic conductors
and adjust the near-field environment, such as enabling and disabling directors and
reflectors in a Yagi–Uda antenna [15], [16].

While PIN diodes are commonly used, other RF switches have been explored to
exploit different performance trade-offs. Other RF switches include vacators [17],
MEMS switches [18]–[20], optically controlled photoconductive switches [21], and
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thermally controlled materials [22].

Embedding meta-materials in radiating structures is another well-traveled research
avenue. Research has shown that the coupling between antennas in an array can be
reduced by up to 20 dB by placing meta-materials between the antennas [23]–[25].
This increased isolation enabled the size of a five element linear array to be reduced
to 1.18𝜆 [26]. In another work, a meta-material is used as a reactive impedance
substrate to reduce the size of a patch antenna to 0.1𝜆 [27]. [28] found that the
bandwith of a patch antenna can be enhanced by over 200% by placing a meta-
material sheet between the patch and the ground. Finally, a meta-material filter can
be used to dynamically alter an antenna’s polarization [29].

There has also been interesting work that combined meta-material concepts with
switches. [30] demonstrated that switches can be used to change the properties of
a frequency-selective surface to selectively reflect certain frequencies. Thus the
radiation pattern of a dipole can be modified surrounding it with programmable
sheets that can be either transparent or reflective [31].

Switched RF structures and meta-materials are useful for a broad range of applica-
tions. Switched parasitic structures can be used to modulate the radiation pattern
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to enable physically secure wireless communication [32]. Pattern reconfiguration
allow enables blind optimization of transceiver patterns to mitigate interference and
multi-path effects using a constant modulus algorithm [33]. Reconfigurable anten-
nas are also useful for in-orbit satellite adaptation, enhanced MIMO systems, and
cognitive radio techniques [34]. Surfaces of programmable meta-materials can con-
trol the properties of a reflected wave, enabling both programmable reflector arrays
[35], [36] and passive relays [37]. These surfaces have been developed for holog-
raphy at THz frequencies [38]. Meta-materials can also be engineered to create
anisotropic surfaces that bends RF energy around an object, low loss waveguides,
and THz modulation [39].
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C h a p t e r 9

META-GAP OPTIMIZATION

Once upon a time called Now
Somebody say, "Is there funk after death?"
I say, "Is seven up?"

Parliament
P. Funk (Wants to Get Funked Up)

Unfortunately, the optimization of passive switching networks is an NP-Hard prob-
lem in general. The number of possible configurations grows exponentially with
the number of switches and there is not a known effective heuristic. However, the
electromagnetic specifics of using switchable meta-gaps between tiles could permit
a such heuristic. Therefore, a set of metahueristic optimization algorithms are used
to explore the properties of the unknown optimization problem and demonstrate the
ability for meta-gaps to increase array performance.

Section 9.1 opens the chapter by showing how the different meta-gap switch settings
can be encoded in binary and mapped to integers. This is followed by a discussion
of the optimization complexity in Section 9.2. Section 9.3 presents the criteria
over which the meta-gap states states will be optimized. The employed optimiza-
tion framework and stochastic optimization algorithms are detailed in Section 9.4,
providing insight into the kinds of properties each algorithm exploits. Next a set
of simulated statistical experiments are performed in Section 9.5 to examine the
statistical properties of the algorithms when applied to this optimization problem.
Section 9.6 analyzes the experimental results and draws conclusions.

9.1 Representation of Meta-gap State
By turning on and off different switches on the meta-gap sheets, the behavior of
the entire array changes. A particular set of switch settings is thus referred to as
the state of the meta-gaps. The different states will effect the array performance
differently. Thus the different states must be characterized in order to find the state
with the best performance: the optimal state.
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Figure 9.1: The labeling scheme used for switches on each meta-gap sheet. A sheet
can thus be represented by a 24-bit number. For example in state 1, only the bottom
right vertical switch is on, while only the top left horizontal switch is on in state 223.

To facilitate array communication, algorithm programming, and conceptual reason-
ing, it is helpful to represent each state with a unique integer. Each independent1
switch in the array can either be "on" or "off," which is represented as a binary "1"
or "0," respectively. Thus a collection of 𝑁 independent switches can thus be repre-
sented with an 𝑁-bit binary number where a bit at a particular index, 𝑆𝑘 , represents
the status of particular switch.

For example, Figure 9.1 shows the labeling scheme used for each meta-gap sheet.
The 24 switches on the sheet can be represented with 24 bits, with the first 12
bits representing the vertical switches and the second 12 representing the horizontal
ones. Switches are indexed within each orientation by their row and column location,
(𝑖, 𝑗). This 𝑁 digit binary number can also be interpreted as an unsigned integer, 𝑆,

1As described in Section 9.2, some switches are deliberately not independent in order to restrict
the search space.
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using Equation 9.1.

𝑆 =

𝑁−1∑︁
𝑘=0

𝑆𝑘2𝑘 (9.1)

Using this scheme, the state of the meta-gaps can be uniquely referred to by an
integer between 0 and 2𝑁 − 1. It is immediately apparent that the number of
possible states scales exponentially with the number of switches. Each meta-gap
sheet contains 24 switches and thus has 224 = 16,777,216 different configurations.
Because the experimental array measured in Chapter 10 contains 960 switches, it
can be configured into over 10289 different states, over 200 orders of magnitude more
than the estimated number of atoms in the observable universe2.

This state definition also highlights the connectivity of the state space. Flipping
the status of one switch changes one bit in the state. Thus the state space can be
represented with a graph where the nodes are states and edges are single bit flips.
This means that each state is directly connected to 𝑁 neighboring states and that the
graph can be traversed from a given state to any other state within 𝑁 bit flips. With
this in mind we can define the k-neighborhood of a state as the set of states within
𝑘 bit flips of the given state. Note that this is equivalent to the set of states with a
Hamming distance of 𝑘 from the given state. The size of the k-neighborhood grows
exponentially, with the 1-neighborhood containing 𝑁 states and the N-neighborhood
containing every state.

Finally, states 0 and 2𝑁−1 are special as they refer to the states where all switches are
"off" and "on," respectively. As discussed in Section 8.4 these states would ideally
correspond to the meta-gaps sheets acting as empty gaps and as a ground plane. The
"all-off" and "all-on" states are used as helpful baselines throughout measurements.

9.2 Problem Scaling
It is clear from the Section 9.1 that meta-gaps present a high-dimensional space of
configurations with a far smaller subspace of useful solutions. Thus, optimization
algorithms must be used to search the space for the optimal configurations. However,
due to the non-linearity of Maxwell’s equations with respect to boundary conditions,
the distribution of performance among different states is potentially highly non-linear
and disjoint. Turning on a single switch could complete a loop or tune a conductor
to just the right length and introduce resonance that greatly alters array performance.

2The number of atoms can be inferred to within a few orders of magnitude of 1080 using the
cosmological parameters measured in [1].
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Thus the optimization problem is more akin to a combinitorial problem than a non-
linear continuous optimization. Indeed, optimizing this kind of switching network
has been proven to be NP-Hard, in general and there is not a known effective convex
heuristic [2].

Due to the computational complexity of the meta-gap optimzation problem, an ex-
ponential amount of time is required in order to identify the optimal configuration.
Instead, we employ stochastic metaheuristic search algorithms in order to identify
preferred, if not optimal, configurations. These partially randomized algorithms
are capable of quickly searching a large state-space and locating increasingly op-
timal local maxima. Metaheuristics are an efficient method for characterizing the
optimization problem and indentifying a lower bound on meta-gap performance.

Another approach to managing the problem complexity is to limit the degrees of
freedom by mapping multiple switches to the same bit. For example, potentially
desirable symmetries in the array and/or sheet can be enforced by linking switches
on opposite sides of the line of symmetry together. This technique reduces the
search space by making it more course, increasing the effect each degree of freedom
has on the array performance. Because the restricted search space is a subset of the
unrestricted space, the optimal performance in the unrestricted space is at least as
good as that in the restricted space.

Initially, the meta-gap sheets in the array are initially forced to have the same switch
settings in order to restrict the search space to 24 degrees of freedom in order to give
rough insight into meta-gap behavior. Less constrained symmetries are introduced
in Section 10.5 and explored in Sections 10.6 and 10.7.

9.3 Optimization Criteria
In order for meta-gaps to mitigate the effects of increased spacing, a measure of the
array’s side and grating lobes must be used as an optimization criteria. As discussed
in Section 2.6, full array characterization requires a large number of measurements.
In light of this measurement density and the complexity of the optimization problem,
it is critical to select an efficient optimization criteria and measurement approach in
order to maximize the number of states that can be explored in a finite amount of
time.

Ideally the gain, side lobe levels, and field of view would be measured over the full
scan range of the array. However, such a scan requires a large number of beams,
each of which must be measured at a large number of points. Instead, the number
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(c) Field of View

Figure 9.2: Visualization of Optimization Criteria. The main beam power is inte-
grated within the theoretical field of view, ex. ±60°. The difference between the
main beam power and peak side lobe power is integrated within the theoretical field
of view. The field of view optimization maximizes the angular difference between
the first crossings of the main beam power and the peak side lobe power.

of measurements can be reduced by measuring the main beam power (MBP), the
side lobe level (SLL), and the field of view (FoV) in the E- and H-plane cuts. These
orthogonal cuts provide a decent measure of array performance without requiring a
full 2D scan due to the rectangular arrangements of the arrays being optimized.

Maximizing the main beam power indirectly suppresses the side lobes by reducing
the power lost in them, although it could also increase the total radiated power by
improving the input impedance of the antennas. Minimizing the side lobe levels
suppresses the side lobe power without altering the main lobe power3. Finally,
optimizing the field of view explores whether meta-gaps are able to alter the effective
spacing between elements to shift the locations of grating lobes.

In order to characterize the performance of the array with a single number, the
average MBP and SLL over the field of view, and the average FoV over the different
𝜙 cuts, are used as the optimization criteria as shown in Figure 9.2. The MBP and
SLL averages are calculated linearly in units of Watts instead of in decibels. Using
an average ensures that the array performance is over its entire steering range and
not just in one direction. MBP and SLL are only optimized over the FoV because,
as discussed in Section 2.5, a main beam located outside of the field of view is a
grating lobe of another beam within the field of view. Thus, increasing the main
beam power outside the field of view simply increases side lobe levels inside it. This
restricted scan range has the added benefit of greatly reducing the number of points
that need to be measured; the field of view of an ideal 𝜆- spaced array is only ±30◦.

3Note that the easiest way to minimize the side lobe power in general is to minimize all radiated
power, which is clearly not a useful solution.
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Finally, as explained in Section 10.2, a more reliable measure of meta-gap sheet
performance is its relative performance to a fixed baseline. Therefore, the pattern
measurements of a given state are normalized by those of a baseline state where
each switch is turned off. Thus the optimization criteria used can best be expressed
as the average main beam power within the field of view versus the baseline state,
the average side lobe level within the field of view versus the baseline state, and
the average field of view. The MBP and SLL are presented in units of decibels
compared to baseline while the FoV is listed in units of degrees.

9.4 Optimization Algorithms
In general, optimization algorithms that account for the specifics of a problem will
outperform abstract metahueristic algorithms [3]. However, it is not obvious how
a given set of switches will alter the array behavior, due to the strongly non-linear
behavior of switched networks and the complex interactions of parasitic elements
to different electromagnetic excitations. Therefore, four different metahueristic
algorithms are employed to both explore meta-gap performance and to provide
insight into the general structure of the optimization space and solutions.

The selected algorithms–Genetic, Particle Swarm, Variable Neighborhood Search,
and Simulated Annealing–take advantage of different properties of the optimization
problem [4]. In addition, a simple random search is used both as a baseline com-
parison and to provide insight into the statistical distribution of state performance.
Thus the properties of the problem structure can be illuminated by comparing the
relative performance of these methods.

The same framework, shown in Code Segment 9.1, is utilized to execute each
algorithm, referred to as an optimizer. The optimizer repeatedly supplies a batch
of states to be measured, evaluates the performance of the batch, and determines
whether the algorithm should terminate. Once terminated, the optimizer returns the
optimal state explored.

In order to reduce the measurement time and allow more states to be explored, the
batched measurement method described in Section 2.6 is used to characterize the
states. Because multiple states are explored simultaneously, the algorithm cannot
evaluate any state in the batch until the entire batch is complete. Therefore, the
utilized algorithms are designed to operate on batches of states instead of making
decisions after each state is evaluated sequentially.

Each round of measurement is broken up into two phases. In the optimization phase,
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while not optimizer.isFinished(): 1
batch_states = optimizer.getNextStates() 2
for beam_angle in scan_range: 3

measurementRange.moveToAngle(beam_angle) 4
for state in batch_states: 5

array.programState(state) 6
optimumPhaseSettings[state][beam_angle] =

array.optimizePhase()↩→
7

for measurement_angle in measurement_space: 8
measurementRange.moveToAngle(measurement_angle) 9
for state in batch_states: 10

array.programState(state) 11
for beam_angle in scan_range: 12

phase_settings =
optimumPhaseSettings[state][beam_angle]↩→

13

array.programPhases(phase_settings) 14
measurement = measurementRange.measure() 15

optimizer.evaluateMeasurements(batch_states) 16
optimizer.getOptimalState() 17

Code Segment 9.1: Optimization Framework Pseudo-Code.

the measurement range moves to each desired beam direction and optimizes a beam
for each state in the batch, storing the beam phase settings. The beam steering
algorithm employed is described in Section 2.7. In the measurement phase, the
measurement range moves between measurement angles and iterates over the states
and beam angles at each.

The framework interfaces with the optimizer through four functions called every
batch: isFinished(),getNextStates(),evaluateMeasurements(),
and getOptimalState(). The implementation of these functions are mostly
shared between algorithms. The functionisFinished() simply evaluates whether
the desired number of batches has been evaluated. The Main beam power, side
lobe level, or field of view of the measured patterns is characterized and stored
by evaluateMeasurements(). Finally, getOptimalState() returns the
best state stored byevaluateMeasurements(). In this work, onlygetNext-
States() differs between the algorithms and thus it completely determines their
behavior. The implementation of this function, the philosophy behind it, and the
resulting optimization behavior is discussed for each algorithm in the following
sections. To demonstrate the different behaviors, each section includes a diagram
of the algorithm maximizing the non-linear function shown in Figure 9.3. The full
source code of the implemented algorithms is is contained in Appendix D.
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Figure 9.3: An example non-linear function to be maximized by the metahueristic
algorithms in order to compare their behavior. The global maximum is marked by
a gold star.

def getNextStates(): 1
next_states = [] 2
for i in range(states_per_batch): 3

random_state = getRandomInteger(0,2^number_of_bits-1) 4
next_states += [random_state] 5

return next_states 6

Code Segment 9.2: Random Search Pseudo-Code: getNextStates().

Random Search
Random search is the simplest possible algorithm that can be used to explore a
large search volume. It selects the states in the next batch by randomly selecting an
integer between 0 and 2𝑁 −1. Because each state is equally likely to be selected, the
algorithm uniformly explores the state space. Because random search is a simple
approach that does not use measurement results to improve the search, it provides a
useful benchmark for assessing how well other algorithms utilize this information.

The behaviour of random search can be understood probabilistically. Suppose that
each state in the state space is ordered by its performance in a histogram. This
histogram can be thought of as the probability distribution of performance when
randomly selecting a state and can be represented by the cumulative distribution
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Figure 9.4: The random search moves through the optimization space at random,
storing the best value it encounters. While clearly sub-optimal, it does cover the
entire search space uniformly.

function 𝐹𝑋 (𝑥). The random search repeatedly samples this distribution and returns
the best performing state selected. The longer the algorithm runs, the more likely
it is that a better state will be selected. As shown in Appendix C, we can write the
expected value returned by the random search after examining 𝑘 states in terms of
𝐹𝑋 (𝑥).

𝐸 [𝑋𝑘 ] =
∫ ∞

0

[
1 − 𝐹𝑋 (𝑥)𝑘

]
𝑑𝑥 −

∫ 0

−∞
𝐹𝑋 (𝑥)𝑘𝑑𝑥 (9.2)

The random search algorithm also provides useful information on the distribution of
the state space because the collection of states it explores can be analyzed statistically.
This collection is a random sample of a much larger population and so its distribution
approaches that of the entire state space. The sample mean and unbiased sample
variance shown in Equations 9.3 and 9.4 are unbiased estimators of the population
mean and variance. Thus the average of the explored state characterization values
describes the average effect of the meta-gap sheets, while the variance gives insight
into how much different meta-gaps settings alter array performance.

�̄� =
1
𝑛

𝑘∑︁
𝑖=1

𝑋𝑖 (9.3)
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Table 9.1: Genetic Optimization Analogy

Terminology ←→ Description
Organism ←→ A abstract entity used to generate states to be measured

Population ←→ A set of organisms that generates states in each batch
Generation ←→ Batch number

Genome ←→ State number
Genes ←→ Values of a particular set of bits
Gene ←→ Value of a particular bit

Fitness ←→ Optimization characteristic for a measured state

𝑠2 =
𝑛

𝑛 − 1
𝜎2
𝑋 =

𝑛

𝑛 − 1

[
1
𝑛

𝑘∑︁
𝑖=1

(
𝑋𝑖 − �̄�

)2
]

(9.4)

Finally, random search is useful for verifying the accuracy of measurement results.
Because each batch of states explored is a random sample, the sample average
characterization value for each batch should not drastically vary. Any trend in the
average indicates that something other than the meta-gap states is changing over
the course of the measurement and distorting the measured performance of each
state. This distortion will cause states to have better (or worse) performance than
they should and thus invalidate decisions made by the optimizer. This factor could
be anything from temperature variation over the long measurement period to power
fluctuations to programming errors.

Genetic Optimization
Genetic optimization is inspired by evolution and how selective pressure, genet-
ics, and reproduction optimizes biological organisms for niche environments [5].
Because genetic optimization is an analogy at its core, it is helpful to describe its
behavior using biological terms. A state is viewed as an organism whose behavior
is determined by its genome, the particular switch settings that are represented as a
binary number. Thus each bit in a state is analogous to a single gene. Each batch of
states is viewed as a new generation of a population. When states are measured, the
fitness of the organism is determined by the optimization characteristic. The genetic
algorithm uses selective pressure based on this fitness to direct the optimization. A
summary of the analogy terminology is shown in Table 9.1.

As shown in Code Segment 9.3, the general behavior of genetic optimization is
divided into three steps, selection, recombination, and mutation. In evolution,
better adapted organisms are more likely to reproduce. Thus in the selection step,
pairs of organisms are randomly selected to be parents of the next generation based
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def getNextStates(): 1
if batch_number == 0: 2

next_states = getInitialPopulation() 3
else: 4

parents = selection() 5
children = recombination(parents) 6
next_states = mutation(children) 7

return next_states 8

Code Segment 9.3: Genetic Optimization Pseudo-Code: getNextStates().

on their fitness. As in sexual reproduction, a child organism is created by selecting
genes from the two parents in the recombination phase. However, reproduction is
imperfect and mutations are introduced into the child’s genome. Thus a selection
of the child’s genes are randomly altered in the mutation phase.

These three steps each serve an important purpose in the optimization process. The
selection step removes poorer performing organism from the population. If selection
is repeated over and over, the population would consist of the fittest organism,
optimizing the search criteria. Recombination introduces new organisms based on
the genes of existing organism, thus allowing the optimization to explore more of
the search space in search of even better performing states. However, there is a
risk of stagnation because recombination only passes genes that already exist in one
generation to the next; no new states can be explored if the population only consists
of one organism. Thus mutation introduces novel genes to the population to prevent
stagnation.

Because genes are propagated from one generation to the next, the initial population
has an impact on the final performance. Because genes that are not present in
the initial population can only be introduced through mutation, it is important that
desired genes are in the initial population so they can propagate. While it is possible
to initialize the population with known genes, without prior-knowledge of what
genes perform well it is best to generate the initial population by randomly selecting
states as in random search.

Code Segment 9.4 shows pseudo-code for the selection process used in this work.
The list of states in a generation is sorted by their performance. A weight is assigned
to each state based on its order in this sorted list. These weights are then used to
randomly select states, with replacement, to be parents for the next generation. The
best performing state is more likely to be picked than the worst performing state, so
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def selection(): 1
orderedStates = sortByPerformance(previous_states) 2
stateWeights = orderInList(orderedStates) 3
parents = [] 4
for i in range(states_per_batch): 5

parents +=
randomlyPickTwoStates(orderedStates,stateWeights)↩→

6

return parents 7

Code Segment 9.4: Genetic Optimization Pseudo-Code: selection().

def recombination(parents): 1
children = [] 2
for parent_pair in parents: 3

child = '0b0' 4
for bit_index in range(number_of_bits): 5

bit = randomlySelectBitFromParents( ⌋
parent_pair,bit_idx)↩→

6

child[bit_index] = bit 7
children += [child] 8

Code Segment 9.5: Genetic Optimization Pseudo-Code: recombination().

def mutation(children): 1
next_states = [] 2
for child in children: 3

for bit_index in range(number_of_bits): 4
coin_flip = getRandomFloat(0,1.0) 5
if coin_flip < p_mutate: 6

child[bit_index] = flipBit(child,bit_index) 7
next_states += [child] 8

return next_states 9

Code Segment 9.6: Genetic Optimization Pseudo-Code: mutation().

its genes will be more prevalent in the next generation. While it is possible to assign
weights based on the performance of each state, it is expected that the difference in
performance between meta-gap states to be small and thus a fitness based weight
would not apply as much selected pressure.

Code Segment 9.5 shows pseudo-code for the recombination process utilized. For
each child, the value of each bit in the state is randomly selected from one of the
two parents. A common alternative approach is to randomly pick an index and
select bits before it from one parent and after it from the other. This method is
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(d) 𝑃𝑚𝑢𝑡𝑎𝑡𝑒 = 10%

Figure 9.5: Effect of mutation probability on the genetic optimization during in-situ
optimization of broadside main beam power enforcing identical meta-gap settings
on each sheet.

useful when neighboring bits in the state are expected to have a correlated effect on
the performance. However, adjacent bits do not necessarily correspond to adjacent
switches in our implementation, and thus they are not expected to be correlated.

Code Segment 9.6 shows pseudo-code for the implemented mutation scheme. The
value of each bit in each child’s state is flipped with a fixed probability, p_mutate.
The mutation probability has a large impact on the convergence and performance
of the optimizer. Figure 9.5 shows the performance of the genetic algorithm op-
timizing the broadside power of the array presented in Section 10.1 with different
mutation probabilities. A low mutation probability emphasizes the selection and
recombination process but does not introduce new genes into the population. Thus,
the algorithm will quickly converge but can get stuck in a local optimum as genes
that aren’t in the initial population are not introduced. On the other hand, a high
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Figure 9.6: Genetic optimization selects high performing states, recombines their
genes, and produces children with the occasional mutation. The shape of each state
explored represents its genes. Children are placed in the center of dashed lines that
connect their parent states. The length of the dashes delineates the generation of the
child, with longer dashes indicating earlier generations. Mutations are indicated by
curved lines and by new features being introduced into the shape. As can be seen,
recombination allows wide regions of space to be quickly covered and selection
concentrates children in a higher performing subspace. However, areas outside of
the existing population cannot be explored without mutation.

mutation probability can explore more of the search space but converges slower as
the selective pressure is reduced. A 50% mutation probability results in the genetic
algorithm becoming random search as each bit has a 50% of being 1 or 0 regardless
of its value pre-mutation. The presented experiments use a 1% mutation probability
because it has good convergence behavior given the numbers of states explored.

Genetic optimization performs well if the solution space is comprised of features,
that is, a set of distinct patterns that have an abstract meaning. Part of the reason
that genetic optimization is successful in biology is that, while there are a massive
number of possible DNA combinations, the DNA is mapped first to amino acids
and then to proteins. A random string of DNA does not necessarily correspond to
a sequence of amino acids that form a stable protein. Thus, it is favorable to keep
fragments of DNA that encode specific proteins intact and swap them instead of
the base pairs. The code for proteins are an example of features in the biological
solution space that form building blocks for different organisms.
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def getNextStates(): 1
if batch_number == 0: 2

particles = initializeParticles() 3
else: 4

swarm_optimum = getSwarmOptimum() 5
for particle in particles: 6

position = particle.getPosition() 7
position_value = particle.getValue() 8
if position_value > particle.individualOptimum(): 9

particle.updateIndividualOptimum(position,
position_value)↩→

10

if position_value > swarm_optimum: 11
updateSwarmOptimum(position, position_value) 12

next_states = [] 13
for particle in particles: 14

particle.moveParticle() 15
next_states += [particle.getPosition()] 16

return next_states 17

Code Segment 9.7: Particle Swarm Pseudo-Code: getNextStates().

Particle Swarm
Particle swarm is another biology inspired optimization algorithm, in this case,
the social behavior of animals like a flock of birds or a school of fish [6]. The
algorithm is based on a simplified model of animal swarming. In a swarm, the
behaviour of individual organisms is determined both by the individual’s senses and
by information obtained from the group as a whole. For example, if a fish in a school
senses a predator and adjusts course, neighboring fish will also adjust course even
if they have not yet detected the threat. In a sense, the group exhibits an awareness
greater than its composite parts. It is this "swarm intelligence" that particle swarm
optimization seeks to exploit.

As with genetic optimization, it is helpful to use an analogy and its terminology
to understand the behavior of particle swarm. Originally designed for continuous
optimization problems, the classic analogy is to treat each variable as a separate axis
in an 𝑁− dimensional state space. Each explored state is a particular value for each
of the 𝑁− variables and thus corresponds with a position in the state space. Particle
swarm treats the states in each batch as the positions of a swarm of particles. With
each new batch, the positions of these particles change according to each particle’s
velocity and new states are explored. Thus batches correspond to time passing as
the particle moves through the state space.

To emulate swarm behaviour, each particle determines its trajectory using a combi-
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Table 9.2: Particle Swarm Analogy

Terminology ←→ Description
Particle ←→ A abstract entity that selects states to be measured
Swarm ←→ A set of particles that determine the next batch of states

Position ←→ State number
Velocity ←→ Change in state number between batches

Time ←→ Batch number
Value ←→ Optimization characteristic for an explored state

Individual
Optimum ←→ Most valuable state explored by a specific particle

Swarm
Optimum ←→ Most valuable state explored

Sensing ←→ Measuring the optimization characteristic

nation of information "sensed" by itself and by the group. Each position is associated
with a value determined by the optimization criteria. As each particle traverses the
space it remembers the most valuable position it has encountered thus far, its indi-
vidual optimum, and adjusts its velocity to move towards it. In addition, the particles
communicate with each other and identify the most valuable position encountered
by any of the particles, the swarm optimum. Each particle in the swarm also adjusts
its velocity to move towards the swarm optimum. Code Segment 9.8 illustrates how
particles are used to share information and generate states to explore.

®𝑣𝑛𝑒𝑤 = 𝜔®𝑣𝑜𝑙𝑑 + Λ
(
®𝑥𝑜𝑝𝑡,𝑖 − ®𝑥

)
+ Γ

(
®𝑥𝑜𝑝𝑡,𝑠 − ®𝑥

)
(9.5)

Equation 9.5 is the classic formula for calculating each particle’s velocity after each
time step. The new velocity is a weighted sum of the old velocity, a vector in the
direction of the individual optimum, and a vector in the direction of the swarm
optimum. These weights can be thought of as the particles inertia and attraction
to both the individual and the swarm optimums. Suppose that Γ = 0, 𝜔 = 0, and
that the individual optimum is at a local maximum. In this case, the trajectory of
the particle will converge upon the maximum like a greedy search. However if the
inertia is non-zero, convergence is delayed and the particle can potentially move
outside of this local maximum and discover a better optimum. If Γ ≠ 0 than the
particle will be pulled outside of this local maximum in the direction of the swarm
optimum, potentially discovering a new swarm optimum along the way. Thus the
swarm behavior performs local optimization but can also search a large portion of
the state space. 𝜔, Γ, and Λ are chosen so that particles do not prematurely converge
on local optimums nor the swarm optimum; the parameters are 𝜔 = 0.5, Λ = 0.375,
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Figure 9.7: Particle swarm initializes particles evenly throughout the space with
random initial velocities. The particles then propagate, being pulled towards the
best state they have identified so far and the best state identified globally. The curves
indicate the trajectory of each particle. As can be seen, particles converge on local
maxima, but can also escape them by their own inertia and the pull of the global
optimum state.

and Γ = 0.125 in the experiments presented in this work. Psuedo-code for particle
movement is shown in Code Segment 9.8.

Without prior knowledge of the solution space, particles are initialized with a random
position and velocity. Thus particles initial explore a large part of the state space.
Over time the search becomes more localized as particles converge towards the
swarm optimum. In the end, particles converge on local maxima. The relative
independence of the particles distributes resources across different locations in the
state space, resulting in more robust global exploration at the cost of less efficient
local search. In a sense particle swarm is a hybrid of different approaches; it takes
a global to local approach like simulated annealing, but it allows more dynamic
exploration than search based approaches.

Particle swarm must be adapted in order to be used with discrete optimization
problems because particles cannot have continuous valued positions nor velocities.
In meta-gap optimization for example, switches can only be on or off and thus
positions can only be 0 or 1. Fortunately, the concept behind particle swarm still
applies if the state space can be mapped onto a metric space. In this scenario, addition
and multiplication operators in Equation 9.5 are defined by the metric space. There
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def moveParticle(): 1
individual_distance = individual_optimum - position 2
individual_pull = individual_weight * local_distance 3

4
swarm_distance = global_best - position 5
swarm_pull = swarm_weight * global_distance 6

7
velocity = inertia*velocity + individual_pull + swarm_pull8
position = position + velocity 9

Code Segment 9.8: Particle Swarm Pseudo-Code: moveParticle().

are multiple methods of achieving this mapping for a discrete problem, such as
defining operations based on crisp sets [7].

In this implementation, the discrete state space is mapped to a continuous probability
space [8]. The position of a particle in dimension 𝑖 is the probability that switch 𝑖
is on, 𝑃(𝑏𝑖 = 1). Velocities are treated as weighted estimates of whether individual
switches are on or off in the optimal state, 𝑃(𝑏𝑖 = 1|𝑣𝑖). Thus, positions are updated
by the velocity using Bayes Law as confidence in a switch being on or off changes.
These probabilities are used to assign the particle to a discrete state whenever they
are to be measured4.

Variable Neighborhood Search
Another approach to discrete optimization problems is to treat them as a search
where the graph representing the state-space is traversed from one state to the next.
Greedy search, a discrete version of gradient ascent, is the most straightforward
search-based approach. As described in Section 9.1, each 𝑁-bit state is connected
to 𝑁 other states in its 1-neighborhood by a single bit-flip. Greedy search measures
each of these 𝑁 neighboring states, identifies the best neighboring state, and moves
there if it is better than the current state. The main drawback of greedy search is
that it gets stuck in local maxima and thus is unlikely to find the optimal solution.

Variable neighborhood search (VNS) modifies greedy search in order to get out of
local maxima [9]. As shown in Source Code 9.9, VNS performs a greedy search
until it detects a local maxima when no state in the 1-neighborhood improves on the
current state. At this point VNS increases the size of the search space to a larger

4In this sense, the approach used is analogous to quantum mechanics, where a particle’s position
is not determined until it is measured. We restrain ourselves from referring to the approach as the
more buzzword friendly quantum particle swarm because that is the extent of their similarities.
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def getNextStates(): 1
if batch_number == 0: 2

next_states = getInitialStates() 3
return next_states 4

best_neighbor_state = getBestState(previous_states) 5
current_value = getStateValue(current_state) 6
best_neighbor_value = getStateValue(best_neighbor_state) 7
# Improvement, perform greedy search 8
if best_neighbor_value > current_value: 9

k = 1 10
current_state = best_neighbor_state 11

# Local Maximum, expand search space 12
else: 13

k = 3 14
next_states = [] 15
for i in range(states_per_batch): 16

state = getUnexploredState(current_state,k) 17
while state == None: 18

k = k + 1 19
state = getUnexploredState(current_state,k) 20

next_states += [state] 21
return next_states 22

Code Segment 9.9: VNS Pseudo-Code: getNextStates().

neighborhood, in this implementation the 3-neighborhood, and explores states with
3 bit-flips. This neighborhood is explored until either an improvement is found or it
has been exhasted, at which point VNS increases the size of the search space again.
Because the size of the 𝑘-neighborhood exponentially increases with 𝑘 , states to
be measured are randomly selected without replacement from the 𝑘-neighborhood.
Once an improvement has been identified, the neighborhood is reduced to the 1-
neighborhood again and greedy search continues.

Because multiple neighbors must be explored before making a decision, VNS is well
adapted to operate on small batches. By making the batch size equal to 𝑁 , every
neighbor in the 1-neighborhood is explored each batch. However exploring the full
1-neighborhood in a single batch becomes impractical for very large 𝑁 , in which case
states are randomly selected from the neighborhood without replacement. Because
the size of the 𝑘-neighborhood grows exponentially with 𝑘 , random sampling is also
used when a local maxima is reached. If the 𝑘-neighborhood is ever completely
explored, then additional states are selected from the 𝑘 + 1-neighborhood to fill the
batch.

VNS takes a local to global approach, rapidly reaching local maxima and only then
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Figure 9.8: Variable Neighborhood Search behaves like a greedy search until it
encouters a local maxima. At this point, it randomly searches increasingly larger
local neighborhoods until it identifies a better point. Having escaped the maxima it
proceeds with another greedy search. The trajectory of the search is indicated by
solid lines, while dashed lines indicate random states that are explored but do not
escape the local maxima. The neighborhood explored by the algorithm at each local
maxima is indicated by the dashed white lines. VNS is very efficient at searching a
local space but does not cover a wide portion of the total space.

broadening the search. For some problems, local maxima are located relatively
close to each other in state space as they share optimal solutions for a subset of the
total problem. VNS performs well on these sorts of problems as it is able to quickly
ascend to a local maxima and then find better maxima nearby. VNS also works
efficiently in convex problems as it can reach the optimal state in 𝑁 iterations from
any starting position. However, it does not perform well on problems with sparse
optima as it only explores more global searches after exhausting the local space.

Simulated Annealing
Simulated Annealing is a search algorithm that takes the opposite approach as VNS;
it initially explores the global state space and then converges on a local search. The
classic Simulated Annealing algorithm modifies greedy search to select new states
probabilistically based on their relative performance [10]. Therefore, simulated
annealing can escape local maxima and continue the search. The key to simulated
annealing, and its connection to its namesake, is how the probabilities are calculated.
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def getNextStates(): 1
if batch_number != 0: 2

best_state = getBestState(previous_states) 3
current_value = getStateValue(current_state) 4
best_value = getStateValue(best_state) 5
# Improvement, perform greedy search 6
if best_state > current_value: 7

current_state = best_state 8
fraction_remaining = 1 - batch_number/number_of_batches 9
current_temperature =

temperatureSchedule(fraction_remaining)↩→
10

neighborHoodSize = numberOfBitFlips(current_temperature) 11
possible_states =

getNeighborhood(current_state,neighborHoodSize)↩→
12

next_states = [] 13
for i in range(states_per_batch): 14

next_states += [pickRandomState(possible_states)] 15
return next_states 16

Code Segment 9.10: Simulated Annealing Pseudo-Code: getNextStates().

Annealing is the process by which materials like glass are slowly cooled so their
internal molecular structure becomes more durable. When a material is hot, its
internal structure can change as atoms break and form new bonds. As it is cooled,
there is less energy to break bonds and the structure crystallizes. By slowly cooling
the material, atoms are able to reorganize themselves to lower energy states, remov-
ing discontinuities from the crystal structure. Thus the annealed material has a more
uniform internal structure that makes it more resistant to breaks.

Simulated annealing emulates this process by introducing a temperature parameter
that alters the probability of selecting worse performing states as the algorithm runs.
A commonly used probability function, inspired by the Boltzmann distribution, is
given in Equation 9.6 with 𝐸𝑜 and 𝐸 representing the characterization values, or
energies, of the current and potential states and𝑇 indicating the temperature. At high
temperatures, the difference in performance between states minimally effects their
relative probabilities and thus the search is more random. At lower temperatures,
the difference in performance is more important and the search is guided. At 𝑇 ≈ 0,
only states that improve performance will be selected and the algorithm performs
a greedy search. As with metallurgical annealing, the function of how temperature
changes over time has a large impact on the final result and is referred to as the
temperature schedule. In this work, temperature linearly decreases from a high start
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Figure 9.9: Simulated annealing randomly searches the space, moving to better states
that are identified. Unlike random search however, the size of the neighborhood
explored decreases over time until the algorithm converges to a greedy search. The
solid lines indicate the trajectory of the search while dashed lines indicate states that
are explored without improving performance. The size of the region explored over
time is indicated by the dashed white circles.

value to zero over the course of the execution.

𝑃(𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑) =


exp

(
𝐸 − 𝐸𝑜
𝑇

)
𝐸 ≤ 𝐸𝑜

1 𝐸 > 𝐸𝑜

(9.6)

The critical feature of simulated annealing is not the specifics of Equation 9.6 or
how states are selected, but the gradual reduction in the size of the search space.
The random nature of the search at high temperatures allows it to overcome deep
local optima and quickly span the state space. As the temperature cools, the search
becomes more localized as shallow, but not deep, optima can be escaped. The
final greedy search at the end guarantees that the algorithm will converge on a local
optimum if given enough time.

Unfortunately, the classic simulated annealing approach is not well adapted to
batched in-situ optimization. In order for the classic algorithm to globally search the
state space, it must repeatedly make random decisions that alter only one bit. This
is not possible in the batched measurement environment as decisions to move the
state can only be performed at the end of a batch. In addition, while probabilistically
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Table 9.3: Simulated Annealing Analogy

Terminology ←→ Description
Energy ←→ Optimization characteristic for an explored state

Temperature ←→ Parameter determining how random the search is
Time ←→ Batch number

Temperature Schedule ←→ Change in temperature over time

selecting better performing states steers the search towards the optimum over a large
number of decisions, it does not efficiently do so with a small number of decisions.
Due to the limited number of batches, the classic simulated annealing algorithm
would not be directed enough to converge.

The implementation of simulated annealing shown in Section 9.10 achieves the
same global to local behavior while taking a different approach that is more adapted
to meta-gap optimization. Instead of randomly moving between states that are
deterministically selected, the implemented search deterministically moves between
states that are randomly selected. The temperature determines the size of the
neighborhood from which each batch of states is randomly selected. If a better
state is found, the search moves to the new state and continues. Like the classic
approach, the search moves from global to local and finishes as a greedy search.
The main difference in behavior is that this approach does not consider the relative
magnitudes of the different states, however, this deterministic approach efficiently
guides the search.

As a global to local search algorithm, simulated annealing performs well when the
solution space is globally convex despite containing local optima. The algorithm
initially is able to escape deep local optima and identify regions of the solution
space that generally more optimal. As the temperature cools, the search becomes
more confined until it finds a local maxima with an efficient greedy search. Thus
the initial states explored are critical as they constrain the states explored later.

9.5 Simulated Statistical Experiments
Due to the stochastic nature of the employed meta-heuristics, they are best charac-
terized by their performance over a large number of trials. For example it is highly
unlikely, but not impossible, for random search to find the optimal state the first time
it is run. Such a result would be misleading and suggest that random search is a the
most efficient search algorithm.

Unfortunately, as discussed in Section 2.6, the time required to measure a physical
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(a) 5 element 𝜆-spaced array with meta-gaps

(b) Antenna model with excitation port (c) Meta-gap model with control ports

(d) Simulation volume with array and far-
field sense antennas (e) Sense antenna

Figure 9.10: Finite Element Simulation Model

array prevents a large number of trials. Instead, the Lavaei-Babakhani method can be
used to perform a large number of simulated trials. While deviations in a simulated
model might give inaccurate characterization results, they do not fundamentally
change the structure of the optimization problem. Thus, meta-heuristic algorithms
should perform similarly in both simulation and in-situ.

The different optimization algorithms are run 1,000 times with random initial con-
ditions. Optimization of main beam power, side lobe levels, and field of view are



155

treated separately with their own set of runs. Each run consists of 30 batches of 24
states each to match the experiments performed in Chapter 10. The meta-gap sheets
are restricted the same switch settings in order to reduce the size of the search space
to 224 states. The results of the runs are used to calculate the average and standard
deviation of the optimal state identified over time. These statistics provide insight
into the convergence time of the algorithms, their relative expected performance,
and the variance in runs.

Simulation Model
Figure 9.10 shows the simulation model used for statistical analysis. It is a five
element 𝜆-spaced linear array of patch antennas separated by four meta-gap sheets.
Both the meta-gap sheets and patch antennas has the same metal patterns and
dimensions as their physical equivalent. The meta-gap sheets also model the 30 nH
choke inductors in parallel with switches. Figure 9.10d shows the array and the 37
short dipole sensor antennas located in the far-field every 5° in the steering-plane.
This model contains 138 ports -5 excitation ports, 37 sensor ports, and 96 control
ports- that are represented by teal rectangles. The total simulation volume including
the array and sensor ports is 605𝜋𝜆3. The array was simulated using HFSS’s finite
element solver over 15 hours using 23 cores and 218 GB of RAM.

It is important to note that the simulated problem is only a one dimensional array
instead of the full two dimensional demonstration array from 10.1. A simulation of
the full 2D array was not possible due to the significantly larger simulation volume
required (closer to 7, 100𝜋𝜆3) and the larger number of ports (1058). Therefore,
the simulated optimization problem is possibly quite different than the in-situ op-
timization problem and so caution is required when considering statistical results
with respect to the physical array.

The 138 port s-parameter model derived from the FEM simulation enables the
behavior of different meta-gap settings to be quickly calculated. This calculation
method is encapsulated into a ’simulated range’ that implements the same func-
tions as the physical range presented in Section 10.2. Thus the same optimization
framework given in Code Segment 9.1 is used to explore the simulated statistical
performance of the algorithms presented in Section 9.4.

Distribution of States
As discussed in Section 9.4, the states measured by the random search algorithm
provide a statistical sample of the underlying distribution of states. For each of the
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Sampled State Distribution: Maximize Main Beam Power
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(a) Main Beam Power

Sampled State Distribution: Minimize Side Lobe Levels
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(b) Side Lobe Levels
Sampled State Distribution: Maximize Field of View
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(c) Field of View

Figure 9.11: Distribution of randomly sampled states in the simulation experiment.

optimization criteria, the random algorithm explored approximately 705 thousand
unique states out of 16.8 million over the 1,000 runs.

Figure 9.11 contains histograms of state performance for the different optimization
criteria and thus illuminates the underlying distribution of states. The distributions
for main beam power and side lobe levels are closely related, with a long tail of
states that perform worse than baseline and a sharp drop-off in states that perform
better. For main beam power optimization, the sample mean and standard deviation
are -0.35 dB and 0.23 dB, respectively, while they are 0.92 dB and 0.50 dB for
side lobe level optimization. The distribution of states indicate that most meta-gap
settings are detrimental to performance, but there a small number of states that offer
performance improvements. This aligns with the intuition that random parasitic
metal patterns in close proximity to an antenna will generally degrade its pattern
and matching. The distributions also match the algorithmic results that suggest that
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the two problems are closely related, with side lobe levels offering more variability.

The histogram for the field of view optimization shown in Figure 9.11c is radically
different. The distribution is tri-modal, with a sharp thin collection of states close to
60°, the ideal FoV for a 𝜆-spaced array, and two wider loci around 67° and 45°. The
high concentration of states indicates that most switch settings do not really effect
the field of view. However, there exists sub-spaces that either enhance or suppress
the grating lobes to some degree. The sample mean and standard deviation for
field of view optimization are 59.7° and 7.8°. This standard deviation is misleading
however as the variation is mostly attributed to the distinct modes with the center
and right modes exhibiting far lower variability.

Individual Statistical Results
Figures 9.12,9.13, and 9.14 show the statistical performance of the five algorithms
when optimizing the main beam power, side love levels, and field of view, respec-
tively. Because the algorithms are stochastic, their performance varies between runs
and so their performance is best visualized as a probability distribution. In each of
these plots, the solid line represents the average characterization value of the optimal
state over the course of a run and the dashed lines indicate one standard deviation
in performance from this average. If run performance is assumed to be normally
distributed than 68.2% of runs will fall between the two dashed lines. The relative
performance of the algorithms are analyzed and compared in Section 9.6.

9.6 Simulated Statistical Analysis
Figures 9.15 through 9.17 directly compare the average performance and standard
deviations of the algorithms over time. It should be noted that the performance for
the first batch of states is identical no matter the algorithm or optimization criteria.
Because each algorithm is initialized by randomly selecting states, each algorithm
is essentially a random search for its first batch, hence their identical performance.
It is only after this first batch that the algorithms make different choices as to what
states to explore and the performance begins to diverge.
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Random Performance: Maximize Main Beam Power

(a) Random Search
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Genetic Performance: Maximize Main Beam Power

(b) Genetic Optimization
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VNS Performance: Maximize Main Beam Power

(c) Variable Neighborhood Search
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PS Performance: Maximize Main Beam Power

(d) Particle Swarm
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SA Performance: Maximize Main Beam Power

(e) Simulated Annealing

Figure 9.12: Simulated statistical performance of algorithms when optimizing main
beam power. The average over 1,000 runs is represented by solid line. Dash lines
are one standard deviation from average.
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Random Performance: Minimize Side Lobe Levels

(a) Random Search
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Genetic Performance: Minimize Side Lobe Levels

(b) Genetic Optimization
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VNS Performance: Minimize Side Lobe Levels

(c) Variable Neighborhood Search
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PS Performance: Minimize Side Lobe Levels

(d) Particle Swarm
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SA Performance: Minimize Side Lobe Levels

(e) Simulated Annealing

Figure 9.13: Simulated statistical performance of algorithms when optimizing side
lobe levels. The average over 1,000 runs is represented by solid line. Dash lines are
one standard deviation from average.
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Random Performance: Maximize Field of View

(a) Random Search
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Genetic Performance: Maximize Field of View

(b) Genetic Optimization
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VNS Performance: Maximize Field of View

(c) Variable Neighborhood Search
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PS Performance: Maximize Field of View

(d) Particle Swarm
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SA Performance: Maximize Field of View

(e) Simulated Annealing

Figure 9.14: Simulated statistical performance of algorithms when optimizing field
of view. The average over 1,000 runs is represented by solid line. Dash lines are
one standard deviation from average.
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(a) Average optimization curve
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(b) Deviation in performance

Figure 9.15: Comparison of different algorithm’s statistical performance when
maximizing the main beam power.

Maximize Main Beam Power Results
Figure 9.15a shows the algorithms’ average performance over time when maximizing
the average main beam power over the field of view. In terms of the value of the
optimal state identified on average, genetic optimization performs the best and
random search performs the worst. From a convergence perspective, VNS and
random search both quickly approach their final value while the other algorithms
exhibit slower but more consistent improvements.

Initially Variable Neighborhood Search outperforms the other algorithms as it ini-
tially takes a greedy approach and thus quickly identifies better performing states.
However, it also quickly reaches a local optima, plateaus, and is surpassed by both
Genetic and Simulated Annealing. Particle Swarm and Simulated Annealing have
similar performance at first as they both broadly explore the space. However, towards
the end of the run Simulated Annealing takes on more of a greedy approach and more
efficiently searches the local space. Genetic optimization performs well throughout
the run as it quickly identifies traits that benefit performance and recombines them
for steady improvement.

The variance in performance shown in Figure 9.15b paints a different picture. When
compared to the other approaches, genetic optimization exhibits significantly larger
variation in the value of the optimal state identified. This makes sense as the
relatively low mutation rate means that the algorithm mostly explores variations of
the initial states; genes not present in the initial population are are unlikely to be
introduced. Therefore the quality of the final result highly depends on whether good
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(a) Average optimization curve
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(b) Deviation in performance

Figure 9.16: Comparison of different algorithm’s statistical performance when
minimizing the side lobe levels.

genes are present in the randomly selected initial population. VNS also demonstrates
high variance as its local first approach also highly depends on the initially selected
state. Particle swarm and simulated annealing are more consistent as they initially
explore the full extent of the state space before settling in local minima. Finally,
the performance of random search is the most consistent as each batch of each run
behaves exactly the same. Thus the final performance is purely dictated by the
underlying state distribution and the variance associated with Equation 9.2.

Minimize Side Lobe Level Results
Figure 9.15 shows the average and standard deviation of algorithm performance
when minimizing the average side lobe level over the field of view. The results of
this analysis generally matches that when maximizing the main beam power. Again
genetic optimization performs better on average but has much higher variance. VNS
and random converge quickly but plateau while simulated annealing and particle
swarm gradually approach potentially better solutions. Simulated annealing outper-
forms particle swarm towards the end of the run. The variance of random search is
the lowest and VNS is more variable than particle swarm or simulated annealing.

There are only three major differences in the MBP and SLL results. The first
is that both the average improvement in optimization criteria and the variance in
performance are generally larger for when minimizing the side lobe levels. The
other two differences are more minor, when optimizing the side lobe levels, VNS
outperforms simulated annealing on average and simulated annealing has higher
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(a) Average optimization curve
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(b) Deviation in performance

Figure 9.17: Comparison of different algorithm’s statistical performance when
maximizing the field of view.

variance than particle swarm.

Maximize Field of View Results
Figure 9.17a shows the average algorithm performance when maximizing field of
view. The statistical behavior of the algorithms are very different when optimizing
the FoV compared to the MBP or SLL. The most striking result is that, on average, the
value of the optimal state identified by both VNS and genetic optimization is worse
than that identified by a random search. On average, genetic optimization converges
just like random search until the last few batches. However, the difference between
the average performances is less than 0.5° and so it is possible that the statistical
power of the experiment is not large enough for the difference to be statistically
significant. VNS still converges the fastest, but is eventually surpassed by the
random search by 1° on average, suggesting that a very broad search is required to
consistently identify high performing states. Indeed simulated annealing performs
the best on average closely followed by particle swarm.

The variance behavior shown in Figure 9.17b is more consistent with the MBP and
SLL results. The order of most to least variablity in performance is the same–
Genetic, VNS, Simulated Annealing, Particle Swarm, and then Random–, but the
difference is smaller. Indeed, the variance of genetic optimization is approximately
equal to that of VNS and simulated annealing.

One peculiar behavior is that while the variability of the final result is lowest in
random, simulated annealing is more consistent for the first 11 batches. This can
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Table 9.4: General Summary of Simulated Algorithm Performance

Algorithm Random Genetic VNS PS SA
Performance
[MBP/SLL] Low High Medium Medium Medium

Performance
[FoV] Low Low Very Low High High

Variability Low High Medium Medium Medium
Convergence Fast Slow Fast Slow Slow
Dependence on
Initial Conditions None High Very High Low None

best be understood by considering the distribution of states given in Figure 9.11c;
most of the states exist in a tight cluster while there are particular sub-spaces
with better performance. Because the average performance of simulated annealing
is also initially worse than random, it is probable that the initial results biases the
algorithm’s choices to the central mode with worse performance and lower variance.
However, as time goes on there is a chance that simulated annealing can escape this
subspace and increase its final performance. Thus on average the algorithm performs
better than random in the end, but there is high variability as the algorithm is not
guaranteed to escape the local optima.

Summary Analysis
In total, the statistical analysis indicates that the main beam power and side lobe level
optimization problems are tightly linked and different than field of view optimization.
For MBP and SLL, genetic optimization performs the best on average but exhibits
a high degree of variance. However, genetic optimization is fairly ineffective when
optimizing the field of view. On the other hand, simulated annealing and particle
swarm generally perform similarly and reliably produce good performing states on
all problems. That said, simulated annealing is subject to more variation on the
field of view optimization problem. The behavior of variable neighborhood search
is the same across all problems,it converges quickly as it aggressively optimizes
the local area but then plateaus on a local minima. Its final performance is thus
highly dependent on the initial conditions. VNS is expected to perform worse than
a random search when optimizing the field of view. A general summary of the
simulated algorithm performance is shown in Table 9.4.
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C h a p t e r 10

META-GAP EXPERIMENTS

Music is a world within itself
with a language we all understand.
With an equal opportunity
for all to sing, dance, and clap their hands.

Stevie Wonder
Sir Duke

To experimentally test the performance of flexible meta-gaps, they are incorporated
into a planar 𝜆-spaced 2D demonstration array. The well established grating lobe
behavior of this structure makes it a great test case for examining the behavior of
meta-gaps. Using an automated test setup, the optimization algorithms presented
in Chapter 9 are used to perform in-situ optimization of the array in a series of
experiments. The results of these experiments provide insight into both the realized
capabilities of meta-gaps and the underlying optimization problem.

The design of the demonstration array and the automated measurement setup are
detailed in Sections 10.1 and 10.2, respectively. Then a set of baseline measurements
of the array with its gaps filled with a ground plane are presented Section 10.3.
These baseline measurements provide an important reference of comparison for
later results.

Section 10.4 details the first set of in-situ experiments. The size of the search space
in this experiment is reduced by restricting the switch settings on each meta-gap
sheet to be identical. By constraining the problem to 224 possible states, it is more
likely that the optimization algorithms will identify good solutions that provide an
initial picture of meta-gap performance. However, this restriction comes at the cost
of potentially reducing the performance of the optimal state that can be identified.
Based on the results from the first set of experiments and the statistical experiments
presented in Chapter 9, the second experiment explores increasing the size of the
search space and the associated trade-off between the quality of the optimal state
and the ability to find it. Multiple potential switch mappings with different degrees
of freedom are presented in Section 10.5. Using multiple tests, the performance
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(a) Front view of array (b) Side view of array

(c) Closeup of meta-gaps in array (d) View of switch wires

Figure 10.1: Demonstration array to explore meta-gap performance. The spacing
between elements in the 5-by-5 array is 𝜆, with a meta-gap sheet in between each
pair of neighboring tiles.

of these mappings are evaluated and an ideal mapping, the E&H Near-Field, is
identified in Section 10.6. Section 10.7 repeats the exploration of optimization
criteria and optimization algorithms on the E&H Near-Field mapping. Finally, the
results of all the experiments are analyzed and conclusions are drawn in Section
10.8.
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10.1 Demonstration Array
The full demonstration array is shown from multiple angles in Figure 10.1. The
𝜆−spaced array consists of 25 radiating tiles separated by 40 meta-gap sheets. The
tiles and sheets are held in place by nylon standoffs attached to a medium-density
fibreboard (MDF) backbone, with sheets flush to the back of the tiles. As shown in
Figures 10.1d and 10.1d, thin wires attached to the sheets pass through holes in the
backbone and connect to headers on the tiles. As each sheet contains 24 switches,
the total array contains 960 independently programmable switches. Both the tiles
and the sheets are 6 cm squares, 𝜆

2 at the operating frequency. The design of the
tiles and the meta-gap sheets are described in Sections 6.4 and 8.5, respectively.

10.2 Measurement Approach
Using an automated range measurement system, meta-gap performance is experi-
mentally explored by using the algorithms described in Section 9.4 to optimize the
array’s main beam power, side lobe levels, and field of view. As discussed in Section
2.6, states are measured in batches in order to reduce the total measurement time.
The algorithms operate in batches of 24 states so that search based approaches, like
variable neighborhood search and simulated, can evaluate every neighboring state
in a single batch during the identical sheet experiments presented in Section 10.4.
The algorithms are iterated for 30 batches, thus exploring a total of 720 states. The
same batch size and number of batches are used for the experiments presented in
Sections 9.5, 10.6, and 10.7 to facilitate the comparison of results.

Meta-gap states are characterized by steering beams, measuring their patterns, and
calculating the realized optimization criteria. For main beam power and side lobe
level optimization, beams are steered every 5° within the field of view, −30° ≤ 𝜃 ≤
30°, in the E- and H-plane cuts. When optimizing the field of view itself, beams
are steered every 5° from −90° ≤ 𝜃 ≤ 90°. For all optimization criteria, the pattern
of each beam is measured along the 𝐸− and 𝐻− planes from −90° ≤ 𝜃 ≤ 90°
in 5° increments, providing information on pattern performance in two orthogonal
axes. In total, optimizing the MBP and SLL requires measuring 676 points for each
meta-gap setting, while optimizing the FoV requires 5,476 points.

RF Measurement Setup
The radiation patterns of the Meta-gap array are measured using a similar experi-
mental setup to the one used for the Shape-Changing Phased Array measurements
described in Section 7.2. A diagram of the setup is shown in Figure 10.2a. A
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Figure 10.2: Automated measurement setup for meta-gap optimization.

frequency generator (Stanford Research Systems, Inc. Model SG386) is used to
provide a constant 2.5 GHz signal that is converted to a 78.125 MHz reference using
a pair of frequency dividers (total division ratio of 32). This reference is buffered
by the array motherboard and distributed through the array under test (AUT). Each
tile up-converts the reference back to 2.5 GHz, adjusts its phase, and radiates a fixed
power.
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The AUT is mounted horizontally on a far-field scanner and rotated about the 𝜃
and 𝜙 axes shown in Figure 10.2c. The linearly polarized array array is oriented so
that the array the 𝐸− and 𝐻− planes are along the 𝜙 = 0° and 𝜙 = 90° cuts. The
combined radiated field is measured by a horn antenna 2.95 meters from the AUT.
The output of the probe antenna is measured by a vector network analyzer (Agilent
Technologies N5230A) set to measure 𝑆21 at 2.5 GHz. This measured 𝑆21 is thus a
measure of the radiated power relative to a fixed reference1.

Automated Range Setup and Speed
The range measurement system was automated in order to manage the optimization
and the high number of measurements required over several days. As can be
seen in Figure 10.2a, a central computer interfaces with the range position motors,
the VNA, and the array in order to program meta-gap states, steer beams, and
measure patterns. The computer also connects to auxiliary equipment to monitor
system performance and the measurement environment. A small probe horn and
spectrum analyzer (Keysight N9918A) outside of the range detects leaked power
and monitors the radiated spectrum and lock characteristic. A multimeter (Keysight
34461A) measures the current consumption of the array. Finally, the temperature
in the room is measured with another multimeter (Keysight 34465A) connected to
a thermocouple so thermal variation can be accounted for if necessary.

In order to interface with the optimization framework given in Code Segment 9.1,
the system abstracts these controls into five functions. programState(state)
decodes the abstract numerical representation of the meta-gap state and programs
the tiles with the proper switch settings. measure() commands the VNA to mea-
sure the power at the current measurement point. moveToAngle(beam_angle)
moves the array so that the probe antenna measures the desired (𝜃, 𝜙) coordinate,
automatically adjusting the probe polarization accordingly. optimizePhase()
interfaces with both the array and the RF measurement equipment to steer beams
and determine the optimum phase settings using the optimization algorithm de-
scribed in Section 2.7. Finally, these optimal tiles phases are reprogrammed with
programPhases(phase_settings) between measurement points.

On average, moving the array between measurement points takes 3.56 seconds,
1The output of the VNA is not used as a reference because the PLL at the core of the second

generation tile expects a constant reference source on reset as it performs an automated calibration to
optimize its lock range. Therefore, the pulsed nature of the vector network analyzer output introduces
instability into the PLL lock behavior.
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Figure 10.3: Breakdown of experiment run-time by operation.

programming the phases takes 17.9 milliseconds, programming the array state takes
42.7 milliseconds, and measuring the radiated power takes 5.9 milliseconds. Beam
optimization is performed with 1° phase precision, thus requiring 10 measurements
per tile. In total beam optimization takes 1.9 seconds. Given the time required for
each function, the number of measurements per meta-gap state, and the batch size,
the time required to measured each batch can be predicted using Equation 2.32. The
total time required for each run is 23.4 hours for main beam power and side lobe
level optimizations and 59.7 hours for field of view optimizations. The percentage
of time spent performing each function is shown in Figure 10.3. The measurement
speed is limited by the reliability of the array SPI channel and the time required to
transfer measurement data from the VNA to the controlling computer.

Differential Measurements
Because the optimization algorithms run for an extended length of time, there is
a risk that substantial low frequency noise and/or thermal drift will distort the
relative performance of states measured at different times. For example, the main
beam power optimization criteria is calculated using the absolute measured power
over the steering range. If the same state is measured at two different times and
the temperature increases between measurements, than the total power radiated
by the tile’s output PA can increase. This higher power throughout the radiation
pattern would appear to be an increase in power concentrated in the main beam
from the standpoint of the optimization algorithm. Therefore, the same state would
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be deemed to have better performance. While this kind of repeatability challenge
exists for all long-duration measurements, it is devastating in the context of an
optimization. Measurement fluctuations could mislead the optimization algorithm
into concluding that a worse state was optimal and redirect its search in the wrong
direction.

To compensate for long-term temperature fluctuations, a baseline state in which
every switch is turned off is remeasured in every batch and used to normalize
the other patterns. Due to the interwoven nature of the batched measurements,
different states in the batch happen in quick succession at a given measurement
point, therefore, the difference between these measurements are mostly immune to
low-frequency noise and temperature fluctuations. By normalizing each measured
pattern to the same baseline state, the relative performance of states in different
batches can be accurately compared. Finally, when the algorithm terminates, the
top 10 performing states are remeasured in the same batch in order to directly
compare their performance. As with the results in Chapter 9, the performance of
meta-gap states is quantified relative to this "all off" state.

Using Single Data Points to Analyze Stochastic Algorithms
Due to the lengthy measurement time, each combination of algorithm, optimization
criteria, symmetry, and initial states is only run once. Because the algorithms are
stochastic, it is important to keep in mind that the experimental results are inherently
variable. The measured optimization curves are a single run of stochastic system
and so their performance is prone to algorithmic variance similar to those discussed
in 9.6. For example, a result indicating that Particle Swarm performs better than
Simulated Annealing is not definitive as there is always the possibility that the
former had a unusually high performing run while the latter had an unusually low
performing run. That said, there are clear trends between the different optimization
criteria, the different in-situ experiments, and the statistical experiments in Chapter
9.
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Figure 10.4: Photo of array with copper tape ground plane between tiles. This array
serves as a baseline comparison for meta-gap performance.

10.3 Baseline Measurements
While useful for measurement purposes, the "all off" state used as a baseline is not
indicative of the array performance without the meta-gap sheets. Although ideally
the meta-gaps would be transparent in this state, in reality the metal grid, wires,
switches, and inductors still interact with the electromagnetic field. Because it is
highly likely that these interactions are parasitic and degrade array performance,
the baseline is not an entirely fair comparison to general array performance. Thus,
there is a risk of drawing incorrect conclusions about meta-gap performance; like
concluding that carrying a 5 kg backpack improves the performance of a sprinter
because they can run faster with it than when they are carrying a 25 kg backpack.

Of more interest is the relative performance of the meta-gap sheet compared to
a simpler approach expected to improve array performance. An obvious solution
is to fill the gaps in the array with a ground plane, effectively creating a uniform
ground plane commonly found behind elements in an array. The ground plane
creates isolation from the antennas and the backside electronics and a more uniform
near-field environment. Thus a flexible ground plane is a much simpler structure
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Figure 10.5: Measured main beam power for the ground plane backed array and the
"all off" and "all on" baselines. Power is normalized to the broadside power of the
"all off" baseline. Reprinted with permission from the copyright holder, EuMA.

than meta-gaps that can be used to fill the gaps in the array to increase performance.
While such a ground plane would make a superior baseline for measurements, the
"all off" switch setting is used as a comparison instead because it can be rapidly
switched to electronically unlike a true ground plane.

To enable comparisons between meta-gap performance and a ground plane, the gaps
in the array is filled with a ground plane comprised of copper tape as shown in Figure
10.4. Performance of this ground-backed array is measured using the same method
described in Section 10.2 with the exception that absolute power measurements are
recorded instead of the power relative to the baseline. The same absolute power
measurements are then taken for the meta-gap array in both the "all on" and "all
off" baselines. These absolute measurements allow the performance of the ground
plane backed array to be compared to the baseline, and thus also be compared to
any meta-gap state measured relative to the baseline.

Figure 10.5 shows the main beam power measurements for the ground plane backed
array and meta-gap array in the "all on" and "all off" states normalized by the peak
broadside power of the "all off" baseline. As can clearly be seen, the "all off"
baseline state reduces the main beam power at almost every steering angle. In fact,
the average main beam power throughout the field of view for the ground plane
backed array is 0.9 dB higher than the baseline state. The peak broadside main
beam power is 0.5 dB higher in the ground plane backed array than the baseline
state.



175

-30 -15 0 15 30
Beam Angle [deg]

-14
-13
-12
-11
-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1

Si
de

 L
ob

e 
L

ev
el

 [
dB

]

Baseline Side Lobe Level: E-Plane

Ground Plane
All On
All Off

(a) 𝐸−plane cut

-30 -15 0 15 30
Beam Angle [deg]

-14
-13
-12
-11
-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1

Si
de

 L
ob

e 
L

ev
el

 [
dB

]

Baseline Side Lobe Level: H-Plane

Ground Plane
All On
All Off

(b) 𝐻−plane cut

Figure 10.6: Measured side lobe levels for the ground plane backed array and the "all
off" and "all on" baselines. Reprinted with permission from the copyright holder,
EuMA.

Also of interest is the performance of the "all on" state which ideally is equivalent
to the ground plane backed array. It is notable that the general shape of the "all on"
state resembles that of the ground plane array, although with at least 1 dB less main
beam power at every angle. The degradation in performance due to the non-ideal
switches and wires can thus be clearly seen.

Figure 10.6 shows the side lobe level measurements for the ground plane backed
array and meta-gap array in the "all on" and "all off" states. The "all off" baseline
actually provides better suppression of side lobes than the ground plane backed
array, suppressing broadside side lobes by −7.8 dB, 4.6 dB more than the ground
plane. In addition, the average side lobe level throughout the field of view for the
ground plane backed array is 0.3 dB higher than the baseline state. Again the "all
on" state performs similarly to that of the ground plane backed array, with slightly
more side lobe suppression in the 𝐸−plane.

Finally, Figure 10.7 sows the field of view measurements for the ground plane backed
array, the "all on" state, and the "all off" baseline. As expected average field of view
between cuts for the ground plane backed array is 61.4° ≈ 60°. The "all off" baseline
has a similar average field of view of 60.9°. The 𝐸−plane field of view of the "all
on" state is higher than the ground plane backed array, highlighting the non-ideality
of meta-gaps states. The average field of view for the "all on" state is 65.5°.



176

-9
0

-7
5

-6
0

-4
5

-3
0

-1
5 0 15 30 45 60 75 90

Beam Angle [deg]

-14
-13
-12
-11
-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1

Si
de

 L
ob

e 
L

ev
el

 [
dB

]

Baseline Field of View: E-Plane

Ground Plane
All On
All Off

(a) 𝐸−plane cut

-9
0

-7
5

-6
0

-4
5

-3
0

-1
5 0 15 30 45 60 75 90

Beam Angle [deg]

-14
-13
-12
-11
-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1

Si
de

 L
ob

e 
L

ev
el

 [
dB

]

Baseline Field of View: H-Plane

Ground Plane
All On
All Off

(b) 𝐻−plane cut

Figure 10.7: Measured field of view for the ground plane backed array and the "all
off" and "all on" baselines.

10.4 Identical Sheet Experiments
In the first set of experiments, each of the five algorithms are used to perform in-situ
optimization of the main beam power, the side lobe levels, and the field of view.
Initially each meta-gap sheet is programmed with the same switch settings in order
to limit the size of the search space so decent solutions can be quickly found. This
restriction is lifted in Sections 10.6 and 10.7.

Experimental results are presented in multiple formats. Algorithmic performance is
evaluated using plots of the optimal optimization criteria identified over the course of
the run. In addition, the average performance of states explored by the algorithm over
time is presented using a moving average over two batches. This average provides
another useful view of algorithm behavior. Plots of the array characteristics for
the optimal states, and the "all off" baseline are also shown. Finally, images of the
optimal switch settings identified are shown.
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Main Beam Power Results
Figure 10.8 shows the algorithms’ performance over time when maximizing the
main beam power. Genetic optimization, particle swarm, and simulated annealing
have similar final results and outperform both variable neighborhood search and
random search. Meta-gaps are able to increase the average main beam power within
the view of view by 1.13 dB compared to the all off baseline. Comparing this
improvement to the ground plane measurements in Section 10.3 indicates a 0.23 dB
improvement compared to the ground plane backed array. Interestingly even the
random search is capable of improving the average main beam power by at least
0.89 dB compared to the baseline, only 0.01 dB lower than the ground plane backed
antenna. Therefore it is relatively straightforward to identify meta-gap states that
perform at least as well as the ground plane backed array.

The average value of the explored states provide additional insight. Critically the
performance of the average state explored by the random search is stable. As dis-
cussed in Section 9.4, this stability and lack of a trend indicates that the experimental
measurements do not have any major problems. In addition, while the final results
of genetic, particle swarm, and simulated annealing are similar, the former’s average
state value increases much faster initially before leveling off. During this period, the
algorithm quickly prunes lower performing genes. Simulated annealing and particle
swarm however converge slower as they explore the full search space. Finally, the
state of the VNS algorithm can be determined by its average state performance which
increases when the algorithm performs a focused greedy search, and decreases once
the algorithm reaches a local optimum and searches a wider space of states.

Figure 10.9 shows the array characteristic of the optimal state identified by each
algorithm. As can be clearly seen, the meta-gaps improve the main beam power
throughout the field of view. In addition, meta-gaps are able to correct the dip in
power in the center of the 𝐻−plane. Broadside the improvement is even greater,
with a 1.5 dB increase in main beam power compared to the baseline and thus a
1 dB improvement compared to the ground plane backed array.
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Figure 10.8: Optimization curves for the different algorithms when maximizing the
main beam power subject to the identical sheet constraint.
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Figure 10.9: Measured main beam power of the optimal states identified by each
algorithm when subject to the identical sheet constraint in addition to the "all off"
baseline. Power is normalized to the broadside power of the "all off" baseline.
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Side Lobe Level Results
Figure 10.10 shows the algorithms’ performance over time when maximizing the
side lobe levels. Again, genetic optimization, particle swarm, and simulated an-
nealing outperform both variable neighborhood search and random search. Genetic
optimization identifies the best performing state, which is capable of suppressing
the side lobes by 1.7 dB on average throughout the field of view compared to the
baseline state. This is equivalent to 2 dB more suppression than the ground plane
backed array. Even random search is capable of suppressing the average side lobe
level 1.3 dB more than the ground plane backed array.

The average explored state’s side lobe levels mirror the average main beam power
results; the random search is stable, VNS oscillates, genetic optimization decreases
rapidly before plataueing, and particle swarm and simulated annealing improve
gradually.

Figure 10.11 shows the array characteristic of the optimal state identified by each
algorithm. Interestingly the side lobe levels are generally unaffected in the 𝐸−
plane, almost all of the improvement is due to reducing the relative side lobes in the
𝐻− plane. However, the broadside side lobe-levels in the 𝐸− plane are improved by
1 dB, indicating a 5.6 dB improvement over the ground plane backed array.
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Figure 10.10: Optimization curves for the different algorithms when minimizing
the side lobe levels subject to the identical sheet constraint.
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Figure 10.11: Measured side lobe levels of the optimal states identified by each
algorithm when subject to the identical sheet constraint in addition to the "all off"
baseline.
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Field of View Results
Figure 10.12 shows the algorithms’ performance over time when maximizing the
field of view. In this optimization problem all of the algorithms performed similarly,
with particle swarm identifying the best state. Each of the algorithms increased the
average field of view between cuts to over 79.4°. The largest field of view identified
is 83.5°, 23.5° higher than the theoretical value. Interestingly the average state
behavior is relatively consistent between the algorithms, with the directed algorithms
gradually making minor improvements and random search average being stable.

The field of view results are especially intersting when considering the field of view
characteristic plots shown in Figure 10.12. The results are opposite those when
suppressing the side lobe levels; the 𝐻− plane is mostly unaffected while the 𝐸−
plane contains almost all of the field of view improvement. Thus algorithms are
able to increase the FoV in the 𝐸− plane to around a staggering 100°.

The shapes of the side lobe level curves in Figure 10.13a are especially curious as
the field of view appears to be improved by increasing side lobe levels. The side
lobe level is just barely negative for most of the expanded field of view, indicating
the main lobe is only slightly higher than the peak side lobe. While this technically
meets the definition of field of view given in Section 2.5, it does not follow the spirit
of the concept and thus renders the results relatively impractical2. Nonetheless,
the fact that field of view extension is even possible suggests that meta-gaps can
effectively decrease the distance between antennas in phase space and thus change
the aliasing behavior of the array.

2This behavior is not particularly surprising as exploiting the technicalities in a problem framing
is the modus operandi of optimization algorithms.
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Figure 10.12: Optimization curves for the different algorithms when maximizing
the field of view subject to the identical sheet constraint.
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Figure 10.13: Measured field of views of the optimal states identified by each
algorithm when subject to the identical sheet constraint in addition to the "all off"
baseline.
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Optimal Switch Settings
Figures 10.14, 10.15, and 10.16 show diagrams of the optimal identical sheet switch
settings identified by each algorithm when optimizing the main beam power, the side
lobe levels, and the field of view, respectively. The meta-gap sheet is represented
using a four-by-four grid of light copper-colored squares separated by either black,
or darker copper-colored lines. These lines are indicate the status of each switch in
the state; black lines indicate the switch is off while copper colored lines indicate it
is on. Thus the shape of the formed conductor pattern can be visualized while still
identifying the location of switches.

Each of the optimal sheets identified are likely to be local optima, and thus not
the true ideal shape. However, it may be possible to identify traits of the globally
optimal solution by considering the states as a group and identifying patterns. To
facilitate this, Figures 10.14f, 10.15f, and 10.16f provide weighted heat-maps of the
different states.

In these heat-maps, switch states are represented by an average of the switch settings
in the different optimal states weighted by the relative performance of the state. This
average indicates the relative agreement between optimal states. For example if all
five states performed equally and switch A is on in three of the states, that the
switch status would be represented by 0.6. If one of the states where switch A is off
performed twice as well as the others, than the switch status would be represented by
0.5. These continuous status numbers are visualized using a color gradient between
the light-copper conductor color, and black. Thus if a switch is on in all states, it’s
status would be 1 and it will be indistinguishable from the nearby conductor. If a
switch is off in all states, than it will be a solid black line. Together the heat-map
visualizes the best guess about the status of the switches in the optimal state.

Consider the optimal identified settings for main beam power shown in Figure 10.14.
There is general agreement that the central four conductors should be connected in
a square and that the to middle horizontal rows should be connected. The top and
bottom rows of conductors should be completely disconnected however. While
none of the states are symmetric about the horizontal or vertical axes, they are all
very close to being symmetric, requiring only one or two switches to change to be
symmetric about some axis. Indeed the weighted heat-map indicates that vertical
symmetry is strongly preferred, and horizontal symmetry to a lesser extent.

The optimal sheets for side lobe level minimization shown in Figure 10.15 suggest
similar conclusions. In fact, the genetic optimization state is symmetric about both
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axes and shares a lot of features in common with most of the other states. This is
indicated by the close resemblance between the genetic optimization state and the
weighted heat-map. It is plausible that this genetic state is the local optima that
both simulated annealing and particle swarm were approaching when the algorithm
terminated.

Unlike the optimal main beam power and side lobe level states, the optimal states in
the field of view optimization shown in Figure 10.16 do not share a lot in common.
The only relatively clear pattern in the weighted heat-map, is the lack vertical
connections to the top and bottom rows. There is strong disagreement for most of
the remaining switches. Interestingly, the performance of these different geometric
shapes is relatively consistent in Figure 10.12.

10.5 Electromagnetic Symmetry
Until this point, the switch settings of each sheet in the array have been identical in
order to reduce the search space to 24 degrees of freedom. This is a highly restricted
subspace of the full state space containing 960 degrees of freedom. Because the
optimal states identified in Section 10.4 are a part of the larger state space, they set a
minimum bound on the optimal array performance. By expanding the search space
to include more degrees of freedom, it is possible to identify further improvements
in performance.

However, fully opening up the search space to all 960 degrees of freedom is unlikely
to result in significantly greater performance because the algorithms are less likely
to find the optimal states in the significantly larger search volume. Fortunately by
considering properties that the optimal solutions are likely to have, it is possible to
restrict the search space without eliminating the best performing states.

There are several intuitive properties that the optimal states are expected to have.
Because the array is completely symmetric about the 𝐸− plane axis, and symmetric
performance is desirable, it is highly likely that the optimal state is also symmetric
about the 𝐸− plane axis. In addition, the array is mostly symmetric about the 𝐻−
plane axis as the only asymmetry is the location of the antenna drive port. Thus
another reasonable assumption is that the optimal solution will be symmetric about
the 𝐻− plane axis as well. Enforcing symmetry in both the 𝐸− and 𝐻− planes
reduces the degrees of freedom from 960 to 248.

It is also possible to make more aggressive restrictions based on electromagnetic
reasoning, though whether they must be true for the optimal state is less obvious.
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(a) Random Search (b) Genetic Optimization

(c) Variable Neighborhood Search (d) Particle Swarm

(e) Simulated Annealing (f) Weighted Heatmap

Figure 10.14: Optimal identical sheet switch settings identified by different algo-
rithms when optimizing main beam power subject to the identical sheet constraint.
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(a) Random Search (b) Genetic Optimization

(c) Variable Neighborhood Search (d) Particle Swarm

(e) Simulated Annealing (f) Weighted Heatmap

Figure 10.15: Optimal identical sheet switch settings identified by different algo-
rithms when optimizing side lobe levels subject to the identical sheet constraint.
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(a) Random Search (b) Genetic Optimization

(c) Variable Neighborhood Search (d) Particle Swarm

(e) Simulated Annealing (f) Weighted Heatmap

Figure 10.16: Optimal identical sheet switch settings identified by different algo-
rithms when optimizing field of view subject to the identical sheet constraint.
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For example, elements at the edge of an array perform differently than those in
the center due to the different electromagnetic environment. Therefore, enforcing
edge sheets to have the same settings, but allow them to differ from interior sheets,
is a reasonable restriction. Another option is to consider the relative location of
sheets to their neighboring antennas. For a linearly polarized antenna, the near-field
environment is different in the 𝐸− and 𝐻− planes. Therefore it is possible that in
the optimal state, sheets located next to antennas in the 𝐸− plane behave similarly
to each other but differently than sheets located next to antennas in the 𝐻− plane. It
is also possible that all of these restrictions are applicable at the same time.

Conceptually, each set of restrictions and symmetries result in a mapping between
switch settings and degrees of freedom. For example, the labeling of switches on
each meta-gap sheet shown in Figure 9.1 is a mapping between the 960 switches in
the array to the 24-bit number representing the state. This mapping is referred to as
the Identical Sheet mapping and is the only one that has been explored thus far.

Figure 10.17 includes diagrams of seven mappings of different sizes based on the
electromagnetic reasoning above. Each diagram is simplified representation of the
array using a grid of squares. The dark purple squares with arrows represent the
locations and polarizations of the array antennas. The black squares are the empty
gaps between meta-gap sheets. The remaining squares are meta-gap sheets with
colors representing their switch settings. Thus, squares with identical colors have
the same3 switch settings. For example, Figure 10.17g depicts the Identical Sheet
mapping as each of the meta-gap sheets are the same color of orange. Figure 10.17a
depicts the opposite extreme, the Independent Sheet mapping, in which each switch
is independent as illustrated by the rainbow of colors.

The remaining five mappings each enforce at least one axis of symmetry, indicated
by a dashed black line. Switches on either side of the dashed line are mirror images
of each other which is further emphasized by partially fading the array. The switches
of sheets that that lie along the axis of symmetry are also mirrored, reducing the
number of independent switches per sheet from 24 to 14. As can be seen, the
E-Plane Symmetry mapping shown in Figure 10.17b enforces symmetry across the
𝐸−plane axis while the E&H-Plane Symmetry mapping in Figure 10.17c enforces
symmetry across both axes. The E-Plane Symmetry mapping has 488 degrees of
freedom while the E&H-Plane Symmetry mapping has 248.

3Or mirrored.
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↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

(a) Independent Sheets:
960 bits

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

(b) E-Plane Symmetry:
488 bits

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

(c) E&H-Plane Symmetry:
248 bits

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

(d) Identical Edges:
200 bits

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

(e) E&H Near-Field:
124 bits

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

(f) Interior vs. Edge:
76 bits

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

↑ ↑ ↑ ↑ ↑

(g) Identical Sheets:
24 bits

Figure 10.17: Diagram of mappings used to reduce degrees of freedom. Purple
squares with arrows indicate location and polarization of tiles. Black squares are
empty gaps. Dashed lines indicate lines of enforced symmetry. Identical colors
indicate identical, although potentially mirrored, switch settings.
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In addition to 𝐸− and 𝐻−plane symmetry, Figures 10.17d, 10.17e, and 10.17f all
introduce additional restrictions based on the local electromagnetic environment.
The Identical Edge mapping ensures that sheets along the edge of the array are
identical in the 𝐸− and 𝐻− planes, while the internal sheets are allowed to vary,
resulting in 200 degrees of freedom. The E&H Near-Field mapping further reduces
the degrees of freedom to 124 by ensuring that sheets along 𝐸− or 𝐻− planes in
the near-field of an antenna have the same switch settings. Finally, the Interior vs.
Edge mapping only allows variation between the interior4 and edge sheets, thus only
having 76 degrees for freedom.

In should be noted that, except for the Identical Sheet mapping, the more restrictive
mappings are subspaces of the less restrictive mappings. Therefore, an optimal state
in the Interior vs. Edge mapping is also a state in the E-Plane Symmetry mapping.
The Identical Sheet mapping would be a subset of all of the mappings if it enforced
symmetry along the 𝐸− and 𝐻− planes. However, the optimal identical sheet states
shown in Figures 10.14, 10.15, and 10.16, and especially the heatmaps, are nearly
symmetric across both axis. Therefore, it is plausible that similar symmetric states
would have increased performance. Such states would be located in a subspace of
every other mapping.

10.6 Electromagnetic Symmetry Experiments
Given the restrictions described in Section 10.5, we are left with the problem of
assessing which restrictions are applicable and what mapping enables high perform-
ing states to be quickly identified. These questions are addressed experimentally by
comparing the performance of random search, genetic optimization, and simulated
annealing when optimizing the main beam power on each of the proposed mappings.
As another test, the optimal main beam power states identified in the identical sheet
experiments are used as initial seeds for variable neighborhood search on the differ-
ent mappings. By comparing the results of this different experiments, the optimal
mapping is identified.

Random Search Results
Figure 10.18 shows optimization curves when using a random search to maximize
the main beam power under different mappings. As can clearly be seen, the mappings
with more degrees of freedom perform those that are more restricted. In addition,

4Interior elements along the lines of symmetry are allowed to vary so that interior elements do
not have to be internally symmetric about 𝐸− and 𝐻− plane axes.
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Figure 10.18: Optimization curves for the different mappings when maximizing the
main beam power using random search.

the average value of the explored states appears to be approximately the same for
different mappings.

Random search is also used to get a statistical sample of the state-space for the
different mappings. Unfortunately, the sample size is not large enough to generate
an accurate representation of the underlying distribution. However, Table 10.1
list the mean and standard deviation of the explored state values for the different
mappings. As can be seen, the average state value for each mapping is approximately
-0.24 dB, with the independent mapping performing the best with an average of -0.2
dB and the identical sheet mapping performing the worst with an average of -0.27
dB. However, the different mappings exhibit different variances; there is a clear
trend of lower variance with higher degrees of freedom. This matches the trend of
worse performance with lower degrees of freedom as the performance of random
search is dependent on the variance of the state-space.

Considering the different mappings, these results are unsurprising. Even with en-
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Table 10.1: Statistical Measures of State Performance over 720 States for Different
Mappings

Mapping 𝜇 [dB] 𝜎 [dB]
Identical -0.27 0.44
Interior vs. Edge -0.23 0.27
E&H Near-Field -0.24 0.29
Identical Edge -0.24 0.25
E&H-Plane Symmetry -0.23 0.22
E-Plane Symmetry -0.27 0.17
Independent -0.20 0.13

forced symmetry, a random set of switches is more likely to harm array performance
than enhance it. While it is possible that the different mappings improve the average
performance, such a different was small enough that it could not be identified with
the size of random samples. The higher variability of more restricted mappings also
matches intuition; fewer degrees of freedom mean that more switches must change
between states, increasing the variability on array performance between states.

Genetic Optimization Results
Genetic optimization was the best performing algorithm when optimizing the main
beam power in both the statistical experiments in Chapter 9 and the identical sheet
experiments in Section 10.4. Therefore, it is expected that genetic optimization will
identify high performing states in each of the proposed mappings. Thus the genetic
optimization results should help identify which mapping provides optimal results in
a limited time-frame.

The optimization curves when using genetic optimization to maximize the main
beam power under different mappings are shown in Figure 10.19. Unlike the
random search results, the identical sheet mapping does not give the best results.
The genetic algorithm identifies a better performing state under both the interior vs.
edge mapping and the E&H near-field mapping, the former performing the best.

In addition, both the optimal and average curves for the two mappings do not appear
to have plateaued before the algorithm terminated. Therefore, even better mappings
might have been identified if they ran for longer. This is in stark contrast with the
optimization curve for the identical sheet mapping which stalls after approximately
12 batches. There are multiple explanations for this difference in convergence.
Because the mutation rate per bit is the same for all runs mappings with a larger
number of bits will mutate more per batch, thus reducing the rate of convergence.
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Figure 10.19: Optimization curves for the different mappings when maximizing the
main beam power using genetic optimization.

The larger state size also means that there are more "genes" that need to be sorted
through. The identical sheet average state value initially increases quite quickly as
lower performing genes are eliminated.

The mappings with even higher degrees of freedom perform worse than the identical
sheet mapping. While these algorithms also do not appear to have fully converged,
their rate of improvement is much slower. While these mappings must logically
identify a state at least as good as the ones identified by the interior vs. edge and
the E&H near-field mappings, they are unable to do so within a reasonable amount
of time. Thus these mappings are not ideal for time-constrained experiments or
applications.

Simulated Annealing Results
The statistical experiments in Chapter 9 indicated that while genetic optimization
is high performing on average, it also is high variance. It is thus possible that
the single run results reported in Figure 10.19 are anomalous; the conclusion that
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Figure 10.20: Optimization curves for the different mappings when maximizing the
main beam power using simulated annealing.

the Interior vs. Edge mapping is better than the E&H Near-Field mapping would
be incorrect if the former result was significantly above average and the latter was
significantly below average. To reduce the risk of incorrect conclusions due to
statistical uncertainty, simulated annealing is also used to explore the mappings;
the algorithm identifies good solutions with lower variance than most of the other
directed algorithms.

Figure 10.20 shows the simulated annealing optimization results for different map-
pings. Unlike genetic optimization, none of the mappings resulted in a better
performing state than the identical sheet mapping. However the general order of
the mappings’ performance is the same5, indicating that the the interior vs. edge
and E&H near-field mappings are indeed able to identify better solutions than the
others.

5The only exception being a particularly poor performance by the E-Plane Symmetry mapping.
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Figure 10.21: Effect of initialization on optimization. Optimization curves of the
main beam power subject to the E&H near-field mapping using the VNS and genetic
optimization algorithms initialized with the optimal states identified by the identical
sheet experiments in Section 10.4. The optimization curve of the uninitialized
genetic optimization is included for comparison.

Seeded Variable Neighborhood Search Results
All of the experiments thus far have assumed no knowledge of the problem prior to
launching the algorithm. Because it is not clear what regions of the state-space or
individual states might be high performing, the initial state(s) are selected at random
so the algorithm is not biased towards one part of the search space. However, the
identical sheet experiments in Section 10.4 have identified particular states that
perform well. Therefore, it may be advantageous to bias the search by initializing
algorithms with the states shown in Figure 10.14. As discussed is Section 10.5
while the identical sheet mapping is not strictly a sub-space of the other mappings,
the optimal states identified are fairly symmetric about the 𝐸− and 𝐻− planes.
Therefore, it is likely that "symmetricized" versions of the states will exhibit similar
performance.
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One way to conceptualize the effect of initialization and the different mappings is to
think about the optimization problem as a discrete numeric search over a continuous
function. This underlying function remains the same when changing the mapping,
however, the coarseness of the discritization changes. Thus a search on a low degree
of freedom mapping can quickly explore the full space, but will miss fine details,
as each step covers a large distance. On the other hand, a search on a high degree
of freedom mapping can accurately characterize the fine details of the underlying
function at the cost of requiring a large number of steps to explore the full space.

With this conceptualization it is clear that the identical sheet mapping provides
a very course exploration of the underlying function, identifying well performing
regions but completely ignoring finer details. Therefore by initializing algorithms on
higher degree of freedom mappings with specific states, they are able to increase the
fineness of their search in high performing regions and likely identify even better
solutions. However, the same coarseness trade-off exists in this more localized
region; increasing the fineness too much and it is impossible to adequately explore
the region about the initialized state. By comparing the relative performance of
the initialized algorithms on different mappings, the optimal increase in degrees of
freedom over the identical sheet mapping can be identified.

Initialization has a different effect on the various algorithms. Initialization is mean-
ingless for random search as it simply explores random states. Similarly, initial-
ization has no meaning in this work’s implementation of simulated annealing as
the algorithm is essentially random at high temperatures. However by reducing
the initial temperature, the algorithm can be biased towards that region. This is
equivalent to partially increasing the temperature after the an initial run converges
and allowing the algorithm to settle a second time. In particle swarm, the particles
can be initialized to start at well known positions, also biasing their search to a local
region. For genetic optimization, the population is initialized with genes that are
known to perform well. However, other genes must be introduced to population as
well to enable further refinement. Finally, initializing variable neighborhood search
simply starts the search where a previous one finished, essentially extending the
algorithm’s run-time. It is clear that initialization will effect algorithms differently,
thus potentially changing their relative performance.

It is logical to start the initialed exploration with genetic optimization because it
has exhibited the best performance thus far. Figure 10.21 shows the optimization
curves for both initialized (blue) and uninitialized (red) genetic optimizations on the



197

0 48 96 14
4

19
2

24
0

28
8

33
6

38
4

43
2

48
0

52
8

57
6

62
4

67
2

72
0

Number of States Measured

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

A
vg

 M
B

P 
w

ith
in

 F
oV

 v
s.

 B
as

el
in

e 
[d

B
] Main Beam Power: Initialized VNS

Identical Avg Identical Opt Int-Edge Avg Int-Edge Opt
EH-Nearfield Avg EH-Nearfield Opt Edge Avg Edge Opt
EH-Sym Avg EH-Sym Opt

Figure 10.22: Optimization curves for the different mappings when maximizing the
main beam power using VNS initialized with the optimal states identified by the
identical sheet experiments in Section 10.4.

E&H Near-Field mapping. To initialize the genetic optimization, the five optimal
performing states shown in Figure 10.14 are included in the initial population. The
remaining 19 states are generated by randomly changing up to half of the bits in
these five states. Thus the initial population is weighted towards the optimal states
yet contains genetic variation.

As can clearly be seen, the initialized genetic algorithm only performs slightly
better than the uninitialized version. For the first half of the run, the performance
of the average state increases rapidly while optimal state remains constant. Thus
the algorithm appears to spend a lot of resources pruning poor performing genes
introduced in the initialization process. In addition, the algorithm only makes
modest improvements even after this pruning process.

Figure 10.21 also includes the optimization curve for an initialized variable neigh-
borhood search (yellow) on the E&H Near-Field mapping. In contrast to genetic
optimization, VNS makes rapid and sustained improvement. This efficient perfor-
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mance makes sense because of the algorithm’s local first approach. If the advantage
of initialization is the ability to increase the fineness of the search and localize it in a
high-performing subspace, than a local approach is best suited to exploit this boon.

Given the synergistic relationship of initialization and VNS, the pair are used to
explore the different mappings in order to identify the optimal mapping. Figure
10.22 shows the optimization curves for variable neighborhood search maximizing
the main beam power on various mappings when initialized with a "symmetricized"
version of the optimal identical sheet state. As can clearly be seen, the E&H Near-
Field mapping resulted in significantly better performance than any other mapping
with a 1.36 dB improvement over the baseline, or 0.46 dB improvement over a
ground plane backed array. The remarkable performance of this mapping suggests
that it could be an outlier and that on average the mapping performance is not quite
as high. However, it is unlikely that the performance is substantially worse.

The general trend of the results match that of the genetic optimization; adding
degrees of freedom improves performance initially before it starts to degrade. Due to
the clearness of this trend, the E-Plane Symmetry and Independent Sheet mappings
were not explored. However, the identical sheet mapping was also initialized and
explored because part of the advantage of initialization for VNS is that it effectively
expands the duration of the search. Therefore, enhancements greater than this
second optimization of identical sheet state are likely due to the change in mapping
and not the extended run-time. All mappings explored perform better than this
second run.

Conclusion
The four experiments above examine the behavior of mappings in different manners.
Simulated annealing’s decent average, low-variance behaviour compliments the
good average, high-variance behavior of genetic optimization and the poor average,
low-variance behavior of random search. The initialized variable neighborhood
search experiments examined the local characteristics of the mappings near optimal
points. Taken together the four provide evidence for a more robust conclusion,
especially because they are generally in agreement.

All of the experiments demonstrate that at some point, additional degrees of freedom
reduce performance. This degraded performance is likely due to the sheer size of
search spaces; while better states exist, they are near impossible to find in a limited
amount of time. The genetic optimization and initialized VNS experiments however
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indicate that small increases in the number of degrees of freedom can result in better
performance. In the genetic optimization experiment, the Interior vs. Edge and
E&H Near-Field mappings resulted in nearly identical performance. The initialized
VNS experiment clearly indicated that the E&H Near-Field mapping is optimal.
These results are not contradicted by the random search and simulated annealing
experiments as these two mappings were the second and third best performing in
both.

In three of the tests, the Interior vs. Edge and E&H Near-Field mappings had similar
performance with the former slightly outperforming the latter. However, the E&H
Near-Field mapping performed significantly better in the initialized VNS experi-
ment. While this result may have been an outlier, it is the strongest differentiator
between the two mappings in any of the experiments. Thus while it is likely that
both mappings offer performance improvements, the E&H Near-Field mapping is
the most promising given the data.

10.7 Symmetric E&H Near-Field Experiments
In the final set of experiments, the E&H Near-Field mapping is thoroughly explored
by optimizing the main beam power, the side lobe levels, and the field of view
using each of the five optimization algorithms. The experiments in Section 10.6
demonstrated that better performing states can be found using the E&H Near-Field
mapping than with the identical sheet mapping. However it is unclear whether the
mapping fundamentally changes the underlying optimization problem in addition
to the characteristics of the optimal states. Thus a deep characterization of the
optimization problem is repeated with the new mapping. As with the experiments
in Section 10.4, the algorithms are not initialized in order to emulate the practical
scenario where little is known about the array in advance.

Main Beam Power Results
Figure 10.23 shows the algorithms’ performance over time when maximizing the
main beam power. While genetic optimization still performs the best, VNS outper-
forms simulated annealing and particle swarm unlike in the identical sheet experi-
ments. The optimal state identified in the E&H Near-Field mapping increases the
average main beam power within the view of view by 1.2 dB compared to the all off
baseline, a 0.07 dB improvement over the identical sheet mapping. This corresponds
with a 0.3 dB enhancement compared to the ground plane backed array.
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Figure 10.23: Optimization curves for the different algorithms when maximizing
the main beam power subject to the E&H near-field mapping.
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Figure 10.24: Measured main beam power of the optimal states identified by each
algorithm when to the E&H near-field mapping in addition to the "all off" baseline.
Power is normalized to the broadside power of the "all off" baseline.
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The increased difficulty of the search is demonstrated by the optimal state identified
by the random search; the optimal E&H Near-Field state performs 0.34 dB worse
than the optimal identical sheet state. In general, the average values of explored
states behave similarly in both mappings. However, both genetic optimization and
VNS take longer to converge. Indeed VNS does not begin to oscillate until over
halfway through the run, indicating that it takes a long time to identify a local
maxima.

Figure 10.24 shows the array characteristic of the optimal state identified by each
algorithm. The results are similar to that in the identical mapping except that they
appear to be more symmetric. The optimal improvement in broadside main beam
power over the baseline is similar to that in the ground plane backed array.

Side Lobe Level Results
Figure 10.25 shows the algorithms’ performance over time when maximizing the
side lobe levels. As with the main beam power optimization, VNS and genetic
optimization outperform simulated annealing and particle swarm. However, the
difference between the optimal state identified in simulated annealing and particle
swarm is larger. While genetic again performs the best, the optimal state it identifies
performs exactly the same as the one identified with the identical sheet mapping,
suppressing the side lobes by 1.7 dB on average throughout the field of view com-
pared to the baseline. The general behavior of the average states explored are also
similar to that in the identical sheet matching. However, like in the main beam
power optimizations, both VNS and genetic optimization take longer to converge
and VNS does not exhibit as many oscillations.

The optimal array characteristics shown in Figure 10.26 are also quite similar to
those identified by the identical sheet optimization. Again the improvements are
concentrated in the 𝐻−plane with the 𝐸− plane being mostly unaffected. While the
broadside side lobe levels in Figure 10.26b is approximately 1 dB higher than those
in Figure 10.11b, the baseline levels are also 1 dB higher, suggesting that change is
a function of some other aspect of the measurement than the meta-gaps.
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Figure 10.25: Optimization curves for the different algorithms when minimizing
the side lobe levels subject to the E&H near-field mapping.
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Figure 10.26: Measured side lobe levels of the optimal states identified by each
algorithm when subject to the E&H near-field mapping in addition to the "all off"
baseline.



203

Field of View Results
Figure 10.27 shows the algorithms’ performance over time when maximizing the
field of view. The performance of the algorithms when optimizing the Field of View
under the E&H Near-Field mapping is very different than under the identical sheet
mapping. Whereas in the E&H Near-Field mapping, where each algorithm made
similar improvements over the random search, in the E&H Near-Field mapping only
VNS made substantial improvements over the random search. In fact, simulated
annealing identified a worse solution than the random search. The optimal field of
view identified by VNS in the E&H Near-Field mapping, 76.8°, is actually worse
that the optimal field of view identified by random search in the identical sheet
experiment. Thus, increasing the degrees of freedom strictly resulted in worse
performance for field of view optimization.

The algorithm’s convergence rates and average state behavior provide insight into the
cause of this worse performance. The convergence rate of the genetic optimization
and simulated annealing are similar to that of the random search, quickly identifying
a decent performing state and only making slight improvements over time. Only
particle swarm appears to follow its more typical gradual performance increase
over time. The convergence of VNS is interesting as it makes essentially all of its
improvements in one batch. The performance of the average state explored shows
similar results, with particle swarm and simulated annealing making no average
improvement over time, genetic optimization making only marginal improvement,
and VNS only increasing for around two batches. These convergence rates and aver-
age state performance indicate that each of the algorithms, except VNS, essentially
behave like a random search. VNS on the other hand, essentially searches randomly
until it stumbles upon a narrow local maxima that it quickly optimizes.

These results suggest that the search space is relatively flat with small sparse local
optima. It is likely that the worse performance by simulated annealing, and the better
performance of VNS, were one-off events as the former failed to identify a good state
and the latter fortunately found a local optima. The average statistical performance
of the different algorithms is most likely fairly consistent. Assuming that the E&H
Near-Field mapping does not alter the general form of the state distribution from that
shown in Figure 9.11c, it is likely that the larger degrees of freedom greatly increased
the number of states in the narrow central region without similarly increasing the
number of states in the enhanced region; significantly more low-performing states
were added than high-performing states, making the latter more difficult to find.
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Figure 10.27: Optimization curves for the different algorithms when maximizing
the field of view subject to the E&H near-field mapping.
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Figure 10.28: Measured field of views of the optimal states identified by each
algorithm when subject to the E&H near-field mapping in addition to the "all off"
baseline.
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Despite the difference in algorithm performance, the characteristic plots shown in
Figure 10.28 resemble those of the identical sheet experiments. Again the 𝐻− plane
is mostly unaffected while the 𝐸− plane contains almost all of the field of view
improvement. Thus, the mechanism by which the field of view is enhanced remains
the same; it just is not as efficiently exploited as in the identical sheet mapping.

10.8 Analysis
The experiments in Chapter 9 and Sections 10.4, 10.6, and 10.7 demonstrated the
capabilities of meta-gaps and highlighted interesting properties about the associated
optimization problem. From a performance perspective, meta-gaps are able to
increase the average main beam power within the field of view by 0.46 dB and
decrease the average side lobe levels within the field of view by 2 dB, compared
to a ground plane backed array. The field of view itself can be increased by 23.5°
compared to the theoretical 60° field of view for a 𝜆−spaced array. These measured
performance improvements represent a minimum bound on the possible achievable
improvements as it is unlikely any of the optimal states identified are the true global
optima. Given that only around 43,000 of the 2960 different states were characterized,
it is likely that even greater performance is possible.

However, another conclusion is that finding optimal solutions is very difficult due
to the vastness of the search space. All of the experiments demonstrate that at some
point, additional degrees of freedom reduce the performance of the state that can be
found within a limited time-frame. Indeed, the identical sheet mapping produced
just as good, if not better, results as the E&H Near-Field mapping despite it being a
fairly arbitrary and sub-optimal restriction.

Structure of the Optimization Problem
The experiments give insight into the underlying structure of the optimization prob-
lem. An important result is that the main beam power and side lobe levels are
closely related, with algorithms behaving similarly on both problems; the similarity
of the simulated statistical distributions is shown in Figures 9.11a and 9.11b. Thus,
it is likely that algorithms or approaches that work well on one of the problems will
work well on the other.

The relative performance of the different algorithms on the identical sheet experi-
ments suggests that the MBP/SLL problem has many sparsely-spaced local minima
in a relatively gradual global basin. VNS takes a local approach, performing a
greedy search and then expanding its search space once it reaches a local optimum.
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Because VNS quickly identifies a decent solution and then plateaus, it is likely that
local minima are relatively shallow and far apart. SA and PS have the opposite
strategy, covering a wide range of spaces initially before converging locally. These
algorithms both gradually approach an optimum, indicating that there is some sort
of global basin. The existence of this gradual basin is supported by the fact that a
random search is able to quickly identify a decent solution, despite random switch
settings degrading performance on average.

The relative performance of the algorithms on the E&H near-field mapping supports
this idea. In this mapping, VNS takes longer to converge but results in better
solutions than particle swarm or simulated annealing. As the fineness of the search
increases, it takes longer for local optimal to be explored and it becomes more
difficult to search the global space. Thus, particle swarm and simulated annealing
are unable to either cover as much space or converge on a local optima in their
final states as they can in a course search. VNS excels, as it dedicates more of its
resources to exploring the same local optima with a finer precision.

The improved performance of the genetic algorithm over the other approaches in
both mappings suggests that MBP/SLL problem solutions are comprised of features
with intrinsic value. This matches intuition about the electromagnetic problem.
Certain patterns of conductors, like closed loops or lines of a specific length, will
have a pronounced effect on the electromagnetic fields. Randomly turning switches
on, in general, should decrease performance as switches absorb power. Changing
a small number of switches can make some improvement as the state resembles a
particular pattern, but many switches have to change to switch between patterns.
It seems likely that there exists a smaller set of basis solutions that could greatly
reduce the search space.

Another conclusion is that the field of view optimization problem is quite different
than the MBP/SLL problem. The FoV problem is much flatter with most states
having little effect, and only pockets of minor improvement. This is demonstrated
by the very gradual average-state enhancement in the identical sheet mapping and the
almost non-existent average-state enhancement in the E&H near-field mapping. In
fact, the problem under the E&H near-field mapping does not contain enough global
variation for the algorithms to take advantage of, as their convergence behaviors
resemble that of random search. Only VNS is able to make improvement because
it ascends to a local maxima. In addition, the genetic optimization does not offer
substantial improvement over the other methods, and the optimal identical sheet
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states shown in Figure 10.16 do not appear to contain any shared building blocks
or symmetry. Therefore, the field of view optimization problem is quite unlike the
MBP/SLL problem and likely does not contain a set of basis solutions.

Possibility of Enhanced Algorithmic Performance
The possible existence of a set of basis states for the MBP/SLL optimization prob-
lems shows much promise for reducing the optimization time, and thus enhancing
the meta-gap performance. While the binary switching optimization problem is
NP-Hard in general, particular constraints can reduce the problem complexity, po-
tentially making it convex6. If a set basis can be identified, then genetic optimization
can become significantly more efficient, as it can be initialized with only the features
that are required to produce high-quality solutions. In addition, depending on the
size of the basis set, it could be explored efficiently through brute force. Depending
on the properties of the basis set, it could be possible to design the meta-gaps to only
contain basis states, reducing the number of switches and their parasitic effect on the
radiated fields. Finally, just the existence of some sort of basis set suggests that ma-
chine learning could be used to efficiently optimize meta-gaps without specifically
identifying the exact basis states.

There are other techniques beyond the basis set that could be used to increase meta-
gap performance. Initialization proved to be an effective was to increase algorithm
and meta-gap performance. It is thus possible that some sort of hybrid method that
combines genetic optimization on a more restricted space with VNS on a broader
space could increase performance. The fact that genetic optimization converged
quickly in the identical sheet experiments suggests that the full 720 states are not
necessary to find an appropriate initialization for VNS, further enhancing the speed
of the combined approach.

Alternatively, the experiments in Chapter 9 demonstrated that simulated optimiza-
tion is significantly more efficient than in-situ optimization. And while there are
certainly errors introduced by imprecise modeling, it is unlikely that these errors
drastically change the optimization problem. Therefore it is possible that optimal
states could be identified in simulation and then used to initialize the in-situ opti-
mization. This combined simulated-realized approach would combine the accuracy
of the in-situ optimization with the speed enhancements of simulation.

6This is easy to see by imagining trying to numerically optimize a convex function by flipping
bits in the binary representation of the argument on and off. The problem is clearly convex, despite
there being an exponential number of choices
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Finally, the experiments revealed that the random search converges rapidly and can
quickly identify states with at least minor improvements over the ground plane
backed array. Therefore, a straightforward and short random optimization could be
useful in time-constrained applications.

If the optimization time can be enhanced, then significantly improved meta-gap
performance is likely possible if states are optimized for every beam. While the
single states explored in this work must improve array performance on average,
separate states for each beam would allow asymmetry that directly harms beams
pointed in a different directions. This asymmetry helps reduce grating lobes and
increase the field of view as the array becomes fundamentally different for each
beam direction, so the main beam power in one direction can be enhanced without
increasing the side lobe levels in another. Despite its potential benefits, the current
long optimization times of a single state precludes such an approach7.

E- and H- Plane Asymmetry
One interesting property of the optimal field of view and side lobe characteristics
is that their improvements are concentrated a single plane. The field of view
optimization increases the side lobe levels in the 𝐸−plane at small beam angles
in order to suppress them at larger angles, but the 𝐻−plane side lobe levels are
generally unaffected. For the side lobe level optimization, only the 𝐻−plane side
lobes are substantially reduced. These results indicate that the meta-gaps interact
differently with side lobes in the two planes.

This asymmetry makes sense from an electromagnetic standpoint as the excitation
fields are in different orientations in the two planes for a linearly polarized patch
antenna. In a patch antenna, the magnetic fields circle the patch while most electric
fields couple from either end to the ground plane below. Some of the electric fields
curl from one end of the patch to the other, mostly above the patch surface, but also
parallel to the patch to a lesser degree. Thus, the electric and magnetic fields in
the near-field are weaker in the 𝐸−plane than in the 𝐻−plane and have different
orientations. In the 𝐻−plane, the electric and magnetic fields are aligned to readily
excite current along the polarization direction, introducing secondary fields that can
strongly alter the radiated pattern. It is therefore unsurprising that the side lobes
are easily suppressed in the 𝐻− plane and not in the 𝐸− plane, given the linearly

7While optimizations could be performed in parallel, the array would have to be reprogrammed
with each measurement. As state programming is a time intensive operation, total optimization time
would increase drastically
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polarized excitation. However, it is less clear why the field of view optimization
results are concentrated in the 𝐸−plane given the stronger near-field coupling in the
𝐻−plane.

Finally, an important note is that these results do not indicate that it is impossible to
suppress the side lobes in the 𝐸−plane or extend the steering range in the 𝐻−plane.
Rather, they only indicate that it is more efficient to focus the changes in the 𝐻−
and 𝐸−planes, respectively, in order to improve the average steering range or field
of view.
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C h a p t e r 11

CONCLUSION

Time isn’t holding up.
Time isn’t after us.
Same as it ever was.
Same as it ever was.

Talking Heads
Once in a Lifetime

In this thesis, I set out to answer the questions posed by shape-changing phased
arrays. Chapter 2 demonstrated the complexity of characterizing a single phased
arrays and introduced a methodology to enhance the measurement of multiple
arrays. This measurement technique is critical for characterizing the novel degrees
of freedom introduced by shape-change and meta-gaps as they fundamentally alter
array performance. Together Chapters 3 and 4 provided a strong theoretical basis
for the trade-off between maximum gain and steering range that can be broken by
shape-changing phased arrays. Chapter 5 presented both the benefits and drawbacks
of shape-change, showing that the spacing between elements in a shape-changing
array must change in order to allow the array to morph between geometries with
different Gaussian curvatures.

Chapter 6 detailed the design of an array architecture based on independent radiating
tiles. The flexibility of these tiles enables rigid shape-change by allowing the
surface area to increase. Then the world’s first shape-changing phased array was
characterized in Chapter 7. The array was shown to able to increase its average
−3 dB steering range from 88° to 138° at the cost of a 6 dB loss in broadside gain.

To combat the effect of increased spacing, the concept of a meta-gap is introduced in
Chapter 8. These re-programmable structures are a solution to the difficult electro-
magnetic deign problem of optimizing far-field performance using passive parasitic
structures under varying excitations. As these structures present an optimization
problem that is, in abstract, an NP-Hard problem, Chapters 9 and 10 explored the
optimization problem using meta-hueristic algorithms on both simulated and phys-
ical meta-gap structures. The experiments concluded that there is likely a set of
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underlying configurations that form some sort of a basis which could reduce the
complexity of the optimization problem. The in-situ experiments demonstrated that
meta-gaps can at least improve the average main beam power over the steering range
by 0.46 dB, suppress the average side lobe levels over the steering range by 2 dB,
and increase the field of view itself by 23.5° when compared to a ground plane.

However, this work is just the tip of the proverbial shape-changing iceberg as nu-
merous important questions remain. Having established that the trade-off between
gain and steering range can be broken, what else is possible with array geometry?
Is it possible to steer beams or form arbitrary radiation patterns using shape-change
alone? Can the nulls of elements be dynamically rearranged to increase the sup-
pression of jammers?

Meta-gaps offer their own world of mysteries to explore. What is the full scope of
the optimization problem? Can desirable states be decomposed into a set of basis
states that can be recombined? Does a decent polynomial time heuristic exist given
the particulars of the electromagnetic problem? If decent solutions can be identified
rapidly enough, how much performance enhancement can be gained by allowing the
meta-gap states to change with the steering angle? Can meta-gap performance be
improved by switching to slower, but lower loss, switches like MEMS? Alternatively,
how much can non-programmable fixed metal patterns increase performance by
removing switching losses?

Unfortunately, all things must come to an end, so these questions will have to be
addressed in another thesis or collection of papers. It is my hope that this work
will, at the very least, inspire interest in shape-changing phased arrays and the
possibilities of using geometry as a design variable. I believe that these ideas are the
future of wireless networks as they remove the final limits on what surface current
patterns can be synthesized.
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A p p e n d i x A

PROJECTION ANALYSIS JACOBIAN CALCULATION

The equivalence of equations 3.29 and 3.30 requires multiple algebraic steps that
are included below for completeness:

We begin with the definitions given in equations 3.26, 3.27, and 3.25.

⟨𝑥, 𝑦, 𝑧⟩ = ®𝜎(𝑢, 𝑣) (A.1)

®𝐴 ≡ ⟨cos(𝜙) cos(𝜃), sin(𝜙) cos(𝜃),− sin(𝜃)⟩ (A.2)

®𝐵 ≡ ⟨− sin(𝜙), cos(𝜙), 0⟩ . (A.3)

We will notionally refer to the ®𝑖, ®𝑗 , and ®𝑘 components of these vectors using super-
scripts, such as 𝐵𝑖 = − sin(𝜙), 𝐵 𝑗 = cos(𝜙), and 𝐵𝑘 = 0. Solving for the determinant
in Equation 3.30:

|𝐽 (Φ) | =
�����
[
®𝐴 · ®𝜎𝑢 ®𝐴 · ®𝜎𝑣
®𝐵 · ®𝜎𝑢 ®𝐵 · ®𝜎𝑣

] ����� (A.4)

|𝐽 (Φ) | =
[(
®𝐴 · ®𝜎𝑢

) (
®𝐵 · ®𝜎𝑣

)]
−

[(
®𝐴 · ®𝜎𝑣

) (
®𝐵 · ®𝜎𝑢

)]
. (A.5)

Plugging in ®𝐴 and ®𝐵 gives:

|𝐽 (Φ) | =
(
𝐴𝑖𝜎𝑖𝑢 + 𝐴 𝑗𝜎

𝑗
𝑢 + 𝐴𝑘𝜎𝑘𝑢

) (
𝐵𝑖𝜎𝑖𝑣 + 𝐵 𝑗𝜎

𝑗
𝑣 + 𝐵𝑘𝜎𝑘𝑣

)
−

(
𝐴𝑖𝜎𝑖𝑣 + 𝐴 𝑗𝜎

𝑗
𝑣 + 𝐴𝑘𝜎𝑘𝑣

) (
𝐵𝑖𝜎𝑖𝑢 + 𝐵 𝑗𝜎

𝑗
𝑢 + 𝐵𝑘𝜎𝑘𝑢

)
. (A.6)

Recognizing that 𝐵𝑘 = 0:

|𝐽 (Φ) | =
(
𝐴𝑖𝜎𝑖𝑢 + 𝐴 𝑗𝜎

𝑗
𝑢 + 𝐴𝑘𝜎𝑘𝑢

) (
𝐵𝑖𝜎𝑖𝑣 + 𝐵 𝑗𝜎

𝑗
𝑣

)
−

(
𝐴𝑖𝜎𝑖𝑣 + 𝐴 𝑗𝜎

𝑗
𝑣 + 𝐴𝑘𝜎𝑘𝑣

) (
𝐵𝑖𝜎𝑖𝑢 + 𝐵 𝑗𝜎

𝑗
𝑢

)
(A.7)

|𝐽 (Φ) | =
(
𝐴𝑖𝐵𝑖𝜎𝑖𝑢𝜎

𝑖
𝑣 + 𝐴 𝑗𝐵𝑖𝜎

𝑗
𝑢𝜎

𝑖
𝑣 + 𝐴𝑘𝐵𝑖𝜎𝑘𝑢𝜎𝑖𝑣

+ 𝐴𝑖𝐵 𝑗𝜎𝑖𝑢𝜎
𝑗
𝑣 + 𝐴 𝑗𝐵 𝑗𝜎 𝑗

𝑢𝜎
𝑗
𝑣 + 𝐴𝑘𝐵 𝑗𝜎𝑘𝑢𝜎

𝑗
𝑣

)
−

(
𝐴𝑖𝐵𝑖𝜎𝑖𝑣𝜎

𝑖
𝑢 + 𝐴 𝑗𝐵𝑖𝜎𝑖𝑢𝜎

𝑗
𝑣 + 𝐴𝑘𝐵𝑖𝜎𝑘𝑣 𝜎𝑖𝑢

+ 𝐴𝑖𝐵 𝑗𝜎𝑖𝑣𝜎
𝑗
𝑢 + 𝐴 𝑗𝐵 𝑗𝜎 𝑗

𝑣𝜎
𝑗
𝑢 + 𝐴𝑘𝐵 𝑗𝜎𝑘𝑣 𝜎

𝑗
𝑢

)
(A.8)
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|𝐽 (Φ) | =
(
𝐴𝑖𝐵𝑖 − 𝐴𝑖𝐵𝑖

)
𝜎𝑖𝑢𝜎

𝑖
𝑣 +

(
𝐴 𝑗𝐵𝑖 − 𝐴𝑖𝐵 𝑗

)
𝜎
𝑗
𝑢𝜎

𝑖
𝑣

+
(
𝐴𝑖𝐵 𝑗 − 𝐴 𝑗𝐵𝑖

)
𝜎𝑖𝑢𝜎

𝑗
𝑣 +

(
𝐴 𝑗𝐵 𝑗 − 𝐴 𝑗𝐵 𝑗

)
𝜎
𝑗
𝑢𝜎

𝑗
𝑣

+ 𝐴𝑘𝐵𝑖𝜎𝑘𝑢𝜎𝑖𝑣 + 𝐴𝑘𝐵 𝑗𝜎𝑘𝑢𝜎
𝑗
𝑣 − 𝐴𝑘𝐵𝑖𝜎𝑖𝑢𝜎𝑘𝑣 − 𝐴𝑘𝐵 𝑗𝜎

𝑗
𝑢𝜎

𝑘
𝑣 (A.9)

|𝐽 (Φ) | =
(
𝐴 𝑗𝐵𝑖 − 𝐴𝑖𝐵 𝑗

)
𝜎
𝑗
𝑢𝜎

𝑖
𝑣 +

(
𝐴𝑖𝐵 𝑗 − 𝐴 𝑗𝐵𝑖

)
𝜎𝑖𝑢𝜎

𝑗
𝑣

+ 𝐴𝑘𝐵𝑖𝜎𝑘𝑢𝜎𝑖𝑣 + 𝐴𝑘𝐵 𝑗𝜎𝑘𝑢𝜎
𝑗
𝑣 − 𝐴𝑘𝐵𝑖𝜎𝑖𝑢𝜎𝑘𝑣 − 𝐴𝑘𝐵 𝑗𝜎

𝑗
𝑢𝜎

𝑘
𝑣 (A.10)

Plugging in the coefficient values gives:

|𝐽 (Φ) | =
(
− sin2(𝜙) cos(𝜃) − cos2(𝜙) cos(𝜃)

)
𝜎
𝑗
𝑢𝜎

𝑖
𝑣

+
(

cos2(𝜙) cos(𝜃) + sin2(𝜙) cos(𝜃)
)
𝜎𝑖𝑢𝜎

𝑗
𝑣

+ sin(𝜃) sin(𝜙)𝜎𝑘𝑢𝜎𝑖𝑣 − sin(𝜃) cos(𝜙)𝜎𝑘𝑢𝜎
𝑗
𝑣

− sin(𝜃) sin(𝜙)𝜎𝑖𝑢𝜎𝑘𝑣 + sin(𝜃) cos(𝜙)𝜎 𝑗
𝑢𝜎

𝑘
𝑣 (A.11)

|𝐽 (Φ) | = cos(𝜃)𝜎𝑖𝑢𝜎
𝑗
𝑣 − cos(𝜃)𝜎 𝑗

𝑢𝜎
𝑖
𝑣

+ sin(𝜃) sin(𝜙)
(
𝜎𝑘𝑢𝜎

𝑖
𝑣 − 𝜎𝑖𝑢𝜎𝑘𝑣

)
+ sin(𝜃) cos(𝜙)

(
𝜎
𝑗
𝑢𝜎

𝑘
𝑣 − 𝜎𝑘𝑢𝜎

𝑗
𝑣

)
(A.12)

|𝐽 (Φ) | = cos(𝜃)
(
𝜎𝑖𝑢𝜎

𝑗
𝑣 − 𝜎 𝑗

𝑢𝜎
𝑖
𝑣

)
+ sin(𝜃) sin(𝜙)

(
𝜎𝑘𝑢𝜎

𝑖
𝑣 − 𝜎𝑖𝑢𝜎𝑘𝑣

)
+ sin(𝜃) cos(𝜙)

(
𝜎
𝑗
𝑢𝜎

𝑘
𝑣 − 𝜎𝑘𝑢𝜎

𝑗
𝑣

)
(A.13)

|𝐽 (Φ) | = ⟨sin(𝜃) cos(𝜙), sin(𝜃) sin(𝜙), cos(𝜃)⟩
· ⟨𝜎 𝑗

𝑢𝜎
𝑘
𝑣 − 𝜎𝑘𝑢𝜎

𝑗
𝑣 , 𝜎

𝑘
𝑢𝜎

𝑖
𝑣 − 𝜎𝑖𝑢𝜎𝑘𝑣 , 𝜎𝑖𝑢𝜎

𝑗
𝑣 − 𝜎 𝑗

𝑢𝜎
𝑖
𝑣⟩ (A.14)

|𝐽 (Φ) | = ⟨sin(𝜃) cos(𝜙), sin(𝜃) sin(𝜙), cos(𝜃)⟩

·
(
⟨𝜎𝑖𝑢, 𝜎

𝑗
𝑢 , 𝜎

𝑘
𝑢 ⟩ × ⟨𝜎𝑖𝑣, 𝜎

𝑗
𝑣 , 𝜎

𝑘
𝑣 ⟩

)
(A.15)

|𝐽 (Φ) | = (®𝜎𝑢 × ®𝜎𝑣) · ⟨cos(𝜙) sin(𝜃), sin(𝜙) sin(𝜃), cos(𝜃)⟩. (A.16)

Equation A.16 is the same as Equation 3.30, thus showing the equivalence of
Equations 3.29 and 3.30.
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A p p e n d i x B

MAXIMUM GAIN OF BASIC GEOMETRIC SHAPES

This appendix contains derivations of the array properties discussed in Chapter 4
using the mathematical tools developed in Chapter 3. While in some cases, such as
a sphere, it would be simpler to calculate the cross sectional area from geometric
reasoning, the full general method is shown in order to demonstrate how it can be
used for more complex geometries. This general method is also used for the numeric
calculations in Chapter 4.

For the following calculations it is often simpler to rewrite Equation 3.37 in terms of
the surface normal and assume an observer located at 𝜃𝑜, 𝜙𝑜 in spherical coordinates.

𝐴𝑐𝑟𝑜𝑠𝑠 =

∬
𝑅

cos(𝜓)
 ®𝑁𝜎𝑑𝑢𝑑𝑣 (B.1)

®𝑂 (𝜃𝑜, 𝜙𝑜) = ⟨cos(𝜙𝑜) sin(𝜃𝑜), sin(𝜙𝑜) sin(𝜃𝑜), cos(𝜃𝑜)⟩ (B.2)

𝜓 is the angle between the observer and the normal vector on the surface. Therefore:

cos(𝜓) =
®𝑁𝜎 · ®𝑂 ®𝑁𝜎 ®𝑂 . (B.3)

Because ®𝑂 is a unit vector

cos(𝜓) =
®𝑁𝜎 · ®𝑂 ®𝑁𝜎 . (B.4)

Plugging equation B.4 into equation B.1 gives:

𝐴𝑐𝑟𝑜𝑠𝑠 =

∬
𝑅

®𝑁𝜎 · ®𝑂𝑑𝑢𝑑𝑣. (B.5)

Equation B.5 is a much more convenient form for calculating the cross sectional
area from a surface patch 𝜎(𝑢, 𝑣). In order to account for portions of area that are
occluded or facing away from the observer, 𝑅 is the region of the domain where the
integrand is positive.

The approximate relationship between maximum aperture and gain described in
Equation 2.14 is repeated below for convenience.

𝐺𝑚𝑎𝑥 =
4𝜋
𝜆2 𝐴𝑐𝑟𝑜𝑠𝑠 (B.6)
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B.1 Relative Gain of Spherical Array
Parameterization
Let us parameterize the sphere using traditional spherical coordinates:

𝑢 = 𝜃, 𝑣 = 𝜙 (B.7)

®𝜎(𝜃, 𝜙) = ⟨𝑅 cos(𝜙) sin(𝜃), 𝑅 sin(𝜙) sin(𝜃), 𝑅 cos(𝜃)⟩. (B.8)

The surface tangent vectors are thus:

®𝜎𝜃 = ⟨𝑅 cos(𝜙) cos(𝜃), 𝑅 sin(𝜙) cos(𝜃),−𝑅 sin(𝜃)⟩ (B.9)

®𝜎𝜙 = ⟨−𝑅 sin(𝜙) sin(𝜃), 𝑅 cos(𝜙) sin(𝜃), 0⟩. (B.10)

The surface normal vectors is thus:

®𝑁𝜎 = ⟨𝑅2 cos(𝜙) sin2(𝜃), 𝑅2 sin(𝜙) sin2(𝜃), 𝑅2 sin(𝜃) cos(𝜃)⟩. (B.11)
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(a) 𝜃 based parameterization
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(b) 𝜙 based parameterization
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(c) Nearly Spherical
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(d) Nearly Planar

Figure B.1: Parameterization of a sphere. (a) Cap and (b) wedge parameterizations
in order to normalize the surface area. 𝜃𝛼 is the minimum latitude of the spherical
cap. Array is (c) nearly spherical for 𝜃𝛼 ≈ 𝜋 and (d) effectively planar for 𝜃𝛼 ≈ 0.
These are equivalent to arrays with a small 𝑅 and a large 𝑅, respectively.
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As shown in Figure B.1a and B.1b, the domain of 𝜃 and 𝜙 determine the shape and
extent of the array on the surface of the sphere. For example, if 0 ≤ 𝜃 ≤ 𝜋 and
0 ≤ 𝜙 ≤ 2𝜋 than the array covers the entire sphere. However, if 0 ≤ 𝜃 ≤ 𝜃𝛼 and
0 ≤ 𝜙 ≤ 2𝜋, than the array is a spherical cap. Similarly if 0 ≤ 𝜃 ≤ 𝜋 and 0 ≤ 𝜙 ≤ 𝛽,
than the array is a spherical wedge. For this analysis, we assume that the array is a
spherical cap and adjust 𝜃𝛼 to normalize the surface area for different spherical radii
as shown in Figures B.1c and B.1d.

Normalization of Area
The surface area of the spherical cap is:

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 =

∫ 2𝜋

0

∫ 𝜃𝛼

0

 ®𝑁𝜎𝑑𝜃𝑑𝜙. (B.12)

Solving for the magnitude of the normal vector: ®𝑁𝜎 = √︃
𝑅4 cos2(𝜙) sin4(𝜃) + 𝑅4 sin2(𝜙) sin4(𝜃) + 𝑅4 sin2(𝜃) cos2(𝜃) (B.13)

= 𝑅2
√︃

sin4(𝜃) + sin2(𝜃) cos2(𝜃) (B.14)

= 𝑅2𝑠𝑖𝑛(𝜃)
√︃

sin2(𝜃) + cos2(𝜃) (B.15)

= 𝑅2 sin(𝜃). (B.16)

Going back to the surface area integral

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 =

∫ 2𝜋

0

∫ 𝜃𝛼

0
𝑅2 sin(𝜃)𝑑𝜃𝑑𝜙 (B.17)

= 𝑅2
∫ 2𝜋

0
−𝑐𝑜𝑠(𝜃)

����𝜃𝛼
0
𝑑𝜙 (B.18)

= 𝑅2 (1 − cos(𝜃𝛼))
∫ 2𝜋

0
𝑑𝜙 (B.19)

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒,𝑠𝑝ℎ𝑒𝑟𝑒 = 2𝜋𝑅2 (1 − cos(𝜃𝛼)) . (B.20)

Thus we can calculate for the 𝜃𝛼 that normalizes the area to that of a planar array.

cos(𝜃𝛼) = 1 −
𝐴𝑝𝑙𝑎𝑛𝑒

2𝜋𝑅2 (B.21)
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Maximum Cross-Sectional Area
The maximum cross-sectional area of a spherical cap is when the observer is located
along the z axis:

®𝑂 = ⟨0, 0, 1⟩. (B.22)

The dot product between the surface normal and observer vector can be written as:

®𝑁𝜎 · ®𝑂 = 𝑅2 cos(𝜃) sin(𝜃) (B.23)

®𝑁𝜎 · ®𝑂 =
𝑅2

2
sin(2𝜃). (B.24)

We can now solve for the cross sectional area given equation B.5. Note that the
integrand is positive for all 𝜃𝛼 ≤

𝜋

2
.

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 =
𝑅2

2

∫ 2𝜋

0

∫ 𝜃𝛼

0
sin(2𝜃)𝑑𝜃𝑑𝜙 (B.25)

If 𝜃𝛼 >
𝜋

2
than the integration domain is limited to not include occluded area.

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 =
𝑅2

2

∫ 2𝜋

0

∫ 𝜋
2

0
sin(2𝜃)𝑑𝜃𝑑𝜙 (B.26)

Solving for the cross sectional area assuming 𝜃𝛼 ≤
𝜋

2
gives:

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 =
𝑅2

2

∫ 2𝜋

0

[
−1

2
cos(2𝜃)

] ����𝜃𝛼
0
𝑑𝜙 (B.27)

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 =
𝑅2

4
(1 − cos(2𝜃𝛼))

∫ 2𝜋

0
𝑑𝜙 (B.28)

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 =
𝜋𝑅2

2
(1 − cos(2𝜃𝛼)) . (B.29)

While if 𝜃𝛼 >
𝜋

2
than:

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 = 𝜋𝑅
2. (B.30)

Normalized Maximum Gain
Given Equations B.21 and B.29 we can calculate the cross sectional area of a
spherical cap compared to a plane with the same surface area. We then can use this
to compare the maximum gain of a spherical cap versus a planar array. Note that:

1 − cos(2𝜃𝛼) = 1 −
(
2 cos2(𝜃𝛼) − 1

)
= 2

(
1 − cos2(𝜃𝛼)

)
. (B.31)
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Using this fact we can plug Equation B.21 into Equation B.29.

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 = 𝜋𝑅
2

(
1 −

[
1 −

𝐴𝑝𝑙𝑎𝑛𝑒

2𝜋𝑅2

]2
)

(B.32)

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 = 𝜋𝑅
2

(
1 −

[
1 − 2

𝐴𝑝𝑙𝑎𝑛𝑒

2𝜋𝑅2 +
𝐴2
𝑝𝑙𝑎𝑛𝑒

4𝜋2𝑅4

])
(B.33)

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 = 𝜋𝑅
2

(
𝐴𝑝𝑙𝑎𝑛𝑒

𝜋𝑅2 −
𝐴2
𝑝𝑙𝑎𝑛𝑒

4𝜋2𝑅4

)
(B.34)

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 = 𝐴𝑝𝑙𝑎𝑛𝑒

[
1 −

𝐴𝑝𝑙𝑎𝑛𝑒

4𝜋𝑅2

]
. (B.35)

In the case where 𝜃𝛼 >
𝜋

2
, the cross sectional area is fixed to 𝜋𝑅2 as the surface area

above 2𝜋𝑅2 is occluded. To compare this cross sectional area to that of a plane with
the same surface area, we will define 𝜒 to be the fraction of the spherical surface
area that the array covers.

𝜒 =
𝐴𝑝𝑙𝑎𝑛𝑒

4𝜋𝑅2 (B.36)

We can thus solve for the radius of the sphere given 𝜒.

𝑅 =

√︄
𝐴𝑝𝑙𝑎𝑛𝑒

4𝜋𝜒
(B.37)

Thus we can relate the cross sectional area to the fraction of area covered.

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 = 𝜋𝑅
2 =

𝐴𝑝𝑙𝑎𝑛𝑒

4𝜒
(B.38)

Using 𝜒 we can create a piecewise expression for the cross sectional area:

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 =


(1 − 𝜒) 𝐴𝑝𝑙𝑎𝑛𝑒 0 ≤ 𝜒 ≤ 0.5
1

4𝜒
𝐴𝑝𝑙𝑎𝑛𝑒 0.5 ≤ 𝜒 ≤ 1

. (B.39)

Equations B.35 and B.39 quantify the visible array area reduction when a plane is
mapped onto a sphere. For a large sphere 𝑅2 ≫ 𝐴𝑝𝑙𝑎𝑛𝑒, the curvature is negligible
and the cross-sectional area is unaffected. However 𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 is cut in half if
the array covers an entire hemisphere. For even larger arrays, the additional area
is occluded as it falls on the opposite side and the cross-sectional area reduces
to that of a sphere, 𝜋𝑅2. For a completely filled spherical array, 𝜒 = 1 and

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 =
𝐴𝑝𝑙𝑎𝑛𝑒

4
.
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The maximum gain of the array mapped to the sphere is thus

𝐺𝑚𝑎𝑥,𝑠𝑝ℎ𝑒𝑟𝑒 = 𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒 −
[
𝐴𝑝𝑙𝑎𝑛𝑒

𝜆𝑅

]2
(B.40)

for spherical caps without occlusion and

𝐺𝑚𝑎𝑥,𝑠𝑝ℎ𝑒𝑟𝑒 =


(1 − 𝜒)𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒 0 ≤ 𝜒 ≤ 0.5
1

4𝜒
𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒 0.5 ≤ 𝜒 ≤ 1

(B.41)

in general.

B.2 Relative Gain of Cylindrical Array
Parameterization
For the purposes of this calculation, we only consider the curved portion of a
cylindrical array and not the end-caps. We parameterize the array using standard
cylindrical coordinates:

𝑢 = 𝜙, 𝑣 = 𝑧 (B.42)

®𝜎(𝜙, 𝑧) = ⟨𝑅 cos(𝜙), 𝑅 sin(𝜙), 𝑧⟩. (B.43)

The surface tangent vectors are thus:

®𝜎𝜙 = ⟨−𝑅 sin(𝜙), 𝑅 cos(𝜙), 0⟩ (B.44)

®𝜎𝑧 = ⟨0, 0, 1⟩. (B.45)

The surface normal vector is thus:

®𝑁𝜎 = ⟨𝑅 cos(𝜙), 𝑅 sin(𝜙), 0⟩. (B.46)

As shown in Figure B.2, the domain of 𝜙 and 𝑧 determine the shape and extent of
the array on the surface of the cylinder. For example, if 0 ≤ 𝜙 ≤ 𝜋 than the array
covers the full cylinder. The domain of 𝑧 determines how long the array is along the
cylinder. For the purpose of this analysis we will assume that 0 ≤ 𝑧 ≤ 𝐻 and that
−𝜙𝛼 ≤ 𝜙 ≤ 𝜙𝛼, with 𝐻 determined by 𝐴𝑝𝑙𝑎𝑛𝑒 and 𝜙𝛼.

Normalization of Area
The surface area of the cylindrical array is:

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 =

∫ 𝐻

0

∫ 𝜙𝛼

−𝜙𝛼

 ®𝑁𝜎𝑑𝜙𝑑𝑧. (B.47)
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<latexit sha1_base64="aKDa5fcWHici3ay/aw81dAF5Rh0=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GNBBI8V7Ae0oWy2m3btJht2J0IN/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9oGpVqxhtMSaXbATVcipg3UKDk7URzGgWSt4LR9dRvPXJthIrvcZxwP6KDWISCUbRSszukSJ565YpbdWcgy8TLSQVy1Hvlr25fsTTiMTJJjel4boJ+RjUKJvmk1E0NTygb0QHvWBrTiBs/m107ISdW6ZNQaVsxkpn6eyKjkTHjKLCdEcWhWfSm4n9eJ8Xwys9EnKTIYzZfFKaSoCLT10lfaM5Qji2hTAt7K2FDqilDG1DJhuAtvrxMmmdV76J6fndeqd3kcRThCI7hFDy4hBrcQh0awOABnuEV3hzlvDjvzse8teDkM4fwB87nD0fVjvU=</latexit>

ẑ

<latexit sha1_base64="O7fCcogd4iYIu9gMSqiS5Ext4AM=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BEXJMwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328ltbG5t7+R3C3v7B4dHxeOTlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7Gd3O//YRK81g+mEmCfkSHkoecUWOlRq1fLLlldwGyTryMlCBDvV/86g1ilkYoDRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4tAZubDKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XTU1460+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2EjqigzNpuCDcFbfXmdtK7K3nW50qiUqvdZHHk4g3O4BA9uoAo1qEMTGCA8wyu8OY/Oi/PufCxbc042cwp/4Hz+AKFOjNg=</latexit>

H

<latexit sha1_base64="pwRSLVk5hqj961KldIVF9ZPDyLE=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GNBBI8V7Ae0oWy2m3btJht2J2IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9oGpVqxhtMSaXbATVcipg3UKDk7URzGgWSt4LR9dRvPXJthIrvcZxwP6KDWISCUbRSszukSJ565YpbdWcgy8TLSQVy1Hvlr25fsTTiMTJJjel4boJ+RjUKJvmk1E0NTygb0QHvWBrTiBs/m107ISdW6ZNQaVsxkpn6eyKjkTHjKLCdEcWhWfSm4n9eJ8Xwys9EnKTIYzZfFKaSoCLT10lfaM5Qji2hTAt7K2FDqilDG1DJhuAtvrxMmmdV76J6fndeqd3kcRThCI7hFDy4hBrcQh0awOABnuEV3hzlvDjvzse8teDkM4fwB87nD0TNjvM=</latexit>

x̂

<latexit sha1_base64="y3JggXv0mCVCe6eex5K8FbnLBSc=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GNBBI8V7AckoWy2m2bpZrPsboQS+jO8eFDEq7/Gm//GbZuDtj4YeLw3w8y8SHKmjet+O5W19Y3Nrep2bWd3b/+gfnjU1VmuCO2QjGeqH2FNORO0Y5jhtC8VxWnEaS8a38783hNVmmXi0UwkDVM8EixmBBsr+YFM2CDAXCZ4UG+4TXcOtEq8kjSgRHtQ/wqGGclTKgzhWGvfc6UJC6wMI5xOa0GuqcRkjEfUt1TglOqwmJ88RWdWGaI4U7aEQXP190SBU60naWQ7U2wSvezNxP88PzfxTVgwIXNDBVksinOOTIZm/6MhU5QYPrEEE8XsrYgkWGFibEo1G4K3/PIq6V40vavm5cNlo3VXxlGFEziFc/DgGlpwD23oAIEMnuEV3hzjvDjvzseiteKUM8fwB87nD1odkVI=</latexit>

�↵
<latexit sha1_base64="HOSdI9aos1UDN1QXYQz/jsHQQ2g=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BETwmYh6QLGF20puMmZ1dZmaFEPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dQSK4Nq777eTW1jc2t/LbhZ3dvf2D4uFRU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWjm5nfekKleSwfzDhBP6IDyUPOqLFS/b5XLLlldw6ySryMlCBDrVf86vZjlkYoDRNU647nJsafUGU4EzgtdFONCWUjOsCOpZJGqP3J/NApObNKn4SxsiUNmau/JyY00nocBbYzomaol72Z+J/XSU147U+4TFKDki0WhakgJiazr0mfK2RGjC2hTHF7K2FDqigzNpuCDcFbfnmVNC/K3mW5Uq+UqrdZHHk4gVM4Bw+uoAp3UIMGMEB4hld4cx6dF+fd+Vi05pxs5hj+wPn8AbB2jOI=</latexit>

R

(a) Nearly Planar

<latexit sha1_base64="pwRSLVk5hqj961KldIVF9ZPDyLE=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GNBBI8V7Ae0oWy2m3btJht2J2IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9oGpVqxhtMSaXbATVcipg3UKDk7URzGgWSt4LR9dRvPXJthIrvcZxwP6KDWISCUbRSszukSJ565YpbdWcgy8TLSQVy1Hvlr25fsTTiMTJJjel4boJ+RjUKJvmk1E0NTygb0QHvWBrTiBs/m107ISdW6ZNQaVsxkpn6eyKjkTHjKLCdEcWhWfSm4n9eJ8Xwys9EnKTIYzZfFKaSoCLT10lfaM5Qji2hTAt7K2FDqilDG1DJhuAtvrxMmmdV76J6fndeqd3kcRThCI7hFDy4hBrcQh0awOABnuEV3hzlvDjvzse8teDkM4fwB87nD0TNjvM=</latexit>

x̂

<latexit sha1_base64="y3JggXv0mCVCe6eex5K8FbnLBSc=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GNBBI8V7AckoWy2m2bpZrPsboQS+jO8eFDEq7/Gm//GbZuDtj4YeLw3w8y8SHKmjet+O5W19Y3Nrep2bWd3b/+gfnjU1VmuCO2QjGeqH2FNORO0Y5jhtC8VxWnEaS8a38783hNVmmXi0UwkDVM8EixmBBsr+YFM2CDAXCZ4UG+4TXcOtEq8kjSgRHtQ/wqGGclTKgzhWGvfc6UJC6wMI5xOa0GuqcRkjEfUt1TglOqwmJ88RWdWGaI4U7aEQXP190SBU60naWQ7U2wSvezNxP88PzfxTVgwIXNDBVksinOOTIZm/6MhU5QYPrEEE8XsrYgkWGFibEo1G4K3/PIq6V40vavm5cNlo3VXxlGFEziFc/DgGlpwD23oAIEMnuEV3hzjvDjvzseiteKUM8fwB87nD1odkVI=</latexit>

�↵

<latexit sha1_base64="aKDa5fcWHici3ay/aw81dAF5Rh0=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GNBBI8V7Ae0oWy2m3btJht2J0IN/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9oGpVqxhtMSaXbATVcipg3UKDk7URzGgWSt4LR9dRvPXJthIrvcZxwP6KDWISCUbRSszukSJ565YpbdWcgy8TLSQVy1Hvlr25fsTTiMTJJjel4boJ+RjUKJvmk1E0NTygb0QHvWBrTiBs/m107ISdW6ZNQaVsxkpn6eyKjkTHjKLCdEcWhWfSm4n9eJ8Xwys9EnKTIYzZfFKaSoCLT10lfaM5Qji2hTAt7K2FDqilDG1DJhuAtvrxMmmdV76J6fndeqd3kcRThCI7hFDy4hBrcQh0awOABnuEV3hzlvDjvzse8teDkM4fwB87nD0fVjvU=</latexit>

ẑ

<latexit sha1_base64="HOSdI9aos1UDN1QXYQz/jsHQQ2g=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BETwmYh6QLGF20puMmZ1dZmaFEPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dQSK4Nq777eTW1jc2t/LbhZ3dvf2D4uFRU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWjm5nfekKleSwfzDhBP6IDyUPOqLFS/b5XLLlldw6ySryMlCBDrVf86vZjlkYoDRNU647nJsafUGU4EzgtdFONCWUjOsCOpZJGqP3J/NApObNKn4SxsiUNmau/JyY00nocBbYzomaol72Z+J/XSU147U+4TFKDki0WhakgJiazr0mfK2RGjC2hTHF7K2FDqigzNpuCDcFbfnmVNC/K3mW5Uq+UqrdZHHk4gVM4Bw+uoAp3UIMGMEB4hld4cx6dF+fd+Vi05pxs5hj+wPn8AbB2jOI=</latexit>

R

<latexit sha1_base64="O7fCcogd4iYIu9gMSqiS5Ext4AM=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BEXJMwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328ltbG5t7+R3C3v7B4dHxeOTlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7Gd3O//YRK81g+mEmCfkSHkoecUWOlRq1fLLlldwGyTryMlCBDvV/86g1ilkYoDRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4tAZubDKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XTU1460+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2EjqigzNpuCDcFbfXmdtK7K3nW50qiUqvdZHHk4g3O4BA9uoAo1qEMTGCA8wyu8OY/Oi/PufCxbc042cwp/4Hz+AKFOjNg=</latexit>

H

(b) Partial Cylinder

<latexit sha1_base64="aKDa5fcWHici3ay/aw81dAF5Rh0=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GNBBI8V7Ae0oWy2m3btJht2J0IN/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9oGpVqxhtMSaXbATVcipg3UKDk7URzGgWSt4LR9dRvPXJthIrvcZxwP6KDWISCUbRSszukSJ565YpbdWcgy8TLSQVy1Hvlr25fsTTiMTJJjel4boJ+RjUKJvmk1E0NTygb0QHvWBrTiBs/m107ISdW6ZNQaVsxkpn6eyKjkTHjKLCdEcWhWfSm4n9eJ8Xwys9EnKTIYzZfFKaSoCLT10lfaM5Qji2hTAt7K2FDqilDG1DJhuAtvrxMmmdV76J6fndeqd3kcRThCI7hFDy4hBrcQh0awOABnuEV3hzlvDjvzse8teDkM4fwB87nD0fVjvU=</latexit>

ẑ

<latexit sha1_base64="O7fCcogd4iYIu9gMSqiS5Ext4AM=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BEXJMwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328ltbG5t7+R3C3v7B4dHxeOTlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7Gd3O//YRK81g+mEmCfkSHkoecUWOlRq1fLLlldwGyTryMlCBDvV/86g1ilkYoDRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4tAZubDKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XTU1460+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2EjqigzNpuCDcFbfXmdtK7K3nW50qiUqvdZHHk4g3O4BA9uoAo1qEMTGCA8wyu8OY/Oi/PufCxbc042cwp/4Hz+AKFOjNg=</latexit>

H

<latexit sha1_base64="pwRSLVk5hqj961KldIVF9ZPDyLE=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GNBBI8V7Ae0oWy2m3btJht2J2IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLK6tr6RnGztLW9s7tX3j9oGpVqxhtMSaXbATVcipg3UKDk7URzGgWSt4LR9dRvPXJthIrvcZxwP6KDWISCUbRSszukSJ565YpbdWcgy8TLSQVy1Hvlr25fsTTiMTJJjel4boJ+RjUKJvmk1E0NTygb0QHvWBrTiBs/m107ISdW6ZNQaVsxkpn6eyKjkTHjKLCdEcWhWfSm4n9eJ8Xwys9EnKTIYzZfFKaSoCLT10lfaM5Qji2hTAt7K2FDqilDG1DJhuAtvrxMmmdV76J6fndeqd3kcRThCI7hFDy4hBrcQh0awOABnuEV3hzlvDjvzse8teDkM4fwB87nD0TNjvM=</latexit>

x̂

<latexit sha1_base64="y3JggXv0mCVCe6eex5K8FbnLBSc=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GNBBI8V7AckoWy2m2bpZrPsboQS+jO8eFDEq7/Gm//GbZuDtj4YeLw3w8y8SHKmjet+O5W19Y3Nrep2bWd3b/+gfnjU1VmuCO2QjGeqH2FNORO0Y5jhtC8VxWnEaS8a38783hNVmmXi0UwkDVM8EixmBBsr+YFM2CDAXCZ4UG+4TXcOtEq8kjSgRHtQ/wqGGclTKgzhWGvfc6UJC6wMI5xOa0GuqcRkjEfUt1TglOqwmJ88RWdWGaI4U7aEQXP190SBU60naWQ7U2wSvezNxP88PzfxTVgwIXNDBVksinOOTIZm/6MhU5QYPrEEE8XsrYgkWGFibEo1G4K3/PIq6V40vavm5cNlo3VXxlGFEziFc/DgGlpwD23oAIEMnuEV3hzjvDjvzseiteKUM8fwB87nD1odkVI=</latexit>

�↵

<latexit sha1_base64="HOSdI9aos1UDN1QXYQz/jsHQQ2g=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BETwmYh6QLGF20puMmZ1dZmaFEPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dQSK4Nq777eTW1jc2t/LbhZ3dvf2D4uFRU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWjm5nfekKleSwfzDhBP6IDyUPOqLFS/b5XLLlldw6ySryMlCBDrVf86vZjlkYoDRNU647nJsafUGU4EzgtdFONCWUjOsCOpZJGqP3J/NApObNKn4SxsiUNmau/JyY00nocBbYzomaol72Z+J/XSU147U+4TFKDki0WhakgJiazr0mfK2RGjC2hTHF7K2FDqigzNpuCDcFbfnmVNC/K3mW5Uq+UqrdZHHk4gVM4Bw+uoAp3UIMGMEB4hld4cx6dF+fd+Vi05pxs5hj+wPn8AbB2jOI=</latexit>

R

(c) Complete Cylinder

Figure B.2: Parameterization of a cylinder in order to normalize the surface area.
𝐻 is the array length and 𝜙𝛼 is angular coverage of the cylinder. Array is (a) long
and nearly planar for 𝜙𝛼 ≈ 0, and (b) short and cylindrical for 𝜙𝛼 ≈ 𝜋.

Solving for the magnitude of the normal vector: ®𝑁𝜎 = √︃
𝑅2 cos2(𝜙) + 𝑅2 sin2(𝜙) = 𝑅. (B.48)

Going back to the surface area integral

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 =

∫ 𝐻

0

∫ 𝜙𝛼

−𝜙𝛼
𝑅𝑑𝜙𝑑𝑧 (B.49)

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 = 2𝜙𝛼𝑅
∫ 𝐻

0
𝑑𝑧 (B.50)

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 = 2𝜙𝛼𝑅𝐻. (B.51)

Thus we can calculate for the 𝐻 that normalizes the area to that of a planar array.

𝐻 =
𝐴𝑝𝑙𝑎𝑛𝑒

2𝜙𝛼𝑅
(B.52)

Maximum Cross-Sectional Area
The maximum cross-sectional area of a cylindrical array as defined is when the
observer is located along the x axis:

®𝑂 = ⟨1, 0, 0⟩. (B.53)

The dot product between the surface normal and observer vector can be written as:

®𝑁𝜎 · ®𝑂 = 𝑅 cos(𝜙). (B.54)

We can now solve for the cross sectional area given equation B.5. Note that the
integrand is positive for all |𝜙𝛼 | ≤ 𝜋

2 .

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 =

∫ 𝐻

0

∫ 𝜙𝛼

−𝜙𝛼
𝑅 cos(𝜙)𝑑𝜙𝑑𝑧 (B.55)
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If |𝜙𝛼 | >
𝜋

2
than the integration domain is limited to not include occluded area.

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 =

∫ 𝐻

0

∫ 𝜋
2

− 𝜋
2

𝑅 cos(𝜙)𝑑𝜙𝑑𝑧 (B.56)

Solving for the cross sectional area assuming |𝜙𝛼 | ≤ 𝜋
2 gives:

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 𝑅

∫ 𝐻

0
sin(𝜙)

����𝜙𝛼
−𝜙𝛼

𝑑𝑧 (B.57)

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 𝑅 (sin(𝜙𝛼) − sin(−𝜙𝛼))
∫ 𝐻

0
𝑑𝑧 (B.58)

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 2𝑅 sin(𝜙𝛼)𝐻. (B.59)

While if 𝜃𝛼 >
𝜋

2
than:

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 = 2𝑅𝐻. (B.60)

Normalized Maximum Gain
Given Equations B.52 and B.59, we can calculate the cross sectional area of a
cylindrical array compared to a plane with the same surface area. We then can use
this to compare the maximum gain of a cylindrical array versus a planar array. In
the case where |𝜙𝛼 | ≤ 𝜋

2 :

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 =
sin(𝜙𝛼)
𝜙𝛼

𝐴𝑝𝑙𝑎𝑛𝑒 = sinc(𝜙𝛼)𝐴𝑝𝑙𝑎𝑛𝑒 . (B.61)

In the case where 𝜃𝛼 >
𝜋

2
:

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 =
𝐴𝑝𝑙𝑎𝑛𝑒

𝜙𝛼
. (B.62)

We can thus create a piecewise expression for the cross sectional area:

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 =


sin(𝜙𝛼)

𝐴𝑝𝑙𝑎𝑛𝑒

𝜙𝛼
0 ≤ |𝜙𝛼 | ≤ 𝜋

2

𝐴𝑝𝑙𝑎𝑛𝑒

𝜙𝛼

𝜋
2 ≤ |𝜙𝛼 | ≤ 𝜋

. (B.63)

Equations B.61 and B.63 quantify the visible array area reduction when a plane is
mapped onto a cylinder. For a cylinder with a large radius, 𝜙𝛼 ≈ 0, the curvature
is negligible and the cross-sectional area is unaffected. However, if the array is
a half cylinder 𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 = 2

𝜋
, a reduction of 36.4%. For a complete cylinder,

𝐴𝑐𝑟𝑜𝑠𝑠,𝑠𝑝ℎ𝑒𝑟𝑒 =
1
𝜋

a reduction of 68.2%.
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The maximum gain of the array mapped to the cylinder is thus

𝐺𝑚𝑎𝑥,𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 =


sinc(𝜙𝛼)𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒 0 ≤ |𝜙𝛼 | ≤ 𝜋

2
1
𝜙𝛼
𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒

𝜋
2 ≤ |𝜙𝛼 | ≤ 𝜋

. (B.64)

B.3 Relative Gain of Conic Array
Parameterization

<latexit sha1_base64="D10AgJfBuz2RQEGXmu8p1hSJwXs=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cK9gPaUDbbTbt2kw27E6GG/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80jUo14w2mpNLtgBouRcwbKFDydqI5jQLJW8HoZuq3Hrk2QsX3OE64H9FBLELBKFqp2R1SJE+9csWtujOQZeLlpAI56r3yV7evWBrxGJmkxnQ8N0E/oxoFk3xS6qaGJ5SN6IB3LI1pxI2fza6dkBOr9EmotK0YyUz9PZHRyJhxFNjOiOLQLHpT8T+vk2J45WciTlLkMZsvClNJUJHp66QvNGcox5ZQpoW9lbAh1ZShDahkQ/AWX14mzbOqd1E9vzuv1K7zOIpwBMdwCh5cQg1uoQ4NYPAAz/AKb45yXpx352PeWnDymUP4A+fzB0bujvI=</latexit>

ẑ

<latexit sha1_base64="O7fCcogd4iYIu9gMSqiS5Ext4AM=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BEXJMwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328ltbG5t7+R3C3v7B4dHxeOTlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7Gd3O//YRK81g+mEmCfkSHkoecUWOlRq1fLLlldwGyTryMlCBDvV/86g1ilkYoDRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4tAZubDKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XTU1460+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2EjqigzNpuCDcFbfXmdtK7K3nW50qiUqvdZHHk4g3O4BA9uoAo1qEMTGCA8wyu8OY/Oi/PufCxbc042cwp/4Hz+AKFOjNg=</latexit>

H
<latexit sha1_base64="WYMrw8blprgiuQz1gEByzUyL2rg=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgqexKUY+FInisYGuhXUo2zbax2WRJskJZ+h+8eFDEq//Hm//GtN2Dtj4YeLw3w8y8MBHcWM/7RoW19Y3NreJ2aWd3b/+gfHjUNirVlLWoEkp3QmKY4JK1LLeCdRLNSBwK9hCOGzP/4Ylpw5W8t5OEBTEZSh5xSqyT2r3miPcb/XLFq3pz4FXi56QCOZr98ldvoGgaM2mpIMZ0fS+xQUa05VSwaamXGpYQOiZD1nVUkpiZIJtfO8VnThngSGlX0uK5+nsiI7Exkzh0nTGxI7PszcT/vG5qo+sg4zJJLZN0sShKBbYKz17HA64ZtWLiCKGau1sxHRFNqHUBlVwI/vLLq6R9UfUvq7W7WqV+k8dRhBM4hXPw4QrqcAtNaAGFR3iGV3hDCr2gd/SxaC2gfOYY/gB9/gApY47h</latexit>

�C

(a) Nearly Planar

<latexit sha1_base64="D10AgJfBuz2RQEGXmu8p1hSJwXs=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cK9gPaUDbbTbt2kw27E6GG/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80jUo14w2mpNLtgBouRcwbKFDydqI5jQLJW8HoZuq3Hrk2QsX3OE64H9FBLELBKFqp2R1SJE+9csWtujOQZeLlpAI56r3yV7evWBrxGJmkxnQ8N0E/oxoFk3xS6qaGJ5SN6IB3LI1pxI2fza6dkBOr9EmotK0YyUz9PZHRyJhxFNjOiOLQLHpT8T+vk2J45WciTlLkMZsvClNJUJHp66QvNGcox5ZQpoW9lbAh1ZShDahkQ/AWX14mzbOqd1E9vzuv1K7zOIpwBMdwCh5cQg1uoQ4NYPAAz/AKb45yXpx352PeWnDymUP4A+fzB0bujvI=</latexit>

ẑ

<latexit sha1_base64="O7fCcogd4iYIu9gMSqiS5Ext4AM=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BEXJMwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328ltbG5t7+R3C3v7B4dHxeOTlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7Gd3O//YRK81g+mEmCfkSHkoecUWOlRq1fLLlldwGyTryMlCBDvV/86g1ilkYoDRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4tAZubDKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XTU1460+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2EjqigzNpuCDcFbfXmdtK7K3nW50qiUqvdZHHk4g3O4BA9uoAo1qEMTGCA8wyu8OY/Oi/PufCxbc042cwp/4Hz+AKFOjNg=</latexit>

H
<latexit sha1_base64="WYMrw8blprgiuQz1gEByzUyL2rg=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgqexKUY+FInisYGuhXUo2zbax2WRJskJZ+h+8eFDEq//Hm//GtN2Dtj4YeLw3w8y8MBHcWM/7RoW19Y3NreJ2aWd3b/+gfHjUNirVlLWoEkp3QmKY4JK1LLeCdRLNSBwK9hCOGzP/4Ylpw5W8t5OEBTEZSh5xSqyT2r3miPcb/XLFq3pz4FXi56QCOZr98ldvoGgaM2mpIMZ0fS+xQUa05VSwaamXGpYQOiZD1nVUkpiZIJtfO8VnThngSGlX0uK5+nsiI7Exkzh0nTGxI7PszcT/vG5qo+sg4zJJLZN0sShKBbYKz17HA64ZtWLiCKGau1sxHRFNqHUBlVwI/vLLq6R9UfUvq7W7WqV+k8dRhBM4hXPw4QrqcAtNaAGFR3iGV3hDCr2gd/SxaC2gfOYY/gB9/gApY47h</latexit>

�C

(b) Circular Cone

<latexit sha1_base64="D10AgJfBuz2RQEGXmu8p1hSJwXs=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cK9gPaUDbbTbt2kw27E6GG/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80jUo14w2mpNLtgBouRcwbKFDydqI5jQLJW8HoZuq3Hrk2QsX3OE64H9FBLELBKFqp2R1SJE+9csWtujOQZeLlpAI56r3yV7evWBrxGJmkxnQ8N0E/oxoFk3xS6qaGJ5SN6IB3LI1pxI2fza6dkBOr9EmotK0YyUz9PZHRyJhxFNjOiOLQLHpT8T+vk2J45WciTlLkMZsvClNJUJHp66QvNGcox5ZQpoW9lbAh1ZShDahkQ/AWX14mzbOqd1E9vzuv1K7zOIpwBMdwCh5cQg1uoQ4NYPAAz/AKb45yXpx352PeWnDymUP4A+fzB0bujvI=</latexit>

ẑ

<latexit sha1_base64="O7fCcogd4iYIu9gMSqiS5Ext4AM=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexKUI8BEXJMwDwgWcLspDcZMzu7zMwKIeQLvHhQxKuf5M2/cZLsQRMLGoqqbrq7gkRwbVz328ltbG5t7+R3C3v7B4dHxeOTlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7Gd3O//YRK81g+mEmCfkSHkoecUWOlRq1fLLlldwGyTryMlCBDvV/86g1ilkYoDRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4tAZubDKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XTU1460+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2EjqigzNpuCDcFbfXmdtK7K3nW50qiUqvdZHHk4g3O4BA9uoAo1qEMTGCA8wyu8OY/Oi/PufCxbc042cwp/4Hz+AKFOjNg=</latexit>

H
<latexit sha1_base64="WYMrw8blprgiuQz1gEByzUyL2rg=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgqexKUY+FInisYGuhXUo2zbax2WRJskJZ+h+8eFDEq//Hm//GtN2Dtj4YeLw3w8y8MBHcWM/7RoW19Y3NreJ2aWd3b/+gfHjUNirVlLWoEkp3QmKY4JK1LLeCdRLNSBwK9hCOGzP/4Ylpw5W8t5OEBTEZSh5xSqyT2r3miPcb/XLFq3pz4FXi56QCOZr98ldvoGgaM2mpIMZ0fS+xQUa05VSwaamXGpYQOiZD1nVUkpiZIJtfO8VnThngSGlX0uK5+nsiI7Exkzh0nTGxI7PszcT/vG5qo+sg4zJJLZN0sShKBbYKz17HA64ZtWLiCKGau1sxHRFNqHUBlVwI/vLLq6R9UfUvq7W7WqV+k8dRhBM4hXPw4QrqcAtNaAGFR3iGV3hDCr2gd/SxaC2gfOYY/gB9/gApY47h</latexit>

�C

(c) Almost a vertical line

Figure B.3: Parameterization of a cone in order to normalize the surface area. 𝐻
is the slant height and Φ𝐶 is the apex angle. Array is (a) nearly planar for Φ𝐶 ≈ 𝜋,
and (b) tall and thin for Φ𝐶 ≈ 0.

For the purposes of this calculation, we assume that the conic array is a complete
right circular cone oriented around along the 𝑧−axis. Such a cone can be treated as
a line revolved around the 𝑧−axis, here called the slant line, that goes through the
origin. As shown in Figure B.3, we define the cone by the length of the slant line,
𝐻, and the angle formed at the apex of the cone, here called the apex angle, Φ𝐶 . We
parameterize the surface of the array by its location along the slant, ℎ, and its angle
with the 𝑥−axis, 𝜙.

𝑢 = 𝜙, 𝑣 = ℎ (B.65)

With this parameterization, the equations for the slant line are:

𝑧 = ℎ cos
(
Φ𝐶

2

)
(B.66)

𝑥 = ℎ sin
(
Φ𝐶

2

)
. (B.67)

Thus the array is defined by:

®𝜎(𝜙, ℎ) = ⟨ℎ sin
(
Φ𝐶

2

)
cos(𝜙), ℎ sin

(
Φ𝐶

2

)
sin(𝜙), ℎ cos

(
Φ𝐶

2

)
⟩. (B.68)
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The surface tangent vectors are thus:

®𝜎𝜙 = ⟨−ℎ sin
(
Φ𝐶

2

)
sin(𝜙), ℎ sin

(
Φ𝐶

2

)
cos(𝜙), 0⟩ (B.69)

®𝜎ℎ = ⟨sin
(
Φ𝐶

2

)
cos(𝜙), sin

(
Φ𝐶

2

)
sin(𝜙), cos

(
Φ𝐶

2

)
⟩. (B.70)

The surface normal vector is thus:

®𝑁𝜎 = ⟨ℎ
2

sin (Φ𝐶) cos(𝜙), ℎ
2

sin (Φ𝐶) sin(𝜙),−ℎ sin2
(
Φ𝐶

2

)
⟩. (B.71)

As shown in Figure B.3, the domain of 𝜙 and 𝑧 determine the shape and extent of
the array on the surface of the cone. For example, if 0 ≤ 𝜙 ≤ 𝜋 than the array
covers half of the cone. The domain of ℎ determines how long the array is along
the cone. For the purpose of this analysis we will assume that 0 ≤ ℎ ≤ 𝐻 and that
0 ≤ 𝜙 ≤ 2𝜋, with 𝐻 determined by 𝐴𝑝𝑙𝑎𝑛𝑒. In other words, we assume that the array
forms a complete cone of slant length 𝐻.

Normalization of Area
The surface area of the conic array is:

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 =

∫ 𝐻

0

∫ 2𝜋

0

 ®𝑁𝜎𝑑𝜙𝑑ℎ. (B.72)

Solving for the magnitude of the normal vector:

 ®𝑁𝜎 = √︄
ℎ2

4
sin2 (Φ𝐶) + ℎ2 sin4

(
Φ𝐶

2

)
(B.73)

 ®𝑁𝜎 = ℎ√︂1
4

sin2 (Φ𝐶) +
1
4
(1 − cos(Φ𝐶))2 (B.74) ®𝑁𝜎 = ℎ

2

√︃
sin2 (Φ𝐶) + 1 − 2 cos(Φ𝐶) + cos2(Φ𝐶) (B.75) ®𝑁𝜎 = ℎ

2
√︁

2 − 2 cos(Φ𝐶) (B.76)

 ®𝑁𝜎 = ℎ

2

√︄
4 sin2

(
Φ𝐶

2

)
(B.77)

 ®𝑁𝜎 = ℎ sin
(
Φ𝐶

2

)
. (B.78)
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Going back to the surface area integral

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 =

∫ 𝐻

0

∫ 2𝜋

0
ℎ sin

(
Φ𝐶

2

)
𝑑𝜙𝑑ℎ (B.79)

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 = 2𝜋 sin
(
Φ𝐶

2

) ∫ 𝐻

0
ℎ𝑑ℎ (B.80)

𝐴𝑠𝑢𝑟 𝑓 𝑎𝑐𝑒 = 𝜋𝐻
2 sin

(
Φ𝐶

2

)
. (B.81)

Thus we can calculate for the 𝐻 that normalizes the area to that of a planar array.

𝐻 =

√√√ 𝐴𝑝𝑙𝑎𝑛𝑒

𝜋 sin
(
Φ𝐶

2

) (B.82)

Maximum Cross-Sectional Area
Here we assume that the maximum cross-sectional area of a conical array as defined
is when the observer is located on the negative z axis:

®𝑂 = ⟨0, 0,−1⟩. (B.83)

The dot product between the surface normal and observer vector can be written as:
The surface normal vector is thus:

®𝑁𝜎 · ®𝑂 = ℎ sin2
(
Φ𝐶

2

)
. (B.84)

We can now solve for the cross sectional area given equation B.5. Note that the
integrand is positive over the entire domain.

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑜𝑛𝑒 =

∫ 𝐻

0

∫ 2𝜋

0
ℎ sin2

(
Φ𝐶

2

)
𝑑𝜙𝑑ℎ (B.85)

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑜𝑛𝑒 = 2𝜋 sin2
(
Φ𝐶

2

) ∫ 𝐻

0
ℎ𝑑ℎ (B.86)

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑜𝑛𝑒 = 𝜋𝐻
2 sin2

(
Φ𝐶

2

)
(B.87)

Normalized Maximum Gain
Given Equations B.82 and B.87 we can calculate the cross sectional area of a conic
array compared to a plane with the same surface area. We then can use this to
compare the maximum gain of a conic array versus a planar array.

𝐴𝑐𝑟𝑜𝑠𝑠,𝑐𝑜𝑛𝑒 = sin
(
Φ𝐶

2

)
𝐴𝑝𝑙𝑎𝑛𝑒 (B.88)
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Equations B.88 quantifies the visible array area reduction when a plane is mapped
onto a cone. For steep cones with small apex angles, most of the surface area is
oriented away from the observer and the cross sectional area is greatly reduced,
possibly to zero. In this case, the direction of maximum gain might be oriented
away from the top of the cone. This scenario is discussed in Section 4.5.

The maximum gain of the array mapped to the cone is thus:

𝐺𝑚𝑎𝑥,𝑐𝑜𝑛𝑒 = sin
(
Φ𝐶

2

)
𝐺𝑚𝑎𝑥,𝑝𝑙𝑎𝑛𝑒 . (B.89)
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A p p e n d i x C

EXPECTED VALUE OF RANDOM SEARCH

The behavior of random search can be understood as a stochastic process with
predictable mean performance. We start by representing the histogram of state
performance using the probability distribution function 𝑓𝑋 (𝑥). The probability of
selecting a state with value of at most 𝑣 is represented by the cumulative distribution
function 𝐹𝑋 (𝑣).

𝑃(𝑋 ≤ 𝑣) = 𝐹𝑋 (𝑣) =
∫ 𝑣

∞
𝑓𝑋 (𝑥)𝑑𝑥 (C.1)

In order for the maximum value found to be at most 𝑣 after selecting 𝑘 states requires
the value of every selected state to be at most 𝑣. Because states are independently
selected at random, we know that:

𝑃(𝑋𝑘 ≤ 𝑣) =
𝑘∏
𝑃(𝑋 ≤ 𝑣) = 𝐹𝑋 (𝑣)𝑘 . (C.2)

Equation C.2 is itself a cumulative distribution function

𝐹𝑋𝑘
(𝑣) = 𝐹𝑋 (𝑣)𝑘 (C.3)

describing the probability that 𝑘 selected states will have a maximum value of at
most 𝑣. Therefore we can calculate the expected maximum value of a set of 𝑘
selected states with Equation C.4.

𝐸 [𝑋𝑘 ] =
∫ ∞

−∞
𝑥𝑑𝐹𝑋𝑘

(𝑥) (C.4)

We can look to integration by parts for an understanding of how to solve this integral.
Suppose that instead of infinite limits, we instead had finite limits 0 and 𝑏 < ∞. In
this case we could write:∫ 𝑏

0
𝑥𝑑𝐹𝑋𝑘

(𝑥) = 𝑥𝐹𝑋𝑘
(𝑥)

����𝑏
0
−

∫ 𝑏

0
𝐹𝑋𝑘
(𝑥)𝑑𝑥 (C.5)

∫ 𝑏

0
𝑥𝑑𝐹𝑋𝑘

(𝑥) = 𝑏𝐹𝑋𝑘
(𝑏) −

∫ 𝑏

0
𝐹𝑋𝑘
(𝑥)𝑑𝑥 (C.6)∫ 𝑏

0
𝑥𝑑𝐹𝑋𝑘

(𝑥) = −𝑏
[
1 − 𝐹𝑋𝑘

(𝑏)
]
+ 𝑏 −

∫ 𝑏

0
𝐹𝑋𝑘
(𝑥)𝑑𝑥 (C.7)



227∫ 𝑏

0
𝑥𝑑𝐹𝑋𝑘

(𝑥) = −𝑏
[
1 − 𝐹𝑋𝑘

(𝑏)
]
+

∫ 𝑏

0
𝑑𝑥 −

∫ 𝑏

0
𝐹𝑋𝑘
(𝑥)𝑑𝑥 (C.8)∫ 𝑏

0
𝑥𝑑𝐹𝑋𝑘

(𝑥) = −𝑏
[
1 − 𝐹𝑋𝑘

(𝑏)
]
+

∫ 𝑏

0
1 − 𝐹𝑋𝑘

(𝑥)𝑑𝑥. (C.9)

Now we consider what happens to the convergence of these integrals as we allow
𝑏 → ∞. The integral on the left hand side is simply the integral of a product of
x and a probability distribution function. By definition, the integral of a pdf is
equal to 1. Therefore if 𝐹𝑋𝑘

(𝑥) has finite support, than the left hand integral must
converge. The integral in the right hand side is also bounded because 1 − 𝐹𝑋𝑘

(𝑥)
is bounded between 0 and 1 and also has finite support. Finally, by definition we
have 𝐹𝑋𝑘

(∞) = 1, making the product on the right hand side equal to∞× 0, which
is in general undefined. However, due to the convergence of the other terms in the
expression we can safely conclude that∫ ∞

0
𝑥𝑑𝐹𝑋𝑘

(𝑥) =
∫ ∞

0

[
1 − 𝐹𝑋𝑘

(𝑥)
]
𝑑𝑥 (C.10)

in the sense that if one side converges than so does the other [1]. We can examine
an integral with a infinite negative bound in a similar way:∫ 0

𝑎

𝑥𝑑𝐹𝑋𝑘
(𝑥) = 𝑥𝐹𝑋𝑘

(𝑥)
����0
𝑎

−
∫ 0

𝑎

𝐹𝑋𝑘
(𝑥)𝑑𝑥 (C.11)

∫ 0

𝑎

𝑥𝑑𝐹𝑋𝑘
(𝑥) = −𝑎𝐹𝑋𝑘

(𝑎) −
∫ 0

𝑎

𝐹𝑋𝑘
(𝑥)𝑑𝑥. (C.12)

One again we examine the convergence behavior as 𝑎 → −∞. The argument for the
convergence of the left hand integral is the same, whereas the right hand integral
converges by definition. Finally, because 𝐹𝑋𝑘

(−∞) = 0 we can conclude using the
same reasoning as above that:∫ 0

−∞
𝑥𝑑𝐹𝑋𝑘

(𝑥) = −
∫ 0

−∞
𝐹𝑋𝑘
(𝑥)𝑑𝑥 (C.13)

in the sense that if one side converges than so does the other. In light of Equations
C.10 and C.13, we revisit Equation C.4.

∫ ∞

−∞
𝑥𝑑𝐹𝑋𝑘

(𝑥) =
∫ 0

−∞
𝑥𝑑𝐹𝑋𝑘

(𝑥) +
∫ ∞

0
𝑥𝑑𝐹𝑋𝑘

(𝑥) (C.14)

∫ ∞

−∞
𝑥𝑑𝐹𝑋𝑘

(𝑥) =
∫ ∞

0

[
1 − 𝐹𝑋𝑘

(𝑥)
]
𝑑𝑥 −

∫ 0

−∞
𝐹𝑋𝑘
(𝑥)𝑑𝑥 (C.15)
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Therefore we can conclude that the expected value is

𝐸 [𝑋𝑘 ] =
∫ ∞

0

[
1 − 𝐹𝑋𝑘

(𝑥)
]
𝑑𝑥 −

∫ 0

−∞
𝐹𝑋𝑘
(𝑥)𝑑𝑥. (C.16)

Finally we can use Equation C.2 to write the expected value returned by the random
search after examining 𝑘 states in terms of the underlying distribution of state
performance, as described by the cumulative distribution function 𝐹𝑋 (𝑥).

𝐸 [𝑋𝑘 ] =
∫ ∞

0

[
1 − 𝐹𝑋 (𝑥)𝑘

]
𝑑𝑥 −

∫ 0

−∞
𝐹𝑋 (𝑥)𝑘𝑑𝑥. (C.17)

References

[1] W. Feller, An Introduction to Probability Theory and Its Applications, 2nd ed.
John Wiley & Sons, Inc., Jan. 1971, vol. 2, pp. 150–160, isbn: 9780471257097.



229

A p p e n d i x D

META GAP OPTIMIZATION CODE

Optimizer.py

# parent class used to specify interface 1

class Optimizer(object): 2

# intializes the optimizer with its required data 3

# return type: self 4

def __init__( ⌋

self,number_top_states,characterizer,verbose=False):↩→

5

self.verbose = verbose 6

self.number_top_states = number_top_states 7

self.characterizer = characterizer 8

self.top_states = [-1 for state in

range(number_top_states)]↩→

9

self.top_values = [float("-inf") for state in

range(number_top_states)]↩→

10

11

# dictionary storing the state and evaluated value

of every state↩→

12

self.explored_states = {} 13

14

# ABSTRACT:determines whether algorithm should proceed

with next batch of states↩→

15

# returns type: bool 16

def isFinished(self): 17

raise Exception("Optimizer isFinished is not

defined")↩→

18

19

# ABSTRACT: provides the next batch of states to be

measured↩→

20

# if there IS a sort of batch counter checked by is

finished, it is updated here↩→

21

# returns type: list of states 22

def getNextStates(self): 23

raise Exception("Optimizer getNextStates is not

defined")↩→

24

25

26



230

27

# characterize each of the states explored compared to

the baseline_state↩→

28

# store characterization value in a dictionary 29

# update the list of top states 30

def evaluateMeasurements(self,states,baseline_state): 31

if self.verbose: 32

print "Evaluating measurements" 33

for state in states: 34

state_value = self.characterizer.characterize( ⌋

state,baseline_state)↩→

35

self.explored_states[state] = state_value 36

self.compareWithOptimalList(state,state_value) 37

38

# maintains a list of top states by comparing new state

with optimals↩→

39

# returns type: None 40

def compareWithOptimalList(self, state, value): 41

if state >= 0: 42

optimal_idx = self.number_top_states - 1 43

larger_value = False 44

while not larger_value: 45

stored_value = self.top_values[optimal_idx] 46

stored_state = self.top_states[optimal_idx] 47

if value >= stored_value: 48

self.top_values[optimal_idx] = value 49

self.top_states[optimal_idx] = state 50

if optimal_idx + 1 <

self.number_top_states:↩→

51

self.top_values[optimal_idx+1] =

stored_value↩→

52

self.top_states[optimal_idx+1] =

stored_state↩→

53

else: 54

larger_value = True 55

optimal_idx = optimal_idx - 1 56

if optimal_idx < 0: 57

larger_value = True 58

59

60

61

62

63



231

# returns the optimal state from the optimizer 64

# returns type: state 65

def getOptimalState(self): 66

optimum_state = self.top_states[0] 67

optimum_value = self.top_values[0] 68

if self.verbose: 69

print "Optimal State:", optimum_state,", Value

=", optimum_value↩→

70

return optimum_state 71

72

# returns the list of optimal states 73

# returns type: [state] 74

def getOptimalList(self): 75

return self.top_states 76
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RandomOptimizer.py

import Optimizer 1

import random 2

3

# this optimizer generates random states and takes the best

one↩→

4

# has the option of a using a tabu list, this is VERY

INNEFICIENT if most of the search space will be explored↩→

5

class RandomOptimizer(Optimizer.Optimizer): 6

# num_batches: how many batchs to iterate over 7

# states_per_batch: how many states per batch 8

# use_taby: boolean indicated whether previously

explored states should be removed from pool of

potential states

↩→

↩→

9

def __init__(self, num_batches, states_per_batch,

num_bits, number_top_states, characterizer,use_tabu

= False, verbose=False):

↩→

↩→

10

super(RandomOptimizer,self).__init__( ⌋

number_top_states,characterizer,verbose)↩→

11

self.verbose = verbose 12

13

self.num_batches = num_batches 14

self.states_per_batch = states_per_batch 15

16

self.num_bits = num_bits 17

self.maximum_state = 2**num_bits-1 18

19

self.batch_counter = 0 20

self.current_states = [] 21

22

self.use_tabu = use_tabu 23

24

def isFinished(self): 25

if self.verbose: 26

print "Checking if Finished" 27

return self.batch_counter >= self.num_batches 28

29

30

31

32

33

34

35
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def getNextStates(self): 36

if self.verbose: 37

print "Getting Next States" 38

self.current_states = [] 39

for i in range(self.states_per_batch): 40

random_state = random.randint(0,

self.maximum_state)↩→

41

if self.use_tabu: 42

while random_state in

self.explored_states.key():↩→

43

random_state = random.randint(0,

self.maximum_state)↩→

44

self.current_states += [random_state] 45

self.batch_counter = self.batch_counter + 1 46

return self.current_states 47
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GeneticAlgorithm.py

import Optimizer 1

import random 2

3

# this optimizer performs a generational genetic

optimization over a given number of generations↩→

4

# it uses uniform crossover 5

# generation size MUST be an even number 6

class GeneticAlgorithm(Optimizer.Optimizer): 7

# num_batches: how many batchs to iterate over 8

# states_per_batch: how many states per batch 9

def __init__(self, mutation_prob, num_generations,

generation_size, num_bits, number_top_states,

characterizer, initial_population = None,

verbose=False):

↩→

↩→

↩→

10

super(GeneticAlgorithm,self).__init__( ⌋

number_top_states,characterizer,verbose)↩→

11

self.verbose = verbose 12

13

self.num_generations = num_generations 14

self.generation_size = generation_size 15

self.maximum_state = 2**num_bits-1 16

self.num_bits = num_bits 17

18

self.initial_population = initial_population 19

20

self.generation_number = 0 21

self.population = [] 22

23

self.p_mutate = mutation_prob 24

25

############### INTERFACE FUNCTIONS ############### 26

27

def isFinished(self): 28

if self.verbose: 29

print "Checking if Finished" 30

return self.generation_number >=

self.num_generations↩→

31

32

33

34

35

36
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def getNextStates(self): 37

if self.verbose: 38

print "Getting Next States" 39

if len(self.population) == 0: 40

print "Initializing Population..." 41

self.population = self.getInitialPopulation() 42

else: 43

print "Selecting Parents..." 44

parents = self.selection() 45

#print parents 46

print "Performing Recombination..." 47

children = self.recombination(parents) 48

#print children 49

print "Mutating Children..." 50

self.population = self.mutation(children) 51

self.generation_number += 1 52

return self.population 53

54

############### Child Class Helper Functions ############### 55

56

# return a list of uniformly random states 57

def getInitialPopulation(self): 58

if self.initial_population[0] is None: 59

population = [random.randint(0,

self.maximum_state) for i in

range(self.generation_size)]

↩→

↩→

60

else: 61

population = self.initial_population 62

num_needed = self.generation_size -

len(population)↩→

63

if num_needed < 0: 64

population =

population[:self.generation_size]↩→

65

if num_needed > 0: 66

for idx in range(num_needed): 67

# pick a random existing state 68

state = random.sample(population, 1) 69

# convert to binary 70

bin_state = bin(state[0]) 71

state_bit_count = len(bin_state)-2 72

if state_bit_count < self.num_bits: 73

missing_bits = self.num_bits -

state_bit_count↩→

74
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bin_state = bin_state[:2] +

'0'*missing_bits + bin_state[2:]↩→

75

# flip up to half its bits 76

mutated_state = '0b' 77

# get potential bit flip idx 78

bits_to_flip =

random.sample(range(self.num_bits),

self.num_bits/2)

↩→

↩→

79

for bit_idx in bits_to_flip: 80

state_bit = bin_state[2+bit_idx] 81

# randomly flip bit 82

coin_flip = random.random() 83

if coin_flip >= 0.5: 84

if state_bit == '0': 85

mutated_state += '1' 86

else: 87

mutated_state += '0' 88

else: 89

mutated_state += state_bit 90

mutated_state = int(mutated_state,2) 91

population += [mutated_state] 92

return population 93

94

def selection(self, method ='ranked'): 95

population_fitness = [self.explored_states[state]

for state in self.population]↩→

96

# Sort the population from most to least fit 97

ordered_population = sorted(zip(population_fitness,

self.population),reverse=True)↩→

98

if method == 'ranked': 99

for i in range(len(ordered_population)): 100

ordered_population[i] =

(ordered_population[i][1],len( ⌋

ordered_population)-i)

↩→

↩→

101

if method == 'fitness': 102

min_fitness = min(population_fitness) 103

for i in range(len(ordered_parents)): 104

ordered_population[i] =

(ordered_population[i][1],

ordered_population[i][0] + min_fitness +

1)

↩→

↩→

↩→

105

total_weight = 0 106

for member in ordered_population: 107
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total_weight += member[1] 108

parents = [] 109

next_generation_size = 0 110

while next_generation_size < self.generation_size: 111

112

parent_a = ordered_population[0][0] 113

parent_b = ordered_population[0][0] 114

lotto_number_a = random.uniform(0, total_weight) 115

# not the most efficent way to do this but I

think it works↩→

116

while parent_a == parent_b: 117

lotto_number_b = random.uniform(0,

total_weight)↩→

118

lotto_draw = 0 119

for member_idx in

range(len(ordered_population)):↩→

120

parent_candidate =

ordered_population[member_idx][0]↩→

121

parent_candidate_weight =

ordered_population[member_idx][1]↩→

122

lotto_draw += parent_candidate_weight 123

if lotto_draw <= lotto_number_a: 124

parent_a = parent_candidate 125

if lotto_draw <= lotto_number_b: 126

parent_b = parent_candidate 127

128

parent_pair = (parent_a,parent_b) 129

rev_parent_pair = (parent_b,parent_a) 130

parents += [parent_pair] 131

next_generation_size = next_generation_size + 2 132

return parents 133

134

# uniform random recombination 135

def recombination(self,parents): 136

children = [] 137

for parent_pair in parents: 138

parent_a = bin(parent_pair[0]) 139

parent_b = bin(parent_pair[1]) 140

a_bits = len(parent_a)-2 141

b_bits = len(parent_b)-2 142

if a_bits < self.num_bits: 143

missing_bits = self.num_bits - a_bits 144

145
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parent_a = parent_a[:2] + '0'*missing_bits +

parent_a[2:]↩→

146

if b_bits < self.num_bits: 147

missing_bits = self.num_bits - b_bits 148

parent_b = parent_b[:2] + '0'*missing_bits +

parent_b[2:]↩→

149

kids = ['0b','0b'] 150

for bit_idx in range(2,2+self.num_bits): 151

bit_a = parent_a[bit_idx] 152

bit_b = parent_b[bit_idx] 153

kid_a_idx = random.randint(0,1) 154

kid_b_idx = 1 - kid_a_idx 155

kids[kid_a_idx] += bit_a 156

kids[kid_b_idx] += bit_b 157

children += kids 158

return children 159

160

def mutation(self,children): 161

population = [] 162

for kid in children: 163

mutant_kid = None 164

# repeat mutate process until mutant kid is not

in the tabu_list↩→

165

# this will force mutations when there are only

a couple of states left↩→

166

while mutant_kid is None or mutant_kid in

self.explored_states.keys():↩→

167

mutant_kid = '0b' 168

for bit_idx in range(2,2+self.num_bits): 169

kid_bit = kid[bit_idx] 170

coin_flip = random.random() 171

if coin_flip < self.p_mutate: 172

if kid_bit == '0': 173

mutant_kid += '1' 174

else: 175

mutant_kid += '0' 176

else: 177

mutant_kid += kid_bit 178

mutant_kid = int(mutant_kid,2) 179

population += [mutant_kid] 180

return population 181
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VariableNeighborSearch.py

import Optimizer 1

import random 2

3

# this optimizer performs a generational genetic

optimization over a given number of generations↩→

4

# it uses uniform crossover 5

# generation size equals the number of bits in the state 6

class VariableNeighborSearch(Optimizer.Optimizer): 7

# num_batches: how many batchs to iterate over 8

# states_per_batch: how many states per batch 9

def __init__(self, expandedNeighborhoodSize, batch_size,

num_batches, num_bits, number_top_states,

characterizer, initial_state = None, verbose=False):

↩→

↩→

10

super(VariableNeighborSearch,self).__init__( ⌋

number_top_states,characterizer,verbose)↩→

11

self.verbose = verbose 12

13

self.num_batches = num_batches 14

15

self.num_bits = num_bits 16

self.maximum_state = 2**num_bits-1 17

18

self.batch_counter = 0 19

self.current_state = initial_state 20

self.current_value = float("-inf") 21

self.next_states = [] 22

23

self.batch_size = batch_size 24

25

self.expandedNeighborhoodSize =

expandedNeighborhoodSize↩→

26

27

28

############### INTERFACE FUNCTIONS ############### 29

30

def isFinished(self): 31

if self.verbose: 32

print "Checking if Finished" 33

return self.batch_counter >= self.num_batches 34

35

def getNextStates(self): 36

if self.verbose: 37
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print "Getting Next States" 38

if self.batch_counter == 0: 39

if self.verbose: 40

print "Selecting Initial States..." 41

self.next_states = self.getInitialStates() 42

self.batch_counter += 1 43

return self.next_states 44

if self.verbose: 45

print "Comparing Choices..." 46

best_neighbor_state = float("-inf") 47

best_neighbor_value = float("-inf") 48

for neighbor_state in self.next_states: 49

neighbor_value =

self.explored_states[neighbor_state]↩→

50

if neighbor_value > best_neighbor_value: 51

best_neighbor_state = neighbor_state 52

best_neighbor_value = neighbor_value 53

if self.verbose: 54

print "Checking for Local Maximum..." 55

56

self.next_states = [] 57

if self.current_value < best_neighbor_value: 58

if self.verbose: 59

print "Improvement Detected: Moving State" 60

self.current_state = best_neighbor_state 61

self.current_value = best_neighbor_value 62

neighborhoodSize = 1 63

else: 64

if self.verbose: 65

print "Local Maximum Detected: Expanding

Neighborhood"↩→

66

neighborhoodSize = self.expandedNeighborhoodSize 67

leftover_states = self.batch_size 68

# fill up the batch using randomly selected states

from expanded neighborhood↩→

69

while leftover_states > 0: 70

print "Selecting Neighbors from k Neighborhood" 71

neighborhood = self.getNeighborhood( ⌋

self.current_state,neighborhoodSize)↩→

72

possible_neighbors = [neighbor for neighbor in

neighborhood if (neighbor not in

self.explored_states.keys())]

↩→

↩→

73

if len(possible_neighbors) > leftover_states: 74
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self.next_states +=

random.sample(possible_neighbors,

leftover_states)

↩→

↩→

75

else: 76

self.next_states += possible_neighbors 77

neighborhoodSize += 1 78

leftover_states = self.batch_size -

len(self.next_states)↩→

79

if leftover_states > 0 and self.verbose: 80

print "Neighborhood explored: Adding extra

expansion"↩→

81

self.batch_counter += 1 82

return self.next_states 83

84

############### Child Class Helper Functions ############### 85

86

# return a list of uniformly random states 87

def getInitialStates(self): 88

if self.current_state is None: 89

initial_states = [random.randint(0,

self.maximum_state) for i in

range(self.batch_size)]

↩→

↩→

90

else: 91

neighborhoodSize = 1 92

initial_states = [self.current_state] 93

leftover_states = self.batch_size - 1 94

# fill up the batch using randomly selected

states from expanded neighborhood↩→

95

while leftover_states > 0: 96

print "Selecting Neighbors from k

Neighborhood"↩→

97

neighborhood = self.getNeighborhood( ⌋

self.current_state,neighborhoodSize)↩→

98

possible_neighbors = [neighbor for neighbor

in neighborhood if (neighbor not in

self.explored_states.keys())]

↩→

↩→

99

if len(possible_neighbors) >

leftover_states:↩→

100

initial_states +=

random.sample(possible_neighbors,

leftover_states)

↩→

↩→

101

else: 102

initial_states += possible_neighbors 103
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neighborhoodSize += 1 104

leftover_states = self.batch_size -

len(initial_states)↩→

105

if leftover_states > 0 and self.verbose: 106

print "Neighborhood explored: Adding

extra expansion"↩→

107

return initial_states 108

109

def state2bin(self,state): 110

bin_state = bin(state) 111

state_bit_count = len(bin_state)-2 112

if state_bit_count < self.num_bits: 113

missing_bits = self.num_bits - state_bit_count 114

bin_state = bin_state[:2] + '0'*missing_bits +

bin_state[2:]↩→

115

return bin_state 116

117

def bin2state(self,bin_state): 118

return int(bin_state,2) 119

120

def binNeighborhood2Neighborhood(self,binNeighborhood): 121

neighborhood = [] 122

for bin_state in list(binNeighborhood): 123

neighborhood += [int(bin_state,2)] 124

return neighborhood 125

126

# flip the bit in the state indicated by the bit_idx 127

def flipBit(self, bin_state, bit_idx): 128

bit_idx = bit_idx + 2 129

bit_value = bin_state[bit_idx] 130

if bit_value == '0': 131

bin_state = bin_state[:bit_idx] + '1' +

bin_state[(bit_idx+1):]↩→

132

else: 133

bin_state = bin_state[:bit_idx] + '0' +

bin_state[(bit_idx+1):]↩→

134

return bin_state 135

136

def getBinNeighborhood(self, bin_state, start_idx,

num_to_flip):↩→

137

if num_to_flip == 0: 138

return [bin_state] 139

if num_to_flip == 1: 140
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neighborhood = [] 141

for bit_idx in range(start_idx, self.num_bits): 142

new_state = self.flipBit(bin_state,bit_idx) 143

neighborhood += [new_state] 144

return neighborhood 145

else: 146

neighborhood = [] 147

for bit_idx in range(start_idx, self.num_bits): 148

new_state = self.flipBit(bin_state,bit_idx) 149

neighborhood +=

self.getBinNeighborhood(new_state,

bit_idx+1, num_to_flip-1)

↩→

↩→

150

return neighborhood 151

152

def getNeighborhood(self, state, number_of_steps): 153

bin_state = self.state2bin(state) 154

bin_neighborhood = self.getBinNeighborhood( ⌋

bin_state,0,number_of_steps)↩→

155

return self.binNeighborhood2Neighborhood( ⌋

bin_neighborhood)↩→

156
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ParticleSwarm.py

import Optimizer 1

import random 2

3

# this optimizer performs a generational genetic

optimization over a given number of generations↩→

4

# it uses uniform crossover 5

# generation size equals the number of bits in the state 6

class ParticleSwarm(Optimizer.Optimizer): 7

# num_batches: how many batchs to iterate over 8

# states_per_batch: how many states per batch 9

def __init__(self, inertia, global_pull, noisy_movement,

num_batches, states_per_batch, num_bits,

number_top_states, characterizer, initial_states =

None, verbose=False):

↩→

↩→

↩→

10

super(ParticleSwarm,self).__init__( ⌋

number_top_states,characterizer,verbose)↩→

11

self.verbose = verbose 12

13

self.num_batches = num_batches 14

15

self.num_bits = num_bits 16

self.maximum_state = 2**num_bits-1 17

18

self.batch_counter = 0 19

20

self.inertia = inertia 21

self.global_pull = global_pull 22

self.noisy_movement = noisy_movement 23

24

self.num_particles = states_per_batch 25

self.particles = [] 26

for i in range(self.num_particles): 27

# randomize initial positions 28

if initial_states[0] is None: 29

self.particles += [Particle(self.num_bits,

inertia, global_pull, noisy_movement)]↩→

30

# initial positions are assigned so particles

are likely to be at initial positions↩→

31

else: 32

position = [] 33

if i < len(initial_states): 34

discrete_position = initial_states[i] 35
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else: 36

rand_samp =

random.sample(initial_states, 1)↩→

37

discrete_position = rand_samp[0] 38

bin_position = bin(discrete_position) 39

bit_count = len(bin_position)-2 40

if bit_count < self.num_bits: 41

missing_bits = self.num_bits - bit_count 42

bin_position = bin_position[:2] +

'0'*missing_bits + bin_position[2:]↩→

43

for bit_idx in range(2,self.num_bits+2): 44

position_bit = bin_position[bit_idx] 45

if position_bit == '1': 46

position += [0.9] 47

else: 48

position += [0.1] 49

self.particles +=

[Particle(self.num_bits,inertia,

global_pull, noisy_movement,

initial_position = position)]

↩→

↩→

↩→

50

51

52

############### INTERFACE FUNCTIONS ############### 53

54

def isFinished(self): 55

if self.verbose: 56

print "Checking if Finished" 57

return self.batch_counter >= self.num_batches 58

59

def getNextStates(self): 60

if self.verbose: 61

print "Getting Next States" 62

63

if self.batch_counter != 0: 64

if self.verbose: 65

print "Updating Local and Global

Maximums..."↩→

66

67

global_optimum_state = self.top_states[0] 68

for i in range(self.num_particles): 69

particle = self.particles[i] 70

observed_state = self.next_states[i] 71

72
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observed_value =

self.explored_states[observed_state]↩→

73

particle.updateLocalBest( ⌋

observed_state,observed_value)↩→

74

particle.updateGlobalBest( ⌋

global_optimum_state)↩→

75

76

if self.verbose: 77

print "Moving particles..." 78

for particle in self.particles: 79

particle.moveParticle() 80

if self.verbose: 81

print "Observing Particle Locations..." 82

83

self.next_states = [] 84

for particle in self.particles: 85

self.next_states += [particle.observeState()] 86

87

self.batch_counter += 1 88

return self.next_states 89

90

############### Child Class Helper Functions ############### 91

92

class Particle(object): 93

# num_batches: how many batchs to iterate over 94

# states_per_batch: how many states per batch 95

def __init__(self, num_bits, inertia, global_pull,

noisy_movement, initial_position =

None,initial_velocity = None):

↩→

↩→

96

self.num_bits = num_bits 97

98

self.noisy_movement = noisy_movement 99

100

self.inertia = inertia 101

self.attraction = 1.0 - inertia 102

103

self.global_pull = global_pull 104

self.local_pull = 1.0 - global_pull 105

106

self.position = QuantumPosition( ⌋

self.num_bits,bit_probabilities=initial_position)↩→

107

108

109
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self.velocity =

QuantumVelocity(self.num_bits,velocities =

initial_velocity)

↩→

↩→

110

111

self.global_best = None 112

self.local_best = None 113

self.local_best_value = float("-Inf") 114

115

def observeState(self): 116

observed_position = self.position.observe() 117

return observed_position.getState() 118

119

def moveParticle(self): 120

local_distance = self.local_best - self.position 121

if self.noisy_movement: 122

local_distance.addNoise() 123

local_force = local_distance * self.local_pull 124

125

global_distance = self.global_best - self.position 126

if self.noisy_movement: 127

global_distance.addNoise() 128

global_force = global_distance * self.global_pull 129

130

self.position = self.position + self.velocity 131

self.velocity = self.velocity*self.inertia +

(local_force + global_force)*self.attraction↩→

132

133

def updateLocalBest(self,local_state,local_value): 134

if local_value >= self.local_best_value: 135

self.local_best_value = local_value 136

self.local_best =

DiscretePosition(self.num_bits,state =

local_state)

↩→

↩→

137

138

def updateGlobalBest(self,global_state): 139

self.global_best = DiscretePosition( ⌋

self.num_bits,state=global_state)↩→

140

141

# location of particle in probability space 142

class DiscretePosition(object): 143

def __init__(self, num_bits, coordinates = None, state =

None):↩→

144

self.num_bits = num_bits 145
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if coordinates is not None: 146

self.coordinates = coordinates 147

elif state is not None: 148

self.coordinates = [] 149

for bit_idx in range(self.num_bits): 150

# is bit a 1 or 0 151

state_bit = (state>>bit_idx) & 1 152

self.coordinates += [state_bit] 153

else: 154

self.coordinates = [] 155

for i in range(num_bits): 156

self.coordinates += [random.randint(0,1)] 157

158

def __sub__(self, other): 159

if str(type(other)) == "<class

'Optimizer.ParticleSwarm.DiscretePosition'>":↩→

160

velocities = [] 161

for bit_idx in range(self.num_bits): 162

e1 = self.coordinates[bit_idx] 163

e2 = other.coordinates[bit_idx] 164

# if they are the same, don't change

anything↩→

165

if e1 == e2: 166

velocities += [0] 167

# if they are different, indicate

directional difference to equal e1↩→

168

else: 169

velocities += [2*(e1-0.5)] 170

# return a quantum velocity indicating the

desired direction↩→

171

return QuantumVelocity( ⌋

self.num_bits,velocities=velocities)↩→

172

elif str(type(other)) == "<class

'Optimizer.ParticleSwarm.QuantumPosition'>":↩→

173

return other.__sub__(self)*-1 174

else: 175

exception_name = "Subtraction not defined for

Type DiscretePosition and Type " +

str(type(other))

↩→

↩→

176

raise Exception(exception_name) 177

178

def getState(self): 179

state = 0 180
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for bit_idx in range(len(self.coordinates)): 181

bit_value = self.coordinates[bit_idx] 182

state += bit_value * 2**(bit_idx) 183

return state 184

185

class QuantumPosition(object): 186

def __init__(self, num_bits, bit_probabilities = None): 187

self.num_bits = num_bits 188

if bit_probabilities is None: 189

self.bit_probabilities = [] 190

for i in range(self.num_bits): 191

self.bit_probabilities += [random.random()] 192

else: 193

self.bit_probabilities = bit_probabilities 194

195

def observe(self): 196

bit_states = [] 197

for bit_probability in self.bit_probabilities: 198

random_draw = random.random() 199

if random_draw <= bit_probability: 200

bit_states += [1] 201

else: 202

bit_states += [0] 203

return DiscretePosition(self.num_bits, coordinates =

bit_states)↩→

204

205

# applies bayes rule using quantum velocity to change

probability↩→

206

def __add__(self, other): 207

if str(type(other)) != "<class

'Optimizer.ParticleSwarm.QuantumVelocity'>":↩→

208

exception_name = "Addition not defined for Type

QuantumPosition and Type " +

str(type(other))

↩→

↩→

209

raise Exception(exception_name) 210

new_bit_probabilities = [] 211

for bit_index in range(self.num_bits): 212

p_on = self.bit_probabilities[bit_index] 213

p_off = 1.0 - p_on 214

p_velocity_given_on =

0.5*(1+other.velocities[bit_index])↩→

215

p_velocity_given_off = 1.0 - p_velocity_given_on 216

217
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p_velocity = p_velocity_given_on*p_on +

p_velocity_given_off*p_off↩→

218

p_on_given_velocity =

p_velocity_given_on*p_on/p_velocity↩→

219

new_bit_probabilities += [p_on_given_velocity] 220

return QuantumPosition(self.num_bits,

bit_probabilities= new_bit_probabilities)↩→

221

222

def __sub__(self, other): 223

if str(type(other)) == "<class

'Optimizer.ParticleSwarm.DiscretePosition'>":↩→

224

velocities = [] 225

for bit_idx in range(self.num_bits): 226

self_location =

self.bit_probabilities[bit_idx]↩→

227

other_location = other.coordinates[bit_idx] 228

difference = self_location - other_location 229

velocities += [difference] 230

# return a quantum velocity indicating the

desired direction↩→

231

return QuantumVelocity( ⌋

self.num_bits,velocities=velocities)↩→

232

elif str(type(other)) == "<class

'Optimizer.ParticleSwarm.QuantumPosition'>":↩→

233

velocities = [] 234

for bit_idx in range(self.num_bits): 235

self_location =

self.bit_probabilities[bit_idx]↩→

236

other_location =

other.bit_probabilities[bit_idx]↩→

237

difference = self_location - other_location 238

velocities += [difference] 239

# return a quantum velocity indicating the

desired direction↩→

240

return QuantumVelocity( ⌋

self.num_bits,velocities=velocities)↩→

241

else: 242

exception_name = "Subtraction not defined for

Type DiscretePosition and Type " +

str(type(other))

↩→

↩→

243

raise Exception(exception_name) 244

245

246
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# a quantum velocity is a number between -1 and 1 247

# this represents how much weight to adjust a quantum

position↩→

248

# using bayes rules 249

# -1 implies that the quantum position P(0) will become 1 250

# 1 implies that the quantum position P(1) will become 1 251

# thus we set a max speed to ensure this never happens 252

class QuantumVelocity(object): 253

def __init__(self, num_bits, velocities = None): 254

self.max_speed = 1 - 10**(-6) 255

self.num_bits = num_bits 256

if velocities is None: 257

self.velocities = [] 258

for i in range(num_bits): 259

# random number between -1 and 1 260

velocity = 2*(random.random()-0.5) 261

#cap speed 262

self.velocities += [velocity] 263

self.velocities =

self.bound_velocities(self.velocities)↩→

264

else: 265

# bound velocity to max_seed 266

velocities = self.bound_velocities(velocities) 267

self.velocities = velocities 268

269

def __add__(self, other): 270

if str(type(other)) != "<class

'Optimizer.ParticleSwarm.QuantumVelocity'>":↩→

271

exception_name = "Addition not defined for Type

DiscreteVelocity and Type " +

str(type(other))

↩→

↩→

272

raise Exception(exception_name) 273

if self.num_bits != other.num_bits: 274

raise Exception("Cannot add velocities with

different dimensions")↩→

275

new_v = [] 276

for bit_idx in range(self.num_bits): 277

v1 = self.velocities[bit_idx] 278

v2 = other.velocities[bit_idx] 279

v3 = v1 + v2 280

new_v += [v3] 281

new_v = self.bound_velocities(new_v) 282

283
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return QuantumVelocity(self.num_bits,velocities =

new_v)↩→

284

285

def __mul__(self, other): 286

if str(type(other)) in ["<type 'int'>","<type

'float'>"]:↩→

287

new_velocities = [] 288

for velocity in self.velocities: 289

new_v = other * velocity 290

new_velocities += [new_v] 291

# cap to between -self.max_speed and

self.max_speed↩→

292

new_v = self.bound_velocities(new_velocities) 293

return QuantumVelocity(self.num_bits,velocities

= new_velocities)↩→

294

else: 295

exception_name = "Multiplication not defined for

Type DiscreteVelocity and Type " +

str(type(other))

↩→

↩→

296

raise Exception(exception_name) 297

pass 298

299

def addNoise(self): 300

for i in range(len(self.velocities)): 301

ideal_v = self.velocities[i] 302

self.velocities[i] = ideal_v * random.random() 303

304

def bound_velocities(self, velocities): 305

velocities = [min(self.max_speed,v) for v in

velocities]↩→

306

velocities = [max(-1*self.max_speed,v) for v in

velocities]↩→

307

return velocities 308
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SimulatedAnnealing.py

import Optimizer 1

import random 2

import math 3

4

# this optimizer performs a generational genetic

optimization over a given number of generations↩→

5

# it uses uniform crossover 6

# generation size equals the number of bits in the state 7

class SimulatedAnnealing(Optimizer.Optimizer): 8

# num_batches: how many batchs to iterate over 9

# states_per_batch: how many states per batch 10

def __init__(self, temperature_schedule, num_batches,

states_per_batch, num_bits, number_top_states,

characterizer, initial_state = None, verbose=False):

↩→

↩→

11

super(SimulatedAnnealing,self).__init__( ⌋

number_top_states,characterizer,verbose)↩→

12

self.verbose = verbose 13

14

self.num_batches = num_batches 15

self.states_per_batch = states_per_batch 16

17

self.num_bits = num_bits 18

self.maximum_state = 2**num_bits-1 19

20

self.batch_counter = 0 21

22

self.temperatureSchedule = temperature_schedule 23

24

self.random_initialization = True 25

self.current_state = 0 26

if initial_state is not None: 27

self.random_initialization = False 28

self.current_state = initial_state 29

30

self.current_value = float("-inf") 31

self.next_states = [] 32

33

# calculate a threshold for a neighborhood size 34

# that could being fully explored 35

neighborHoodSize = 0 36

finished = False 37

while not finished: 38
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neighborHoodSize += 1 39

num_neighbors =

len(self.getUnexploredNeighborhood( ⌋

0,neighborHoodSize))

↩→

↩→

40

finished = num_neighbors > self.num_batches *

self.states_per_batch↩→

41

self.neighborhood_threshold = neighborHoodSize 42

43

44

############### INTERFACE FUNCTIONS ############### 45

46

def isFinished(self): 47

if self.verbose: 48

print "Checking if Finished" 49

return self.batch_counter >= self.num_batches 50

51

def getNextStates(self): 52

if self.batch_counter != 0: 53

if self.verbose: 54

print "Comparing States..." 55

best_neighbor_state = float("-inf") 56

best_neighbor_value = float("-inf") 57

for neighbor_state in self.next_states: 58

neighbor_value =

self.explored_states[neighbor_state]↩→

59

if neighbor_value > best_neighbor_value: 60

best_neighbor_state = neighbor_state 61

best_neighbor_value = neighbor_value 62

if self.current_value < best_neighbor_value: 63

if self.verbose: 64

print "Improvement Detected: Moving

State"↩→

65

self.current_state = best_neighbor_state 66

self.current_value = best_neighbor_value 67

68

remaining_batches = self.num_batches -

self.batch_counter↩→

69

fraction_remaining =

(remaining_batches-1)/float(self.num_batches-1)↩→

70

current_temperature =

self.temperatureSchedule(fraction_remaining)↩→

71

72

73
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# if an inital state is provided, halve the

temperature so that at most half the bits can

flip

↩→

↩→

74

# without temperature reduction, the initial state

would be meaningless as all bits can flip↩→

75

if not self.random_initialization: 76

current_temperature = current_temperature / 2.0 77

if self.verbose: 78

print "Temperature =", current_temperature 79

neighborHoodSize =

self.numberOfBitFlips(current_temperature)↩→

80

81

if self.verbose: 82

print "Getting Next States" 83

self.next_states = [] 84

# there is a relatively decent chance that the

neighborhood has been↩→

85

# fully, or nearly fully, explored. Thus we

explicitly calculate↩→

86

# all possible neighbors and randomly pick from that

list↩→

87

if neighborHoodSize <= self.neighborhood_threshold: 88

if self.verbose: 89

print "Small Neighborhood, performing

explicit selection..."↩→

90

possible_states =

self.getUnexploredNeighborhood( ⌋

self.current_state,neighborHoodSize)

↩→

↩→

91

92

remaining_spots = self.states_per_batch -

len(self.next_states)↩→

93

while len(possible_states) <= remaining_spots: 94

if self.verbose: 95

print "Adding all possible neighbors of

distance", neighborHoodSize↩→

96

# if all of neighborhood can be explored,

explore all of it↩→

97

self.next_states += possible_states 98

remaining_spots = self.num_bits -

len(self.next_states)↩→

99

# expand the neighborhoodSize 100

neighborHoodSize += 1 101

102
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possible_states =

self.getUnexploredNeighborhood( ⌋

self.current_state,neighborHoodSize)

↩→

↩→

103

104

if self.verbose: 105

print "Randomly adding neighbors of

distance", neighborHoodSize↩→

106

# fill up the rest of the batch using randomly

selected states from expanded neighborhood↩→

107

self.next_states +=

random.sample(possible_states,

remaining_spots)

↩→

↩→

108

109

# it is impossible for the neighborhood to be fully

explored↩→

110

# thus we find new states by random selection.

Without exploration guarentee↩→

111

# this might not terminate 112

else: 113

if self.verbose: 114

print "Large Neighborhood, performing random

selection..."↩→

115

while len(self.next_states) <

self.states_per_batch:↩→

116

possible_state = self.flipRandomBits( ⌋

self.current_state,neighborHoodSize)↩→

117

if possible_state not in

self.explored_states.keys():↩→

118

self.next_states += [possible_state] 119

120

# for state in self.next_states: 121

# print self.state2bin(self.current_state),

self.state2bin(state)↩→

122

self.batch_counter += 1 123

return self.next_states 124

125

126

############### Child Class Helper Functions ############### 127

128

def state2bin(self,state): 129

bin_state = bin(state) 130

state_bit_count = len(bin_state)-2 131

if state_bit_count < self.num_bits: 132
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missing_bits = self.num_bits - state_bit_count 133

bin_state = bin_state[:2] + '0'*missing_bits +

bin_state[2:]↩→

134

return bin_state 135

136

def bin2state(self,bin_state): 137

return int(bin_state,2) 138

139

# temperature is between 0 and 100, 0 means only 1 bit

flips, 100 means all↩→

140

def numberOfBitFlips(self,current_temperature): 141

degrees_per_bit = 100.0/(self.num_bits) 142

fractional_bits =

current_temperature/degrees_per_bit↩→

143

num_flips = int(math.ceil(fractional_bits)) 144

#cannot flip more bits than there are 145

num_flips = min(self.num_bits,num_flips) 146

# make sure at least one bit flips at 0 degrees 147

return max(num_flips,1) 148

149

# flip the bit in the state indicated by the bit_idx 150

def flipBit(self, bin_state, bit_idx): 151

bit_idx = bit_idx + 2 152

bit_value = bin_state[bit_idx] 153

if bit_value == '0': 154

bin_state = bin_state[:bit_idx] + '1' +

bin_state[(bit_idx+1):]↩→

155

else: 156

bin_state = bin_state[:bit_idx] + '0' +

bin_state[(bit_idx+1):]↩→

157

return bin_state 158

159

# flip a random set of bits in the state 160

def flipRandomBits(self, state, number_of_bits): 161

bin_state = self.state2bin(state) 162

# randomly select which bits can flip 163

bits_to_flip = random.sample(range(self.num_bits),

number_of_bits)↩→

164

for bit_idx in bits_to_flip: 165

# randomly flip bit 166

coin_flip = random.random() 167

if coin_flip >= 0.5: 168

bin_state = self.flipBit(bin_state,bit_idx) 169
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return self.bin2state(bin_state) 170

171

def getUnexploredNeighborhood( ⌋

self,state,neighborHoodSize):↩→

172

bin_state = self.state2bin(state) 173

bin_neighborhood = [] 174

for num_flips in range(1,neighborHoodSize+1): 175

bin_neighborhood += self.getBinNeighborhood(

bin_state, 0,num_flips)↩→

176

neighborhood = self.binNeighborhood2Neighborhood( ⌋

bin_neighborhood)↩→

177

possible_states = [] 178

for neighbor in neighborhood: 179

# prune all neighbors that have been, or have

already selected to be, explored↩→

180

if neighbor not in self.explored_states.keys()

and neighbor not in self.next_states:↩→

181

possible_states += [neighbor] 182

return possible_states 183

184

def getBinNeighborhood(self, bin_state, start_idx,

num_to_flip):↩→

185

if num_to_flip == 0: 186

return [bin_state] 187

if num_to_flip == 1: 188

neighborhood = [] 189

for bit_idx in range(start_idx, self.num_bits): 190

new_state = self.flipBit(bin_state,bit_idx) 191

neighborhood += [new_state] 192

return neighborhood 193

else: 194

neighborhood = [] 195

for bit_idx in range(start_idx, self.num_bits): 196

new_state = self.flipBit(bin_state,bit_idx) 197

neighborhood +=

self.getBinNeighborhood(new_state,

bit_idx+1, num_to_flip-1)

↩→

↩→

198

return neighborhood 199

200

201

def binNeighborhood2Neighborhood(self,binNeighborhood): 202

neighborhood = [] 203

for bin_state in list(binNeighborhood): 204
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neighborhood += [int(bin_state,2)] 205

return neighborhood 206

207

208

@staticmethod 209

def linearCooling(fraction_remaining): 210

return 100*fraction_remaining 211

212

@staticmethod 213

def linearCoolingHoldZero(fraction_remaining): 214

fraction_at_zero = 1/6.0 215

start_temp = 100.0/(1 - fraction_at_zero) 216

temp =

start_temp*(fraction_remaining-fraction_at_zero)↩→

217

temp = max(temp,0) 218

temp = min(temp,100) 219

return temp 220


