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Abstract

Gas bubble nucleation is a fundamental phenomenon both throughout the
natural sciences and in the production of foams for lightweight, functional materials;
it is also the basis for many a bubbly beverage. Enhancing bubble nucleation in
polyurethane insulating foams used for refrigeration can further reduce their low
thermal conductivity without resorting to hazardous blowing agents used in the
past. Experimental challenges of measuring the kinetics of the rapid, multiscale
process of bubble nucleation pose a roadblock to investigation of suitable processing
conditions, as well as the development of theoretical models of bubbles and foams.

Here, using a microfluidic flow-focusing technique developed for measure-
ment of protein and chemical kinetics, we built a microfluidic cell to probe gas
bubble nucleation of CO2 in polyol, a model system for polyurethane insulating
foams, at controlled pressure with millisecond resolution over acquisition times suf-
ficient for optical, IR, and X-ray measurements. This technique allows for repeated
measurements of bubble nucleation at any degree of supersaturation without the
interference of heterogeneous nucleation from surfaces. By extrapolating a model
fit to high-speed optical microscopy measurements of bubble growth backward in
time, we estimated the degree of supersaturation at nucleation for thousands of bub-
bles. Estimates of the nucleation rate based on Poisson statistics were consistent
with predictions by a string method model based on density functional theory and
G-ADSA measurements. This model predicted that the addition of cyclopentane (a
common physical blowing agent in polyurethane foams) can dramatically reduce the
nucleation energy barrier due to the formation of a liquid-like layer of cyclopentane
and CO2 along the surface of the bubble that reduces the interfacial tension, which
previous models have only predicted at significantly higher saturation pressures.
This prediction was supported by thermodynamic measurement of a three-phase co-
existence under similar conditions, which is a known fingerprint for such nucleation
pathways, and measurement of significantly higher bubble nucleation rates upon the
addition of cyclopentane. These findings shed light on the possibility of a previously
unappreciated role of physical blowing agents like cyclopentane in enhancing bub-
ble nucleation by opening up a qualitatively distinct and more favorable nucleation
pathway.
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Love and what generates it.
Rebellion and what creates it.
Liberty and what nourishes it.
Three manifestations of God.

The Vision by Kahlil Gibran,
translation by Juan R. I. Cole

I.1 The Birth of a Bubble
Like our own, the life of each bubble begins with love, in this case, the love

of its mother phase. Unlike other liquids, a mother phase has an abundance of
dissolved gas that it selflessly gives away to nourish the birth and growth of bubbles.
This condition is called supersaturation—in the case of a bottle of pop1, the liquid
becomes a supersaturated mother phase upon releasing the pressure by opening the
cap. Through thermal fluctuations in the density of dissolved gas, some molecules
of will cluster and separate from the liquid to form the beginning of a new bubble.
Just as a mother does not easily give away her child, neither does the liquid mother
phase easily permit this cluster of gas molecules to separate into its own bubble.
For a bubble to be born, it must rebel. We call this rebellion nucleation. Tension
arises from this conflict, which resists the separation of the new bubble. All along
the surface of the cluster of gas molecules, the liquid molecules of the mother phase
are pulling on each other, resulting in a force that resists the rebellion of the bubble
aptly named “interfacial tension.” This tension not only resists the growth of the
bubble but seeks to dissolve it back into the loving embrace of the mother phase.
The gas tries in vain to break free from its mother phase on its own, but is often

1Regional variation on the more common but less fun “soda.”

http://4umi.com/gibran/vision/2
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overwhelmed by the cost of independence and dissolves back into the liquid. Those
whose rebellions are successful arrive at the third stage: liberty. The gas has now
become its own bubble and continues to grow in its new life. From this starting
point, a bubble may grow to provide life for marine animals, fizz in a can of pop, or
one of the many voids in the foam padding you might be sitting on right now. In the
case of a bottle of pop, bubbles grow until they ultimately rise and form a foam at
the top of the beverage. Note, however, that this growth, while only reached through
rebellion, is entirely fueled by the diffusion of dissolved gas that the mother phase
lovingly provides.

Figure I.1: Schematic of the three stages of a bubble’s life. First, the love of
the supersaturated mother phase provides fertile ground for the birth of a bubble.
Density fluctuations of the dissolved gas lead to temporary clusters of gas that are
resisted by the interfacial tension along the interface with the mother phase. If the
bubble can overcome the resistance of the mother phase, it reaches the liberty of
growth thereafter. Note that, while a bubble must rebel to grow up, its growth is
fueled by the abundance of dissolved gas provided by the mother phase.

I.2 The Many Causes of Bubble Nucleation
Bubbles nucleate through a variety of pathways. In each case, the liquid-like

mother phase must become supersaturated, meaning that thermodynamics prefers
the formation of a vapor-like bubble. Themother phase can always be supersaturated
by two changes to state variables of the system: (1) increasing temperature and (2)
decreasing pressure. Examples include (1) superheating water and (2) cavitation.
In the case of a multicomponent system with dissolved gas, supersaturation can also
be reached by increasing the concentration of dissolved gases, such as when mixing
baking soda and vinegar produces carbon dioxide bubbles that provide its famous
“volcano eruption.”
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A supersaturated mother phase can produce a bubble in four ways, which
have been carefully described in the review by Jones et al. [1]. The most similar
to the process depicted in Figure I.1 is homogeneous nucleation. In this process,
thermal fluctuations in the local density of dissolved gas yield a cluster of molecules
large enough to overcome the resistance of interfacial tension and continue to grow.
This nucleation can occur throughout the mother phase without the assistance of any
other component, leading to its name “homogeneous nucleation.” A similar process
called heterogeneous nucleation may occur along a surface, which may reduce the
resistance faced by interfacial tension and, therefore, decrease the size of the cluster
of gas molecules needed to continue to grow into a bubble.

Most bubbles would agree, however, that assembling a large enough cluster
of gas molecules to overcome interfacial tension is a difficult and unlikely process.
Its difficulty is why almost every bubble we have ever seen has avoided it entirely.
Instead, bubbles we see in daily life generally form from the growth of entrained gas
bubbles, such as when pouring a glass of pop, or gas trapped in crevices along rough
surfaces, such as along the groove found at the bottom of many champagne flutes [2].
Even bubbles in boiling water come from trapped gas. Such an entrained gas bubble
is called a “Harvey nucleus” [3]). Harvey et al. reasoned that these pockets of vapor
can persist well below saturation because the solvophobicity (hydrophobicity in the
case of water) of the surface causes a high enough curvature of the vapor–liquid
interface for the interfacial tension to maintain enough pressure to prevent the gas
from escaping. Therefore, such pockets of gas are difficult to remove, and due to the
ease with which they can grow into bubbles, deplete the available dissolved gas well
before true homogeneous or heterogeneous nucleation in the absence of existing
bubbles become frequent enough to be observed.

Because nucleation of bubbles from these pockets of gas occurs readily
and regularly at specific nucleation sites, it is easy to locate and, therefore, has
been measured with greater precision. For example, in Figure I.2, compare the
observation of (a) nucleation from a crevice and (b) homogeneous nucleation. While
most nucleation from surfaces occurs from trapped pockets of gas rather than the
chance clustering ofmolecules of dissolved gas, wewill use the term “heterogeneous
bubble nucleation” to refer to both since both occur along surfaces rather than in the
bulk of the mother phase.

When homogeneous bubble nucleation does occur, it is more widespread and
rapid than heterogeneous bubble nucleation because bubbles can nucleate from any
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Figure I.2: (a) Observation of nucleation of carbon dioxide bubbles from a pocket
of gas trapped in a crevice along the wall of a glass of a champagne (scale bar
is 1 mm). Reprinted (adapted) with permission from Gérard Liger-Belair. “The
physics and chemistry behind the bubbling properties of champagne and sparkling
wines: A state-of-the-art review”. In: Journal of Agricultural and Food Chemistry
53.8 (2005), pp. 2788–2802. issn: 00218561. doi: 10.1021/jf048259e. Copyright
2005 American Chemical Society. (b) Observation of homogeneous nucleation of
carbon dioxide bubbles during the foaming of polystyrene (scale bar 400 𝜇m). Note
the regular nucleation of the champagne bubbles from a single nucleation site in
comparison to the random nucleation of the bubbles in the polystyrene foam. Reused
with permission from John Wiley and Sons [4].

point in the liquid bulk. This process can be catastrophic in the case of contact vapor
explosions, in which a liquid is so superheated (often to about 90% of its critical
temperature) that it boils homogeneously, creating an explosion of vapor that poses
hazards in metallurgy, handling of liquefied natural gas, and nuclear reactors [5].
Nucleating bubbles from pockets of gas may be easier, but shortcuts limit potential.
In the context of the present work, however, rapid and widespread bubble nucleation
like this can be a boon to producing fine-celled polymer foams, so homogeneous
nucleation will be our focus.
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I.3 Foams: When Many Bubbles Collide
When enough bubbles nucleate in close proximity, they can form a “foam,”

a liquid or solid matrix with gas dispersed inside [6]. The pores containing the
gas are called “cells,” which may form a continuous network (open-cell foam) or
may be separated from each other by thin solid films (closed-cell foam). Foams
are commonly used as lighter replacements for solid materials, both by humans
(structural foams) and nature (bones, wood, etc.). Often, less is more, and foams
achieve superior properties over their fully solid counterparts. For example, flexible
polyurethane foams provide cushioning to sitters, sleepers, and drivers around the
world [7] that solid materials could not. Drinkers may enjoy a foamy head atop
their beer [8] or a foamy collerette ring about their glasses of champagne [2]. Foam
padding in helmets has saved many lives, foam earplugs have protected the hearing
of many ears, and foam sugar (marshmallows) has completed many s’mores. Not all
foams are beneficial, however. Foams that form over wastewater treatment reservoirs
restrict oxygen flow and reduce the amount of biomass needed to clean the water [9].
Whether good or bad, foams and how they form are important for us to understand.

While some foams are produced simply by entraining gas inside the liquid
or solid matrix, as in foaming soap dispensers and when whipping egg whites for
a foamy meringue, many are produced by nucleating clusters of bubbles by the
mechanisms discussed in Section I.2. In all cases, a foam needs to begin with
a low enough viscosity to allow cells to form, whether by entrainment of gas or
expansion of bubbles. Once the cells have formed, the foam may collapse due to
drainage of the liquid and coalescence of the cells if the viscosity is not reduced, as
in the case of soapy foams. For this reason, foams are typically cured or vitrified
to solidify the cells in place. In a meringue, air is entrained into runny egg whites
while the foam is fixed in place by baking. In polymer foams, two methods are
used to solidify the polymer. First, in thermoplastic foams, such as polystyrene
once used to make insulating cups for hot beverages, the polymer is cooled down
below its glass transition temperature 𝑇𝑔 (≈ 100–107 ◦C for 𝑀𝑤 > 20 kg/mol [10])
after foaming, causing vitrification of the polymer matrix. Second, in thermoset
foams, such as polyurethane used in cushioning, acoustic insulation, and thermal
insulation, a chemical reaction crosslinks the polymer reactants.

While the structure of a foam is affected by bubble growth and coarsening, as
well as changes in the liquid mother phase like cross-linking or vitrification, bubble
nucleation sets much of the structure of polymer foams before these changes take
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place. Indeed, the final bubble size distribution is more sensitive to the parameters
governing bubble nucleation than those governing bubble growth [11]. The produc-
tion of a desired foam—or the prevention of an undesirable foam—therefore relies
on control of bubble nucleation.

Nucleating More Bubbles for Better Polyurethane Thermal Insulation
Among these types of foams, rigid polyurethane foam (RPUF), a closed-

cell thermoset foam used for thermal insulation, poses a unique opportunity for
practical application and scientific inquiry. RPUFs are the leading, low-cost thermal
insulation material, exceeded only by relatively high-cost aerogels [12]. RPUF’s
exceptionally low thermal conductivity (≈ 20 mW/(m.K) [12]—see comparison
in Figure ??), ability to cure in place, 30x expansion to form tight seals, and
low cost have made it the insulation of choice for refrigeration units, coolers, and
even the fuel tanks for the space shuttles [13] (although RPUF was implicated in
the tragic explosion of the Columbia space shuttle in 2003 [14]). Unfortunately,
its low thermal conductivity initially relied on the low thermal conductivity of
high-molecular weight volatile compounds like chlorofluorocarbons (CFCs). As
discussed in the following section on CO2-blown foams, these compounds and
some of their successors deplete the ozone and contribute to global warming, so
regulations have gradually phased them out of production.

Despite the history of environmental hazard caused by RPUFs, they play an
essential role in energy conservation by providing a low-cost, easy manufacture, and
extremely low thermal conductivity thermal insulation. Retrofitting a building with
high-performance thermal insulation like RPUFs can often be the most effective
way to reduce the energy consumption of buildings. In some cases, it may even
be more economical than investing in solar and wind energy [15]. Given that over
10% of global energy consumption is used to control the temperature of buildings
[15], it should not be surprising that RPUFs accounted for ≈2% of global plastic
production in 2010 [16].

While the seriousness of ozone depletion and global warming demandsmore
environmentally friendly formulations for the production of RPUFs, the importance
of high-quality thermal insulation to everyday living motivates investigation into
alternative methods of reducing the thermal conductivity of RPUFs. Reducing the
thermal conductivity of an insulating foam can focus on any of three major forms
of heat transfer: conduction through the solid, conduction through the gas, and
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radiation [17] (convection is negligible for foams with cells smaller than 4 mm)
[18].

The contribution to the thermal conductivity by the solid is proportional
to the solid volume fraction times the thermal conductivity of the solid (refer to
equation 2 of [19]). Therefore, reducing conduction through the solid can be
achieved by changing the chemistry of the solid matrix to have a lower inherent
thermal conductivity or reducing the volume fraction of the solid. Each is difficult
to improve upon in RPUFs: changing the chemistry can negatively impact other
desirable properties like fast cure time and rigidity and further reduction in the solid
fraction of the foam below its current value around 3% [16] may compromise its
structural integrity.

The contribution to the thermal conductivity by conduction through the gas
is generally proportional to the thermal conductivity of the gas. The thermal con-
ductivity of a simple gas is inversely proportional to the square-root of its molecular
weight according to the Chapman–Enskog formula. Therefore, RPUF manufac-
turers preferred to use the larger CFC molecules over the small CO2 molecule to
keep gas conductivity low (see reduction in gas conductivity in RPUF blown with
HCFC–H2O vs. other blowing agents in Fig. ??). With increasing regulation
of such chemical (see discussion in following subsection on CO2-blown foams)
and flammability concerns with currently used hydrocarbons like cyclopentane, the
options for high-molecular-weight blowing agents are decreasing.

Instead, further reduction in gas conductivity may require structural rather
than chemical changes to the foam. If the pore size in a foam is on the order of the
mean free path of the gas, the effective mean free path of the gas will be reduced.
Known as the “Knudsen effect,” this reduction in the mean free path reduces the
thermal conductivity of the gas. The Knudsen effect has been demonstrated in
nanocellular polymer foams [21] (further discussion in following Section on CO2-
blown foams), but nanocellular foams have not become commercially viable yet due
to high costs of processing at the high pressures (> 30 MPa [22]) required.

Surprisingly, one of the more viable targets for reducing the thermal con-
ductivity of RPUFs is the radiative heat transfer, i.e. the transmission of infrared
radiation (IR) through the foam. Thermally insulating foams are produced with low
solid fraction (3 % solid or less for polyurethane foams [16]) to minimize weight,
material cost, and heat conduction through the solid component. Foams with such
a low solid fraction permit a significant amount of radiative heat transfer (up to
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Figure I.3: Comparison of the thermal conductivity at 10 ◦C of different ther-
mal insulation. The right three foams are polyurethane blown with the blowing
agent(s) listed; the flammability hazard of cyclopentane and ozone-depletion hazard
of HCFCs (hydrochlorofluorocarbons) is noted. The thermal conductivities of the
polyurethane foams are broken down into contributions by heat transfer through
radiation (top), solid conduction (middle), and gas conduction (bottom). Estimates
of thermal conductivity of mineral wool and expanded polystyrene from Simpson
et al. [20]. Figure adapted from Figure 15-5 of The Polyurethanes Book edited by
David Randall and Steve Lee (2002). Made available by the US EPA Health &
Environmental Research Online (HERO) database, HERO ID 4159100.

25 % of the overall heat transfer [17]) because IR radiation is easily transmitted
through the gas in the cells and the thin films of polymer that separate them. In
polyurethane foams, the struts at the junctions between these thin films (an example
is circled in the SEM micrograph in the middle of Figure I.4) constitute 80–90 %
of the solid mass [19] and are thick enough to absorb IR radiation and re-radiate it
in different directions, which slows radiative heat transfer. Therefore, struts are the
key to reducing radiative heat transfer through low-density foams.

Given a foamwith a fixed fraction of solid material, the thermal conductivity
through radiation can be most reliably decreased by decreasing the cell size, as
shown in Figure I.5a. With a fixed solid fraction, decreasing cell size requires a
commensurate increase in the number of cells. While the volume of solid in the
struts remains the same as the cell size decreases and cell number increases, the
surface area of the struts increases, increasing the likelihood that an infrared photon
is absorbed and randomly re-radiated. A schematic of this effect is shown in a 2D
lattice in Figure I.5b,c. As a result, the rate of radiative heat transfer is lower as the
number of cells increases and their size decreases. Moreno derived a quantitative
model consistent with this qualitative picture of radiative heat transfer through a
foam. Moreno found that for a foam with a fixed solid volume fraction and fixed
fraction of solid in the struts, the extinction coefficient is inversely proportional to
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Figure I.4: Left: inside of a refrigerator door reveals polyurethane insulating foam.
Center: SEM micrograph of such a foam with the struts at the junction of multiple
cells highlighted (scale bar is 500 𝜇m). Adapted with permission from Figure 8
of Xia Cao et al. “Polyurethane/clay nanocomposites foams: processing, structure
and properties”. In: Polymer 46.3 (Jan. 2005), pp. 775–783.©Elsevier 2005
[23]). Right: infrared radiation is mostly absorbed by struts proportional to their
cross-sectional area. Therefore, more, smaller struts increases absorption of infrared
radiation.

the diameter of the cells (eq 4.10 of [24]). The radiative thermal conductivity is
inversely proportional to the extinction coefficient at a fixed temperature (eq 8 of
[19]), such that the thermal conductivity would be proportional to the cell diameter
according to themodel, which is consistent with the empirical result shown in Figure
I.5a.

The effectiveness of reducing cell size in reducing the thermal conductivity
of RPUFs has typicallymotivated study onmethods for enhancing bubble nucleation
[15]. While reducing coalescence and ripening also increases the number density of
cells, the desired number density of cells will never be reached without nucleating at
least as many bubbles. Bubble nucleation must occur rapidly because each bubble
depletes the available dissolved gas in the surrounding medium as it grows. The
success of dramatic increases in the nucleation rate in producing foams with more
and smaller cells has been demonstrated in nanocellular foams, which are discussed
in the next section on CO2-blown foams. Nanocellular foams have so far only been
produced in thermoplastic foams by dissolving blowing agent (typically CO2) into
the polymer at high pressures (up to 30 MPa) and depressurizing quickly to drive
rapid nucleation of bubbles [21]. The production of polyurethane foams, however,
is far more complex.

The production of polyurethane foam is a finely tuned symphony of chemical
reactions, phase changes, volume changes, and rheological changes. Polyurethane
foam is produced by mixing two reacting streams. One stream is predominantly
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Figure I.5: a) The contribution to the thermal conductivity of a polyurethane foam
by radiative heat transfer 𝑘𝑟𝑎𝑑 decreases with the cell size for cells on the order of
100–1000 𝜇m. Adapted from Figure 15-6 of The Polyurethanes Book edited by
David Randall and Steve Lee (2002). Made available by the US EPA Health & En-
vironmental Research Online (HERO) database, HERO ID 4159100. b) Schematic
of a possible path of an infrared photon through a foam, where each dot represents a
strut that can absorb the photon and re-radiate it in a random direction. c) Schematic
of the same sequence of absorptions and re-radiations of the photon in (b) but in a
coarser foam. The larger spacing between struts allows the photon to travel through
the foam more quickly, leading to a higher thermal conductivity through radiation.

polyol, a generic term for a polymer with hydroxyl groups at the end. The polyol is
mixed with water, a “physical blowing agent” (PBA), surfactants, flame retardant,
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Figure I.6: Schematic of reduction in cell size needed to make significant reductions
in the thermal conductivity of polyurethane foams. Current foams have cells of
diameter∼ 250 𝜇m. By reducing the cell diameter to 50 𝜇m, the overall contribution
to the thermal conductivity could be reduced by half (extrapolate trend in Figure
I.5). Reducing the cell size by a factor of 5 requires increasing the number of
cells by a factor of 125, which will inherently require more bubble nucleation.
Note that further reduction in the cell size to the nanoscale would cause radiative
heat transfer to increase, but would limit gas conduction by entering the Knudsen
diffusion regime.

and catalysts [25]. These components can be mixed together because they are
not particularly reactive. The other stream is made purely of isocyanate; nothing is
mixed with it due to its highly reactive cyanate end groups. The two streams are
mixed at high pressure due to their high viscosities (up to ∼ 1 Pa.s). For a discussion
of the components of a polyurethane rigid foam, see the patent application by Golini
and Guandalini [26].

Once mixed, these two streams undergo two chemical reactions (Figure I.9).
The highly reactive cyanate end groups of the isocyanate attack the hydroxyl (-OH)
end groups of the polyol to form polyurethane cross-links. The cyanate end groups
also react with the hydroxyl groups in the water, which produces carbon dioxide
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and an amine that then reacts with an isocyanate group to form a urea cross-link.
This liberated CO2 drives early blowing of the foam. Later, the heat released from
these two exothermic reactions vaporizes the volatile PBA, typically a hydrocarbon
like cyclopentane or, historically an HCFC (see discussion on their discontinued
use in the next section on CO2-blown foams). For example, the boiling point for
cyclopentane, a PBA commonly used in RPUFs, is about 49 ◦C, while the PU
foam can reach 120 ◦C [25] to 190 ◦C [7] during curing, lasting minutes to hours.
The nucleation of bubbles therefore is driven by an increase in the concentration
of gas (CO2 and vaporized cyclopentane) and decreased solubility in the polymer
matrix, due to both the rising temperature and curing. Surfactants reduce the
interfacial tension of bubbles, decreasing the nucleation barrier (see discussion of
the role of interfacial tension in Section I.4) and reducing the driving force for
coarsening through coalescence and ripening. The selection of surfactant can mean
the difference between an open-cell and a closed-cell foam. Catalysts accelerate the
polyurethane synthesis reaction so the foam cures fast enough to prevent collapse,
but slowly enough to allow for expansion [7].

When first ejected from the nozzle, the mixture of polyol and isocyanate
is still translucent because it has not yet reacted and few bubbles have nucleated.
After about 10 seconds, enough bubbles nucleate and grow to micron size that the
mixture becomes opaque and has a yellowish, creamy appearance; this point in time
is known as the “cream time.” After about 1 minute, the foam becomes sticky,
such that inserting and removing a probe (e.g., wooden tongue depressor) leaves a
string of foam stuck to the end; this time is known as the “gel time.” Finally, after
a few minutes the surface of the foam is no longer tacky, such that a probe does
not stick when tapped on the surface; this time is known as the “tack-free time.”
Nevertheless, the reaction may continue for hours thereafter [7]. The height and
temperature of the foam is plotted over time in Figure I.7.

With so many components interacting simultaneously during the production
of an RPUF, identifying the effects of each component on bubble nucleation is
challenging. Many studies have focused on the effect of adding micro- or nano-
particles to provide more sites for heterogeneous bubble nucleation [15].

Others have focused on dissolving more blowing agent into the polymer to
increase bubble nucleation. Depressurization will then induce a greater supersatura-
tion, reducing the nucleation barrier (see discussion of the effect of supersaturation
on the nucleation barrier in Section I.4) and increasing the nucleation rate. By



13

Figure I.7: Polyurethane foam temperature (dashed line, left vertical axis) and rise
height (solid line, right vertical axis) over time. The cream time (when the foam
becomes opaque), gel time (when the foam becomes sticky and elastic upon poking
with a wooden stick), tack-free time (when the foam does not leave a tacky residue
upon poking with a wooden stick), and end-of-rise time (when the foam stops
rising) are marked. Adapted from Figure 15-1 of The Polyurethanes Book edited
by David Randall and Steve Lee (2002). Made available by the US EPA Health &
Environmental Research Online (HERO) database, HERO ID 4159100.

dramatically increasing the solubility of CO2 in poly(methylmethacrylate) (PMMA)
by reducing the saturation temperature to as low as -30 ◦C [27] or increasing the
saturation pressure as high as 30MPa [22], the average cell size of the resulting foam
after a pressure quench can be made as low as 200 nm [22, 28]. Other techniques
for enhancing bubble nucleation in polymer foams changes the pressure during the
chemical reaction. Simply dropping the pressure more rapidly can increase the
nucleation rate of CO2-blown polymer foams by an order of magnitude [29].

Increasing bubble nucleation in reactive foams, such as polyurethane, can
be more challenging than in thermoplastic foams due to the dynamic changes in the
viscosity and modulus of the polymer during the reaction. Two groups have demon-
strated that changing the pressure in specific ways during the chemical reaction can
significantly increase bubble nucleation rates. Yang et al. described a two-step
pressurization process in which the reactants are first saturated with CO2 before the
reaction, and then, while the reaction is occurring, the pressure is further increased
and held before a rapid depressurization drives foam formation. They found that
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the curing reaction reduced the solubility of CO2 in the polymer matrix, causing
premature bubble nucleation before the pressure quench. By increasing the CO2

pressure during the curing reaction, they found that the resulting foam had micron-
sized cells of uniform distribution, which they believe resulted from the suppression
of premature bubble nucleation during curing by the higher pressure [30]. Brondi
et al. described a processing protocol in which the reactants are first saturated with
CO2 and the pressure is suddenly quenched partially when the reaction begins. This
initial partial pressure quench nucleates many small bubbles but prevents them from
growing while the foam is not cured. As the reaction proceeds and the polyurethane
foam cures, the pressure is gradually decreased, such that the toughening of the solid
matrix matches the added stress from the expanding bubbles to produce a fine-celled
foam with minimal coalescence [31].

Due to the difficulty of observing foaming in situ, these studies tend to focus
on the correlation between the particles added and the foam produced. In this thesis,
we seek to address the challenge of direct observation of bubble nucleation inRPUFs.
Relative to thermoplastic foams (see Section III.1), observing bubble nucleation in
RPUFs is more challenging due to the opacity that arises during the initial mixing of
polyol and isocyanate. Direct observation of bubble nucleation during polyurethane
foaming has consequently not yet been demonstrated in the literature. Nevertheless,
several researchers have made impressive contributions to the understanding of
the effects of the compounds and processes involved in polyurethane foaming on
bubble nucleation and growth in the last two decades. Minogue is recognized
as having published the first live images of bubble growth in polyurethane foam
in 2000 [32]. To observe bubbles under a microscope, Minogue first mixed the
components of polyurethane with a turbine mixer, then placed a droplet of the
mixture on a microscope slide with a spatula and covered it with a coverslip.
Despite the potential for inconsistencies in the sample preparation,Minogue repeated
each experiment 10 times, which was sufficient to show statistically significant
differences between bubble nucleation and growth rates upon the addition of various
components of polyurethane, including surfactants, catalysts, and different blowing
agents, specifically, cyclopentane and perfluorohexane. The images acquired by
this technique are limited in three important ways, however. First, clear images
cannot be acquired until about 30 seconds after mixing due to cloudiness resulting
from the poor miscibility of polyol and isocyanate. Second, optical microscopy
cannot directly observe bubble nucleation because bubble nuclei are smaller than
the diffraction limit of light (about 1 𝜇m). Third, the microscope is focused on the
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inner surface of the coverslip, so only bubbles that nucleate and grow along this
surface are in focus.

Reignier et al. [33] overcame these challenges by observing snapshots of
bubble growth in PU with cryo-SEM. After mixing the components in a rotating
mixer at 2500RPM, they poured the sample at the desired time into anSEMspecimen
holder kept cold enough to cryogenically freeze the foam. The morphology of the
frozen foam could then be analyzed with SEM. With this freezing technique, they
showed the structure of the foam as early as 13 seconds after mixing. Additionally,
because the resolution of SEM is much smaller than optical microscopy (order tens
of nanometers) due to the shorter wavelength of electrons than optical photons,
they could resolve bubbles smaller than 1 𝜇m. Finally, they could section the
frozen sample to examine bubbles that were not affected by the walls of the foaming
container. Their unique approach to observing bubbles in the production of RPUFs
revealed nanodroplets (14–71 nm in diameter) composed of their PBA (isopentane)
dispersed throughout the polymer matrix, which they attributed to emulsification
by the surfactant (polysiloxane-ether). They did not observe these nanodomains of
PBA in foams frozen more than 24 seconds after mixing, when the temperature had
only reached 31.5 ◦C, while the boiling point of isopentane is only slightly lower
(27.8 ◦C). At this stage of foaming, the number of cells observed was the same as
the number of air bubbles entrained during the initial mixing (air bubbles could be
clearly distinguished from nanodomains of PBA by their significantly larger size).
This observation led them to conclude that the cells they could observe in the final
foam were produced by entraining air and not homogeneous bubble nucleation.
Their conclusion highlighted the importance of preventing the entrainment of air for
the measurement of homogeneous bubble nucleation.

Brondi et al. provide a possible explanation for the limited role of CO2 and
the PBA in driving bubble nucleation observed by Reignier et al. They analyzed
bubble growth along an optically clear window inserted into the wall of the foaming
container following a procedure similar to the standard cup-foaming procedure
(ASTM D7487 [34]). While their observations were limited to bubbles that grew
along the optically clear window, they could draw qualitative comparisons between
the effects of different processing conditions on the overall nucleation and growth
rates of bubbles. They first observed that the number of bubbles decreased in
foams produced by mixing at rates fast enough to entrain air bubbles (1000 RPM),
suggesting that no new bubbles nucleated while some air bubbles merged. This
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observation is consistent with the observation of Reignier et al. that new bubbles do
not nucleate during polyurethane foaming in the presence of entrained air bubbles
[33]. When they mixed the foam at a rate slow enough not to entrain air bubbles (50
RPM), however, they saw bubbles nucleate. Industrial mixers used for polyurethane
are designed not to entrain air, which is a quality that we sought to replicate in our
apparatus given the significant effect of entrained air observed in this work by Brondi
et al. (see Section III.2). This observation suggests that, at least in the presence
of a surfactant, liberated CO2 or vaporized hydrocarbon PBA can nucleate bubbles,
contrary to the conclusion of Reignier et al. [33]. They also observed that foams
with cyclopentane (hydrocarbon PBA) in addition to water produced more, larger
bubbles than foams without cyclopentane. Minogue also observed that polyurethane
foams blown with cyclopentane increased cell size, attributing the improved mixing
due to the lower viscosity as the cause [32].

All the previous studies but that of Reignier et al. were limited to observation
of bubbles that grew along a solid surface. While Reignier et al. were limited
to interior bubbles frozen at specific times during foaming, Perez-Tamarit et al.
achieved live imaging of interior bubbles using X-ray tomography [35]. By focusing
their observation on bubbles that nucleated in the bulk rather than on those that
nucleated heterogeneously on the surface of the container walls, they could more
precisely investigate the effect of adding nanoparticles on bubble nucleation. With
a time resolution of 156 ms, they showed that adding 3 % by weight of fumed
silica nanoparticles (10–40 nm diameter at a density of 60 g/L, or approximately
1017 particles/cm3) increased the number of bubbles by two orders of magnitude.
A similar effect has been observed in a CO2-blown polystyrene foam upon the
addition of 109/cm3 talc microparticles (1.8 𝜇m diameter) to the polystyrene [29].
Nevertheless, published industrial formulations do not include any solid particles
[26], suggesting that other disadvantages of adding solid particles might outweigh
the advantage of increasing bubble nucleation.

Roberts et al. observed foaming in a transparent column after injection of
the mixed polyurethane components with a syringe [36]. They observed the foam
with three techniques: (1) optical microscopy, (2) SEM, and (3) diffusing wave
spectroscopy (DWS). Optical microscopy provided live measurements of the bubble
size distribution, but was limited to bubbles that grew along the observation window,
as in many of the previous studies discussed above. They referred to this region
of the foam as the “skin.” SEM provided a high-resolution measurement of the
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final bulk foam morphology. They noted that the bubbles in the skin observed with
optical microscopy had a significantly different size distribution than bubbles in the
bulk observed with SEM. To provide live measurements of the bubble size in the
bulk, they developed an apparatus to probe the bulk of the foam with a laser and
perform DWS on the signal to estimate the average bubble size. Unlike the optical
measurements of bubbles along the skin, the DWS measurement of the average size
of bubbles in the bulk was consistent with SEM measurements of the final size
distribution, providing further evidence of the difference in growth of bubbles along
the skin and in the bulk.

A striking visual depiction of this difference is shown for the foaming of
polystyrene with CO2 and N2 gas in Figure I.8 [37]. Images are shown before (first
image) and after depressurization, with the time since beginning depressurization
listed below each image. The region outside the ring is in contact with a surface
while the region inside is only exposed to gas, so the bubbles observed within the
ring are far more likely to have nucleated in the bulk. Bubbles along the skin are
more numerous and larger than bubbles in the bulk.

10.34 MPa
atmospheric

pressure reached

Bubbles in contact with

surface Bubbles in bulk

Figure I.8: Nucleation of bubbles in polystyrene blown with a blend of dissolved
CO2 and N2 is significantly greater where the polystyrene is in contact with a solid
surface than where it is only in contact with the atmosphere (inside blue dashed
circle in rightmost image). Adapted with permission from Anson Wong et al. “The
synergy of supercritical CO2 and supercritical N2 in foaming of polystyrene for cell
nucleation”. In: Journal of Supercritical Fluids 90 (2014), pp. 35–43. ©Elsevier
2014 [37].

Each of the studies discussed above has made a significant contribution to
the general understanding of bubble nucleation and growth in polyurethane foams.
The instruments used in each have distinct features, the most important of which are
summarized in Table I.1. In entering this field, we identified three features missing
from all previous studies, performing a continuous foaming process and imaging
within 100 ms from the start of foaming, and producing foam from a high-pressure
nozzle, which are written in bold in the Table. The first, continuous foaming, is
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important because much more data can be collected from a continuous process than
a batch process. The second, imaging within 100 ms from the start of foaming,
is important because the initial degree of mixing of the polyol and isocyanate has
been shown to affect the foam structure. The third, producing the foam from a high-
pressure nozzle, is important for making a more direct comparison to industrial
foaming, where RPUFs are produced from nozzles at pressures exceeding 8 MPa
[16]. In many extruded foams, bubbles may nucleate within the nozzle because
the pressure will decrease below the saturation pressure of the dissolved gas. If too
many bubbles form in the nozzle, they may expand too rapidly as a result of the large
decrease in pressure upon exiting the nozzle and lead to some collapse of the foam
[38], but bubble nucleation in a nozzle has not yet been reported in the literature.
We therefore designed the instrument for the present study to provide these features
(see Chapter III).

Feature [32] [35] [33] [39] [36] This work
Can measure bubbles

in the bulk ✓ ✓ ✓ ✓
Live imaging ✓ ✓ ✓ ✓ ✓

Sub-micron imaging ✓ ✓
3D imaging ✓
Images bubbles
1–90 s after mixing ✓ ✓ ✓ ✓ ✓
Images bubbles
> 90 s after mixing ✓ ✓ ✓

Prevents entrainment of air ✓ ✓ ✓
Continuous process ✓

Images within 100 ms
from start of foaming ✓

Foam produced in
high-pressure nozzle ✓

Table I.1: Compares key features of studies of polyurethane foaming by previous
research groups with the present work. Unique features of the experimental method
described in the present thesis are bolded. Studies are listed by reference number in
the table. Author list and year for each study are listed here: [32] Minogue (2000),
[35] Perez-Tamarit et al. (2019), [33] Reignier et al. (2019), [39] Brondi et al.
(2021), [36] Roberts et al. (2022).

In addition to developing an instrument capable of achieving those three fea-
tures, the present work aimed to elucidate the specific role of the many components
of the polyurethane formulation. Therefore, rather than study a full formulation, we
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Figure I.9: Schematic of the polyurethane reaction, focusing on the main chemical
reactions (polyol + isocyanate to form polyurethane and isocyanate + water to form
CO2 and urea). The foam also usually has surfactants and volatile blowing agents
(e.g., cyclopentane) mixed in the polyol formulation. The polyurethane foam can
grow in volume by a factor of 30, as shown schematically by the beginning and end
of a cup foaming experiment shown in the center (to expand by a factor of 30, foam
must be produced in a high-pressure nozzle). Molecular structures and macroscale
pictures of chemicals used with permission from Dr. Chris Letko of Dow, Inc.
Original source for cup foaming experiment unknown.

began with the simplest model system for polyurethane, polyol and CO2, shown in
Figure I.10. Polyol and CO2 were selected to be the model system given their ability
to produce a foam with a similar expansion ratio and viscosity (prior to curing) as
polyurethane. Due to the technical difficulty of generating carbon dioxide in situ,
we study bubble nucleation from carbon dioxide dissolved in the polyol inside a
high-pressure reactor. This mixture is then transferred under pressure to a high-
pressure syringe pump for use in our experimental apparatus (presented in Chapter
III). While this method of bubble nucleation is more similar to CO2-blown foams
like polystyrene (see discussion of these foams in the next subsection) than foams
with CO2 produced in situ like polyurethaen, we believe that its study will provide
a foundation for individually studying the effects of each of the key components in
a polyurethane formulation: PBA, surfactant, isocyanate, heat, water, and catalyst.
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Due to the complexity of the experiment, we have only just begun investigation
into the effects of adding either cyclopentane (PBA) or surfactant, as discussed in
Chapter VII.

Figure I.10: Schematic of model system of the fewest components required to make
a convincing foam: polyol and CO2. Experimental procedure shown to the right.
Because of the absence of isocyanate and water, CO2 is not produced in the model
system, so it is instead dissolved into polyol under high pressures in a Parr reactor.
The mixture is then transferred under high pressure to an ISCO syringe pump, which
pumps it into the inner stream of the microfluidic channel used to study bubble
nucleation (discussed in Chapter III—see Figure III.1). Additional components can
be added in sequentially to understand their effect on bubble nucleation and growth.
Molecular structures and macroscale pictures of chemicals used with permission
from Dr. Chris Letko of Dow, Inc. Original source for cup foaming experiment
unknown.

Polyols used in polyurethane are typically either polyether polyols or polyester
polyols. In general, polyether polyols are chosen for thermally insulating polyurethane
foams because of their hydrolytic stability [40], easier processability (liquid at room
temperature), and highly customizable architecture relative to polyester polyols [40].
Most RPUFs are produced with polyether polyols of high functionality, meaning
a high number of hydroxyl functional groups per polymer chain, which yields a
greater number of cross-links for a more rigid foam [7]. For these reasons, we will
focus on polyether polyols in the present work, using higher functionality polyols
where possible.

In Chapter VII, we explore the effects of adding other ingredients in the
polyurethane formulation, specifically, cyclopentane (physical blowing agent) and
silicone surfactant. While most who have worked with polyurethane observe that
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the properties of polyurethane cannot be extrapolated based on the individual effects
of each component, we hope that by carefully measuring the effects of individual
components on bubble nucleation and comparing to theoretical models, we provide
useful insights into the roles played by each component in achieving the remarkable
properties of polyurethane insulating foams.

Carbon Dioxide: The Green Option for Blowing Foams
Foams blown with CO2 are valuable for their lower impact on the envi-

ronment. In the late 1950s, manufacturers discovered that they could produce
polyurethane foams with unprecedented low thermal conductivity by blowing with
chlorofluorocarbons (CFCs) in addition to the CO2 produced from the reaction
of isocyanate and water. CFCs have half the thermal conductivity of CO2 (7.4
mW/(m.K) for CFC-11 (CCl3F) vs. 15.3 mW/(m.K) for CO2 at 10 ◦C) due to their
slower diffusivity resulting from their higher molecular weights (137.4 g/mol for
CFC-11 (CCl3F) vs. 44 g/mol for CO2), as shown in Figure I.11 [7]. CFCs also
deplete the ozone and were phased out over a decade ago according to the 1987
Montreal Protocol [7].

Figure I.11: Thermal conductivity contribution from gas conduction 𝜆𝑔𝑎𝑠 plotted as
a function of the molecular weight of different physical blowing agents. Data are
plotted as diamonds and a curve is drawn to guide the eye. Reproduced from Figure
15-8 of The Polyurethanes Book edited by David Randall and Steve Lee (2002).
Made available by the US EPA Health & Environmental Research Online (HERO)
database, HERO ID 4159100.
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Following the adoption of the Montreal Protocol, hydrochlorofluorocarbons
(HCFCs) were introduced as alternatives to CFCs due to their significantly lower
ozone depletion potential, but because they nevertheless deplete the ozone and
typically have a global warming potential one thousand times larger than that of
CO2, they are planned to be phased out by 2040 according to the 1992 Copenhagen
amendment to the Montreal Protocol [7]. Hydrofluorocarbons (HFCs) are currently
used as alternatives to CFCs and HCFCs because their lack of chlorine means that
they do not deplete the ozone and research suggests that they do not contribute to
smog [7]. They nevertheless have a global warming potential of about a thousand
times more than CO2 (1600 for HFC-134a vs. 1 for CO2), but are targeted for
phasing out by the Paris Climate Agreement (2015) and the Kigali amendment
to the Montreal Protocol (2016) [41]. Hydrocarbons, particularly isopentane and
cyclopentane, emerged as alternative physical blowing agents in the late 1980s with
the development of technology for safe handling of these flammable compounds
duringmanufacturing [7]. Nonetheless, foams blownwith hydrocarbons pose a high
risk of flammability to customers, even with the addition of flame retardants [42].
Perfluorocarbons (e.g., C5F12) are non-flammable alternatives to hydrocarbons, but
due to their high global warming potential, they have not been used in commercial
polyurethane foams [7].

In contrast, CO2 poses none of the hazards caused by the blowing agents
listed above: it does not deplete the ozone, it is not flammable, and it has a negligible
global warming potential because the CO2 feedstock often comes from industrial
waste streams that would otherwise end up in the atmosphere. Nitrogen gas N2 is
also a sustainable blowing agent, but it is less commonly used due to lower solubility
in many polymers [43, 44] and higher interfacial tension [44], which may hinder
nucleation. It is worth noting, however, that a 75:25 mixture of supercritical CO2

and supercritical N2 can yield a higher cell number density in polystyrene foaming
as compared to either pure gas in its supercritical state [37].

Were blowing high-quality foams easier with CO2 than CFCs, we never
would have gone through the trouble of synthesizing CFCs. CFCs, however, are
highly soluble in a variety of polymers at atmospheric pressure, while CO2 requires
several MPa of pressure to reach even 10% solubility (see Chapter II). Closed-cell
foams filled with CFCs also have lower thermal conductivity, due to both the lower
thermal conductivity of CFC than CO2 mentioned above and the lower diffusivity of
CFCs, which slows the rate that the blowing agent diffuses out of the foam [45]. Due
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to the higher thermal conductivity of CO2 gas resulting from its lower molecular
weight, thermal conductivity must be reduced through structural improvements, in
particular, increasing cell density and expansion ratio. Previous studies have shown
that both of these properties increase with the amount of dissolved CO2 [22, 28, 46].
Furthermore, the accessibility of the supercritical regime of CO2 (> 7.39 MPa, >
31.6 ◦C [47]) made possible the development of microcellular foams due to its low
interfacial tension that promotes bubble nucleation [30] (see discussion of role of
interfacial tension in nucleation in Section I.4). CO2 also acts as a plasticizer that
can allow for easier processability and extrusion [48].

Foams blown with CO2 are produced in two stages. First, CO2 must be
dissolved into the glassy polymer by pressurizing the atmospherewith CO2 to several
MPa, making it easier to process by lowering the glass transition temperature 𝑇𝑔
below the processing temperature. Second, the foam is expanded. The polymer is
initially expanded by reducing the pressure, but glassier polymers with higher 𝑇𝑔
may be subsequently heated for further expansion. The resulting foam ultimately
solidifies as the polymer cools and loses dissolved CO2, returning it to its glassy
state [49].

Often, foams blownwithCO2 are lower in performance andmore challenging
to produce than foams blown with other blowing agents. The production of CO2-
blown foams with properties competitive with other commercial foams requires that
the foam be made microcellular, meaning that the cell size must be on the order
of 1–100 𝜇m [50]. Producing microcellular foams requires a large enhancement in
nucleation only possible with supercritical or liquid CO2, due to the reduction in
interfacial tension along the surface of bubble nuclei (see Section I.4 for a discussion
of the role of the interfacial tension in the nucleation rate). The high pressures needed
to use supercritical and liquid CO2 require more robust equipment and additional
safety protocols, which add to the cost. Furthermore, before blowing a foam with
CO2, the CO2 must be dissolved into the polymer, which may take on the order of
days even for a 1.5mm-thick sample [51]. Consequently, fewCO2 blown foams exist
commercially, although they are replacing the more hazardous and environmentally
harmful blowing agents listed above in some foams, such as polystyrene coffee cups
and meat trays. More often, CO2 is effective as a co-blowing agent, as in the case
of polyurethane and structural polystyrene foams, where CO2 is mixed with volatile
hydrocarbons [45].

Should the cost of blowing polymer foams with supercritical CO2 be made
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economical, it may provide a feasible route to the production of nanocellular foams.
Nanocellular foams are foams with cells that are significantly smaller than 1 𝜇m,
often with the goal of producing cells smaller than 100 nm to reach a new regime
of thermal, dielectric, mechanical, and optical properties [52]. They require sub-
stantially more bubble nucleation, which is made possible by (1) dissolving high
concentrations of CO2 (> 25%) into the polymer, often requiring high pressure (e.g.,
> 20 MPa) and low temperature, (2) quenching the pressure fast enough that the
CO2 remains supercritical and avoids the high nucleation barrier of the liquid–vapor
equilibrium, and (3) adding nanoparticles to act as nucleation sites [53]. Nanocel-
lular foams are particularly relevant to primary application of the present work, the
reduction of the thermal conductivity of insulating foams, having a cell size smaller
than the mean free path of air. When gas molecules are confined to dimensions
smaller than their mean free path, they no longer conduct heat as efficiently, being
frequently interrupted by the confining structure. This reduction in heat conduction
is known as the “Knudsen effect,” and is the same mechanism by which aerogels
have such low thermal conductivity as well [52].

Every nanofoam relies on a substantial increase in bubble nucleation relative
to microfoams because the number density of cells grows as the inverse third power
of the cell size. While many techniques have been shown to enhance bubble
nucleation enough to produce reliable nanofoams, from applying a stress to reduce
the nucleation barrier energy [54] to inducing nanoscopic phase separation with
block copolymers [55], nanofoams still have a relatively lower porosity (maximum
85% [52]) than commerical polyurethane foams [7]. Therefore, while the gas
component of nanofoams may have a lower thermal conductivity than polyurethane
foams, its solid component conducts significantly more heat. Greater porosity is
necessary to make nanofoams commercially viable.

I.4 Bubble Nucleation: Many Models, Few Measurements
Bubble nucleation inherently takes place out of equilibrium when a liquid

is brought to a metastable state in which a vapor phase is more thermodynamically
stable. Therefore, a rigorous treatment of bubble nucleation would employ a kinetic
model [56]. A proper kinetic model of bubble nucleation considers bubble embryos
consisting of 1, 2, 3,..., 𝑁 particles, where 𝑁 is some number much larger than
the smallest stable nucleus, defined by the critical radius. A particle may enter an
embryo, increasing its size by 1, or it may leave, decreasing its size by 1, with the
rate of each depending on the nucleus size and supersaturation. Most embryos are
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unstable and dissolve back into solution, but those that reach a critical size continue
to grow according to the transport properties of the medium. Modeling this kinetic
process therefore requires both (1) molecular precision to resolve absorption and
desorption of single molecules and (2) long simulation times for representative
statistics of the frequency of successful bubble nucleation. Molecular dynamics
simulations have successfully estimated homogeneous bubble nucleation rates in
single-component vapors under high supersaturation, for which the critical embryo
size is small and nucleation rate is high [57].

To identify the “onset” of nucleation, i.e. the supersaturation at which
bubbles nucleate within a time scale relevant for experimental observation (typically
seconds), a more efficient calculation is required. In these cases, the supersaturation
is small, such that the critical size of the bubble embryo is large enough to be treated
as a uniform thermodynamic phase. Furthermore, bubble nucleation is rare enough
that it is limited by the reversible work Δ𝐺∗ required to form a bubble embryo
of the critical size. Therefore, if we assume a well-defined interface and constant
temperature during nucleation—which are not guaranteed for the nucleation of a
vapor in a liquid—the nucleation of a bubble can be approximated as a quasi-
equilibrium process where the rate of nucleation 𝐽 is proportional to the Boltzmann
factor corresponding to the critical embryo size

𝐽 ∝ 𝑒−Δ𝐺
∗/𝑘𝐵𝑇 (I.1)

This Arrhenius-like model for bubble nucleation was first proposed by
Volmer and Weber [58] using the thermodynamic principles of Gibbs and Boltz-
mann [59]. The full development of the thermodynamic model of bubble nucleation
into a formalized theory, known as “classical nucleation theory” (CNT), including
the derivation of the prefactor for the exponential term based on the conditions of the
system and deviations from equilibrium, are credited to Farkas [60], Kaischew and
Stranski [61], Becker and Döring [62], Zeldovich [63], and Kagan [64]. Their work
showed that the thermodynamic picture of bubble nucleation that is the hallmark of
CNT emerges from the application of constraints to the kinetic model. Assuming
that the metastable state is stable enough for the sizes of bubble embryos to reach an
equilibrium distribution and that the rates at which particles are absorbed into and
released from the embryo are independent of time and embryo size and occur one at
a time (i.e. no merging or splitting of embryos), the rate at which embryos of 𝑛 − 1
particles gain a particle and grow to size 𝑛 is equal to the rate at which embryos of
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𝑛 particles lose a particle and shrink to size 𝑛 − 1 by microscopic reversibility. This
assumption is the key to reaching a thermodynamic model from a kinetic framework
because it allows the use of Boltzmann factors to estimate the number density of
embryos of different sizes. The Boltzmann factor, 𝑒−Δ𝐺 (𝑛)/𝑘𝐵𝑇 requires the calcula-
tion of the reversible work Δ𝐺 (𝑛) to form an embryo of 𝑛 particles. Due to the small
size of the embryos, the application of thermodynamics is not always appropriate
because it models each phase as a homogeneous bulk. In cases where the critical
embryo size is large enough to be described as a bulk thermodynamic phase and the
interfacial tension along the surface of the embryo can be well approximated by the
planar surface tension, treating the embryo as a uniform thermodynamic phase and
its surface as an infinitesimal boundary is reasonable [65].

In this thermodynamic picture, the dominant contributions to the reversible
work to form an embryo of size 𝑛 are the lower chemical potential of the embryo,
which is the driving force for nucleation resulting from supersaturation, and the
energy penalty for creating a surface between the embryo and the mother phase,
which drives the dissolution of the embryo. The first is proportional to the volume
and the second to the area.

In the case of a single-component mixture, this thermodynamic picture
results in the following equation for the reversible work of embryo formation,

Δ𝐺 (𝑛) = (𝜇𝑏𝑢𝑏 − 𝜇𝑏𝑢𝑙𝑘 )𝑛 + 𝐹 (𝑛)𝛾 (I.2)

where 𝜇𝑏𝑢𝑏 is the chemical potential of the bubble embryo, 𝜇𝑏𝑢𝑙𝑘 is the chemical
potential of the bulk mother phase, 𝐹 (𝑛) gives the surface area of an embryo of 𝑛
particles, and 𝛾 is the interfacial tension along the surface of the embryo. If we
assume that the embryo is a sphere of radius 𝑅, then 𝑛 = 4𝜋

3 𝑅3𝑣 where 𝑣 is the
volume of one particle, and 𝐹 (𝑛) = 4𝜋𝑅2. Letting Δ𝜇 ≡ 𝜇𝑏𝑢𝑙𝑘 − 𝜇𝑏𝑢𝑏, which must
be greater than 0 for bubble nucleation, we can rewrite equation I.2 as

Δ𝐺 (𝑅) = −4𝜋
3
𝑅3𝑣(Δ𝜇) + 4𝜋𝑅2𝛾 (I.3)

This expression for the reversible work to form a bubble embryo of radius 𝑅
is plotted in Figure I.12. Based on this model, the reversible work peaks at a critical
radius 𝑅∗: the drive to lower energy will cause smaller bubble embryos to shrink
and larger bubble embryos to grow.
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Figure I.12: The reversible work to form a bubble embryo of radius 𝑅 is plotted
(black solid line) alongside the energy gain due to supersaturation proportional to the
volume (red dashed line) and the energy penalty due to the formation of an interface
proportional to the surface area (blue dot-dash line). The radius 𝑅 is scaled by the
critical radius 𝑅∗ and the reversible work Δ𝐺 (𝑅) is scaled by the value at the critical
radius Δ𝐺∗ ≡ Δ𝐺 (𝑅∗). The maximum value or “nucleation barrier” is indicated
with an arrow as Δ𝐺∗.

By maximizing Δ𝐺 (𝑅) with respect to 𝑅 in equation I.3, the critical radius
is found to be

𝑅∗ =
2𝛾

𝑣(−Δ𝜇) (I.4)

and the corresponding critical energy, known as the “nucleation energy barrier,” is

Δ𝐺∗ =
16𝜋

3
𝛾3

𝑣2(Δ𝜇)2
(I.5)

although for an incompressible bubble assumed to be in equilibrium with the sur-
rounding fluid, the following more convenient and experimentally tractable form of
the nucleation barrier can be used [66]:

Δ𝐺∗ =
16𝜋

3
𝛾3

(Δ𝑝)2
(I.6)

where Δ𝑝 = 𝑝𝑠𝑎𝑡 − 𝑝 with 𝑝𝑠𝑎𝑡 that pressure at which the gas was saturated in the
mother phase. While more applicable to the condensation of liquid droplets (the
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subject of Kalikmanov’s review), the formula provides a tractable formula for rough
calculations.

Because we have assumed that the size distribution of bubble embryos is
given by the equilibrium distribution, which is proportional to the Boltzmann factor
for each size 𝑒−Δ𝐺 (𝑛)/𝑘𝐵𝑇 , there are exponentially fewer bubble embryos of sizes near
the critical size with radius 𝑅∗. This minimum in the bubble population creates a
bottleneck in the kinetic picture: there are so few bubbles of this size that the rate of
bubble nucleation is almost entirely determined by the rates of growth of bubbles of
similar size. In the mathematical derivation, this feature allows an integral (which
is used to approximate a summation to high accuracy) to be approximated by the
quadratic expansion about the peak at 𝑅 = 𝑅∗, which yields an expression for the
nucleation rate of the following form

𝐽 = 𝑗 (𝑅∗)𝑍
[
𝑁𝑡𝑜𝑡 exp

(
−Δ𝐺

∗

𝑘𝐵𝑇

)]
(I.7)

where 𝑗 (𝑅∗) is the product of the rate at which particles are absorbed into the
embryo per unit area and the surface area of the critical nucleus 4𝜋(𝑅∗)2, originally
suggested by Farkas [60], 𝑍 is the Zeldovich factor [63], which is proportional to
the square-root of the second derivative of the reversible work at the peak 𝑅 = 𝑅∗

and gives the deviation of the distribution of embryo sizes from the equilibrium
distribution given by the Boltzmann factors [5], and 𝑁𝑡𝑜𝑡 is the total number density
of bubble embryos which, when scaled by the Boltzmann factor, gives the rough
number of critical bubble embryos. This model ignores the limitations of diffusion,
viscosity, and inertia in the bulk fluid. While these aspects of the mother phase
do not affect the exponential term, they can affect the form of the prefactor [5].
For further details of the mathematical derivation of this formula from the kinetic
picture, see the review articles by Blander and Katz [5] and Oxtoby [67], and the
books by Skripov [68], Debenedetti [56], and Kalikmanov [66].

For the experimentalist, the most significant feature of the model for the
nucleation rate given in equation I.7 is the strong dependence of the exponential term
on the supersaturation, quantified by the difference in chemical potential between
the nucleating phase and the mother phase Δ𝜇. Because the prefactor tends to have
a much weaker dependence on the supersaturation, it can generally be ignored in
identifying the onset of bubble nucleation [5]. Therefore, a precise estimate of the
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nucleation energy barrier Δ𝐺∗ may be sufficient to identify the supersaturation at
which bubble nucleation becomes observable.

Because the measurement of the chemical potential is not straightforward,
the expression for the nucleation energy barrier given in equation I.5 is often further
simplified by making one of the following two assumptions: (1) the fluid is ideal,
or (2) the fluid is incompressible. These yield the approximations for Δ𝜇 of (1)
Δ𝜇 ≈ Δ𝑝, where Δ𝑝 is the difference in the saturation pressure and the ambient
pressure, and (2) Δ𝜇 ≈ log 𝑆, where 𝑆 =

𝑝𝑠𝑎𝑡
𝑝𝑎𝑚𝑏

is the supersaturation ratio of
saturation to ambient pressure.

These approximate models can yield reasonable agreement with experi-
mental measurements. The most rigorous validation of classical nucleation theory
(CNT) for homogeneous nucleation comes from studies of the superheating of
liquids. Skripov reports a variety of early works in which the measured onset tem-
perature of bubble nucleation in superheating liquids differed from the prediction
by the appropriate form of CNT by less than 2 ◦C, which was often within the
experimental error of the time [68]. He reasoned that the high sensitivity of the ex-
ponential term to temperature yielded a very sharply defined onset. The advantage
of superheating water for testing CNT was more recently demonstrated by Ando
et al., who utilized a laser to superheat small regions of the bulk of a container
of water, such that all nucleation was homogeneous due to the isolation from the
container walls. They found that even the onset of bubble nucleation in water
can be reasonably described by CNT [69]. Most notably in the field of polymer
foaming, Goel and Parks demonstrated reasonable agreement between not just the
onset of nucleation but also the nucleation rates observed in foams of poly(methyl
methacrylate) (PMMA) and supercritical CO2 [70]. In general, however, CNT tends
to perform better for the precipitation of larger molecules, such as polymers in poor
solvents, where “even a single chain takes the form of a spherical globule with a
fairly uniform core when the chain is long enough” [71].

Nevertheless, CNT has generally faced considerable challenges in modeling
nucleation in multicomponent mixtures. While the theory has been extended suc-
cessfully to multiple components [56, 72], two of the fundamental assumptions of
the theory often fail in multicomponent mixtures. First, the concentration profile of
the components can be highly non-uniform, violating the assumption by CNT that
each phase is homogeneous. In particular, when a volatile compound is dissolved
in a liquid, as in the case of polymer foaming that is the focus of the present work,



30

the volatile component tends to aggregate along the surfaces of bubbles due to the
gain in attractive energy, as shown by Talanquer and Oxtoby using classical density
functional theory (DFT) [65]. This aggregation significantly affects the interfacial
tension, which they found to result in errors in the prediction of the nucleation rate
by CNT of factors up to 1020. Xu et al. likewise found that the assumption of a
infinitesimal interface by CNT yields an incorrect interfacial tension [73]. Second,
multicomponent mixtures may nucleate in more than one step, while CNT assumes
nucleation is completely defined by the overcoming of a single nucleation energy
barrier Δ𝐺∗. This behavior results from the Gibbs phase rule, according to which
multicomponent mixtures can access more phases than pure substances. While there
are exceptional cases in which CNT provides an accurate model for two-stage nu-
cleation, it generally fails [74]. For example, in some mixtures of liquid and volatile
fluid, the critical embryo size is small enough that the aggregation of volatile fluid
along the surface may extend deep inside the embryo, such that the density of the
embryo is more liquid-like than vapor-like. Consequently, the driving force of su-
persaturation is much smaller than the difference in chemical potential between the
vapor bubble phase and the liquid mother phase assumed by CNT [65].

Both of these problems arise in the case of polymer foams. Due to the high
pressures at which blowing agents like CO2 are dissolved in the polymer melt before
foaming, the concentration of CO2 in the mixture is high. Furthermore, under fast
depressurization, the concentration may be high enough to form a liquid-like bubble
before vaporizing. Xu et al. predicted such a pathway to bubble nucleation in
the case of poly(methyl methacrylate) (PMMA) blown with CO2 [73]. They first
corrected the interfacial tension in the CNT model to account for the first issue
arising from aggregation of CO2 along the interface, which raised the predicted
nucleation barrier. When they fully accounted for the non-uniform, liquid-like
concentration profile of CO2 in the bubble using DFT, they predicted a significantly
higher nucleation energy barrier than predicted by CNT, even with the corrected
interfacial tension. When modeling bubble nucleation in polymer foams, CNT also
introduces errors by neglecting the change in conformational entropy of polymer
chains along the surface of small, high-curvature bubbles [75]. This error leads to a
significant overestimate of the nucleation energy barrier. CNT also fails to account
for variations in polymer architecture unless they change the bulk properties [76].

CNT tends to fail near the spinodal at high supersaturations, as well. While
the CNT formula for the nucleation energy barrier in equation I.5 reaches a plateau
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as the supersaturation reaches its maximum value (when the chemical potential of
the nucleating phase reaches its minimum), the nucleation energy barrier actually
drops below the thermal energy 𝑘𝐵𝑇 and approaches zero. A more appropriate
model of nucleation is given by Cahn and Hilliard [77], which accurately captures
the vanishing of the nucleation energy barrier. This model tends to fail for nucleation
energy barriers greater than the thermal energy 𝑘𝐵𝑇 (see [78]), which are the most
relevant to physical polymer foaming processes.

In the intermediate regime between the binodal and spinodal where CNT and
Cahn–Hilliard theory fail, more sophisticated models like density functional theory
or self-consistent field theory are required [78]. Although molecular dynamics
simulations could provide high accuracy estimates of the bubble nucleation rate [57],
the computational requirements limit them to short times, so they are more useful for
high degrees of supersaturation than for determining the onset of nucleation. Instead,
we adopt the approach of Xu et al. [73, 79] andmodel the non-uniform concentration
profile of both polymer and dissolved gas using DFT, as first demonstrated by
Talanquer and Oxtoby [65]. We then employ the “string method” as a tool to
identify the pathway that requires the least addition of free energy [80, 81]. By
considering the free energy along the entire path, the string method can identify
multi-step nucleation pathways that require less energy than the single-step pathways
to which CNT is limited. The string method is still limited in its application because
it assumes a quasi-equilibrium is reached at each point along the pathway, which
is only valid when nucleation is rare enough that bubble embryos may explore
many pathways before nucleating. While the string method has made predictions
consistent with experiments in other systems, such as membrane fusion [82], its
predictions of bubble nucleation (see [73, 79]) have not been compared against
experiments (see Section III.1 for a review measurements of bubble nucleation). In
particular, the prediction of two-stage nucleation starting with a liquid–liquid phase
separation has not been verified. The present work intends to provide the foundation
for such verification. The importance of validating models of bubble nucleation
against experimental measurements was underscored in the review by Di Maio and
Kiran in 2018, in which they noted that “the current lack of [nucleation’s] full
understanding presents the main actual limitation to modeling the foaming process”
[83]. This lack of understanding motivated the beginning of the present work and
has remained throughout its course. In 2022, Roberts et al. noted that “models that
include the effects of bubble growth have also been developed for PU foams but
suffer from a dearth of bubble-scale data” [36]. There are many models, but few
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measurements. The present work provides a few more.

I.5 Summary of Contents
This thesis is organized along the lifetime of a bubble. We begin by dis-

cussing the source of all bubbles, the mother phase, in Chapter II. Specifically, we
present measurements of the thermophysical properties of the polyol–CO2 mixtures
prepared as sources of bubble nucleation for the experiments discussed in the rest of
the thesis. The measurements were taken using the G-ADSA technique developed
by Prof. Ernesto Di Maio at the University of Naples. We also explore the effects
of polyol architecture on the solubility of CO2, noting a non-monotonic dependence
on the molecular weight. We then describe the microfluidic flow-focusing apparatus
through which we flow themother phase to drive local, reproducible, and continuous
bubble nucleation for observation with high-speed microscopy in Chapter III. The
image-processing algorithms for analyzing the high-speed microscopy videos are
discussed in Chapter IV.

Having described the experimental setup, we present experimental mea-
surements of bubble growth in Chapter V. Because high-speed microscopy cannot
directly detect bubble nucleation, we estimate the time of nucleation by fitting a
model of bubble growth to measurements and extrapolating its predicted dynamics
backward to the critical nucleus size. We compare twomodels for bubble growth and
find that both yield reasonable agreement. We then analyze the statistical distribution
of predicted nucleation times through two approaches to demonstrate that the nucle-
ation behaves like homogeneous nucleation, which we then compare to models of
homogeneous bubble nucleation in Chapter VI. First, we show that a quantity related
to the time between nucleation events at the same degree of supersaturation along
the length of the microfulidic channel follows an exponential decay characteristic of
a random Poisson process, from which we can estimate a nucleation rate. Second,
we count the number of events per time at a particular degree of supersaturation and
divide by the volume and time over which the nucleation events were counted, which
revealed that the nucleation rate was sensitive to the supersaturation. Both methods
measured similar nucleation rates, so we compared their measurements to predic-
tions by a model based on the string method and classical nucleation theory, finding
that the string method model could describe the data while the classical nucleation
theory could not. Having demonstrated our proposed method for estimating the
nucleation rate with supersaturation, we show that adding cyclopentane to a mixture
of polyol and CO2 dramatically enhances bubble nucleation in Chapter VII. Using
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the string method model and measurements of phase behavior, we provide evidence
that the cause of the enhanced bubble nucleation is the opening up of a two-stage
nucleation pathway with a significantly lower nucleation energy barrier upon the
addition of cyclopentane. We also discuss future work for studying the effects of
other additives from a full polyurethane foaming reaction missing from our model
system. Finally, we present a survey of observations of what happens after bubbles
grow too large for the nucleation analysis in Chapter VIII, exploring the dynamics
of bubbles when they grow so large that they elongate, ripening and coalescence of
bubbles, and flow instabilities.

Throughout the thesis, we complement theory and experiment to arrive at
a deeper understanding of bubble nucleation. The roadmap we followed to arrive
there is shown in Figure I.13.
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Figure I.13: Roadmap of the cooperation between experiments and theory to un-
derstand bubble nucleation. The top track shows the theoretical methods employed,
which were largely developed by our collaborator Dr. Huikuan Chao. The bottom
two tracks show the experimental methods employed, with kinetic measurements
along the top lane and thermodynamic measurements along the bottom lane. The
two tracks interact at each level of sophistication of the model: mother phase, bub-
ble surface, and bubble nucleation. The ultimate goal is a synergy between theory
and experiment to understand bubble nucleation, with theory guiding experiments
toward interesting conditions and experiments testing the predictions of theory, as
shown by the Armenian symbol of eternity between the string method and bubble
growth model.
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C h a p t e r II

Know Mother Best: Measurement and Modeling of the Properties of
the Mother Phase Relevant to Bubble Nucleation

If we want to understand the birth
and growth of the baby, we ought
to get to know its mother.

Prof. Julie Kornfield

A.Y. and Prof. Ernesto Di Maio measured polyol–CO2 properties with G-
ADSA in the Di Maio lab at the University of Naples Federico II with initial help
from Dr. Maria Rosaria Di Caprio. Dr. Jacob Crosthwaite measured the solubility
of VORANOL 360 at Dow, Inc., Midland, MI. Dr. Huikuan Chao developed the
theoretical models, which A.Y. fit to the data.

Try as a bubble might to be independent, it will always depend on its mother
phase, the medium from which it nucleates. A bubble cannot exist unless its mother
phase has a sufficient excess of dissolved gas to give it birth. A bubble cannot survive
unless it overcomes the tension along the interface dividing it from its mother phase.
A bubble cannot grow unless it receives gas by diffusion from its mother phase.

Any prediction of a bubble’s life in a polymer foam requires knowledge of
the gas solubility, interfacial tension, and gas diffusivity in the polymer component
of its mother phase. In this Chapter, we describe a method to measure these key
physical properties for our polyurethane model system, carbon dioxide in a polyether
polyol. We close by fitting a thermodynamic model of the polyol–CO2 mother phase
to the measured properties.

Because these properties are interdependent, they must be measured si-
multaneously. The simultaneous measurement of these properties for binary gas–
polymer mixtures is possible with gravimetry–axisymmetric drop shape analysis
(G-ADSA)[1], a technique pioneered by Prof. Ernesto Di Maio, who permitted the
use of his custom instrument at the University of Naples Federico II for the present
work. We describe the method and analysis in Section II.1.
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Because a high supersaturation of CO2 is necessary to observe homogeneous
bubble nucleation in our microfluidic channel, we pay specific attention to the types
of polymer architectures that maximize the CO2 solubility in Section II.3. The sol-
ubility of CO2 in polyol has additional applications in the foaming industry. While
CO2 in polyurethane foams is typically produced in situ by chemical blowing, the
equilibrium CO2 solubility can still affect foaming [2]. Additionally, a high equilib-
rium CO2 solubility is required in alternative polyurethane foaming processes that
utilize pre-dissolved CO2 in the polyol and isocyanate to achieve desired structures
and minimize polyurea formation inherent in foams wherein CO2 is formed through
water-blowing, which can compromise strength, stiffness and processability [3–5].
Previous studies have suggested that maximal solubility of polyol in CO2 balances
the entropic penalty of a longer molecular weight with the enthalpic gain of a higher
ratio of ether to hydroxyl end groups [4], but this trend has not been demonstrated
for CO2 solubility in polyether polyols, the focus of the present work. This trend
is important to guide the selection of the structure of polyols used in polyurethane
foaming to achieve desired structural characteristics and, ultimately, desired thermal
and mechanical properties in CO2-based polyurethane foams.

Currently, the effect of themolecular structure of the polyol onCO2 solubility
remains unclear due to conflicting trends reported as a function of molecular weight
and hydroxyl functionality. We reconcile these conflicting reports of CO2 solubility
in polyether polyols through experiments that isolate the effects of molecular weight
and hydroxyl functionality. We show that CO2 solubility decreases with molecular
weight above 1000 g/mol due to reduced mixing entropy and decreases with hy-
droxyl functionality due to increased concentration of CO2-phobic, self-preferential
hydrogen bonds. The competition between these trends explains the increase in CO2

solubility with molecular weight for short polyols (less than 1000 g/mol), validated
by the available literature. Due to the importance of hydrogen bonds in governing
CO2 solubility, below 1000 g/mol, an accurate PC-SAFT model will likely need
to account for the associative hydrogen-bonding interactions among the hydroxyl
groups. These results led us to select polyether polyols with 2–3 hydroxyl groups
per polymer and an intermediate molecular weight (1000 g/mol) for maximal CO2

solubility.

We further use the measurements from G-ADSA to fit parameters of a
thermodynamic model of these mixtures based on the perturbed chain–statistical
associating fluid theory (PC-SAFT) described in Section II.4. This model serves
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two purposes: first, it allows us to estimate the properties of polyol–CO2 mixtures
that we produce in the lab and, second, it serves as the foundation of additional
models of the interface, bubble growth, and bubble nucleation. We briefly describe
the use of a classical density functional theory (DFT) based on the PC-SAFT model
for modeling the interface between the polyol-rich and CO2-rich phases in Section
II.4. We explore the role of these models in the prediction of bubble growth in
Chapter V and of nucleation in Chapter VI.

II.1 Gravimetry–Axisymmetric Drop Shape Analysis (G-ADSA) Measures
Physical Properties of Polyol–CO2 Mixtures
Gravimetry–Axisymmetric Drop Shape Analysis (G-ADSA) [1] is a tech-

nique for simultaneous measurement of the properties of liquid–gas mixtures that
combines weight measurements using a magnetic suspension balance (gravimetry)
with pendant drop analysis (axisymmetric drop shape analysis). Its measurements
can be used to estimate gas solubility, specific volume, gas diffusivity, and inter-
facial tension. In the present work, we employed this technique to measure these
properties for mixtures of CO2 and polyether polyols of various molecular weights
and functionalities (see Table II.1) in the range of 0–8MPa at 30 ◦C and 60 ◦C. Here,
we briefly describe the apparatus and technique. For a more thorough discussion,
we refer the reader to the original publication of this method by Pastore Carbone et
al. [1].

Name 𝑀𝑛 (g/mol) 𝑓 𝜌 (g/mL) 𝜂 (mPa.s) Supplier
1k2f 1000 2 1.02 160 Dow, Inc.
1k3f 1000 3 1.02 290 Dow, Inc.
1k5f 728 4.7 1.084 4820 Dow, Inc.
3k2f 2700 2 1.004 740 MilliporeSigma

Table II.1: Table of properties of the polyols used in this study (𝑀𝑛 = number-
averaged molecular weight, 𝑓 = functionality or number of hydroxyl groups per
chain, 𝜌 = density, 𝜂 = viscosity). Values reported are averages. Molecular weights,
functionalities, and densities supplied bymanufacturers. Viscositiesmeasured using
ARES shear rheometer. Density and viscosity measurements measured at 25 ◦C.
Polydispersities are not known.

Apparatus
Briefly, amagnetic suspension balance (MSB,RubothermPrazisionsmesstech-

nik GmbH, Germany) holds a Pyrex crucible with an inner diameter of 1.82 cm that
contains the polyol sample. The crucible is suspended from the MSB by hooks with
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a volume of 2.26735 mL, as measured in a helium atmosphere by Dr. Maria Rosaria
Di Caprio of the Di Maio lab [1]. A Teflon rod with a diameter of 2.05 mm is fitted
snugly into a slot in the apparatus to hold the pendant drop. The MSB is encased
in a steel high-pressure cell, which is sealed around the MSB with a rubber O-ring.
Two sapphire windows of a few centimeters in diameter machined in the cell provide
a clear view of the pendant drop to a video camera with a convex objective lens.

Method
Before each measurement, an analytical balance was tared with the crucible.

1 mL of the desired polyol was then slowly poured into the crucible, taking care not
to entrain any bubbles, and the weight of the sample under normal temperature and
pressure was measured with the MSB. Next, to prepare the pendant drop, a drop
of polyol was first deposited onto the corner of a clean glass slide. The corner of
the slide was then tilted over the upward-facing tip of the Teflon rod until a small
drop (3–5 𝜇L) dripped off and formed a hemisphere atop the tip of the rod. The
rod was then inverted carefully to prevent loss of the drop and inserted into a slot
in the MSB. The high-pressure steel encasement was then sealed around the MSB
gently enough that the pendant drop would not fall. The high-pressure cell was
enveloped in a second stainless steel jacket, which contained oil that was heated
with a heating circulator (Julabo F25) to control the temperature of the sample.
Once sealed, the pressure of CO2 inside the high-pressure cell was controlled using
a Belsorp system. During the first stage of each experiment, moisture was removed
from the polyol sample and the pendant drop by pulling a vacuum until the sample
weight stopped decreasing. If the sample weight did not stop decreasing within
15–20 minutes, we assumed that the additional mass loss resulted from the loss of
the polyol, which could contain some polymer chains small enough to be slightly
volatile. At this point, the weight of the pure polyol sample and the volume of the
pure polyol pendant drop were measured.

The measurement of the pure polyol sample was followed by several mea-
surements after pressurization with CO2. Pressurization was performed using the
Belsorp system to slowly inject CO2 into the chamber. Above 5500 kPa, the Bel-
sorp could not supply sufficient CO2 pressure to pressurize the chamber further,
so we used an ISCO pump to pressurize the CO2 first before injecting it manually.
Throughout eachmeasurement, theMSB recorded the changingmass of the crucible
as CO2 was absorbed into the polyol. The pressure was kept constant (within 20
kPa) until the mass did not change by more than 30 𝜇g in five minutes. At this point,
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we considered the system to be sufficiently close to equilibrium for the error to be
negligible. Upon reaching equilibrium, the MSB lowered the crucible until it rested
on an overhanging platform, allowing the MSB to take three measurements of the
tare weight. At the same time, a video camera captured images of the pendant drop
as it swelled from absorption of CO2, which were taken every few minutes. The
Teflon rod swelled as well, as shown in Figure II.S1 of the Supporting Information
(SI). These measurements were repeated at ever higher pressures until reaching the
maximum pressure for the experiment between 5–8 MPa. At this point, we depres-
surized the system in steps by releasing CO2 through an automated ball valve from
the high-pressure cell, taking measurements at each step. The release of CO2 was
performed slowly enough that no nucleation of bubbles was observed in the pendant
drop. Overall, we took measurements at 10–20 pressure values over the course of 1
week for each set of conditions.

Compute Gas Solubility, Specific Volume, Gas Diffusivity, and Interfacial Ten-
sion from G-ADSA Measurements

The G-ADSA technique only directly measures an image of the drop shape,
the total apparent weight of the crucible, attaching hooks, and sample, and the
apparent weight of the tare. The specific volume of the polyol–CO2 mixture,
solubility of CO2 in the polyol, diffusivity of CO2 in the polyol, and interfacial
tension between the polyol-rich and CO2-rich phases must therefore be calculated
from these raw data. These calculations were performed with custom methods
using open-souce Python packages, including jupyter[6], matplotlib [7], numpy [8],
pandas [9], and scipy [10]. The corresponding notebooks and libraries can be found
in the GitHub repository andylitalo/g-adsa [11].

The general scheme of these calculations is summarized here. For further
detail, we refer the reader to the Supporting Information (SI).

We first estimated the equilibrium volume of the pendant drop from the shape
of the pendant drop using the commercial software FTA32 (First Ten Angstroms).
We then estimate the sample volume by assuming that its volume changes propor-
tionally to the equilibrium volume of the drop. Next, we estimated the equilibrium
samplemass using theMSB. The balance only directlymeasures the apparent weight
and the tare weight. The difference between these measurements gives the sum of
the masses of the sample, the crucible, and the supporting hooks minus the effect
of the buoyant force, which must be accounted for due to the precision of these
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measurements. To compute the buoyant force, we multiply the density of CO2 at the
given pressure and temperature (available on the NIST Chemistry WebBook [12])
by the total volume of weighed objects, which includes the volumes of the crucible,
the supporting hooks, and the sample. The volume of the crucible and hooks was
previously measured by Dr. Maria Rosaria Di Caprio in a helium atmosphere [1].
After correcting for buoyancy effects, the difference between the balance readings
for the apparent weight and tare weight at zero pressure gives the mass of dissolved
gas. We then estimated the dry mass of the polyol by pulling a vacuum to remove
dissolved vapor and moisture. The CO2 solubility is then the mass of dissolved gas
divided by the total sample mass, equal to the sum of the mass of dissolved gas and
the dry mass of the polyol. The specific volume of the sample can then be calculated
by dividing the sample volume by the total sample mass.

To estimate the diffusivity, we followed the model derived by Crank for
diffusion into a slab [13] and described in Section II.S1. The model considers an
infinite slab of fluid with a concentration-dependent diffusivity and a gas atmosphere
on both sides. In our case, the polyol sample is only open to the CO2 atmosphere
on one side. The situation is nevertheless analogous if we map the midpoint of the
slab to the base of the crucible because there is no flux through either surface.

With this model, we can estimate the diffusivity of CO2 as a function of the
saturation pressure in the sample in two ways: (1) fit a square root function to the
mass of dissolved gas over time at early times, and (2) fit an exponential function
to the mass of dissolved gas over time upon approaching equilibrium. While we
used both to estimate the diffusivity, we generally used the first method (square
root) due to better fitting of the data and lower sensitivity to noise. In practice,
because the concentration changes during the measurement of gas diffusivity, we
can only measure an upper and lower bound at a given concentration. Our measure-
ment of diffusivity after pressurizing provides the upper bound because the CO2

concentration begins lower than the equilibrium value, and our measurement af-
ter depressurizing provides the lower bound because the CO2 concentration begins
higher than the equilibrium value.

Finally, we estimate the interfacial tension at a given pressure using axisym-
metric drop shape analysis (ADSA) performed with the commercial software First
Ten Angstroms 32 (FTA32). This software automatically detects the edge of the
drop and fits the contour predicted for a pendant drop predicted to its shape. When
provided the density of the drop (reciprocal of the specific volume) and the density of
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the CO2-rich atmosphere (estimated using the 𝑝𝑣𝑇 data for pure CO2 available from
NIST [12]), the software computes the interfacial tension. To learn more about the
pendant drop method and its estimation of interfacial tension, see the work of Song
and Springer [14]. Because ADSA was performed using a camera separate from
the Rubotherm MSB used for gravimetry, the two sets of measurements were syn-
chronized to a common start time, thereby providing simultaneous measurements
of each parameter. See Section II.S1 of the SI for further experimental details,
analysis, and discussion of sources of error.

II.2 G-ADSA Measurements: Effects of Pressure and Temperature
Here, I will describe the effects of pressure and temperature on CO2 solu-

bility, specific volume of a polyol–CO2 mixture, the interfacial tension between the
polyol-rich and CO2-rich phases, and the diffusivity of CO2.

One key aspect governing the properties of polyol-CO2 mixtures is whether
the CO2 is subcritical to supercritical. To explore this aspect, we show the solubility
of CO2 in polyol (difunctional, 1000 g/mol, supplied by Dow, Inc.) as a function
of pressure for subcritical and supercritical temperatures in Figure II.1. In this
figure, we combine data measured with G-ADSA in the Di Maio lab and data
measured with a magnetic suspension balance (MSB) by Dr. Jacob Crosthwaite at
Dow, Inc. (Midland, MI). The agreement between adsorption (◦) and desorption
(×) measurements with G-ADSA and the agreement between G-ADSA in the Di
Maio lab and MSB at Dow, Inc. at 60 ◦C testifies to the consistency of these
measurement techniques. Therefore, although time limited the repetition of these
week-long experiments, we believe their results are reproducible.

From the data, we see that the CO2 solubility grows roughly linearly with
pressure at low pressures (below 2000 kPa), as expected from Henry’s law. As
the pressure increases, the effect of temperature becomes more pronounced. If the
temperature is subcritical (< 31 ◦C), the CO2 solubility increases superlinearly, as
observed for the data measured at 25 ◦C and at 30.5 ◦C. At high enough pressure,
the CO2 atmosphere eventually condenses into a liquid phase (> 6430 kPa at 25 ◦C
[12]). This liquid atmosphere may dissolve a non-negligible amount of polyol and
violate our assumption of a fixed polyol mass (see Section II.1), so measurements
were not taken above 6000 kPa. At the supercritical temperature of 60 ◦C, however,
the CO2 solubility increases roughly linearly well above the critical pressure (7.38
MPa [12]), which is qualitatively consistent with solubility measurements for CO2
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Figure II.1: CO2 solubility in difunctional (two hydroxyls per chain), 1000 g/mol
polyol as a function of pressure for different temperatures (indicated by color). Data
are combined from G-ADSAmeasurements made with Prof. Ernesto Di Maio at the
University of Naples Federico II (adsorption ◦ and desorption ×) and measurements
made with an MSB at Dow, Inc. (Midland, MI) by Dr. Jacob Crosthwaite (•). Error
bars are shown, but are sometimes smaller than the marker.

in polyols in the literature [2, 5, 15]. We expect the slope to decrease at a high
enough pressure as observed above 10 MPa for CO2 in PMMA [16].

Wewill return to CO2 solubility to discuss the effects of polymer architecture
in Section II.3, but now we turn to the effects of pressure and temperature on the
other thermophysical properties measured by G-ADSA (specific volume, interfacial
tension, and CO2 diffusivity). Because the Julabo temperature controller available
in the Di Maio lab for G-ADSA could only heat and not chill its silicone oil bath,
its minimum temperature was limited to 30.5 ◦C by the ambient temperature (>
25 ◦C in the Naples summer) and the viscous heating caused by flow, so we could
not directly repeat the measurements performed at Dow at 25 ◦C. Additionally, this
temperature is within experimental uncertainty (0.5 ◦C) of the critical temperature
for CO2, 31 ◦C, so we cannot guarantee that the CO2 at the lower temperature did
not become supercritical during these measurements. To increase reproducibility,
we will present data for a commercially available poly(propylene glycol) (average
𝑀𝑛 ≈ 2700 g/mol, MilliporeSigma, CAS 25322-69-4). In each dataset, data from
two measurements performed at 60 ◦C are shown. They are indistinguishable from
each other beyond statistical uncertainty, further demonstrating the reproducibility
of the G-ADSA measurements.
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Figure II.2: The specific volume of a mixture of poly(propylene glycol) (PPG) of
molecular weight 2700 g/mol and CO2 as a function of pressure, measured with
G-ADSA. Measurements were taken during both adsorption (◦) and desorption (×)
of CO2 with agreement within uncertainty. Upper error bars indicate systematic
error and lower error bars indicate statistical error. Data are shown at 31 ◦C (blue)
and 60 ◦C (red). Data were collected in the lab of Prof. Ernesto Di Maio at the
University of Naples Federico II.

The specific volume (reciprocal of the density) of the PPG–CO2 mixture
generally increased with pressure and temperature but exhibited a unique, non-
monotonic behavior at low pressure and temperature. This behavior is shown in
Figure II.2, where the specific volume at 31.1 ◦C slightly decreases with pressure
from 0–1000 kPa before increasing steadily with further increase in pressure. While
this small variation in the specific volume is much smaller than the systematic error
(upper error bars), it is slightly larger than the statistical error (lower error bars),
suggesting that it is not the result of noise. The Di Maio group has previously
reported a similar non-monotonic dependence of the specific volume on pressure
from measurements with G-ADSA for a formulation of polyether polyols [2] and
for poly(caprolactone) (PCL) [17]. They further demonstrated that this behavior is
the result of different packing densities of CO2 in the polymer matrix at different
pressures using evidence from Raman spectroscopy [18–20].

The interfacial tension between the polyol-rich and CO2-rich phases de-
creased with pressure and decreased with temperature when the concentration of
dissolved CO2 was fixed. These two behaviors are shown in Figures II.3a and
II.3b. The decrease in the interfacial tension with pressure seen in Figure II.3a is
expected given that the CO2-rich atmosphere becomes more similar in density to
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(a) Interfacial tension vs. pressure (b) Interfacial tension vs. solubility

Figure II.3: Interfacial tension of a mixture of PPG and CO2 between the polyol-rich
andCO2-rich phasesG-ADSA.Measurementswere taken during both pressurization
(filled circles) and depressurization (empty circles) of CO2 with agreement within
uncertainty. Error bars shown but may be smaller than glyph for some data points.
Data are shown at 31 ◦C (blue) and 60 ◦C (red). Data were collected in the lab of
Prof. Ernesto Di Maio at the University of Naples Federico II.

the polyol-rich phase as the pressure increases, consistent with previous G-ADSA
measurements from the Di Maio group for a formulation of polyether polyol [2] and
PCL [17] and by Yang et al. for various polyols [5]. From this figure, we see that the
effect of temperature depends on the pressure: at low pressure, interfacial tension
decreases with temperature, but at high pressure, interfacial tension increases with
temperature. The reason for this non-monotonic effect of temperature at different
pressures is more clearly seen in Figure II.3b, where the interfacial tension is plotted
as a function of the weight fraction of dissolved CO2. Here, increasing the tem-
perature decreases the interfacial tension, as is observed for pure liquids due to the
increased entropic driving force for mixing. At a fixed pressure, however, increasing
the temperature decreases the amount of dissolved CO2, and the amount by which
it decreases is greater at higher pressure (see Figure II.1). Because the interfacial
tension decreases with the amount of dissolved CO2 (due to the increased similar-
ity of the polyol–CO2 mixture to the CO2 atmosphere), the reduction in dissolved
CO2 with temperature can increase the interfacial tension more than raising the
temperature alone decreases it. The result is the increase in the interfacial tension
with temperature at pressures above 3000 kPa. To our knowledge, measurements
distinctly demonstrating this crossover in the interfacial tension with temperature
have not been reported in the literature.

We observed that the diffusivity of CO2 in polyol increased with pressure
and temperature, consistent with previous measurements in other polyols [2, 5].
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(a) Square-root fit method (b) Exponential fit method

Figure II.4: The diffusivity of CO2 in poly(propylene glycol) (PPG) of molecular
weight 2700 g/mol estimated with the square-root fit (see Section II.1) as a function
of pressure of CO2 headspace, measured with G-ADSA. Measurements were taken
during both adsorption (◦) and desorption (×) of CO2 with agreement within uncer-
tainty. Error bars may be smaller than glyphs of some data points. Data are shown
at 31 ◦C (blue) and 60 ◦C (red). Data were collected in the lab of Prof. Ernesto Di
Maio at the University of Naples Federico II.

Our estimation of the diffusivity from G-ADSA measurements is shown in Figure
II.4 for the square-root fit method (II.4a) and the exponential fit method (II.4b)
(see Section II.1 for details of these methods). While we expect a higher estimate
of the diffusivity during desorption than adsorption, the difference should not be
much larger than the difference in diffusivity over a similar pressure range. Our
estimates yielded significantly higher diffusivities from desorption measurements,
however, whichwe believemay be the result of depressurizing too quickly. Although
increasing the temperature reduces theweight fraction of dissolvedCO2 (Figure II.1),
which we observe decreases the diffusivity, the greater thermal energy conferred
to the mixture at higher temperature appears to dominate that effect, leading to a
monotonic increase in diffusivity with temperature, unlike the effect of temperature
on interfacial tension (Figure II.3).

Finally, we compared our measurements with G-ADSA to measurements
performed with other techniques. While our measurements with G-ADSA quantita-
tively agreed with those of the MSB reported by Dow, they significantly disagreed
quantitatively with others reported in the literature [5, 15]. For a discussion of these
comparisons, see Section II.S3 in the SI.
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II.3 Discussion: Competition Between CO2-philicity and Mixing Entropy
Underlies CO2 Solubility Maximum in Polyether Polyols
Because the solubility of CO2 in a polymer profoundly shapes the structure

and, consequently, the physical properties of CO2-blown polymer foams, we direct
specific attention to its dependence on polymer architecture in this section. The effect
of the architecture of the polyol has not been systematically studied in full. Parks
and Beckman provided useful intuition for the effect of polyol architecture on CO2–
polyol interactions in their study of the solubility of polyol in CO2 [4]. They noted
that because the carbon in CO2 has a lower electron density, it has a strong attraction
to the relatively electron-rich ether groups along the polyol backbone, which has
since been demonstrated with quantum mechanical calculations [21]. In contrast,
they reasoned that the CO2-phobicity hydroxyl groups, caused by their preference
for self-interaction by hydrogen bonding [21], would significantly decrease the
solubility of short-chain polyols inCO2, such as those used in polyurethane synthesis,
due to the high proportion of hydroxyl end groups to ether groups along the backbone
[4]. They ultimately found that the solubility of polyol in CO2 increases with
molecular weight for short chains, but decreases with molecular weight for longer
chains as the decrease in the entropy of mixing with molecular weight dominates
the enthalpic gain of a higher ratio of ether to hydroxyl end groups.

Indeed, Daneshvar et al. [22] and Li et al. [23] showed that the solubility of
CO2 in poly(ethylene glycol) (PEG) increases with molecular weight for short chains
(150–1000 g/mol), as did Yang et al. for various polyether polyols in the range of
255–1000 g/mol [5]. Weidner et al. and Wiesmet et al. published measurements of
CO2 solubility in longer PEG chains of 1500–8000 g/mol at temperatures between
50–100 ◦C, but observed no statistically significant effect ofmolecularweight. Based
on the work of Parks and Beckman and intuition from the Flory–Huggins model, we
hypothesize that the solubility of CO2 should decrease with molecular weight for
long chains due to the decreased entropic gain frommixing. This effect will become
more pronounced at lower temperatures and may be discernible with more precise
measurements made possible with G-ADSA. To our knowledge, however, this trend
has not been demonstrated with experimental measurements in the literature.

The effect of the number of hydroxyl groups per chain, known as the “func-
tionality,” was investigated by Yang et al., who reported maximal CO2 solubility
in polyether polyols with 3 hydroxyl groups per chain [5]. This finding conflicts
with the reasoning of Beckman and Parks that a higher concentration of hydroxyl
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groups should reduce the attraction of CO2 to polyol, so further study is in order.
Uncovering these trends is important to guide the selection of the structure of polyols
used in polyurethane foaming to optimize CO2 solubility and achieve the desired
thermal and mechanical properties in CO2-blown polyurethane foams.

In the present study, we systematically investigate the effect of molecular
weight and hydroxyl groups per chain on the solubility of CO2 in polyether polyols.
Wemeasure the solubility of CO2 using gravimetry–axisymetric drop-shape analysis
(G-ADSA), which measures the change in mass of a sample upon absorption of CO2

using a magnetic suspension balance while simultaneously measuring the specific
volume for precise accounting of the buoyant force. Given the abundance of previous
measurements of CO2 solubility in polyols with a molecular weight smaller than
1000 g/mol, we selected longer polyols of 1000 and 2700 g/mol. Rather than
observe the CO2 solubility increase further with molecular weight, as reported in
the literature for shorter polyols, we hypothesized that we would observe a decrease
in CO2 solubility with molecular weight, consistent with the observations of Parks
and Beckman for the solubility of polyol in CO2 [4]. We also systematically
varied the average number of hydroxyl groups per chain from 2 to 4.7. Combined
with the literature, these measurements reveal a non-monotonic dependence of the
CO2 solubility on molecular weight, peaking around 1000 g/mol, and a monotonic
decrease with hydroxyl groups per chain.

We further use the measurements from G-ADSA to fit parameters of a ther-
modynamicmodel of thesemixtures based on perturbed chain–statistical associating
fluid theory (PC-SAFT) described in Section II.4. This model serves two purposes:
first, it provides a general method for estimating the properties of polyol–CO2 mix-
tures and, second, it can provide the foundation of additional models of the interface,
bubble growth, and bubble nucleation. In the same section, we also briefly describe
the use of a classical density functional theory (DFT) based on the free energy of the
PC-SAFT model for modeling the interface between the polyol-rich and CO2-rich
phases, which we validate against interfacial tension measurements provided by
G-ADSA. While the models accurately capture the CO2 solubility and interfacial
tension, the PC-SAFT model significantly underestimates the specific volume of
the polyol-rich phase, likely because it does not account for associative interactions
like hydrogen bonding. For polyols smaller than 1000 g/mol, an accurate PC-SAFT
model even of CO2 solubility may likewise require accounting for hydrogen bonding
through associative interactions. Nevertheless, this study shows that CO2 is most
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soluble in polyether polyols of 1000 g/mol with as few hydroxyl groups as possible.

To explore the effect of polymer architecture on the amount of CO2 it can
dissolve, we separately studied the effects of hydroxyls per chain and the molecular
weight, starting with the hydroxyls per chain. To our knowledge, investigation of
the effect of the hydroxyl number per chain with a fixed molecular weight has not
been previously reported in the literature. We considered the solubility of CO2

of two polyols and a blend of polyol with a molecular weight of 1000 g/mol and
different average numbers of hydroxyls per chain in Figure II.5. At low pressures,
the difference in solubility is within the experimental uncertainty. At the higher
temperature (60 ◦C, lower cluster of measurements) and at pressures above 3000
kPa, we can see that the polyol blendwith the higher average number of hydroxyls per
chain (4.7) has a significantly lower solubility of CO2 than the other polyols; above
4000 kPa, the polyol with the middle average number of hydroxyls per chain (3) has
a significantly lower solubility than the polyol with the fewest (2). This observation
suggests that increasing the number of hydroxyls per chain decreases the solubility,
with the difference becoming more apparent at higher pressures. This difference
is less clear at the lower temperature data (upper cluster of measurements), in part
because the CO2 solubility in the polyol blend with an average of 4.7 hydroxyls per
chainwasmeasured at a lower temperature (25 ◦C) than the others (30.5 ◦C), yielding
a higher solubility. While we cannot make this conclusion without measuring the
CO2 solubility at 30.5 ◦C and showing significantly lower values, we expect this to
be the case based on a rough estimation of the effects of lower molecular weight
and lower temperature on the solubility of CO2, whose details are presented in
Section II.S2 of the SI. Our observation of decreased CO2 solubility with hydroxyl
number per chain is consistent with the favorability of CO2–ether interactions over
CO2–hydroxyl interactions [4, 21].

Next, we considered the effect of molecular weight on CO2 solubility at a
fixed hydroxyl number per chain of 2. We performed G-ADSA measurements of
CO2 solubility in two such polyols, one of 1000 g/mol and the other of 2700 g/mol,
as shown in Figure II.6. The difference in solubility was not statistically significant
at the higher temperature (60 ◦C, lower cluster of data), but the solubility was slightly
lower for the longer polyol at the lower temperature (30.5–31.1 ◦C, upper cluster
of data). The solubility of the longer polyol, however, was measured at a slightly
higher temperature than that of the shorter polyol (31.1 ◦C for the longer vs. 30.5 ◦C
for the shorter), which could have also led to the lower measurement of solubility.
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Figure II.5: The solubility of CO2 in polyol as a function of pressure (measured
with G-ADSA) is shown for polyols of three functionalities (average number of
hydroxyl groups per chain): 2 (green), 3 (blue), and 4.7 (yellow) (labeled as “#f” in
the legend). Each polyol has an average molecular weight of 1000 g/mol, except for
the polyol with a functionality of 4.7, which has an average molecular weight of 728
g/mol (this effect is roughly cancelled out by the lower temperature). Measurements
were taken during both pressurization (filled symbols) and depressurization (open
symbols) of CO2 with agreement within uncertainty. Error bars may be smaller than
glyphs of some data points. Data are shown in two temperature clusters: the upper
cluster contains data measured at 30.5 ◦C (downward triangle) for 2f and 3f but
25 ◦C (circle) for 4.7f; the lower cluster contains data measured at 60 ◦C (upward
triangle).

Because our measurements are not sufficient to draw a clear conclusion about the
effect of molecular weight on CO2 solubility, we turn to the literature to augment our
dataset. In particular, we combine our measurements with those of Gui et al. [24]
for monomers ethylene glycol and propylene glycol and Li et al. [23] for oligomers
of poly(ethylene glycol) (PEG). While our measurements were taken of PPG-like
polyols, which have an additional methyl group on each monomer when compared
to PEG, we do not expect this difference to have a significant effect on the enthalpy
of CO2 solubility due to the distance from the methyl group in PPG and the ether
linkage where CO2 tends to associate [21].

To compare the CO2 solubility more clearly among measurements from the
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Figure II.6: The solubility of CO2 in polyol as a function of pressure (measured
with G-ADSA) is shown for difunctional polyols of two number-averaged molecular
weights𝑀𝑛: 1 kg/mol (blue) and 2.7 kg/mol (red). Measurements were taken during
both pressurization (filled symbols) and depressurization (open symbols) of CO2
with agreement within uncertainty. Error bars may be smaller than glyphs of some
data points. Data are shown in two temperature clusters: the upper cluster contains
data measured at 30.5 ◦C for 1000 g/mol and 31.1 ◦C for 2700 g/mol (downward
triangles); the lower cluster contains data measured at 60 ◦C (upward triangles).

literature, we compared Henry’s constant, the rate at which the solubility increases
with pressure. We computed Henry’s constant by fitting the slope of a line passing
through the origin to measurements of CO2 solubility at pressures below 1 MPa
based on our observation in Figure II.5 that the solubility vs. pressure increases
superlinearly at higher pressures, deviating from Henry’s law. We report Henry’s
constant in terms of weight fraction of CO2 per Pa [w/(w.MPa)] for comparison to
other plots in this section. The only published measurements of polyether polyols
that report solubility at pressures below 1 MPa were taken of difunctional polyols
(two hydroxyl OH groups per chain) [23, 24]. Other measurements of CO2 solubility
available in the literature either only report solubility at pressures well above 1 MPa
[5, 15, 22, 25–28] or do not report a sufficiently precise experimental uncertainty
for meaningful comparison [29, 30]. Henry’s constant for the CO2 solubility in
difunctional (two hydroxyl OH groups per chain) polyether polyols is shown in
Figure II.7. We can see that Henry’s constant increases with molecular weight
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below ≈ 1000 g/mol but decreases with molecular weight above ≈ 1000 g/mol for a
range of temperatures from 30 ◦C to 60 ◦C.

30�C

15�C

25�C

35�C

45�C

40�C

50�C
60�C

This study

Gui et al. (2014)

Li et al. (2012)

0

Figure II.7: Henry’s constant for CO2 solubility in difunctional polyols (two hy-
droxyls per chain) is plotted as a function of the average molecular weight. Both the
data measured with G-ADSA in this study and literature data are provided. Error
bars may be smaller than glyphs of some data points. Data are shown at different
temperatures indicated by the color as defined in the legend.

Our finding of maximal CO2 solubility in polyether polyols with a molecular
weight near 1000 g/mol is consistent with the findings of Parks and Beckman for
the opposite situation, the solubility of polyether polyols in CO2 [4]. Although they
made measurements at a lower temperature (25 ◦C) and higher pressures (tens of
MPa), they also reported a maximum in the solubility of difunctional polyols at
a molecular weight of 1000 g/mol. Along with other groups who have explored
this question [21, 24, 31], we agree with their explanation of this non-monotonic
trend based on the competition between decreasing concentration of CO2-phobic
hydroxyl groups (relative to ether linkages [21]) and decreasing mixing entropy with
molecular weight. We also note that we might expect the optimal molecular weight
for CO2 solubility to decrease with temperature due to the increased importance
of entropy, which favors shorter chains. Our collection of data in Figure II.7
appears to be consistent with this hypothesis at 60 ◦C, where the optimal molecular
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weight appears to be below 1000 g/mol, but further measurements are necessary to
demonstrate this behavior robustly.

II.4 Thermophysical Measurements Provide the Basis for Fitting Empirical
Parameters of Thermodynamic Models
Because a single set of G-ADSA measurements (one polyol, one tempera-

ture) can last over aweek, measuring the properties for all temperatures and pressures
is not feasible. Instead, we turn to a thermodynamic model to estimate some of the
properties (solubility, specific volume) under conditions for which we lack measure-
ments. We chose the perturbed chain–statistical associating fluid theory (PC-SAFT)
model [32] based on its success in modeling the solubility of CO2 in polystyrene
and poly(methyl methacrylate) [33]. PC-SAFT also formed a suitable basis for the
development of a classical density functional theory (DFT) for modeling the inter-
facial tension [33], which will be discussed later in this section, as well as for an
estimation of the energy barrier for bubble nucleation using the string method [34,
35], which will be discussed in Chapter VI. The application of PC-SAFT to ternary
mixtures will be explored as well in Chapter VII.

U(rij)

1
2 3

…

…

N

(bead diameter)

1
2

polyol

CO2

Assumes homogeneous

phases in equilibrium

U(r)

r3

CO2-rich

Polyol-rich

Figure II.8: A schematic of the PC-SAFT model for binary mixtures of polyol
and CO2. The model considers the polyol-rich and CO2-rich phases as uniform
and separated by an infinitesimal interface (left schematic). Both components are
modeled as chains of hard-sphere beads of diameter 𝜎 (right schematic) with an
attractive, radial interaction potential 𝑈 (𝑟𝑖 𝑗 ) scaled by energy parameter 𝜀, which
is plotted at the bottom of the Figure. Polyol is modeled as 𝑁 beads while CO2
is modeled as 2 beads as in [33]. Schematic adapted with permission from the
unpublished work of Dr. Huikuan Chao.
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The PC-SAFT model of the equation of state provides a thermodynamic
model for both pure components and mixtures. It improves upon previous “SAFT”
models of fluid compounds by applying a perturbation theory to a reference state of
fluid of chains of purely repulsive beads, leading to the prefix “perturbed chain.” A
schematic of the PC-SAFTmodel is shown in Figure II.8. This particular application
of the perturbation theory combined with the fitting of some empirical parameters
to measured properties of real polymers allows PC-SAFT to model the properties of
polymer mixtures better than other SAFTs (e.g., PR-SAFT [33]). Due to our focus
on experimental measurements, we provide only a brief, conceptual description of
the PC-SAFT model sufficient to introduce the parameters to be fitted; for a detailed
mathematical description of the model, see the work of Xu et al. [33]. The model
is a mean-field theory with a free energy composed of four contributions: ideal,
hard-sphere, association, and dispersion. The ideal contribution is the free energy
of an ideal gas (non-interacting point particles). The hard-chain contribution is
model use the Boublik–Mansoori–Carnahan–Starling–Leland (BMCSL) theory for
mixtures of hard spheres with diameter 𝜎 [36, 37]. The association contribution
accounts for the connectivity of the 𝑁𝑖 beads in a chain of species 𝑖 based on the bead
diameter 𝜎 and density. Finally, the dispersion contribution provides an empirical
model of the interactions of the molecules, which are scaled by an energy scale
𝜀𝑖 𝑗 between two species 𝑖 and 𝑗 . This energy scale is computed using an energy
parameter 𝜀𝑖 for a single species 𝑖 and a correction 𝑘𝑖 𝑗 = 𝐴𝑇 + 𝐵 for fit parameters
𝐴 and 𝐵 and temperature 𝑇 (in Kelvin) to account for differences in the interactions
between two different species 𝑖 and 𝑗 .

Species 𝑁 (beads) 𝜎 [Å] 𝜀 [𝑘𝐵] 𝑘

CO2 2 2.79 170.5 10−4(2.7𝑇 − 820)
PPG (2700 g/mol) 123 3.01 228.5 10−4(2.7𝑇 − 820)

Table II.2: The parameters 𝑁 (number of beads per chain), 𝜎 (bead diameter in
Angstroms), 𝜀 (interaction energy parameter in units of Boltzmann’s constant), and
𝑘 (cross-interaction parameter between the two species, unitless with 𝑇 representing
the temperature in Kelvin; identical for both species) that fit the solubility data for
PPG (2700 g/mol) are listed. The corresponding model and experimental data are
shown in Figure II.9.

Therefore, a complete PC-SAFT model of polyol and CO2 is described by
eight parameters: two chain lengths 𝑁𝐶𝑂2 and 𝑁𝑝𝑜𝑙𝑦𝑜𝑙 , two bead diameter 𝜎𝐶𝑂2

and 𝜎𝑝𝑜𝑙𝑦𝑜𝑙 , two energy parameters 𝜀𝐶𝑂2 and 𝜀𝑝𝑜𝑙𝑦𝑜𝑙 , and the two parameters 𝐴 and
𝐵 defining the cross interaction correction term 𝑘𝐶𝑂2,𝑝𝑜𝑙𝑦𝑜𝑙 = 𝐴𝑇 + 𝐵. Thanks to
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previous work on polyol–CO2 mixtures by Xu et al. [33], the parameters specific
to CO2 had already been fit to the pure-component equation of state data and were
validated against NIST data [12]. The parameters for the polyol and the cross
interaction were fit by Dr. Huikuan Chao through trial and error until the PC-SAFT
accurately modeled the CO2 solubility in that polyol measured with G-ADSA.
Note that existing software packages that automatically fit thermodynamic model
parameters are commercial, but a team from Imperial College London is extending
their open-source ypaul21/Clapeyron.jl package [38] in julia for equation-
of-state modeling to provide parameter estimation as well at the time of this writing
[39]. As is often the case for PC-SAFT models of vapor-liquid equilibria, an infinite
set of degenerate parameters for the polyol can model the CO2 solubility. To break
this degeneracy, we begin by guessing parameters based on those predicted using the
group contribution method, a common method for estimating PC-SAFT parameters
based on the functional groups present in the compounds [40]. These parameters
result in a model that does not fit the data well, so we adjusted them manually until a
fit was achieved. The PC-SAFT parameters for CO2 and PPG (2700 g/mol) are listed
in Table II.2. The CO2 solubility predicted using these parameters is compared to
the corresponding G-ADSA measurements in Figure II.9.

PC-SAFT Fits Solubility Measurements

Figure II.9: CO2 solubility in PPG of 2700 g/mol as function of pressure. Measure-
ments fromG-ADSA are shown in circular glyphs (empty indicates adsorption mea-
surement and filled indicates desorption measurement); error bars may be smaller
than the glyphs of some data points. Data were collected in the lab of Prof. Ernesto
Di Maio at the University of Naples Federico II. Predicted solubility from PC-SAFT
is shown in solid lines. Model was developed by Dr. Huikuan Chao in the group
of Prof. Zhen-Gang Wang. Data are plotted for 31.1 ◦C (blue) and 60 ◦C (dark
orange).
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Because we fit the PC-SAFT parameters through trial and error, we cannot
provide confidence intervals on our parameters. Instead, to demonstrate the precision
of our estimate, we show the sensitivity of our predictions of different properties
to ±5% variations in the 𝜎, 𝜀, and 𝑁 parameters for PPG in Figure II.S12 of the
SI. This figure shows the sensitivity of the PC-SAFT predictions of CO2 solubility
and specific volume (discussed later) and of the DFT predictions (discussed later)
of interfacial tension.

DFT Model Based on PC-SAFT Models Interfacial Tension with PC-SAFT
Parameters Fitted to Solubility

Figure II.10: Schematic of the density functional theory model of the interface
between CO2-rich and polyol-rich phases. On the left is a schematic of how DFT
takes into account the non-uniformities along the finite interface. On the right is an
example plot of the concentration of polyol (blue) and CO2 (red) in the CO2-rich
phase (left), the polyol-rich phase (right), and along the interface (center) between
a CO2-rich bubble and a polyol-rich mother phase (depicted in schematic above the
plot). This plot reveals an accumulation of CO2 along the interface (indicated by red
arrow; see Section II.S5 for further discussion) and other discrepancies between the
DFT (solid lines) and the bulk phase concentrations predicted by PC-SAFT (dashed
lines). Plot generated from the calculations of Dr. Huikuan Chao.

Based on the PC-SAFT model described above, Dr. Huikuan Chao devel-
oped a model of the interface between the polyol-rich and CO2-rich phases with
classical density functional theory (DFT) following the method described in Xu et
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al. [33]. A schematic of the DFT model used is shown in Figure II.10. The result
is a model that takes the PC-SAFT parameters fitted to experimental CO2 solubility
data as input and predicts the equilibrium concentration profile of each species and
the resulting interfacial tension at an interface between two phases. An example
of the equilibrium concentration profile of CO2 and PPG is shown in Figure II.S14
of the SI; here, we will focus on the predicted interfacial tension. This value is
not fitted in any way to the values of interfacial tension measured with G-ADSA;
therefore, we can test the validity of this model by comparing its blind prediction
to the experimental data, following the method described by Xu et al. [33]. The
prediction of the interfacial tension between the CO2-rich and polyol-rich phases
of a mixture of CO2 and PPG (2700 g/mol) is shown in Figure II.11. We see that
the DFT model not only predicts the qualitative trends observed in the experimen-
tal measurements, such as decreasing interfacial tension with temperature at low
pressure and increasing interfacial tension with temperature at high pressure, but
also achieves reasonable, though not perfect, quantitative accuracy. This agreement
between model and measurement supports our use of the DFTmodel for predictions
of interfacial properties and provides our justification for using this model as the
basis of our string method predictions of the energy barrier for bubble nucleation
discussed in Chapter VI.

Figure II.11: Interfacial tension between polyol-rich and CO2-rich phases of a
mixture of CO2 and PPG (2700 g/mol) predicted by DFTmodel based on parameters
from fitting PC-SAFT model to solubility data (see Fig. II.9) shown in solid lines
compared tomeasurements fromG-ADSAshown in circular glyphs (empty indicates
adsorption measurement and filled indicates desorption measurement). Error bars
may be smaller than the glyphs of some data points. Data are plotted for 31.1 ◦C
(blue) and 60 ◦C (dark orange). Data were collected in the lab of Prof. Ernesto Di
Maio at the University of Naples Federico II. Model was developed by Dr. Huikuan
Chao in the group of Prof. Zhen-Gang Wang.
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PC-SAFT Fails to Model Specific Volume
Despite the success of PC-SAFT in modeling CO2 solubility and DFT in

modeling interfacial tension for polyol–CO2 mixtures, it fails to model the specific
volume. While there is an infinite set of degenerate PC-SAFT parameters for
which the PC-SAFT model accurately describes the measured CO2 solubility and
the DFT model accurately describes the measured interfacial tension, no group of
parameters in that set yields an accurate PC-SAFT model of the specific volume.
The disagreement between the specific volume measured with G-ADSA and the
predictions of PC-SAFT model based on the parameters in Table II.2 is shown
in Figure II.12. Qualitatively, while the PC-SAFT model accurately captures the
effect of temperature and high pressure on specific volume, it fails to capture the
non-monotonic dependence of the specific volume on pressure at low pressures
and temperatures. This failure of PC-SAFT’s coarse-grained beads to capture
this behavior is not surprising given that it arises due to the molecular structure
[18–20]. Quantitatively, however, PC-SAFT underestimates the specific volume
(overestimates the density) by over 10%. For the sake of providingmodel predictions
to compare to experimental measurements, we accept the failure of our PC-SAFT
model to predict the specific volume accurately and ignore the association of the
hydroxyl end groups.

Figure II.12: The specific volume of a mixture of CO2 and PPG (2700 g/mol)
as a function of pressure predicted by PC-SAFT (solid lines) and measured with
G-ADSA (circular glyphs: empty indicates adsorption measurement and filled indi-
cates desorption measurement). Error bars may be smaller than the glyphs of some
data points. Data are plotted for 31.1 ◦C (blue) and 60 ◦C (dark orange). Upper error
bars indicate systematic error and lower error bars indicate statistical error. Data
are shown at 31 ◦C (blue) and 60 ◦C (red). Data were collected in the lab of Prof.
Ernesto Di Maio at the University of Naples Federico II. Model was developed by
Dr. Huikuan Chao in the group of Prof. Zhen-Gang Wang.
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II.5 Recommendation for Future Work
Based on the conclusion of Parks and Beckman that “a complete description

of the phase behavior of these CO2–polyol mixtures may require a more rigorous
model of hydrogen bonding” [4], we are hopeful that the proper incorporation of
the association of the hydroxyl end groups of the polyol can yield an accurate model
for both CO2 solubility and specific volume. The incorporation of the association
of the end groups was explored with some success by Dr. Huikuan Chao, but the
extension of such a model to DFT and, ultimately, to the string method would be a
colossal task.
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II.S1 Gravimetry–Axisymmetric Drop Shape Analysis (G-ADSA)
Apparatus

As described in Section II.1, the Teflon rod swelled as a result of absorbing
CO2 as the pressure increased. This swelling is depicted in Figure II.S1. An image
of the interior of the G-ADSA apparatus is shown in panel (a) as well for reference,
with the Teflon rod marked by a box.

5.5 MPa

Atmosphere

1 mm

a) b)

c)

Figure II.S1: Swelling of Teflon rod for suspending pendant drop in G-ADSA due
to absorption of CO2. a) Interior of G-ADSA setup with tip of Teflon rod outlined in
a black square. Images of the Teflon rod are recorded with the camera seen behind
the rod. b) Image of Teflon rod under atmospheric pressure. c) Image of Teflon rod
camera under 5.5 MPa of CO2. Note that the tip of the Teflon rod has descended
due to the swelling of the rod from absorption of CO2.

Data Analysis
Having briefly described the methods for estimating CO2 solubility, spe-

cific volume, interfacial tension, and CO2 diffusivity for polyol–CO2 mixtures us-
ing G-ADSA measurements, we now describe the analysis in greater depth and
mathematical detail below. This analysis is encoded in the GitHub repository
andylitalo/g-adsa [1].

We begin by estimating the equilibrium volume of the pendant drop from the
image of the drop shape using the commercial software FTA32 developed by First
Ten Angstroms. The software only requires that we click the leftmost and rightmost
points of contact between the pendant drop and the Teflon rod and provide a length
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scale for the pixels in the image. To determine the length scale, we divide the known
width of the tip of the rod (measured with calipers) by its width in pixels in the
image taken under vacuum—at higher pressures, the Teflon rod swells. Finally, the
software estimates the equilibrium drop volume 𝑉𝑑𝑟𝑜𝑝 by assuming axisymmetry.
We assume that the equilibrium drop volume 𝑉𝑑𝑟𝑜𝑝 (𝑝) grows with pressure 𝑝 in
proportion to the equilibrium sample volume 𝑉𝑠𝑎𝑚𝑝 (𝑝),

𝑉𝑠𝑎𝑚𝑝 (𝑝) =
𝑉𝑑𝑟𝑜𝑝 (𝑝)
𝑉𝑑𝑟𝑜𝑝 (0)

𝑉𝑠𝑎𝑚𝑝 (0) (II.1)

Next, we estimate the equilibrium sample mass. In this Section, we will use
the letter 𝐵 to indicate a direct measurement of force by the Rubotherm balance in
the G-ADSA apparatus (scaled by the gravitational acceleration 𝑔 to be in units of
mass), 𝑚 to indicate mass, �̃� to indicate a force on the balance (buoyancy) scaled to
be in units of mass, and 𝑤 to indicate a mass fraction (kg/kg). The balance provides
us readings of the apparent weight 𝐵𝑎𝑝𝑝 (𝑝) and the tare weight 𝐵𝑡𝑎𝑟𝑒 (𝑝) at the given
pressure. Because these weights are scaled by the gravitational acceleration, they
correspond to the mass of the components of the scale minus the buoyant force from
the surrounding atmosphere. Thus, the difference between these measurements
Δ𝐵(𝑝) ≡ 𝐵𝑎𝑝𝑝 (𝑝) − 𝐵𝑡𝑎𝑟𝑒 (𝑝) is equivalent to the sum of the mass of the sample
at the equilibrium pressure 𝑚𝑠𝑎𝑚𝑝 (𝑝), the mass of the crucible 𝑚𝑐𝑟𝑢𝑐, and the mass
of the hooks 𝑚ℎ𝑜𝑜𝑘 minus the buoyant force scaled by gravitational acceleration
�̃�𝑏𝑢𝑜𝑦 (𝑝) at the equilibrium pressure (note that the buoyant force must be accounted
for due to the precision of these measurements),

Δ𝐵(𝑝) = 𝑚𝑠𝑎𝑚𝑝 (𝑝) + 𝑚𝑐𝑟𝑢𝑐 + 𝑚ℎ𝑜𝑜𝑘 − �̃�𝑏𝑢𝑜𝑦 (𝑝) (II.2)

When the pressure 𝑝 = 0, the mass of the sample is the dry mass of the
polyol 𝑚𝑠𝑎𝑚𝑝 (𝑝 = 0) ≡ 𝑚𝑝𝑜𝑙𝑦 (assumed to be constant, i.e. negligible vaporization
of polyol) and there is no buoyant force (�̃�𝑏𝑢𝑜𝑦 (𝑝 = 0) = 0). Thus, the difference in
balance readings at zero pressure is

Δ𝐵(𝑝 = 0) = 𝑚𝑝𝑜𝑙𝑦 + 𝑚𝑐𝑟𝑢𝑐 + 𝑚ℎ𝑜𝑜𝑘 (II.3)

Subtracting equation II.3 from equation II.2 gives
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Δ𝐵(𝑝) − Δ𝐵(𝑝 = 0) = 𝑚𝑠𝑎𝑚𝑝 − 𝑚𝑝𝑜𝑙𝑦 − 𝑚𝑏𝑢𝑜𝑦 (𝑝)

The sample mass 𝑚𝑠𝑎𝑚𝑝 is composed of the mass of the dry polyol 𝑚𝑝𝑜𝑙𝑦

and the mass of the gas 𝑚𝑔𝑎𝑠, such that the equation above can be solved for the
mass of the gas,

𝑚𝑔𝑎𝑠 (𝑝) = Δ𝐵(𝑝) − Δ𝐵(𝑝 = 0) + 𝑚𝑏𝑢𝑜𝑦 (𝑝) (II.4)

We now only require the effect of the buoyant force on the balance reading
�̃�𝑏𝑢𝑜𝑦 (𝑝) to compute the mass of dissolved gas. When scaled by gravitational
acceleration, the buoyant force on the balance reading is the density of the CO2

atmosphere at the given pressure and temperature 𝑇 , 𝜌𝐶𝑂2(𝑝, 𝑇) (available on the
NIST Chemistry WebBook[2]), multiplied by the total volume of weighed objects
𝑉𝑡𝑜𝑡 . The total volume of weighed objects includes the volumes of the crucible𝑉𝑐𝑟𝑢𝑐,
the supporting hooks 𝑉ℎ𝑜𝑜𝑘 , and the sample 𝑉𝑠𝑎𝑚𝑝 (𝑝). Thus, the buoyant force is

�̃�𝑏𝑢𝑜𝑦 (𝑝) = 𝜌𝐶𝑂2(𝑝) [𝑉𝑐𝑟𝑢𝑐 +𝑉ℎ𝑜𝑜𝑘 +𝑉𝑠𝑎𝑚𝑝 (𝑝)] (II.5)

The volumeof the crucible and hooks𝑉𝑐𝑟𝑢𝑐+𝑉ℎ𝑜𝑜𝑘 wasmeasured to be 2.2675
mL by Dr. Maria Rosaria Di Caprio in a helium atmosphere before performing
experiments, as described in previous work [3]. The volume of the sample at the
given pressure 𝑉𝑠𝑎𝑚𝑝 (𝑝) can be calculated with equation II.1.

The mass of dissolved gas can thus be computed by plugging the result of
equation II.5 into equation II.4. To compute the solubility of CO2 in the polyol,
we also need the dry mass polyol, 𝑚𝑝𝑜𝑙𝑦. While we measured the polyol mass in
the atmosphere beforehand, we expect that the polyol had absorbed some of the
moisture from the humid, Neapolitan summertime atmosphere. We therefore solve
equation II.3 for 𝑚𝑝𝑜𝑙𝑦

𝑚𝑝𝑜𝑙𝑦 = Δ𝐵(𝑝 = 0) − (𝑚𝑐𝑟𝑢𝑐 + 𝑚ℎ𝑜𝑜𝑘 ) (II.6)

and plug in the known difference in balance readings at zero pressure Δ𝐵(𝑝 = 0)
and mass of the crucible and supporting hooks 𝑚𝑐𝑟𝑢𝑐 + 𝑚ℎ𝑜𝑜𝑘 to compute the dry
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polyol mass. Having computed the gas mass at the given pressure 𝑚𝑔𝑎𝑠 (𝑝) and dry
polyol mass 𝑚𝑝𝑜𝑙𝑦, we compute the solubility by mass of CO2 in the polyol,

𝑤𝐶𝑂2(𝑝) =
𝑚𝑔𝑎𝑠 (𝑝)

𝑚𝑔𝑎𝑠 (𝑝) + 𝑚𝑝𝑜𝑙𝑦

(II.7)

Next, we compute the specific volume of the sample, which is the sample
volume𝑉𝑠𝑎𝑚𝑝 (𝑝) divided by the sample mass 𝑚𝑠𝑎𝑚𝑝 (𝑝). Noting that the sum of the
gas mass and dry polyol mass gives the sample mass 𝑚𝑠𝑎𝑚𝑝 (𝑝) = 𝑚𝑔𝑎𝑠 (𝑝) +𝑚𝑝𝑜𝑙𝑦,
the specific volume is

𝑣(𝑝) =
𝑉𝑠𝑎𝑚𝑝 (𝑝)
𝑚𝑠𝑎𝑚𝑝 (𝑝)

(II.8)

To estimate the diffusivity, we followed the model derived by Crank for
diffusion into a slab [4]. The model considers an infinite slab of fluid with a
concentration dependent diffusivity with thickness 2𝑙 and a gas atmosphere on both
sides, as shown in Figure II.S2. In our case, the polyol sample is only open to the
CO2 atmosphere on one side. The situation is nevertheless analogous if we map
the midpoint of the slab (𝑥 = 0) to the base of the crucible because there is no flux
through either surface. We can therefore treat the top half of the slab in the model as
our sample in the crucible, where the parameter 𝑙 = ℎ𝑠𝑎𝑚𝑝, the height of our sample.

0

Polyol

CO2

Figure II.S2: Schematic of diffusion of CO2 (gray) into a slab of polyol (blue) with
width 𝑙 and infinite horizontal extent.

With this model, we can estimate the diffusivity of CO2 as a function of
the saturation pressure D(𝑝) in the sample in two ways: (1) fit a square-root
function to the mass of dissolved gas over time 𝑚𝑔𝑎𝑠 (𝑡) at early times and (2) fit an
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exponential function to themass of dissolved gas over time𝑚𝑔𝑎𝑠 (𝑡) upon approaching
equilibrium. While we used both to estimate the diffusivity, we generally used the
first method (square root) due to better fitting of the data and lower sensitivity to
noise. We begin by deriving the diffusivity from an early-time square-root fit. In the
book The Mathematics of Diffusion, Crank derives the mass of dissolved gas over
time at short times (see equation 4.20 on p. 48 of [4]). We adapt the notation of the
equation below, where 𝑚(𝑡) corresponds to 𝑚𝑔𝑎𝑠 (𝑡), its value at infinity 𝑚(𝑡 →∞)
is the equilibrium value of the mass of dissolved gas, 𝑚𝑔𝑎𝑠 (𝑝), the diffusivity 𝐷

is the diffusivity of CO2 at the equilibrium pressure D(𝑝), and the size parameter
corresponds to the height of our sample 𝑙 = ℎ𝑠𝑎𝑚𝑝, as mentioned earlier,

𝑚𝑔𝑎𝑠 (𝑡)
𝑚𝑔𝑎𝑠 (𝑝)

= 2

(
D(𝑝)𝑡
ℎ2
𝑠𝑎𝑚𝑝

)1/2 {
𝜋−1/2 + 2

∞∑︁
𝑛=1
(−1)𝑛 ierfc

(
𝑛ℎ𝑠𝑎𝑚𝑝√︁
D(𝑝)𝑡

)}
(II.9)

where ierfc is the integral of the complementary error function andD is an average
diffusivity in the material. Due to the complexity of deriving an accurate formula
to average the diffusivity within the sample, we will keep the changes in pressure
between measurements small enough so the diffusivity throughout the sample will
be close to the diffusivity at equilibrium for the given pressure D(𝑝). The results
of this assumption are seen in Figure II.4, where the estimated diffusivity is larger
during depressurization D𝑑𝑝 (𝑝), when the diffusivity in the sample starts higher
than the equilibriumvalue, than during pressurizationD𝑝 (𝑝), when diffusivity in the
sample starts lower than the equilibrium, i.e. D𝑝 (𝑝) < D(𝑝) < D𝑑𝑝 (𝑝). The errors
incurred by applying large changes in pressure, especially during depressurization,
can also be seen.

At short times 𝑡 ≪ 𝑙2

D , the terms in the summation are negligible, and we
can simplify this equation to

𝑚𝑔𝑎𝑠 (𝑡)
𝑚𝑔𝑎𝑠 (𝑝)

=
2
√
𝜋

(
D𝑡

𝑙2

)1/2
(II.10)

If we assume that the swelling of the sample is negligible at short times, then
the initial gradient of the mass of dissolved gas with respect to the square root of

time d
d
√
𝑡

(
𝑚𝑔𝑎𝑠 (𝑡)
𝑚𝑔𝑎𝑠 (𝑝)

)���
𝑡=𝑡0

= 2√
𝜋

(
D
𝑙2

)1/2
, where 𝑡0 is the time at which the concentration

of gas in the surrounding atmosphere is changed. Thus, the diffusivity of CO2 at
pressure 𝑝 is
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D(𝑝) =
𝜋ℎ2

𝑠𝑎𝑚𝑝

4

[
d

d
√
𝑡

(
𝑚𝑔𝑎𝑠 (𝑡)
𝑚𝑔𝑎𝑠 (𝑝)

)����
𝑡=𝑡0

]2

(II.11)

Knowing that the mass of dissolved gas 𝑚𝑔𝑎𝑠 (𝑡) will grow as 𝑡1/2 from
equation II.10, we fit the measurement of dissolved gas over time, 𝑚𝑔𝑎𝑠 (𝑡), which
can be calculated by noting that 𝑚𝑔𝑎𝑠 (𝑡) is 𝑚𝑔𝑎𝑠 (𝑝) computed at a moment in
time rather than at the equilibrium pressure. Thus, we can compute 𝑚𝑔𝑎𝑠 (𝑡) using
equation II.4 where measurements taken at the equilibrium pressure 𝑝 are replaced
measurements at a particular time 𝑡,

𝑚𝑔𝑎𝑠 (𝑡) = Δ𝐵(𝑡) − Δ𝐵(𝑝 = 0) + �̃�𝑏𝑢𝑜𝑦 (𝑡) (II.12)

We fit 𝑚𝑔𝑎𝑠 (𝑡) to the function

𝑚𝑔𝑎𝑠 (𝑡) = 𝑎
√
𝑡 − 𝑡0 + 𝑚𝑔𝑎𝑠 (𝑝𝑝𝑟𝑒𝑣) (II.13)

for positive real constants 𝑎, 𝑡0, where 𝑚𝑔𝑎𝑠 (𝑝𝑝𝑟𝑒𝑣) is the mass of gas measured at
the previous equilibrium pressure. We compared the quality of fit to the data of this
function to three other fit functions: (1) equation II.13 where 𝑡0 was specified as the
time when the pressure was changed, (2) equation II.13 where 𝑡0 was specified as in
(1) but 𝑚𝑔𝑎𝑠 (𝑝𝑝𝑟𝑒𝑣) was a fitted parameter, and (3) equation II.13 where both 𝑡0 and
𝑚𝑔𝑎𝑠 (𝑝𝑝𝑟𝑒𝑣) were fitted parameters. The form shown in equation II.13 yielded the
best fits to the data, so we used it for fitting. An example fit to the transient sample
mass is shown in Figure II.S3.

By fitting 𝑚𝑔𝑎𝑠 (𝑡) to a square-root growth in time, we find that the derivative
we must compute in equation II.11 is d

d
√
𝑡
𝑚𝑔𝑎𝑠 (𝑡) = 𝑎, one of the fitting parameters

in equation II.13. Therefore, our estimation for the diffusivity at a given pressure
based on a square-root fit is

D(𝑝) =
𝜋ℎ2

𝑠𝑎𝑚𝑝

4

(
𝑎

𝑚𝑔𝑎𝑠 (𝑝)

)2
(II.14)

In some cases, we also use the exponential-fit method to estimate the dif-
fusivity, such as when comparing to an estimate based on an exponential fit in the
literature in Figure II.S10. Below, we describe the derivation of this estimation
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method. This estimation method considers the latest stages of diffusion as the sys-
tem approaches equilibrium. Crank demonstrates that the mass of a sample in an
atmosphere of diffusing gas obeys the following equation (equation 10.168) [4],

d
d𝑡
[log(𝑚(𝑡) − 𝑚(𝑡 →∞)] = − D𝜋2

4ℎ2
𝑠𝑎𝑚𝑝

(II.15)

where we have substituted 2ℎ𝑠𝑎𝑚𝑝 for the length scale 𝑙, which is the full width of
the slab (rather than half the width) in this section of Crank’s book. At late enough
times, the concentration is close enough to the equilibrium value that the effect of the
changing concentration in the system on the diffusion coefficientD(𝑝) is negligible.
Therefore, in this model, we assume that D(𝑝) is constant and corresponds to the
diffusion coefficient at the equilibrium concentration.

We then integrate equation II.15 to arrive at the following functional form
for the mass of the sample,

𝑚(𝑡) − 𝑚(𝑡 →∞) = [𝑚(𝑡 = 0) − 𝑚(𝑡 →∞)] exp

[
− D𝜋2

4ℎ2
𝑠𝑎𝑚𝑝

𝑡

]
𝑚(𝑡 →∞) − 𝑚(𝑡)

𝑚(𝑡 →∞) − 𝑚(𝑡 = 0) = exp

[
− D𝜋2

4ℎ2
𝑠𝑎𝑚𝑝

𝑡

]

Note that, as opposed to the case for the 𝑡1/2 fit, 𝑚(𝑡 = 0) is the mass of the
sample at the beginning of the exponential behavior (which we define as 𝑡 = 0). We
can then perform a fit of the mass of absorbed gas to the following functional form,

𝑚(𝑡) = 𝐴 exp [𝐵𝑡] + 𝐶

where 𝐴, 𝐵, and 𝐶 are fitting parameters. An example fit to the transient sample
mass is shown in Figure II.S3. Then 𝐶 is the equilibrium mass of absorbed gas
𝑚(𝑡 → ∞) and 𝐵 can be related to the diffusion constant D by the following
equation,
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D = −
4ℎ2

𝑠𝑎𝑚𝑝

𝜋2 𝐵 (II.16)

giving the exponential-fit estimate of the diffusivity D. Note that the change in
ℎ𝑠𝑎𝑚𝑝 during the course of a pressure step is negligible relative to the error in the
fitted parameter 𝐵 (at most 2%).

In practice, we only measure a range forD(𝑝), with the measurement taken
upon pressurization D𝑝 (𝑝) providing the lower bound and the measurement taken
upon depressurization D𝑑𝑝 (𝑝) providing the upper bound.

Square-root Fit Exponen al Fit

∝ �
2

∝ −��

Figure II.S3: Plots of the transient mass absorption and desorption from the polyol–
CO2 sample over time. Polyol is PPG2700 g/molmeasured at 31.1 ◦C. Top: pressure
(green, left vertical axis) and dissolved weight fraction of CO2 (𝑤𝑔𝑎𝑠, blue, right
vertical axis) as a function of time for a full G-ADSA experiment. Note that the
initial transient of the weight fraction goes as the square root of time while the end of
the transient nearing equilibrium goes as exponential decay. Lower left: an example
fit of square-root function to the initial transient dissolved mass of CO2 measured
relative to the initial mass upon changing the pressure. Lower right: an example fit
of exponential decay to the final transient dissolved mass of CO2 measured relative
to the estimated equilibrium mass. Fit parameters shown in legend.

Finally, we estimate the interfacial tension at a given pressure 𝛾(𝑝) using
axisymmetric drop shape analysis (ADSA) performed with the commercial software
First Ten Angstroms 32 (FTA32). This software automatically detects the edge
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of the drop and fits a contour consistent with the predictions for a pendant drop
to the detected edge. When provided the density of the drop (reciprocal of the
specific volume 1/𝑣(𝑝)) and the density of the CO2-rich atmosphere (estimated
using the 𝑝-𝑣-𝑇 data for pure CO2 available from NIST[2]), the software computes
the interfacial tension. To learn more about the pendant drop method and its
estimation of interfacial tension, see the work of Song and Springer [5]. Because
ADSA was performed using a camera separate from the Rubotherm MSB used for
gravimetry, the two sets of measurements were synchronized to a common start
time, thereby providing simultaneous measurements of each parameter.

Propagating Uncertainty in G-ADSA Measurements
To estimate the error bars shown in the plots of G-ADSA measurements,

we propagated the uncertainty from all known sources of error through the analysis
equations. These formulas are encoded in the errprop.py library of functions
within the andylitalo/g-adsa GitHub repository [1].

Reproducibility of Results
In addition to being precise, measurements with G-ADSA are reproducible.

We demonstrate their reproducibility in two ways. First, we show that the mea-
surements made while pressurizing the system are generally statistically indistin-
guishable from those made while depressurizing the system—which may take place
days later—with few exceptions. Second, we show that measurements from two
separate experiments run under the same conditions are also generally statistically
indistinguishable. We demonstrate this reproducibility using PPG (2700 g/mol) at
60 ◦C in Figure II.S4 for the solubility of CO2 (a), interfacial tension (b), and specific
volume of the polyol-rich phase (c). For each property, the measurements made
during pressurization (filled symbols) are statistically indistinguishable from those
made during depressurization (open symbols), indicating that the measurements
were taken near equilibrium, as desired. The one exception is the measurement of
the interfacial tension at low pressures in trial 2, which was significantly lower dur-
ing depressurization than during pressurization. The cause is most likely residual
CO2 because we depressurized the system in larger steps than those with which we
pressurized the system, and the CO2 solubility is slightly higher as well. Therefore,
reaching equilibriumwould take longer, but due to limited time, we could not always
wait to reach equilibrium. The measurements from the two experiments (blue and
magenta) are generally indistinguishable, especially those of the specific volume (c).



79

The primary exception is that the CO2 solubility was measured to be slightly higher
in trial 2 than in trial 1 at pressures above 2000 kPa, which may have resulted in
slight variations in the preparation of the sample that were not accounted for in the
uncertainty analysis.

II.S2 Estimate Effects of Temperature and Molecular Weight on CO2 Solu-
bility in 4.7-functional Polyol
In Figure II.5, the solubility of CO2 in three polyols of similar molecular

weight and different functionality is compared. While the CO2 solubility appears
to decrease with increased functionality (from 2f to 3f to 4.7f), the parameters of
the measurement for the 4.7-functional polyol are not exactly the same, so a precise
comparison cannot be made. Specifically, the 4.7-functional polyol is 25 % shorter
than the others, having an average molecular weight of 728 g/mol rather than 1000
g/mol according to the manufacturer (Dow, Inc.). Additionally, the low-temperature
measurement of the 4.7-functional polyol was performed at a lower temperature (25
◦C) than was that of the other polyols (30.5 ◦C).

To distinguish the effect of functionality more clearly, we estimated the
effects of molecular weight and temperature in this measurement, as shown in
Figure II.S5. The effect of temperature can be estimated using a PC-SAFT model,
which was developed to model the branched structure of the 4.7-functional polyol.
In this branched model, a new species is added to represent the hydroxyl end groups.
These are given a high value of the 𝜖 parameter (𝑂𝐻 = 265 𝑘𝐵) than the backbone
𝜖𝑏𝑏 = 259 𝑘𝐵) to model the greater affinity of CO2 to the backbone than the end
groups noted in literature [6]. After fitting the model to the measurements of CO2

solubility for the 4.7-functional polyol shown in Figure II.5, we used the model to
estimate the solubility at 30.5 ◦C (yellow dashed line in Figure II.S5), which was
lower than the solubility measured at 25 ◦C (yellow circles in Figure II.S5).

To estimate the effect of increasing themolecular weight of the 4.7-functional
polyol from the true average value of 728 g/mol to the average value of the 2-
functional and 3-functional polyols of 1000 g/mol, we could not use the PC-SAFT
model because it does not account for the association of the hydroxyl end groups that
leads to the non-monotonic dependence of CO2 solubility on the molecular weight.
Instead, we estimated the effect by extrapolating from the measured increase in
Henry’s constant based on the data for 2-functional polyols in Figure 3 of the main
text, which is reproduced for convenience in Figure II.S6. In the Figure, Henry’s
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c)

b)

a)

Figure II.S4: Measurements from two experiments of (a) the solubility of CO2,
(b) the interfacial tension, and (c) the specific volume of the polyol-rich phase for
a mixture of CO2 and PPG (2700 g/mol) at 60 ◦C. Measurements taken during
pressurization (adsorption of CO2) are shown with filled circles while those taken
during depressurization (desorption of CO2) are shown with open circle. The mea-
surements taken from the first trial of the experiment are shown in blue and those
taken from the second trial are shown in magenta. Error bars are shown, though they
may be smaller than the symbol. In (c), the top error bar represents the systematic
error of the experiment while the bottom error bar represents the statistical error
of that particular measurement. Measurements are generally statistically indistin-
guishable, except for the solubility at high pressures and the interfacial tension at
lower pressures between experiments.
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Figure II.S5: Reproduction of Figure II.5 from the main text showing the effect
of functionality on the solubility of CO2 in polyol, here with two estimates of the
solubility in a 4.7-functional polyol. The first estimate uses a PC-SAFT model to
estimate the effect of increasing the temperature from 25 ◦C (measurement shown
in yellow circles) to 30.5 ◦C to match the temperature of the low-temperature
measurements for the 2-functional and 3-functional polyols (yellow dashed line).
The second estimate uses the effect of molecular weight on Henry’s constant to
estimate the effect of increasing the molecular weight from 728 g/mol (true value)
to 1000 g/mol (value for the 2-functional and 3-functional polyols) on Henry’s
constant at 30 ◦C, as shown in Figure II.S6, and assumes that the CO2 solubility
would increase by the same fraction (solid yellow line).

constant increases from 0.0260 ± 0.0005 (w/w)/MPa at 400 g/mol to 0.028 ± 0.001
(w/w)/MPa at 1000 g/mol. While a linear interpolation may not be accurate due to
the non-monotonicity, the downward concavity of the trendline means that any non-
monotonicity would only reduce the increase in Henry’s constant with molecular
weight from 728 g/mol to 1000 g/mol because Henry’s constant at 728 g/mol would
be higher.

Therefore, to estimate the largest increase inHenry’s constant withmolecular
weight consistent with the reported measurements, we use a linear interpolation
from the lower end of the uncertainty in the measurement at 400 g/mol (0.0255
(w/w)/MPa) to the upper end of the uncertainty in the measurement at 1000 g/mol
(0.029 (w/w)/MPa) to estimate a Henry’s constant of 0.0274 (w/w)/MPa at 728
g/mol. This linear interpolation is shown in the zoomed-in section of the plot shown
in the top of Figure II.S6. The increase in Henry’s constant from 728 g/mol to 1000
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Figure II.S6: Figure II.7 is reproduced at the bottom, showing Henry’s constant
𝐻 in weight fraction of dissolved CO2 per MPa as a function of number-averaged
molecular weight 𝑀𝑛 [g/mol]. At the top, the section of the plot used to estimate
the effect of molecular weight on Henry’s constant at 30 ◦C between 400 g/mol
and 1000 g/mol is shown. As an upper bound on the estimate, the greatest slope
within the experimental uncertainty is assumed (dashed blue line). The estimated
Henry’s constant at 728 g/mol, the molecular weight of the 1k5f polyol, is shown
(blue dashed circle). The fractional increase in Henry’s constant from 728 g/mol to
1000 g/mol for these 2-functional polyols is used as a rough estimate of the increase
in the CO2 solubility in the 1k5f polyol if its molecular weight were increased from
its true value of 728 g/mol to 1000 g/mol. The coordinates of each point on the
interpolation line are indicated by thin dashed gray lines.

g/mol would then at most be 0.0274 (w/w)/MPa to 0.029 (w/w)/MPa, which is an
increase of 5.8 %. In Figure II.S5, we increased the solubility of CO2 estimated
by the PC-SAFT model at 30.5 ◦C (yellow dashed line) by 5.8 % as an estimate of
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the solubility of CO2 in a hypothetical 4.7-functional polyol of molecular weight
1000 g/mol at 30.5 ◦C. These are the identical temperature and molecular weight
of the low-temperature measurements of CO2 solubility in the 2-functional and
3-functional polyols. Even after accounting for the effects of the discrepancy in
these parameters in the original measurements shown in Figure 1, we show that our
observation that the solubility of CO2 decrease with functionality still holds.

At 60 ◦C, the measurements in Figure 3 of the main text show that Henry’s
constant either stays constant or decreases with molecular weight between 400 g/mol
and 1000 g/mol. Therefore, our observation that the solubility of CO2 decreases
with functionality at 60 ◦C is also still true after accounting for the discrepancy in
the molecular weight.

II.S3 Comparison of G-ADSA Measurements to Literature
Here, we showmeasurements fromG-ADSA alongside measurements of the

same properties for the same polyols reported in the literature. In Figure II.S7, we
compare the measurement of the CO2 solubility of PPG (2700 g/mol) measured by
G-ADSA in the present work and by Near-infrared (NIR) in the work of Guadagno
and Kazarian [7]. We note that the solubilities measured with NIR are significantly
lower than those measured by G-ADSA, despite the difference in temperature. We
expect less statistical error from G-ADSA due to the higher number of measure-
ments at each temperature and the agreement of two repeated experiments (the 60
◦C data are combined from two indistinguishable sets of measurements), but we
cannot comment on the possibility of unknown sources of systematic error between
G-ADSA and the NIR method reported in the literature. Given that Guadagno and
Kazarian declare their solubility measurements to be “consistent” with previously
published values 30% higher than theirs, we assume that their experimental un-
certainty is on the order of 30%. Within this uncertainty, our results are likewise
consistent with theirs.

In Figure II.S8, we compare measurements of the solubility of CO2 in a
polyol (three hydroxyls per chain, 1000 g/mol, labeled SD301 in [8]) by G-ADSA
from the present work and by a similar method reported by Yang et al. [8]. The
discrepancy in these measurements is large, with G-ADSAmeasuring a significantly
lower CO2 solubility at 30.5 ◦C than Yang et al. measured at 35 ◦C, contrary to
our expectation that solubility should decrease with temperature. Both methods
use a magnetic suspension balance (Rubotherm) to measure weight and a pendant
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Figure II.S7: Solubility of CO2 in PPG (2700 g/mol) measured by G-ADSA (◦
- adsorption, × - desorption, labeled “this work” in the legend) at 31.1 ◦C (blue)
and 60◦C (red) and by FTIR at 25 ◦C (teal) and 35 ◦C (purple) by Guadagno and
Kazarian [7] (filled triangles, labeled “lit” in the legend).

to measure the interfacial tension. They differ in their estimation of the swelling
of the polyol: G-ADSA estimates the swelling by the change in the volume of the
pendant drop (assuming axisymmetry) while the method by Yang et al. estimates
the swelling by the change in the height of the polyol sample in a glass tube (ID =
5 mm). Yang et al. repeated their measurements three times, although they applied
a much larger change in pressure (2 MPa) between measurements than was used in
G-ADSA (≈ 0.5 MPa) and did not perform measurements during depressurization.
While Yang et al. reported their measurements of solubility in weight of CO2

per weight of polyol [8], we have converted them to weight of CO2 per weight of
sample for comparison to our measurements. We cannot determine the cause for
the significant discrepancy in our results.

We also compared our G-ADSA measurements of the specific volume of
this polyol–CO2 mixture. In this case, the specific volume reported by Yang et al.
is over 15% higher than the values measured with G-ADSA in the present work.
They did not provide a measurement at zero pressure, however, which could have
been compared to the value reported in the chemical technical data sheet from Dow
(specific gravity of 1.02 at 25 ◦C, i.e. specific volume of 0.98 mL/g). This reported
value is consistent with ourmeasurement of a specific volume near 1.00mL/g at 30.5
◦C given that the specific volume increases slightly with temperature. The values
reported in the literature at 35 ◦C exceeded the higher specific volume measured at
60 ◦C by G-ADSA as well. While each study used a different method to measure
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Figure II.S8: Solubility of CO2 in polyol (three hydroxyls per chain, 1000 g/mol)
as a function of pressure measured by G-ADSA and by a similar method reported
by Yang et al. [8]. G-ADSA data were measured at 30.5 ◦C (blue) and 60 ◦C (red).
Both adsorption (◦) and desorption (×) measurements are shown. Data from Yang
et al. were measured at 35 ◦C (cyan filled triangles). Error bars are plotted but may
be smaller than glyphs for some data points.

the volume of the sample, we cannot provide an explanation for their significant
discrepancy.

Figure II.S9: Specific volume of a mixture of CO2 and polyol (three hydroxyls per
chain, 1000 g/mol) as a function of pressure measured by G-ADSA and by a similar
method reported by Yang et al. [8]. G-ADSA data were measured at 30.5 ◦C (blue)
and 60 ◦C (red). Both adsorption (◦) and desorption (×) measurements are shown.
Data from Yang et al. were measured at 35 ◦C (cyan filled triangles). Error bars are
plotted but may be smaller than glyphs for some data points.

Next we compared our measurements of the diffusivity of CO2 in this polyol
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with G-ADSA to the measurement reported by Yang et al. Yang et al. estimated
the diffusivity using an exponential fit, which we found to be consistent within
uncertainty with the square-root fit method (for details on the fit methods, see
Section II.S1). Bothmeasurements report a similar power-law increase in diffusivity
with pressure. Yang et al., however, report a diffusivity about ten times larger
than measured with G-ADSA. While their measurement was performed at a higher
temperature (35 ◦C vs. 30.5 ◦Cwith G-ADSA), these diffusivities exceed even those
measured at 60 ◦C by G-ADSA. Nevertheless, we see that an outlier of the G-ADSA
data matches the literature data, but we have not explored the cause for this chance
agreement.

Figure II.S10: Diffusivity of CO2 in polyol (three hydroxyls per chain, 1000 g/mol)
as a function of pressure measured by G-ADSA and by a similar method reported
by Yang et al. [8]. Both methods fit the transient mass of dissolved gas to an
exponential function. G-ADSA data were measured at 30.5 ◦C (blue) and 60 ◦C
(red). Both adsorption (◦) and desorption (×) measurements are shown. Data from
Yang et al. were measured at 35 ◦C (cyan filled triangles). Error bars are plotted
but may be smaller than glyphs for some data points.

Last, we compare Henry’s constant measured with G-ADSA to measure-
ments for a variety of polyether polyols available in the literature in Figure II.S11.
While the data have not been neatly collapsed, a general increase in Henry’s con-
stant with molecular weight is observed for 𝑀𝑛 < 1000 g/mol followed by a general
decrease for 𝑀𝑛 > 1000 g/mol. In some studies, solubility data were not provided
at low pressures (below 1000 kPa), so we estimated Henry’s constant by the slope
from the origin to solubility measurement at the lowest pressure.
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Figure II.S11: Henry’s constant for CO2 solubility in polyether polyols is plotted as
a function of the average molecular weight. Both the data measured with G-ADSA
in this study and literature data are provided. Error bars may be smaller than glyphs
of some data points. Data are shown at different temperatures indicated by the color
as defined in the legend.

II.S4 Sensitivity of PC-SAFT and DFT Models to Variations in Parameters
In Section II.4 of the main text, parameters of a PC-SAFT thermodynamic

model of the equation of state of a binary mixture of CO2 and PPG (2700 g/mol)
were fit to CO2 solubility measurements (see Figure II.9). These fitted parameters
are reported in Table II.2. Because we fit these parameters through trial and error,
we did not compute confidence intervals. Instead, we show the effect of ±5%
variations in each of these parameters on the predictions of different properties
made by the PC-SAFT (for specific volume and solubility) and corresponding DFT
(for interfacial tension) models in Figure II.S12.

The properties of the polyol–CO2 mixture are most sensitive to the polyol
bead size 𝜎, as seen in the left column of Figure II.S12. CO2 solubility increases
with bead size while interfacial tension decreases, in large part due to the increased
concentration of dissolved CO2. The specific volume increases with bead size since
the molecular weight of each bead is kept the same, but interestingly the effect of
pressure on the specific volume reverses. For small bead size (𝜎 = 2.86 Å, blue
line), the specific volume increases with pressure, while at large bead size (𝜎 = 3.16
Å, red line), the specific volume decreases with pressure. Interestingly, the best
quantitative agreement with the G-ADSA measurements is achieved with the large
bead size, while the best qualitative agreement with the general increase in specific
volume with pressure is achieved with the small bead size. We expect that a different
model is needed to achieve both quantitative and qualitative agreement, likely one
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Figure II.S12: The sensitivity of the predictions of our PC-SAFT andDFTmodels to
the polyol parameters 𝜎 (bead size, Angstroms, first column), 𝜀 (energy parameter,
𝑘𝐵, second column), and 𝑁 (number of beads, third column) to +5% (red) and -5%
(blue) variations about the fitted value (black) are plotted for the solubility of CO2
(first row, PC-SAFT), interfacial tension (second row, DFT), and specific volume
(third row, PC-SAFT) of a mixture of CO2 and PPG (2700 g/mol). The G-ADSA
data measured at 31.1 ◦C are shown in black (adsorption ◦ and desorption ×). Error
bars may be smaller than glyphs for some data points.

that accounts for the association interactions of hydrogen bonding.

The effect of the polyol bead interaction strength 𝜖 on the polyol–CO2

properties is smaller and opposite the effect of 𝜎, as seen in the center column
of Figure II.S12. Because their effects are opposite, 𝜖 can be varied to “cancel out”
the effect of varying 𝜎, such that the same predictions for solubility and interfacial
tension are made for a degenerate set of pairs of 𝜎 and 𝜖 . The effect on specific
volume is not entirely opposite, however, because varying 𝜖 has a negligible effect
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on the qualitative behavior of the specific volume with pressure and the quantitative
effect of varying𝜎 is significantly more than that of varying 𝜖 . Consequently, within
this degenerate set of pairs of 𝜎 and 𝜖 , the predictions for specific volume can be
adjusted while those for solubility and interfacial tension remain the same.

Finally, the effect of the molecular weight is negligible on the scale of 5%
variations, as seen in the far right column of Figure II.S12. The model predictions
for each value of 𝑁 are almost indistinguishable at the scale at which they are shown.
We believe that the reason for the small size of the effect of 𝑁 is that its primary
contribution to the free energy comes into the translational entropy of the polymer,
which is proportional to 1/𝑁 . At 𝑁 = 123, a 5% change in 𝑁 yield a roughly 5%
change in 1/𝑁 , which is already small. We expect that a significant decrease in 𝑁
would increase the translational entropy of the polymer and drive greater mixing, i.e.
greater solubility of CO2 given that the CO2-phobicity of the hydroxyl end groups
is not accounted for in this model.

Alternative Parameters Increase Predicted Specific Volume, Leave Solubility
and Interfacial Tension Unchanged

Given that the PC-SAFT model grossly underestimated the specific volume
(see Figure II.12), we explored other model parameters that deviated more from
the predictions of the group contribution method [9]. We found that by increasing
both bead size 𝜎 and the interaction energy 𝜖 in proportion, we could increase
the estimate for the specific volume to be closer to the experimental measurement
without changing the estimates for solubility or interfacial tension.

II.S5 DFT Predicts Non-monotonic CO2 Concentration Profile
In the main text, we only discuss the interfacial tension along the vapor–

liquid interface predicted by our DFT model. This interfacial tension is computed
from a complete density profile along the interface. An example of such a density
profile predicted by our DFT model is shown in Figure II.S14. The plot shows the
concentrations of CO2 and PPG (2700 g/mol) at the interface between the CO2-rich
(left) and polyol-rich (right) phases. Interestingly, the CO2 partitions similarly in
both phases but accumulates at the interface. Such behavior is reminiscent of a
surfactant and suggests that CO2 may condense at the surface of bubbles that form
at high pressure to mediate the drastic change in density from polyol-rich liquid to
CO2-rich vapor. This non-monotonic density profile of the volatile component was
predicted with DFT for a binary mixture of liquid and gas by Talanquer and Oxtoby
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Figure II.S13: The agreement between the PC-SAFT model and measurements of a
mixture of CO2 and 2700 g/mol PPG is shown for two sets of PC-SAFT parameters.
The predictions of the model using the parameters listed in Table II.2 is plotted in
solid lines. The predictions of the model using 𝜎 = 3.17 Åand 𝜖 = 253 𝑘𝐵 for the
polyol (same 𝑁 value) are shown with dashed lines (alternative theory). Data are
plotted as a function of pressure [kPa] for two temperatures, 31.1 ◦C (blue) and 60 ◦
(red). a) Solubility ofCO2 [w/w] in polyol. b) Interfacial tension between polyol-rich
and CO2-rich phases [mN/m]. c) Specific volume of polyol-rich phase. The models
are identical except in their prediction of the specific volume, for which the model
represented by the solid line accurately models the qualitative trend but is inaccurate
quantitatively while the model represented by the dashed line (alternative) is more
quantitatively accurate but predicts the opposite qualitative trend with pressure.

[10] as well as for a binary mixture of CO2 and PMMA [11–13] and CO2 and
P(MMA-co-EA) copolymer [14]. Talanquer and Oxtoby attribute the decrease in
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the interfacial tension with pressure predicted by DFT (see Fig. II.11) to the increase
in the amount of this enrichment of the volatile component along the liquid–vapor
interface.

Figure II.S14: Density profiles of CO2 and PPG (2700 g/mol) at the interface
between CO2-rich (< 100 Å) and polyol-rich (> 100 Å) phases at 5 MPa and 31
◦C. Note that CO2 has a similar partitioning in both phases but accumulates at the
interface.
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C h a p t e r III

A Bubble Is Born (Nucleated): Microfluidic Flow Focusing Reveals
Early Stages of Bubble Growth

Time and space are modes by
which we think and not conditions
in which we live.

Albert Einstein

The idea to use flow-focusing was first proposed by Prof. Julie Kornfield.
The idea to perform flow-focusing with a capillary-based microfluidic device came
from a chance lunch-time discussion with Prof. Stuart Prescott (UNSW, Australia).
Dr. Orland Bateman led initial development of an acrylic-sheet microfluidic channel
and assisted with the development of the final capillary-based design. Dr. Thomas
Fitzgibbons (Dow) suggested the use of PEEK sleeves to maintain a high-pressure
seal around the observation capillary. Dr. Valerie Scott was instrumental in loaning
us the ISCO 260D high-pressure syringe pump from the Jet Propulsion Laboratory
(NASA). Steve Weigand (Argonne) designed and set up the experiment to test the
signal from SAXS.

While Chapter II focuses on the mother phase of polymer with dissolved
CO2, this Chapter and those that follow focus on the bubbles born by this mother
phase upon reducing the pressure. If the pressure is reduced enough, bubbles may be
born without the assistance of a surface by homogeneous nucleation, as discussed
in Chapter I. Experimental measurements of homogeneous bubble nucleation in
polymers have been limited by its stochasticity in space and time, its rapid depletion
of dissolved gas, and the difficulty of eliminating heterogeneous nucleation, how-
ever. Here, we describe our experimental method for overcoming these challenges
with a custom microfluidic channel and high-speed optical microscopy. To mitigate
stochasticity in space, we localize supersaturation near the centerline of flow through
a channel in a custom high-pressure (> 10 MPa) microfluidic flow-focusing appa-
ratus. Due to the roughly linear decrease in pressure with distance from the inlet,
there is a range of axial positions at which the supersaturation is sufficient to drive
homogeneous bubble nucleation. We mitigate stochasticity in time by observing
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those positions where homogeneous nucleation occurs often enough to detect many
bubbles (several per second) and rarely enough that bubbles can be studied individ-
ually. Previously, it was thought that the stochasticity of bubble nucleation posed
a fundamental limitation that “[did] not lend itself [nucleation] to generating large
amounts of reliable, tightly bunched data” [1]. Because the flow is continuously re-
plenished, we can observe bubble nucleation at a specific degree of supersaturation
for as long as desired (at least, for several hours), making possible the generation of
such data and overcoming the challenge of rapid depletion of dissolved gas by ho-
mogeneous bubble nucleation. Finally, the apparatus isolates the nucleating stream
within a sheath of pure polymer, which prevents heterogeneous nucleation along
walls (although there is still a possibility of small particles in the nucleating stream).

Although we designed the microfluidic channel for compatibility with small-
angle X-ray scattering (SAXS) and light scattering, we determined that high-speed
optical microscopywould offer the richest data source; the possibilities of measuring
bubble nucleation with SAXS and light scattering are discussed in Section III.S6
of the Supplementary Information. Due to the diffraction limit of light, optical
microscopy can only detect the early growth of bubbles larger than about 1 𝜇m,
whereas nucleated bubbles may be as small as 10 nm. Therefore, the method
described in this Chapter does not directly observe bubble nucleation. How we fit a
model to the observable period of bubble growth and use it to extrapolate the growth
backward in time to the moment of nucleation is discussed in Chapter V.

III.1 Studying Homogeneous Bubble Nucleation: Challenges and Solutions
Have you ever seen something just as it disappeared? A shooting star? A

bolt of lightning? Short, stochastic events like these can be as frustrating as they are
fascinating. Because they are stochastic, we do not know where and when to look;
because they are sudden, they disappear as soon as we do.

Single-Shot Studies of Bubble Nucleation Are Cluttered and Tedious
Homogeneous bubble nucleation is one such short, stochastic event. Tech-

niques with the spatial resolution to distinguish nanoscopic bubble nuclei, such as
small-angle X-ray scattering (SAXS) [2] or scanning electron microscopy (SEM)
[3–20], lack the time resolution to capture them live, only reporting measurements
of bubbles in a solidified matrix. Techniques that could achieve sub-microsecond
time resolution to capture the nucleation event, such as optical microscopy of batch
foaming [3, 9, 11, 14, 19, 21–34], lack the spatial resolution to distinguish the
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nucleation event itself, only reporting micron-scale images of the early growth. As
discussed in Section I.4, this dilemma has prevented direct experimental observation
and quantification of homogeneous bubble nucleation, leaving us uncertain of the
validity of the theoretical models available. The problem is further exacerbated by
the rapid depletion of dissolved gas by homogeneous bubble nucleation relative to
heterogeneous bubble nucleation due to the presence of nucleation throughout the
bulk. Due to this challenge, measurements of homogeneous bubble nucleation in
the literature are performed in batch processes and, therefore, require new sample
preparation for each measurement, slowing down data acquisition. Measurement
of homogeneous bubble nucleation also requires an exceptional degree of cleanli-
ness and isolation from surfaces to prevent heterogeneous bubble nucleation from
depleting the dissolved gas before homogeneous bubble nucleation is possible.

Nevertheless, given the challenges of direct observation, researchers have
learned a tremendous amount about effects on bubble nucleation from indirect
observations. Among the most common indirect observation methods is SEM
analysis of the cell structure after foaming. While SEM achieves high spatial
resolution, it is limited to analysis of the cells of the final solidified foam, using
the number of cells as an estimate of the number of nucleation events despite the
coalescence and ripening of bubbles during foaming. By counting cell number
and size distribution of foams with SEM, researchers have elucidated how bubble
nucleation is affected by photopolymerization [14], the addition of nucleant particles
like talc [16], the rate of depressurization [15], wall effects [11], formulation [11],
polymer glass transition temperature [4], polymer branching architecture [17], two-
stage foaming [13], and polymer crystallization from the melt [7].

Other researchers have sought more direct observation at the expense of
spatial resolution, observing the nucleation of bubbles upon depressurization of
polymer–gas mixture in high-pressure cells with high-speed microscopy, which
can capture bubble growth on the micron spatial resolution and millisecond time
resolution. These batch foaming experiments, many of which were based on the
apparatus designed by Guo et al. [21], have uncovered how bubble nucleation is
affected by photopolymerization [14], depressurization rate [27], shear [29], exten-
sional stretching [19, 20, 30], polymer crystallization [28, 30, 33], foaming agents
(sodium bicarbonate [34], talc [19], and nano-clays [35]), temperature [33], physical
blowing agent (e.g., CO2 [3, 9, 22, 24], N2 [24], hydrocarbons like cyclopentane
[3, 9], pentane [36], and isopentane [37], and alcohols [22]), wall effects [11], for-
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mulation [11], and melt retraction [25]. While microscopy studies are limited to a
two-dimensional field of view by significant light scattering from bubble surfaces,
a study by Perez-Tamarit et al. acquired three-dimensional scans of early bubble
growth during polyurethane foaming with X-ray tomography at a synchrotron X-
ray source, which they used to study the nucleating effect of nanoparticles [38].
Scattering likewise probes a three-dimensional volume of the foam and allows for
the estimation of the bubble size distribution, as demonstrated with Mie scattering
[39], diffusing wave spectroscopy [11], and small-angle X-ray scattering [2], but the
latter typically requires too long of acquisition times (seconds) to study nucleation
directly.

Although the studies above have provided tremendous insight into bubble
nucleation in polymer foaming, they are performed in batches, often requiring a
waiting period to dissolve CO2 into a highly viscous polymer sample to prepare for
foaming [40]. Ando et al. offered an elegant method for repeated homogeneous
nucleation of bubbles by local heating with a laser [41]. The heated region nucleates
a single bubble in the bulk and quickly returns to equilibrium afterward for another
measurement. This technique has not been applied to polymer foams, however.
Within the context of polymer foaming, Tsujimura et al., and later, Taki et al.,
developed transparent, high-pressure continuous flow cells for observing the onset
of foaming of polymer–gas solutions as it flowed through a channel between two
thinly spaced glass plates [27, 42, 43] or in an injection molding cell [44]. Because
the foaming fluid is in contact with the glass plates, however, much of the nucleation
was likely heterogeneous along the glass surfaces, leading to a non-uniform foaming
front and preventing study of homogeneous bubble nucleation due to the higher level
of supersaturation that it requires.

Turning Time into Space
Almost all the studies discussed above suffer from the same dilemma be-

tween time resolution and spatial resolution; those that do not suffer from parasitic
heterogeneous nucleation. This dilemma only exists for short, stochastic patterns
in time; in space, we can thoroughly scrutinize short (in length), stochastic patterns
like Turing patterns and glasses as long as we want. Is there a way to map a time
sequence onto space to permit thorough scrutiny as well?

Novice jazzmusicians likemyself have long grappledwith the same problem,
particularly when studying “bebop.” Only the most talented of musicians can
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decipher a “lick” from this style of mid-century jazz known for its rebelliously
fast tempos and unpredictable patterns [45]. Record it onto a vinyl disk, however,
and even the novice can pick out the notes by slowing down playback and looping
each section in her quest to play like the pros; the sudden and stochastic becomes
intelligible.

Such a mapping of time onto space naturally exists for heterogeneous bubble
nucleation, for which bubbles are continuously nucleated at the nucleation site with
little effect on the bulk concentration. The bubbles then rise at a predictable velocity
due to their buoyancy, allowing the observer to correlate each position to a point
in the bubble’s lifetime (see Figure I.2b). On the contrary, homogeneous bubble
nucleation quickly depletes the bulk of excess dissolved gas necessary for further
nucleation.

At the turn of the millennium, the Austin group demonstrated how to put
kinetics “on repeat” with a microfluidic technique they called “flow-focusing” [46,
47]. The technique flows a fluid stream of interest inside another fluid stream,
often studying the kinetics of reactions occurring along their interfaces. Due to the
microscopic dimensions of their channels, the Reynolds number 𝑅𝑒 remained in
the laminar regime despite low viscosities and high speed, so the fluid flowed along
straight streamlines and maintained a constant speed [48]. Constant flow speed
allowed the researchers to correlate the time that particular portion of protein was in
contact with the buffer to the distance it had traveled along the channel by dividing
that distance by the speed. The researchers could then scrutinize each millisecond
in the timeline of the protein-folding kinetics for long periods of time by observing
the corresponding location along the length of the capillary, allowing for observa-
tion with techniques that require long exposure times, such as small-angle X-ray
scattering (SAXS) [47]. The design of similar devices took off as the fabrication of
precise microfluidic channels polydimethylsiloxane (PDMS) with photolithography
became more widely available [49] due to its small sample-size requirements and
laminar flow. Unlike the original devices produced by the Austin group, focused
on generating an unperturbed interface between nearly identical fluids, many of the
devices that followed considered unlike fluids with an interfacial tension, such as oil
and water. Even a small amount of interfacial tension drives the rapid formation of
droplets due to the Plateau–Rayleigh instability [48]. The resulting droplet-based
devices permitted the observation of millisecond-scale kinetics of processes like
gelation [50], enzymatic reaction[51], and ice nucleation [52], often leveraging the
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unique mixing behavior of droplets [53].

High-pressure Microfluidics
Due to the permeability of PDMS, experiments with these devices must be

maintained near atmospheric pressure; an experiment performed at 50 psi is already
considered “high pressure” [54]. The study of homogeneous bubble nucleation
requires significantly higher pressures, however, both to achieve sufficient supersat-
uration and, in the case of polymer foams, to pump highly viscous fluids through
microscopic channels. High-pressuremicrofluidics therefore faces its own dilemma:
how does one design a design (1) strong enough to withstand high pressure (MPa-
scale) and (2) transparent enough to allow optical observation? Glass and silicon
became materials of choice due to their high pressure resistance (up to 40 MPa),
compatibility with photolithography to etch precise microfluidic channels, and high
optical transparency [55, 56]. To connect glass and silicon chips to laboratory de-
vices while maintaining high pressures and small dead volumes, pressure-resistant
connections from these chips to pumps and sampling devices were developed, some
designing custom fittings [57, 58] and others adapting existing fittings [59]. To
provide high pressure with precise flow control, these devices use high-pressure
syringe pumps, such as those produced by Teledyne ISCO. Nevertheless, etching
glass microfluidics requires a budget and resources not available outside dedicated
microfluidics or photolithography labs.

An alternative, more accessible method for high-pressure microfluidics is
capillary-based microfluidics, which flow fluids through capillary tubes instead of
etched channels. Utada et al. initially pioneered the use of tapered microcapillaries
to flow one fluid inside a sheath of another fluid, which we will refer to as “sheath
flow” [60]. Marre et al. adapted this coflow microcapillary device to ensheath
supercritical CO2 with water at high pressure (8–18 MPa) [61], which was later
modified to operate at higher temperatures and pressures [62]. Although the cap-
illary walls are thin, the interior surface area is also smaller, reducing the force
applied to the wall material, such that defect-free silica capillaries can withstand
tens of MPa in pressure [63]. Leakage is most common at the connections between
capillaries and other parts of the microfluidic device. Standard compression fittings
such as Swagelok or VICI Valco fittings cannot be applied directly to silica due to
its brittleness. Many methods for sealing these connections to withstand pressures
over 10 MPa have been demonstrated in the literature, but most require irreversible
chemical bonding [64, 65]. Some groups have achieved high pressure with remov-
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able fittings. Maharrey andMiller reached pressures as high as 28MPa using HPLC
stainless steel compression fittings on a quartz capillary ensheathed by a polyether
ether ketone (PEEK) sleeve [66]. Luther and Braeuer reported a pressure toler-
ance of 8.5 MPa for a connection between fused silica capillary epoxied in a sleeve
and a reusable stainless steel port-connector [63]. Chen-Jolly et al. demonstrated
that high pressures can be maintained in flexible perfluoroalkoxy (PFA) tubing in a
slightly larger, millimeter-scale device [67].

III.2 High-pressure Microfluidic Hydrodynamic Focusing Localizes Super-
saturation in Space and Time
By combining concepts from flow-focusing and high-pressure capillary mi-

crofluidics, we developed a continuous-flow microfluidic channel to observe ho-
mogeneous nucleation and early growth of gas bubbles in the polymer during rapid
depressurization from industrially Trelevant pressures (about 10MPa). Unlikemany
other capillary-based flow-focusing devices in the literature, which flow unlike fluids
and thus generate droplets [68, 69], we consider fluids with sufficiently low interfa-
cial tension and with high enough viscosities to suppress the breakup of the inner
stream into droplets. We begin with a discussion of how the design of the apparatus
produces sheath flow, followed by a discussion of its implications for the pressure
along the flow and its role in localizing bubble nucleation. We then describe our
fabrication method and some of the limitations of the device that were overcome
by a careful balance of the operational parameters. We close this chapter with a
discussion of the high-speed optical microscopy setup with which we captured the
early bubble growth, whose measurement and modeling we will discuss in Chapters
IV and V, respectively.

Flow-focusing Principle
One of the primary motivations behind flow-focusing is to surround the flow

of the fluid of interest with a sheath of another fluid, isolating it from the inner
walls of the flow channel. The microfluidic dimensions of the channels maintain
this “sheath flow” throughout the apparatus. A schematic of the apparatus, expected
flow, and principle behind takingmeasurements is shown in Figure III.1. An example
validation of sheath flow is shown in Figure III.S2.

In capillary-based flow focusing [63, 68, 69], sheath flow is produced inside a
tee junction by enveloping a capillary that extends across the tee junction (the “inner
capillary”) with the outer fluid before entering a transparent capillary for making
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Figure III.1: Schematic of capillary microfluidic flow-focusing and flow profile
for mapping timeline of kinetic process along length of a transparent capillary.
Polymer with dissolved gas (CO2) passes through a tee junction inside a narrow
inner capillary to the entrance of the transparent observation capillary. Pure polymer
enters through the top of the tee junction and ensheaths the inner stream before
entering the observation capillary. Because of the high viscosities (up to 5 Pa.s)
and narrow dimensions (300 𝜇m inner diameter of observation capilary, 30–50 𝜇m
inner stream), the Reynolds number 𝑅𝑒 < 10, so the flow is laminar and the miscible
inner and outer streams flow along straight streamlines with minimal mixing. On
the right, the velocity profile predicted from Stokes flow is shown, with a higher
velocity gradient in the inner stream due to the lower viscosity. Due to the loss
of dissolved gas to the outer stream along the interface of the inner stream from
diffusion, nucleation is most likely at the center, where the concentration of CO2 is
highest. The speed at the center 𝑣(𝑟 = 0) is consistent and stable, so the time for a
fluid element at the center to reach a distance 𝑑 along the observation capillary is
𝑡0 = 𝑑/𝑣(0). A microscope or other imaging device (eye schematic) can observe
that location to watch the subsequent ≈ 1 ms of bubble growth immediately after 𝑡0.
By translating along the length 𝐿 (100 mm), the average bubble behavior from the
inlet pressure 𝑝𝑖𝑛 to the outlet pressure 𝑝𝑜𝑢𝑡 can be imaged. See Figure III.2 for the
estimated pressure profile.

observations (the “observation capillary”), as shown schematically in Figure III.1.
During operation of the instrument, a polymer–gas mixture flows from the left of the
diagram through the inner capillary to the right end of the tee junction, where it exits
the inner capillary near the entrance of the observation capillary. We considered
mixtures of polyol and CO2, but bubble nucleation could be studied in other viscous
liquid–gas mixtures as well. Meanwhile, pure polymer flows from the top of the
diagram around the inner capillary before flowing to the right into the observation
capillary, where it ensheaths the polymer–gas mixture. At this point, the fluid
pressure is 𝑝𝑖𝑛, which we kept at least 10% higher than the saturation pressure of
the dissolved CO2 𝑝𝑠𝑎𝑡 to prevent heterogeneous bubble nucleation along the inside
surface of the inner capillary. Once ensheathed, the inner stream is isolated from
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the inside surface of the observation capillary, preventing heterogeneous nucleation
(unless a solid contaminant enters the flow—see the discussion of this problem
in Chapter VI). This sheath flow continues 100 mm to the end of the observation
capillary where it reaches the outlet pressure 𝑝𝑜𝑢𝑡 , which we kept at atmospheric
pressure. Unlike droplet-based microfluidics [53], the inner and outer streams here
are miscible, having the same composition besides a small fraction of gas in the
inner stream. Given that we will show that the flow is laminar as well, the interface
between them remains unperturbed in the absence of bubbles, only diffusing a small
amount of gas a few microns into the outer stream.

In comparison to many microfluidic devices, the inner diameter of our ob-
servation capillary is large (300 𝜇m) and the flow speeds are fast (up to 1 m/s), but
the flow remains laminar due to the high viscosity of the outer stream polymer and
the narrow dimension of the inner stream (30–50 𝜇m), as shown in the flow diagram
on the right of Figure III.1. We show that the flow is laminar by estimating the
Reynolds number for the inner and outer streams, which have different flow due to
the significantly lower viscosity of the inner stream as a result of the dissolved CO2.
The Reynolds number is defined as 𝑅𝑒 =

𝜌𝑈𝐿

𝜂
for fluid density 𝜌, speed 𝑈, length

scale 𝐿, and viscosity 𝜂. For the outer stream, 𝜌 ≈ 1000 kg/m3, 𝑈 < 0.5 m/s, 𝐿 =
300 𝜇m (ID of observation capillary), and 𝜂 ≈ 5 Pa.s (see polyol “1k5f” in Table
II.1), yielding 𝑅𝑒 < 0.1, indicating Stokes flow (𝑅𝑒 ≪ 1). For the inner stream, 𝜌 ≈
1000 kg/m3, 𝑈 ≈ 1 m/s, 𝐿 < 50 𝜇m, and 𝜂 > 0.01 Pa.s, yielding 𝑅𝑒 < 5, indicating
laminar (𝑅𝑒 ≪ 2000) but not Stokes flow. While the inner stream may not always
be in the Stokes flow regime, we assume Stokes flow and note that the polymers
are Newtonian (see Figure III.S1 in the SI for measurement of viscosity in a shear
rate sweep) to estimate the velocity profile as a function of the radial coordinate
𝑣(𝑟). This velocity profile is depicted in Figure III.1 and is similar to Poiseuille
flow with a steepened gradient at the center due to the lower viscosity; see Section
III.S1 for the derivation. While the velocity gradient is steep near the surface of
the inner stream, bubbles generally nucleate at the center of the inner stream, where
the velocity gradient is smallest, due to the loss of CO2 to the outer stream along
the edges. Consequently, when we observe a bubble nucleate at the center of the
stream, we can estimate the time since that fluid element entered the observation
capillary by dividing the distance 𝑑 from the entrance of the observation capillary
by the velocity at the center stream 𝑣(0), giving 𝑡0 = 𝑑/𝑣(0). The distance along
the capillary therefore maps directly onto the timeline of the flow. We then capture
around 1 ms of the growth of the bubble on high-speed video as it travels along the
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field of view of our microscope, as discussed later in this Section. Once bubbles
nucleate downstream, however, the viscosity drops significantly and the flow is no
longer completely laminar.

Due to the small dimensions, the flow rates can be kept below 300 𝜇L/min
for the outer stream and 100 𝜇L/min for the inner stream, such that a few hundred
milliliters of fluid was sufficient for a full day of experiments.

Pressure
Relative to previous high-pressure capillary microfluidics [63], the fluid

undergoes a steep pressure gradient along the observation capillary (about 100
MPa/m over 100 ms). This rapid rise in supersaturation of the dissolved gas drives a
significant increase in the rate of homogeneous bubble nucleation over the range of
our translation stage. Because of the high supersaturation required for homogeneous
nucleation, we can set up experimental conditions under which bubbles do not
nucleate before reaching the last third of the observation capillary. Most of the
flow is thus bubble-free and, as discussed earlier, remains in or near the Stokes flow
regime. Because the polymers are Newtonian (Section III.S1), we assume a roughly
constant pressure gradient along most of the observation capillary, an example of
which is shown in Figure III.2.

In this example experiment, CO2 was dissolved into the polyol for the inner
stream at a pressure of 7 MPa, just below the critical pressure (7.39 MPa [70]).
The flow rates were chosen to keep the pressure at the inlet higher, 𝑝𝑖𝑛 = 10 MPa,
and prevent nucleation of bubbles along the walls of the inner capillary. Assuming
a constant pressure gradient, we estimate the pressure profile with the plot in the
lower half of the figure along the 100 mm length of the observation capillary.
The polymer–CO2 mixture remains below the saturation pressure for the first 30
mm, so no homogeneous bubble nucleation is observed. After, the pressure in the
channel drops below the saturation pressure, supersaturating the solution. Because
homogeneous nucleation requires high degrees of supersaturation, we do not observe
bubbles until about 70 mm downstream, where the pressure is about 3 MPa. Within
the field of view (about 1 mm), we observe a bubble grow to the width of the inner
stream. The change in pressure during this growth is about 0.1 MPa, a decrease of
about 3%, so we conclude that most of the growth is the result of the diffusion of
CO2 into the bubble rather than expansion of the gas due to the decreasing pressure
(although we account for this change in pressure in our model of bubble growth in
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Figure III.2: Schematic of the pressure profile along the microfluidic capillary
described in Figure III.1. In this example experiment, CO2 is dissolved in polyol at
a saturation pressure 𝑝𝑠𝑎𝑡 = 7 MPa. The inlet to the observation capillary is kept at a
higher pressure (𝑝𝑖𝑛 = 10MPa) to prevent heterogeneous bubble nucleation along the
interior of the inner capillary before sheath flow. Because the fluids are Newtonian
before bubbles nucleate (see Figure III.S1), we assume a constant pressure gradient.
When a considerable number of bubbles has nucleated and produced a foam near
the end of the capillary, the pressure gradient decreases signficantly and we can
no longer assume Newtonian behavior. The estimated pressure profile is shown
in the bottom plot. The fluid is subsaturated (light blue region) near the entrance
of the observation capillary; bubbles are not observed (gray eye schematic). Once
supersaturated (dark blue region), bubbles are not observed until reaching high
supersaturation (black eye schematic), in this case, at 𝑝 𝑓 𝑖𝑟𝑠𝑡 = 3 MPa (yellow star).
The bubble can be observed over a field of view of about 1 mm, such that the
pressure at the last observation has dropped only to 𝑝𝑙𝑎𝑠𝑡 = 2.9 MPa (blue star). The
distance along the observation capillary is shown at the bottom.

Chapter V). Near the end of the observation capillary, bubbles have grown large
enough and nucleation is frequent enough that the inner stream becomes a foam.
The location of this transition depends on the flow rates and concentration of CO2

and can be varied anywhere along the observation capillary. Due to the significant
reduction in viscosity upon foaming, we expect a significantly smaller pressure
gradient here. This lower pressure gradient results in an error in our estimation of
the internal pressure of the capillary. This error is usually on the order of only a few
percent for most of the capillary, so we generally ignore this effect.
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Device Fabrication
After exploring several designs to implement this flow-focusing principle

(see Section III.S5 in the SI for their descriptions), we found the most success and
simplicity with a design based on a tee junction machined out of a block of acrylic
(see Figure III.S4 in the SI for dimensions). A digital image of the instrument built
with this design mounted in a red, 3D-printed polylactic acid (PLA) case is shown
in Figure III.3. The image at the top shows the inner and outer streams entering
through stainless steel tubing (Restek 316 stainless steel tubing #27768, 1/16” OD,
0.040” ID) into the acrylic tee junction and meeting just before (to the left of) the
entrance of the observation capillary (outlined in a white solid line). Due to the high
viscosity of the outer stream, we did not insert the inner stream capillary into the
observation capillary, as is done in some capillary devices for a more robust sheath
[68, 69], which would have added significant pressure resistance at the entrance
of the observation capillary. Rather, we extended the inner stream tubing with a
small capillary (800 𝜇m OD, 500 𝜇m ID, Cynken #CKS1824, 304 stainless steel)
that spanned across the entrance of the outer stream up to 1 mm from the entrance
of the observation capillary, which we attached with silver epoxy. While the inner
stream flowed slightly off center (see example snapshots in Figure III.3 due to the
imprecision of this technique and the one-sided flow from the outer stream (better
designs include flow from two sides [47] but require an additional pump), it was
simple to assemble.

To withstand the high pressures inside the acrylic tee junction (up to 15
MPa), we connected the tubing to the tee junction with VICI Valco nuts and ferrules
(316 stainless steel, 1/16”, nuts #ZN1-10, and ferrules #ZF1S6-10). While they
are rated to 10,000 psi (about 70 MPa) when used in stainless steel fittings, they
permitted a gradual leak after about an hour of 10 MPa flow in the acrylic tee
junction. This leak could have been prevented by epoxying the fittings into the
acrylic, albeit at the expense of removability. Although the acrylic tee junction
tolerated the high pressure as well, it showed some cloudiness from stress (seen
faintly along its internal channels in Figure III.3). Additionally, the outer stream
eventually indented a small cusp in the opposing wall (not seen in Figure III.3). We
did not observe any effects on the flow as a result of these changes, however.

Because the observation capillary was too brittle to apply the VICI Valco
ferrule directly, we inserted it into a hollowed-out extreme-pressure PEEK sleeve
(McMaster Carr #51085K48, 1/16” OD, 0.03” ID) before applying the ferrule.
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Figure III.3: Image of custom microfluidic capillary and acrylic tee junction in red
3D-printed microscope mount. A polymer–CO2 mixture saturated at pressure 𝑝𝑠𝑎𝑡
enters from the left (light blue arrow) and travels through a narrow inner capillary
to the entrance of the observation capillary (outlined in white). Pure polymer enters
through the top (dark blue arrow) and ensheaths the inner capillary and inner stream
of polymer–CO2. This sheath flow enters the 100 mm observation capillary at
pressure 𝑝𝑖𝑛 > 𝑝𝑠𝑎𝑡 and exits at 𝑝𝑜𝑢𝑡 , atmospheric pressure. Behind the observation
capillary is a transparent acrylic sheet that forms the base of an oil reservoir that
reduces lensing from the curved surfaces of the observation capillary. The edges of
the reservoir are sealed with orange silicone rubber at the left and right ends of the
observation capillary. Micrographs taken at different points along the observation
capillary (corresponding to different times and pressures) are shown below the
image, showing how the inner stream (48 mm) nucleates bubbles (78 mm) that grow
(84 mm) and ultimately generate a foam (94 mm). A set of collated images of
bubble growth captured with a high-speed microscopy between 67 (yellow star) and
68 mm (blue star) is shown at the bottom (inner stream only).

While the literature recommends epoxying this PEEK sleeve onto the capillary [63,
71], we did not find epoxy necessary if the sleeve fit snugly, i.e. if the PEEK sleeve
did not slide when the capillary was held vertically. Even with the PEEK sleeve,
other compression fittings like Swagelok apply too much compression and fracture
the capillary. The VICI Valco ferrule is unique in that it has a rim along the interior
of the thinner end that “chomps” into the PEEK sleeve, providing a pressure-resistant
fitting with less strain on the capillary. A similar technique has been used to observe
underwater microbes at pressures relevant to the bottom of the ocean [71].

The observation capillary must withstand high internal pressure (up to 15
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MPa) and light handling and have high optical transparency. We considered borosil-
icate (Pyrex) and fused quartz due to their optical transparency, high flexural and
tensile strength, and the availability of precision-manufactured capillaries. We suc-
cessfully performed foaming experiments with an inexpensive borosilicate (Pyrex)
observation capillary (Friedrich & Dimmock, Inc. #B100-50-100, ID = 500 𝜇m,
OD = 1000 𝜇m); see Section III.S4 of the SI for estimation of the pressure rat-
ings of these capillaries. Nevertheless, maintaining flow speeds near our target of
1 m/s under common operating conditions was easier with an inner diameter of
300 𝜇m. We could only find fused quartz capillaries at that dimension (Molex
#TSNC3001000/100, 300 𝜇m ID, 1000 𝜇m OD), although at almost one hundred
times the cost, so we used them for the experiments discussed in this manuscript.
Fused quartz also allows for compatibility with both X-ray scattering, because it is
relatively featureless in the SAXS regime, and near-infrared imaging, due to rea-
sonable transmission of wavelengths up to 3000 nm. We also tested PFA tubing
for the observation capillary but found that it was too cloudy for precise optical
measurement.

While the observation capillary is optically transparent, its curved inner
and outer surfaces sharply refract much of the transmitted light, leaving all but the
center portion of the flow dark. To prevent the refraction that causes lensing, index-
matched material must fill in the curved surface such that light only passes between
media of different indices of refraction orthogonal to the interface. The polyols
tested (see Table II.1) have indices of refraction between 1.46–1.48, similar to the
index of refraction of both borosilicate (1.47) and fused quartz (1.46). Therefore,
the outer stream fluid will prevent lensing from the inner surface of the capillary.
To prevent lensing from the outer surface, we submerge the observation capillary
in Wesson vegetable oil, often used to turn borosilicate test tubes “invisible” due
to its identical index of refraction (1.47) [72]. In Figure III.3, the oil (not shown)
is contained in a reservoir between the orange strips of silicone rubber seen near
the ends of the observation capillary and above a thin sheet of acrylic sealed with
epoxy (not visible). Because the small silicone rubber seals at the extreme ends
of the observation capillary are removable, they slowly leak oil, so oil must be
replenished periodically during experiments. Refilling a reservoir with vegetable
oil can be messy and tedious, so we also developed a technique for encasing the
observation capillary in a square capillary filled with UV-cured optical adhesive
(146H Norland optical adhesive, Edmund Optics #12-864), which we describe in
Section III.S5 of the SI. This technique was prone to entrapping bubbles in optical
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adhesive before curing and the accumulation of optical artifacts on the exterior of
the square capillary, so we preferred the oil bath.

The red plastic mount for the microfluidic channel in Figure III.3 was 3D-
printed from PLA using a CraftBot 3D printer at the Caltech Sherman Fairchild
Library’s TechLab. CAD designs can be found in the accompanying data in
data/3_bubble_birth/device_design/mf_mount.stl. The bottom of the
mount was designed to fit snugly around the translating fixture on the microscope
translation stage (Zeiss #473356-9901). For added stability, the mount contains
four cubbies along the location of this metallic fixture for 8 mm × 8 mm × 8 mm
NdFeB magnets to provide a magnetic connection. A long ramp at the outlet of
the observation capillary funnels waste away from the outlet into a waste container
beyond the translation stage.

At four distances along the observation capillary, snapshots of the flow taken
with high-speed optical microscopy are shown marked with their distance from the
inlet. In each case, the inner walls of the observation capillary are highlighted with a
solid black line. The inner stream of polymer–CO2 is clearly visible due to the lower
index of refraction than the pure polymer outer stream, which causes a slight lensing
effect. Farther along the capillary, the flow transitions from laminar (48 mm) to rare
bubble nucleation (78 mm) to elongated bubbles (84 mm) to frequent nucleation
and flow instabilities (94 mm). Within the field of view of the microscope of about 1
mm, we can watch the early growth of just-nucleated bubbles, an example of which
is shown around 67 mm at the bottom of the figure (only the inner stream is shown).
The first and last images are the same as those shown for the first and last bubble
observations shown in Figure III.2.

Not shown in Figure III.3 are the two high-pressure syringe pumps, Tele-
dyne ISCO 100DM and ISCO 260D, which pumped the inner and outer streams,
respectively. These pumps had enough capacity for hours of continuous operation
at 50 𝜇L/min and 300 𝜇L/min (ISCO 100DM: 103 mL, ISCO 260D: 266 mL),
provided precise, pulseless flow (ISCO 100DM: 0.3% of setpoint, ISCO 260D:
0.5% of setpoint), and were rated to pressures well beyond our requirements (ISCO
100DM: 69.5 MPa, ISCO 260D: 51.7 MPa). We connected these pumps to 1/16”
ball valves (Swagelok #SS-41GS2) with rigid 304 stainless steel extreme-pressure
tubing (McMaster Carr #51755K11) connected to the pumps by an internal reducing
ferrule and nut (Valco Instruments #IZR21T). The rigid tubing could break from
too much flexing, so we stabilized those connections with steel clamps. We filled
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the ISCO 260D with pure polymer through wider, 3/32” inner diameter, 1/8” outer
diameter nylon tube (Grainger #2VKT5) connected to the pump by a 1/8” ball valve
(Swagelok #SS-41GS2), a high-pressure 1/8” OD tube (FreelinWade #1A-280-10,
0.073” ID), and 1/8” VICI Valco fitting (Valco Instruments, ferrule #ZF2S6-10 and
nut #ZN2-10). The wider inner diameter was chosen to permit a faster refill rate of
the viscous outer-stream polymer (“1k5f” in Table II.1).

While the pumps are expensive and the machining of the acrylic block must
be precise, this microfluidic flow-focusing device offers a uniquely modular design
allowing for use with a variety of different pumps, fluids, and observation capillaries
to find the best for a given application.

Limitations
While this apparatus can provide unprecedented time resolution in measure-

ments of early bubble growth in polymer foams, these design choices come at a
cost that limits its measurement capabilities. Like all apparatuses, this apparatus
operates best in a particular parameter range, which is discussed in greater depth in
Section III.S2 of the SI. Outside this parameter range, certain assumptions about the
flow are no longer valid. For example, if the viscosity difference between the inner
and outer streams is too high, the interface may become unstable, as demonstrated
in Section VIII.4. If the flow is too slow, whether due to high viscosity, a narrow
observation capillary, or a low flow rate, the gas dissolved in the inner stream will
diffuse into the outer stream, leading to a heterogeneous and low concentration
profile of gas near the exit, where bubbles tend to nucleate.

Even inside the optimal parameter range, the apparatus does not always
provide steady, consistent flow. As large bubbles grow and exit the observation
capillary, they alter the effective length over which the pressure decreases to the
outlet pressure because they cannot sustain a pressure gradient. These fluctuations
in the pressure have little effect on the flow near the entrance, but near the exit, they
can dramatically alter the local pressure and, consequently, the bubble nucleation
and growth rates. The fluctuations can be so large near the exit that they can drive
sudden, large-scale nucleation events, as shown in Figure VIII.S2. The limitations
on the size of the inner stream (see Section III.S2 in the SI) place a fixed maximum
size to which a bubble can grow before it is perturbed by the outer stream. Bubble
growth measurements beyond this size no longer represent growth in an isotropic
medium. When bubbles grow beyond this size, they elongate, speed up, and generate
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significant convective currents along their sides and behind their tails, producing a
wake that affects the growth of bubbleswithin it, as discussed in SectionVIII.2. Near
the exit, enough bubbles growth to a large enough size that they overlap and interact
strongly, leading to complex behavior and flow instabilities. At this point in the
observation capillary, much of the surrounding fluid is depleted of CO2 by bubbles
or by diffusion into the outer stream. Additionally, the large number and sizes of
bubbles often results in bubble–bubble interactions, opacity of the inner stream, and
uncertainty in our estimation of the internal pressure. For these reasons, we exclude
these measurements from our discussions of bubble nucleation and growth.

III.3 High-speed Optical Microscopy Captures Early Bubble Growth
Initially, we intended to detect bubble nucleation directly with small-angle

X-ray scattering (SAXS), which detects features on the scale of bubble nucleation
(1–100 nm) [73], and light scattering, which can detect features much smaller than
the wavelength of the scattered light [74]. We estimated the signal we would detect
using SAXS by measuring the signal-to-noise ratio from various concentrations
of nanoparticle solutions, but found that the signal from bubble nucleation in our
apparatus would likely be too faint for reliable estimation of the nucleation rate,
which we discuss in Section III.S6 of the SI. Light scattering could provide a signal
for sub-micron bubble nuclei, but because the difference in index of refraction
between the inner and outer stream would distort the scattering pattern from the
bubble, we were not confident that we could accurately measure the object size or
distinguish bubbles from debris; our suggestions for a light-scattering experiment to
count the frequency of bubbles is discussed in Section III.S6 in the SI. We instead
chose to use high-speed optical microscopy to capture the early bubble growth.
Because optical microscopy is limited by the diffraction limit of light, it cannot
detect bubble nucleation. Nevertheless, it can capture images of the early growth
with high time resolution (20–50 𝜇s), which we use to extrapolate the nucleation
time with a model of bubble growth in Chapter V. Here, we describe the high-speed
optical setup we developed to capture these images.

Microscope
We used a Zeiss optical microscope with a revolving nosepiece and objective

lenses with magnifications of 4x, 10x, and 20x. See Table III.1 for their properties.

We found that these lenses allowed us to observe coarsely over a large field
of view (4x) and finely over a small field of view (20x). Lower magnification
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Magnification NA Res. @ 550 nm [𝜇m] WD [𝜇m] Corrections
4x 0.10 2.75 55.5 Plan
10x 0.22 1.25 10 None
20x 0.40 0.69 5.8 MSPlan ULWD

Table III.1: Table of properties of the objective lenses used in this study, classified
by magnification. NA is the numerical aperture. Res. @ 550 nm is the spatial
resolution of 550 nm light. WD is the working distance. “ULWD” stands for ultra-
long working distance.

would likely be unable to discern bubbles narrower than the inner stream, and
higher magnification would not be able to span the entire inner stream (and would
have too small a working distance and depth of field to capture bubbles in focus).
We used a translation stage (Zeiss, #473356-9901) to translate the microfluidic
channel for viewing different points along the observation capillary. A condenser
with an adjustable aperture (Zeiss, #465267) allowed us to balance brightness and
contrast depending on the numerical apertures of the different objectives. The light
source was collimated below the microscope and reflected upward through a field
diaphragm before reaching the condenser.

Lighting
The key to successful high-speed imaging is bright, steady lighting. Bright

lights are plentiful, but most rely on the high power provided by power outlets.
Because this electricity is AC, the resulting light flickers noticeably under high-
speed imaging. Until recently, halogen lamps powered by high-voltage DC power
supplies provided the brightest, most stable microscope light sources. Due to their
low cost, we began this project using such a light source, powering a 400W halogen
lamp (Osram HLX Xenophot EVD 36 V 400 W #64663) with a 30 V, 10 A power
source purchased fromeBay. At full power (400W), this lightwas advertised to reach
a brightness of 16 kilolumens (klm). Because we operated the light at about 80%
power with our limited power source, we expect it produced a brightness of about
12 klm, most of which was radiated in directions not captured by the microscope.
Furthermore, the halogen light source grew dangerously hot after extended use.

Nowadays, LED light sources provide brighter light with less heat than
halogen sources, though they cost significantly more. For the experiments presented
in this manuscript, we used a 3.3W, 70 klmLED (ThorLabs, cool-white SOLIS-1C),
which never caused a heat hazard. Its brightness could damage the eye, however,
so we covered all eyepieces during experimentation and wore tinted safety glasses
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while adjusting the lighting.

High-speed Camera
When purchasing a high-speed camera, the best camera provides a high-

quality image with a high record rate and short transfer time. A high-quality image
detects images over a high dynamic range with minimal readout noise. In light-
starved applications, the dynamic range is best utilized by sensitive CMOS sensors
with a high quantum efficiency (electrons generated per incident photon). A high
record rate includes both a high frame rate and a high pixel count, and is measured
in frames per second at 1 MP resolution. For a short transfer time, current state-
of-the-art high-speed cameras use 10 Gb/s ethernet cables, either directly to a hard
drive or connected through a Thunderbolt adapter—USB is not fast enough. The
transfer protocol can usually be optimized significantly through adjustments to the
software settings.

To accomplish these goals, we used a Photron Nova S6 (6400 fps@ 1MP, 64
GB). This camera also allowed us to reach sub-microsecond exposures for use with
the 20x objective, for which each pixel spanned less than 1 𝜇m. While the camera
recorded in 12-bit images, we typically compressed to 8-bit images for use with
standard 8-bit image-processing methods (see Chapter IV for further discussion).

Experimental Setup
Briefly, we describe our procedure for saturating the polymer with CO2 at

high pressure, transferring the polymer–CO2 mixture to a high-pressure syringe
pump, and flowing the mixture through our high-pressure flow-focusing channel to
drive bubble nucleation in the observation capillary.

First, slowly pour the desired polyol into the Teflon cup of a Parr reactor (Parr
Instrument Company, #4760, 240 mL capacity), careful not to entrain bubbles. Mix
in desired additives (e.g., cyclopentane, surfactant—see Chapter VII). Seal Parr
reactor top with 35 ft-lbs of torque, applied in three stages to the six bolts in a
star-shaped pattern; if flammability is a concern, run a low-pressure flow of N2

gas through the gas sampling valve until sealed. The Parr reactor is mixed with a
brushless impeller at 5–10 RPM, which has been found to be slow enough not to
entrain bubbles [3]. Gradually pressurize the Parr reactor by pumping CO2 through
the liquid sampling valve with an ISCO pump. Once the Parr reactor reaches the
desired pressure or slightly higher, close the liquid sampling valve and let mix
overnight, pumping in more CO2 as needed.
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Once the Parr reactor has equilibrated at the desired pressure, transfer its
contents to the ISCO 100DM syringe pump through the liquid sampling valve.
Throughout the transfer, the fluid must be kept above the saturation pressure to
prevent bubble nucleation along the walls of the tubing. To pressurize the Parr
reactor further, connect an N2 gas tank (Airgas Industrial grade) equipped with a
pressure regulator (Airgas CGA-580, 0–2500 psi #Y11N115H580-AG) to the gas
sampling valve of the Parr reactor and increase the pressure by at least 100 psi (0.7
MPa). Because N2 has a much lower solubility in polyol than CO2 [75, 76], we
assume that the additional partial pressure of N2 will have a negligible effect on
bubble nucleation. Before transferring the fluid to the ISCO 100DM, prime the
tubing between the liquid sampling valve and the ISCO 100DM with pure polyol
to maintain the pressure upon opening the valve. Next, open the liquid sampling
valve and slowly fill the ISCO 100DM with the fluid, maintaining the pressure in
the headspace with the N2 pressure regulator. Once the ISCO pump has been filled
with the desired amount of fluid, close its valve and the liquid sampling valve of
the Parr reactor. Slowly depressurize the tubing between the Parr and the ISCO and
between the N2 cylinder and the Parr.

To perform the experiment, mount the microfluidic apparatus into the 3D-
printed mount (see Figure III.3) and seal the ends of the oil reservoir with silicone
rubber. Mount to the microscope translation stage with NdFeB magnets. Fill the
oil reservoir with enough index-matched oil (Wesson vegetable oil) to submerge the
observation capillary. Connect the ISCO 100DM pump (filled with the polyol–CO2

mixture) to the inner stream tubing and the ISCO 260D (filled with the “1k5f”
polyol—see Table II.1) to the outer stream tubing on the microfluidic apparatus.
Prime and pressurize the apparatus and tubing with the ISCO 260D. Once the
pressure in the tubing has reached the pressure in the ISCO 100DM, begin pumping
the ISCO 100DM to provide the inner stream of nucleating fluid. After the inner
stream forms in the observation capillary, adjust the flow until bubbles can be seen
at the exit. Be careful not to let the pressure decrease so much that the entire
apparatus fills with foam and depressurizes the ISCO 100DM. Different moments in
the lifetime of the foaming flow can be captured by translating along the observation
capillary.

With sufficient dissolved CO2 and careful observation in the appropriate
region of the observation capillary, we can capture the growth of bubbles immedi-
ately after they can be detected by optical microscopy, as seen in the image at the
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bottom of Figure III.3. To our knowledge, no other group has captured the growth
following homogeneous bubble nucleation from a polymer–gas mixture with com-
parable time resolution (compare ∼ 20 𝑚𝑢s intervals between frames to the 20 ms
intervals reported in Leung et al. [77]). Given that much of the nucleation in
polymer foams occurs through homogeneous nucleation, we expect these data can
help answer many unanswered questions in the field of polymer foaming, such as
the wide variability in model estimates of the nucleation barrier (see discussion of
the state of the literature in Section I.4).

III.4 Recommendations for Future Work
Our exploration of the capabilities of the instrument discussed in this Chapter

has only been partial. Many improvements remain to be made, and many features
have yet to be utilized. Here, we offer suggestions for both.

Improvements to Current Instrument
While the instrument successfully ensheaths in the inner stream with the

outer, the inner stream does not run perfectly along the center of the observation
capillary, as seen in the example snapshots in Figure III.3. The imprecision of the
alignment of the smaller capillary silver-epoxied inside the inner stream tubing to
extend it is one likely cause. We expect that the asymmetry of the tee junction,
which receives the outer stream from only one side, also nudges the inner stream
off center. A simple improvement might be to 3D-print a mount to align the smaller
inner capillary inside the inner stream tubing while the silver epoxy is curing. If
centering the inner stream is of high importance, a more invested researcher could
machine an acrylic junction with symmetric inlets for the outer stream, both having
the same length of tubing and fed by the same source.

The instrument in its current form also does not allow observation of the
entire length of the observation capillary. While some obstruction of the entrance by
the high-pressure fitting is inevitable, the region near the exit need not be obstructed.
In the current iteration of the instrument, silicone rubber pieces are necessary at the
ends of the observation capillary to slow leakage of the oil reservoir that reduces
lensing. If done properly, the observation capillary can be encased in UV-cured
optical adhesive (e.g., Norland #146H) within a square capillary up just a few
millimeters from the exit, as described in greater detail in Section III.S5 of the
SI. The exit could then be supported on top of a transparent sheet before reaching
the incline to the waste, which would allow observation at and beyond the exit of
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the capillary. Fractionally, most of the pressure quench occurs in the final few
millimeters before the exit of the observation capillary, so we expect significant
foaming. Although we explored this modification to the instrument, we did not
implement it because of the difficulty of discerning the size and shape of such
tightly packed bubbles. Future studies of the behavior of the fluid near atmospheric
pressure should also consider alternative observation techniques.

Additional Features to Consider
The initial motivation of the present study was the nucleation and growth

of bubbles in high-pressure polyurethane foaming. We focused on only one as-
pect of polyurethane foaming, the pressure quench, but the unique properties of
polyurethane foam depend on the effects of the chemical reaction between iso-
cyanate and polyol and the heat this exothermic reaction releases as well. To study
the reaction of isocyanate with polyol, the inner stream could be replaced with
isocyanate (e.g., pMDI) and the reaction along its interface observed. From the
observations of the advancing reaction front by Machuga et al. [78], we expect
that a thread of isocyanate within a sheath of polyol could be completely penetrated
by polyol within common residence times in the observation capillary (≈ 100 ms).
Another embodiment could first impinge the polyol and isocyanate streams in a tee
junction at high pressure, as in industrial foaming nozzles [79]. The outlet of this tee
junction would provide the inner stream for the tee junction in the current embod-
iment of the device, which would ensheath the reacting mixture with more polyol.
For a diagram of how such a device with two flow-focusing tee junctions could be
produced, see Figure 1 in the work of Hessberger et al. [68]. If the flow is fast
enough, the reacting mixture could be ensheathed before causing fouling in the first
tee junction the current embodiment. Isocyanate adds two additional challenges,
however: (1) fouling and (2) exposure hazard.

The instrument presented in this Chapter is well suited to manage the first,
fouling. First, the inner stream is completely isolated from the walls of the acrylic
tee junction and observation capillary by the outer stream of polyol. Should some
solid particles enter or form within the inner stream, they would be quickly flushed
out by the overwhelming flow of the outer stream. Fouling may still occur along
the walls of the tubing and inner capillary. In this case, they are both inexpensive
and not too difficult to assemble, so the fouled part can be replaced. Pumping
isocyanate directly with an ISCO pump is not recommended due to the difficulty
of cleaning the interior in the case of following and high cost of repair. Instead,
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isocyanate could be pumped from a tubular reactor with a piston driven by hydraulic
fluid from another pump, as shown for providing pressure in the waste stream in
the apparatus of Chen-Jolly et al. [67]. The piston in the tubular reactor would
isolate the isocyanate from the pump and could be more easily cleaned in the case
of fouling.

The instrument in its present form is not as well suited to managing the
chemical hazards of isocyanate due to the open-air waste collection. If isocyanate is
used as the inner stream, the experimentwill ideally be performed in a chemical hood,
or at minimum, under a snorkel/elephant trunk in a well-ventilated environment.
The small volumes and significantly larger quantity of outer stream fluid than inner
stream fluid would reduce the likelihood of exposure to or inhalation of isocyanate,
but the severity of isocyanate exposure should not be taken lightly.

The study of the effect of temperature on bubble nucleation with the present
instrumentwould be interesting scientifically, but less practically relevant to polyurethane
foam. By studying the effect of temperature on the nucleation rate at a fixed degree
of supersaturation, the nucleation energy barrier can be estimated using the second
nucleation theorem [80, 81], which could be directly compared to theoreticalmodels,
as discussed in Chapter VI. The polyurethane reaction heats up slowly, increasing
by only a few degrees Celsius before the cream time (usually around 1 minute)
[9]. Consequently, we do not expect a significant increase in the temperature in
industrial polyurethane foaming within the residence time of the present instrument.
Temperature does provide an additional control of supersaturation, as seen by its
significant effect on CO2 solubility in Section II.2, and it can be controlled more
precisely than the pressure. For example, bubbles could be nucleated on demand
by local heating of the inner stream fluid by a laser, as in the study of homogeneous
bubble nucleation in water by Ando et al. [41]. In this way, bubbles could be
nucleated at precise locations upstream of the field of view of the microscope to
capture precise periods of their growth. Bubbles could also be nucleated in rapid
succession to study their interaction along the inner stream. Additionally, to prevent
bubble nucleation upstream of the observation capillary, the inner stream fluid can
be chilled with the cold water bath feature of the ISCO 100DM, maintaining the
fluid well below saturation. The oil reservoir used to reduce lensing could be heated
to supersaturate the fluid, even beyond the degree possible with depressurization.

While only briefly explored in Chapter VII, the present instrument is well
suited for studies of bubble nucleation from formulations of polyols, including
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physical blowing agents like cyclopentane and surfactants. These additives and
others can be mixed with the polyol before dissolving CO2 to explore their effect on
bubble nucleation and foaming.
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III.S1 Flow in Microfluidic Sheath Flow
Newtonian Polyols

Figure III.S1: Viscosity measured in a shear rate sweep from 1 1/s to 100 1/s at
a temperature of 25 degrees Celsius with 50 mm parallel plates and 0.7 mm gap
size on an ARES RFS shear rheometer. Polyol names are encoded to conceal the
identities of proprietary chemicals; for properties, see Table II.1.

Derivation of Flow Profile
Assumptions:

• Stokes flow (𝑅𝑒 ≪ 1)

• Incompressible fluid

• Newtonian fluid

• Axisymmetry about the flow axis (no 𝜃 dependence)

• Symmetric along the flow axis (no 𝑧 dependence)

• Steady flow (no time dependence)

• No-slip boundary condition at the walls

• No-stress boundary condition at the interface between the inner and outer
streams

• Effect of gravity is negligible
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Because we assume that we are in the Stokes flow regime, the governing
equation is the Stokes equation,

∇𝑝 = 𝜂∇2®𝑣 (III.1)

where 𝑝 is the pressure, 𝜂 is the viscosity, and ®𝑣 is the velocity.

Because the flow is axisymmetric, there is no velocity component in the
azimuthal (𝜃) direction. Additionally, because the flow is axisymmetric, symmetric
along the flow axis, and incompressible, there is no velocity component in the radial
(𝑟) direction, either. Thus, we only need to consider the axial component of velocity
(along the 𝑧-axis), which we will denote as 𝑤, according to convention. Then Stokes
equation III.1 can be simplified to

1
𝜂

d𝑝
d𝑧

=
1
𝑟

d
d𝑟

(
𝑟

d𝑤
d𝑟

)
(III.2)

Because the system is translationally invariant in 𝑧, the pressure gradient is
constant, d𝑝

d𝑧 ≡ −𝐺. Then the general form of the velocity profile is obtained by
integrating equation III.2 twice to get

𝑤 = −𝐺𝑟2

4𝜂
+ 𝐴 log 𝑟 + 𝐵 (III.3)

However, since we are considering flow along a cylinder that includes 𝑟 = 0
in the domain, a finite velocity requires that 𝐴 = 0. This is true even for the outer
stream’s velocity profile because it may flow through 𝑟 = 0 in the limit that the inner
flow rate goes to 0.

We call the radius of the interface between the inner and outer streams 𝑅𝑖

and the radius of the walls 𝑅. We also will denote the velocity profile of the inner
stream as 𝑤𝑖 (𝑟) on the domain 𝑟 ∈ [0, 𝑅𝑖] and that of the outer stream as 𝑤𝑜 (𝑟) on
the domain 𝑟 ∈ [𝑅𝑖, 𝑅]. Note that the inner and outer streams could have different
viscosities, denoted by 𝜂𝑖 and 𝜂𝑜. Because we assume no stress along the interface
between the two streams, the velocity of the interface is the same on either side,
which we will denote as 𝑉 . Then the boundary conditions on the velocity profile
𝑤𝑖 (𝑟) for the inner stream are
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d𝑤𝑖

d𝑟

���
𝑟=0

= 0, (axisymmetry)

𝑤𝑖 (𝑟 = 𝑅𝑖) = 𝑤𝑜 (𝑟 = 𝑅𝑖) ≡ 𝑉, continuous velocity
(III.4)

The first boundary condition is satisfied because the coefficient of the log-
arithmic term 𝐴 = 0. The second boundary condition determines the constant
coefficient

𝐵 = 𝑉 +
𝐺𝑅2

𝑖

4𝜂𝑖
(III.5)

Thus

𝑤𝑖 (𝑟) = 𝑉 +
𝐺𝑅2

𝑖

4𝜂𝑖

[
1 −

(
𝑟

𝑅𝑖

)2
]

(III.6)

The boundary conditions on the velocity profile 𝑤𝑜 (𝑟) for the outer stream
are


𝑤𝑜 (𝑟 = 𝑅𝑖) = 𝑉, continuous velocity

𝑤𝑜 (𝑟 = 𝑅) = 0, no slip along the walls
(III.7)

Solving the second boundary condition for the constant coefficient 𝐵 gives

𝐵 =
𝐺𝑅2

4𝜂𝑜
(III.8)

Thus, the velocity profile of the outer stream is

𝑤𝑜 (𝑟) =
𝐺𝑅2

4𝜂𝑜

[
1 −

( 𝑟
𝑅

)2
]

(III.9)

Substituting equation III.8 into the first boundary condition gives the velocity
at the interface between the inner and outer streams,

𝑉 =
𝐺 (𝑅2 − 𝑅2

𝑖
)

4𝜂𝑜
(III.10)



128

By plugging in the expression for 𝑉 from equation III.10 into the expression
for the inner stream velocity profile in equation III.6, we find that the velocity profile
of the inner stream is

𝑤𝑖 (𝑟) =
𝐺 (𝑅2 − 𝑅2

𝑖
)

4𝜂𝑜
+
𝐺𝑅2

𝑖

4𝜂𝑖

[
1 −

(
𝑟

𝑅𝑖

)2
]

(III.11)

The remaining unknown system parameters are the interfacial radius 𝑅𝑖 and
the negative pressure gradient 𝐺. These are set by the flow rates of the inner and
outer streams, 𝑄𝑖 and 𝑄𝑜, respectively.

Given that the inner stream’s flow rate is 𝑄𝑖,

𝑄𝑖 =

∫ 2𝜋

0

∫ 𝑅𝑖

0
𝑤𝑖 (𝑟)𝑟d𝑟d𝜃

Plugging in the result for the inner stream’s velocity profile 𝑤𝑖 (𝑟) from
equation III.11 gives

𝑄𝑖 = 2𝜋
∫ 𝑅𝑖

0

{
𝐺 (𝑅2 − 𝑅2

𝑖
)

4𝜂𝑜
+
𝐺𝑅2

𝑖

4𝜂𝑖

[
1 −

(
𝑟

𝑅𝑖

)2
]}

𝑟d𝑟

𝑄𝑖 = 2𝜋

[
𝐺 (𝑅2 − 𝑅2

𝑖
)𝑅2

𝑖

8𝜂𝑜
+
𝐺𝑅4

𝑖

16𝜂𝑖

]

which gives the following expression for the negative pressure gradient 𝐺,

𝐺 =
8𝜂𝑖𝑄𝑖

𝜋𝑅2
𝑖

[
2(𝑅2 − 𝑅2

𝑖
) 𝜂𝑖
𝜂𝑜
+ 𝑅2

𝑖

] (III.12)

Next we enforce that the outer stream’s flow rate be 𝑄𝑜,

𝑄𝑜 =

∫ 2𝜋

0

∫ 𝑅

𝑅𝑖

𝑤𝑜 (𝑟) 𝑟 d𝑟d𝜃
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Plugging in the result for the outer stream’s velocity profile 𝑤𝑜 (𝑟) from
equation III.9,

𝑄𝑜 = 2𝜋
∫ 𝑅

𝑅𝑖

(
𝐺𝑅2

4𝜂𝑜

[
1 −

( 𝑟
𝑅

)2
] )

𝑟 d𝑟

𝑄𝑜 =
𝜋𝐺

8𝜂𝑜

(
𝑅2 − 𝑅2

𝑖

)2

Plugging in the result for the negative pressure gradient G from equation
III.12 gives that

𝑄𝑜 =
𝜋

8𝜂𝑜

(
𝑅2 − 𝑅2

𝑖

)2 8𝜂𝑖𝑄𝑖

𝜋𝑅2
𝑖

[
2(𝑅2 − 𝑅2

𝑖
) 𝜂𝑖
𝜂𝑜
+ 𝑅2

𝑖

]
𝑄𝑜 =

𝜂𝑖
𝜂𝑜

(
𝑅2 − 𝑅2

𝑖

)2

𝑅2
𝑖

[
2(𝑅2 − 𝑅2

𝑖
) 𝜂𝑖
𝜂𝑜
+ 𝑅2

𝑖

]𝑄𝑖

Solving this equation for 𝑅𝑖 yields four solutions. The physical solution is
that for which 0 ≤ 𝑅𝑖 ≤ 𝑅, which is

𝑅𝑖 = 𝑅

√︄
(𝑄𝑖 +𝑄𝑜)𝜂𝑖 −

√︁
𝑄𝑜𝜂𝑖 (𝑄𝑜𝜂𝑖 +𝑄𝑖𝜂𝑜)

𝑄𝑖𝜂𝑖 + 2𝑄𝑜𝜂𝑖 −𝑄𝑜𝜂𝑜
(III.13)

Based on equation III.13, we predicted the stream width for a model system
of glycerol inside glycerol. We fixed the flow rate 𝑄𝑜𝑢𝑡 of the glycerol in the outer
stream and varied the flow rate 𝑄𝑖 of the glycerol in the inner stream. For low flow
rates 𝑄𝑖𝑛, the stream width grew roughly as the square root of the inner stream flow
rate, as shown in Figure III.S2. For an inner stream width of 𝐷𝑖𝑛 > 20 𝜇m, the
Stokes flow prediction for the inner stream width is consistent with the experimental
measurements within experimental uncertainty. Therefore, we conclude that the
Stokes flow solution can provide a useful estimate for the inner stream radius,
although its accuracymay decrease when bubbles have nucleated in the inner stream.



130

Qout = 372 L/min

Dcap = 800 m

(Qin)

�20 �m

stream

Inner flow rate Q in ( L/min)

S
tr

e
a
m

 w
id

th
 D

in
(

m
) data

��� �� � ���
�.��±�.��

theory

Figure III.S2: The width of the inner stream 𝐷𝑖𝑛 [𝜇m] is plotted as a function of
the inner stream flow rate 𝑄𝑖𝑛 [𝜇L/min] for an experiment flowing glycerol inside
a sheath of glycerol (blue triangles with error bars indicating the experimental
uncertainty in the measurement). The outer stream flow rate is fixed at 𝑄𝑜𝑢𝑡 = 372
𝜇L/min. Based on Stokes flow of a fluid flowing inside a cylindrical shell of another
fluid, the inner streamwidth 𝐷𝑖𝑛 should follow the equation in the lower right, whose
prediction is plotted (blue line) and agrees well with the measurements above 20
𝜇m. Below 20 𝜇m, the width of the inner stream plateaus, which could partially
be the result of an optical effect. The theory simplifies to 𝐷𝑖𝑛 = 𝐷𝑐𝑎𝑝

√︃
𝑄𝑖𝑛

𝑄𝑜𝑢𝑡
for

𝑄𝑖𝑛 ≪ 𝑄𝑜𝑢𝑡 , indicating that a 1/2 power-law is expected. A power-law fit is plotted
(red dashed line), which has a power slightly lower than 1/2.

Lensing
Lensing is a major challenge of cylindrical capillaries. With square capil-

laries, lensing is eliminated because the light passes through no curved surfaces,
but square capillaries and their fittings have only been shown to withstand high
pressures when their dimensions are small (inner diameter of 50 𝜇m [1]), which
is not compatible with the width of the inner stream needed to prevent complete
depletion of CO2 before reaching the outlet (at least 50 𝜇m). Lensing can occur
on the inner and outer walls of the capillary, as shown in Figure III.S3. In panel
(a), we show the effect of removing the lensing from the inner surface by filling
the capillary with index-matched vegetable oil. In panel (b), we show the effect
of removing the lensing from the outer surface by embedding the capillary in a
square block of index-matched adhesive, but lensing still occurs on the inner walls,
which are exposed to air. In panel (c), we show that by filling the capillary with
index-matched oil and embedding it in index-matched adhesive, lensing is almost
completely eliminated.
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a) b)

c)

Figure III.S3: Images of borosilicate capillary (500 𝜇m ID, 1000 𝜇m OD) under
4x magnification with three treatments. Approximate location of inner walls of the
capillary are shown with solid red lines. a) Capillary filled with index-matched
oil (Wesson vegetable oil) shows lensing from a curved outer surface. b) Empty
capillary embedded in square capillary filled with index-matched adhesive (146H
Norland optical adhesive) shows lensing from the inner surface (slight distortion in
lower right is residual oil droplet). c) Capillary filled with index-matched oil and
embedded in square capillary filled with index-matched adhesive shows no lensing.
Vertical streaks come from the image of the coils of the halogen light source.

III.S2 Parameter Selection
Parameter Selection

Briefly, we chose to focus on the saturation pressure of CO2 near its critical
pressure (7.39MPa [2]) to explore the differences between supercritical and subcrit-
ical foaming. Therefore, we considered pressure quenches on the order of 10 MPa
to ensure supersaturation was not reached until the fluid had traveled partway down
the capillary. As discussed in Chapter IV, we ultimately focused on high-speed
optical microscopy to observe bubbles. We wanted bubbles to flow at the highest
speed without causing significant motion blur. The size of motion blur 𝑑𝑏𝑙𝑢𝑟 is
the speed 𝑣 times the exposure time 𝜏𝑒𝑥𝑝, 𝑑𝑏𝑙𝑢𝑟 = 𝑣 × 𝜏𝑒𝑥𝑝. The best high-speed
cameras can reach exposure times around 1 𝜇s—shorter exposures typically are too
dim to be useful. Ideally, the pixel size 𝑑𝑝𝑖𝑥 is around the diffraction limit of about
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1 𝜇m. Thus, to keep the motion blur 𝑑𝑏𝑙𝑢𝑟 smaller than the pixel size, we need
𝑣 <

𝑑𝑝𝑖𝑥

𝜏𝑒𝑥𝑝
∼ 1 𝜇m

1 𝜇s ∼ 1 m/s. We chose the length of the capillary 𝐿 to be roughly the
length spanned by our microscope’s translation stage (∼ 100 mm). The residence
time of the fluid in the capillary would be about 𝐿/𝑣 ∼ 100 ms. We need the inner
stream to be wide enough that it is not depleted of CO2 before reaching the end of
the observation capillary. Based on the data in Figure II.4, the maximum diffusivity
we might expect is around 10−9 m𝑠/s. With that diffusivity, in 100 ms the diffusion
boundary layer grows by

√
𝐷 × 𝑡 ∼

√︁
10−9 m2/s × 0.1 s ∼ 10 𝜇m. Therefore, the

inner stream radius must be greater than 10 𝜇m. At the same time, the inner diameter
of the capillary must be small enough to maintain the ∼ 108 Pa/m pressure gradient
while keeping the speed of the flow below 1 m/s. In general, this requirement means
that the inner stream radius must be less than 50 𝜇m. We typically use an inner
stream of 20–30 𝜇m in radius.

We used the polyols listed in Table II.1. The most viscous polyol used was
the “1k5f,” which had a shear viscosity of 4820 mPa.s. Having observed that these
polyols are Newtonian in the range of shear rates 𝜔 ∈ [1, 100] Hz, we can estimate
the speed of the center of a stream of pure polyol 𝑣𝑐 = 𝐺𝑅2

4𝜂 , where 𝐺 is the pressure
gradient [Pa/m], 𝑅𝑜 is the inner radius of the capillary [m], and 𝜂 is the viscosity of
the fluid. As a strict upper bound, we can consider the case where the capillary is
entirely filled with the most viscous polyol we will consider, which has a viscosity of
about 5 Pa.s (see “1k5f” in Table II.1). The maximum inner radius of the capillary is

then 𝑅 <

√︃
4𝜂𝑣𝑚𝑎𝑥

𝐺
∼ 450 𝜇m. We ultimately considered inner radii of 100 𝜇m, 150

𝜇m, and 250 𝜇m depending on the goals of the experiment. In general, we found a
capillary with an inner radius of 150 𝜇m to be most amenable to the experiments
we were interested in.

To determine the wall thickness, we used the conservative form of Barlow’s
formula [3] to estimate the maximum pressure resistance of the capillary

𝑝𝑚𝑎𝑥 =
2 · 𝑇 · 𝑤
𝑂𝐷

(III.14)

where 𝑇 is the tensile strength of the material [Pa], 𝑤 is the wall thickness [m], and
𝑂𝐷 is the outer diameter of the capillary [m]. For tubes with a wall thickness com-
parable to the 𝑂𝐷, this formula underestimates the maximum pressure resistance.
Nevertheless, in case of sudden pressure spikes or imperfections in the capillary, we
aimed for a pressure resistance 50% higher than the maximum pressure at which we
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expected to operate (10 MPa), yielding 𝑝𝑚𝑎𝑥 = 15 MPa. We considered capillaries
made of borosilicate (Pyrex) or made of fused quartz. While the pristine tensile
strength may be measured in excess of a GPa [4], most manufacturers report a tensile
strength of 7 MPa for borosilicate and 49 MPa for fused quartz. With these values,
we can estimate that, to have a borosilicate capillary with an inner radius of 150 𝜇m
(ID = 300 𝜇m) safely withstand our target pressure, i.e. 𝑝𝑚𝑎𝑥 > 15 MPa, its wall
thickness 𝑤 > 300 𝜇m. We needed to keep the wall thickness thin enough that the
observation capillary could fit inside a PEEK sleeve and the PEEK sleeve could fit
inside a 1/16” VICI Valco fitting, which limited the outer diameter to about 1 mm.
We ultimately used a fused quartz capillary with a wall thickness of 350 𝜇m (Molex,
ID = 300 𝜇m, OD = 1000 𝜇m), although we successfully performed experiments
at 10 MPa without incident using a borosilicate capillary with an inner diameter of
500 𝜇m and an outer diameter of 1000 𝜇m (Friedrich & Dimmock).

Because we observed bubbles with optical microscopy, we set the length
of the observation capillary 𝐿 to match that of the range of a standard microscopy
translation stage (𝐿 ≈ 100 mm). We then determined the target flow speed to be as
fast as possible without introducing motion blur. For digital imaging, motion blur
occurs when an object moves more than one pixel during an exposure. To prevent
motion blur, the product of the speed 𝑣 and exposure time 𝜏𝑒𝑥𝑝 must be smaller than
the distance spanned by one pixel 𝑑𝑝𝑖𝑥 , so 𝑣 < 𝑑𝑝𝑖𝑥/𝜏𝑒𝑥𝑝. As discussed in Chapter
IV, videos became too dim for exposure times 𝜏𝑒𝑥𝑝 < 1 𝜇s, and pixels corresponded
to about 1 𝜇m with the magnification we used. Therefore, we aimed to keep the
speed 𝑣 < 1 m/s. As a result, the residence time of fluid in the channel was on the
order of 𝐿/𝑣 ∼ 100 ms.

For example, as common set of parameters in an experiment would be a
pressure gradient𝐺 = 10 MPa / 0.1 s = 108 Pa/s, an inner stream radius 𝑅𝑖 = 20 𝜇m,
an inner stream viscosity of 𝜂𝑖 = 0.01 Pa.s (true for polyol with 20–30 % dissolved
CO2 by mass), and an outer stream viscosity of 𝜂𝑜 = 5 Pa.s (polyol “1k5f‘” in Table
II.1), we calculate the speed along the center of the inner stream using equation
III.11 for 𝑟 = 0
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𝑤𝑖 (𝑟 = 0) = 𝐺

(
(𝑅2

𝑜 − 𝑅2
𝑖
)

4𝜂𝑜
+

𝑅2
𝑖

4𝜂𝑖

)
≈ 1.11 m/s

The predicted value of 1.11 m/s is sufficiently close to the 1 m/s desired.

For the tubing, we chose 1/16” OD because it was the smallest size for which
standard high-pressure fittings and valves were available from major suppliers (e.g.,
Valco Instruments, Swagelok). We used stainless steel because its pressure rating
(10,000 psi, 69 MPa) far exceeded the pressures we considered (below 2500 psi, 17
MPa). The inner diameter was selected to be as large as possible while maintaining
flexibility in the tubing—tubes with too thin of walls become inflexible. We choose
Restek 1/16” stainless steel tubing with an inner diameter of 0.95 mm (measured).
Finally, for the inner stream capillary, we choose the smallest stainless steel capillary
available that could be silver-epoxied into this tubing, which was a CynKen 304
stainless steel tube of 0.5 mm ID × 0.8 mm OD.

III.S3 Materials for Fabrication of Flow-focusing Apparatus
We list the materials and equipment required to fabricate the flow-focusing

channel shown in Figure III.3 in Table III.S1.

III.S4 High-pressure Microfluidic Flow-focusing: Device Fabrication
Machine Acrylic Tee Junction

First, we machine the 3/8”-thick acrylic block into a tee junction that can fit
VICI Valco fittings. See Figure III.S4 for the dimensional drawing submitted to the
machine shop.

Make Silicone Rubber Stoppers
To seal the oil or optical adhesive at the ends of the observation capillary, we

use silicone rubber stoppers made in a custom mold using Smoothon Ecoflex 2-part
cross-linking material. The size should match the inner dimensions of the square
capillary.



135

Name Quantity Notes
Acrylic slab (3/8”-thick, at
least 1” × 1”)

1 To be machined for tee junction;
check for crazing and strain

VICI Valco nut and ferrule 3 ea. Nut: Valco Instr. #ZN1S6
Ferrule: Valco Instr. #ZF1S6

1/16” stainless Swagelok nut
and front and back ferrule

2 ea. Nut: Swagelok #SS-102-1
Ferrule: Swagelok #SS-100-SET

1/16” stainless steel tubing 1 m Restek #27768 (0.040” ID, but mea-
sured to be about 950 𝜇m)

Stainless steel capillary (0.5
mm ID × 0.8 mm OD)

> 1 cm CynKen #CKS1824, 304 stainless
steel (for inner capillary)

Silver epoxy Pea size MG Chemicals 8331-A & 8331-B;
Paper clip works well for mixing and
spreading

Extreme-pressure PEEK
tubing 1/16” OD × 0.03” ID

> 0.5 cm McMaster Carr #51085K48; drill out
ID to fit observation capillary

Quartz or Pyrex capillary 100 mm Quartz: Polymicro Molex (300 𝜇m ×
1 mm) #1068400902
Pyrex: Friedrich & Dimmock, Inc.
#B100-50-100, (500 𝜇m × 1000 𝜇m)

NdFeB magnets 4 8 × 8 × 8 mm
3D printer 1 for printing mount (PLA filament rec-

ommended)
Steel file 1 Useful for cutting stainless steel tub-

ing to desired length
Diamond-pointed pen 1 To score capillaries and break to right

length
20 mL scintillation vial 1 For mixing 2-part silicone rubber
Wesson vegetable oil > 5 mL Index of refraction (1.47) matches

quartz, Pyrex, and polyol
1.5 mm-thick acrylic sheet 1 Cut to 14.5 mm × 78.5 mm for base

of oil reservoir
Silicone rubber 3 pcs. one 2 × 15 mm and two 2 × 10 mm;

seals oil reservoir
Loctite epoxy ≈ 1 mL Enough to line the acrylic base
Two-part silicone rubber 5 mL Smoothon Ecoflex 00-50
21-gauge needle 1 For boring rubber stopper

Table III.S1: Table of materials for fabricating flow-focusing channel shown in
Figure III.3.

Prepare Tubing
Next, use silver epoxy to fix the inner capillary (0.5 mm ID × 0.8 mm OD

stainless steel capillary) inside the stainless steel tubing (Restek). The inner capillary
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Figure III.S4: Hand-drawn dimensional sketch of acrylic tee junction to bemachined
from 3/8”-thick acrylic. Measurements are given in millimeters unless otherwise
noted.

should extend far enough from the tubing that it clears the channel for the outer stream
in the tee junction, promoting a complete and even sheath. Pump viscous polymer
through the capillary before inserting it into the microfluidic apparatus to ensure
that it will stay fixed under flow during experiments. The tubing should be long
enough to allow for translation of the microfluidic apparatus up to 10 cm; bending
the section between the ISCO pump and the apparatus into an “S” shape can provide
this flexibility. The outer stream tubing is prepared similarly, but without the need
for silver epoxy or as much flexibility.

Fit VICI Valco Fitting Around Observation Capillary
Next, fit a high-pressure VICI Valco fitting and PEEK sleeve onto the end

of the observation capillary without breaking the capillary. The inner diameter of
the PEEK sleeve may need to be bored wider with a drill to fit snugly around the
observation capillary. Place the sleeve as near the end of the observation capillary as
possible and thread the VICI Valco nut and ferrule over it so that a small section of
the sleeve is visible beyond the end of the ferrule. Holding the pieces in their places,
finger tighten into a VICI Valco fitting (HPLC fittings are suitable alternatives), then
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tighten with a wrench until the fitting firmly holds the capillary in place.

3D-print Microscope Stage Mount
The design for the 3D-printed mount can be found with the data that accom-

panies this thesis in 3_bubble_birth/device_design/mf_mount.stl. After
3D-printing and shaving off supports, laser cut a piece of acrylic to fit into the base
of the oil reservoir and epoxy in place. Test for leaks.

III.S5 Other Device Designs
As mentioned in Section III.2, we tried to reduce lensing in the observation

capillary by encasing it in a UV-cured optical adhesive (Norland #146H) instead of
submerging it in an oil reservoir. This method is more consistent, is cleaner, and
can allow for observation nearer the exit of the observation capillary. Nevertheless,
the optical adhesive is prone to entrapping small bubbles when dispensed, which
obstruct imaging. Any contamination or inhomogeneities in the optical adhesive
are permanently fixed upon curing, so exquisite care is necessary for this design to
provide images as clear as acquired with the oil reservoir, which is much easier to
adjust. Therefore, we suggest the further development of this method as future work
in Section III.4. The current, unrefined method is described below to be used as a
starting point for such development.

Materials
In addition to the materials required for the fabrication of the device with

the oil reservoir (excepting those used for the oil reservoir), the materials listed in
Table III.S2 are required to encase the observation capillary in optical adhesive.

Fabrication
Cut the two lengths of heat-shrink tubing no more than 0.5 cm. Heat-shrink

the smaller around the observation capillary about 2 cm from the top of the VICI
Valco nut; repeat for the larger. Thread cylindrical observation capillary through a
square capillary and mount vertically. Fill with optical adhesive very slowly, being
careful not to introduce bubbles. If any adhesive enters the cylindrical capillary,
clean it out and start over. Mount capillary inside an airtight vacuum chamber and
apply a light vacuum to remove any remaining bubbles. After, thoroughly clean any
spilled adhesive and fill the square capillary as near to the top of the observation
capillary as possible without allowing any to enter the capillary. Cure with UV
containing 325 nm and 365 nm wavelengths.
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Name Quantity Notes
Optical adhesive (n = 1.46) 1 mL NorlandOpticalAdhesive 146H (#12-

864); index-matched to polyol (1.48),
pyrex (1.47), and quartz (1.46)

Square glass capillary (2.0
mm ID × 0.3 mmwall thick-
ness)

8–8.5 cm Friedrich and Dimmock BST-2-30

Heat-shrink tubing 2 pcs 3 mm diameter, 5 mm length; for cen-
tering observation capillary

Two-part silicone rubber
stopper

1 Smoothon Ecoflex 00-50

UV-cure chamber 1 Large enough to house observation
capillary when mounted vertically
(Thermal Spa used for curing nail pol-
ish works)

Vacuum chamber 1 large enough to house observation
capillary when mounted vertically

Table III.S2: Table ofmaterials for encasing observation capillary in square capillary
filled with index-matched optical adhesive of flow-focusing channel shown in Figure
III.3.

III.S6 Other Methods Considered for Observing Early Bubble Growth
The microfluidic channel shown in Figure III.3 was originally designed for

compatibility with many imaging modalities due to the possibility of observation
with long exposure times. In the present work, we focused on one, high-speed
optical microscopy. Here, we describe two other imaging modalities considered and
explain why they were not pursued.

Small-angle X-ray Scattering (SAXS)
The earliest microfluidic flow-focusing devices were designed for use with

small-angle X-ray scattering (SAXS) [5] and bubble nucleation occurs within the
dimensions it probes (1–100 nm [6]). Terekhov et al. used SAXS tomeasure the size
distribution of nanometer-sized helium bubbles trapped in borosilicate [7]. While
the size range of SAXS is appropriate for detecting bubble nuclei, detecting bubbles
in dynamic systems has not been demonstrated due to the long exposure times
required (seconds). Because the instrument designed in the present study allows for
continuous observation of a particular point in the foaming timeline, it allows for
longer exposure times. We could then estimate an average bubble distribution by
averaging the signal over time, as demonstrated for the detection of the nucleation
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of CO2 particles under rapid cooling by Dingilian et al. [8]; additional applications
of this technique were reviewed by Silva [9] and Ghazal et al. [10]. Furthermore,
because the observation capillary can be made of fused quartz, which has a weaker
background signal than borosilicate glass, the faint signal of the bubbles would not
be overwhelmed by the background. The instrument is also easily portable to a
beamline as long as two ISCO pumps, a Parr reactor, and gas cylinders are available.
Nevertheless, we found that even a long exposure at the Advanced Photon Source
at Argonne National Laboratory might not produce enough signal to detect bubble
nucleation due to the low nucleation density observed and low density difference
between bubble nuclei and polyol predicted.

SAXS detects differences in densities that cause small deflections of incident
X-rays. Because the intensity of the signal is proportional to the square of the density
difference [11], a solution of nanoparticles produces the same signal as a solution
of bubbles even though nanoparticles are denser than the solvent while bubbles
are less dense. We thus estimate the signal-to-noise ratio (SNR) of bubble nuclei
with SAXS by measuring the signal from various concentrations of silica (SiO2)
nanoparticles in water (Nanocomposix #SISN50-25M, 50 ± 3 nm diameter) and
converting to the equivalent number density of bubbles. The measurements were
taken at beamline 5-ID-D of the Advanced Photon Source (APS) at the Argonne
National Laboratory (Argonne, IL, USA). We pumped various dilutions of the
nanoparticles into the quartz viewing cell of a Linkam stage (1.5 mm ID, 100 𝜇m
wall thickness) and scanned each concentration ten times with 3-second exposures.
We repeated each measurement with deionized water to provide a background.
Subtracting the background revealed a scattering signal, which is shown for different
dilutions of aqueous SiO2 nanoparticle solution in Figure III.S5. The wavelength of
X-rays was 0.7293 Å and the sample–detector distance was 8.5028 m.

From Figure III.S5, we can see that the SAXS signal at 12.50 ppm of the
nanoparticles follows the expected decreasing peaks and valleys of a solution of
nearly monodisperse spheres (the slight polydispersity causes the valleys to be more
shallow) [11]. At higher wave numbers 𝑞 and lower concentrations of nanoparticles,
the signal weakens and is drowned by noise, such that there is no discernible signal
above the background at 0.78 ppm of nanoparticles. Wewant to determine the lowest
weight fraction of nanoparticles that would give a discernible signal above the noise
and estimate the number density of bubbles of CO2 in polyol that would give a
similar signal. If our microfluidic channel cannot produce a greater number density
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Figure III.S5: Intensity of small-angle X-ray scattering (SAXS) signal as a function
of the wave number 𝑞 of different concentrations of aqueous solutions of SiO2
nanoparticles (concentrations given in ppm in legend). Signal is computed by
subtracting background from water and quartz capillary. Measurements taken at
beamline 5-ID-D of the Advanced Photon Source at Argonne National Laboratory
(Argonne, IL, USA).

of bubbles, then we would not expect a discernible signal from bubble nucleation
using SAXS.

To estimate the noise in the signal, we compute the statistical uncertainty
in the signal computed by subtracting the background (water) from a scan (water
and nanoparticles) 𝜎𝑠𝑖𝑔𝑛𝑎𝑙 . We estimate this uncertainty by adding the standard
deviation in the intensity of scans of water and nanoparticles (signal + background)
𝜎𝑠𝑐𝑎𝑛 to the standard deviation in the intensity of scans of water (background) 𝜎𝑏𝑘𝑔𝑑

in quadrature, 𝜎𝑠𝑖𝑔𝑛𝑎𝑙 =

√︃
𝜎2
𝑠𝑐𝑎𝑛 + 𝜎2

𝑏𝑘𝑔𝑑
. Because the background drifts much more

than the statistical uncertainty over the course of experiments (1 hour), as shown
in Figure III.S6, we isolate the statistical uncertainty by computing the standard
deviation of sets of ten consecutive scans and then averaging across each set of non-
consecutive scans. This drift prevents the reduction in the noise level by averaging
over more consecutive scans.

We compare our estimate for the statistical uncertainty to the background-
subtracted signal of an aqueous solution of 1.6 ppm SiO2 nanoparticles and the
background signal in Figure III.S7. The signal-to-noise ratio (SNR) is roughly
largest near the forward scattering peak 𝐼 (𝑞 = 0), where the signal is about 3.4
times larger than the noise 𝐼 (𝑞 = 0) ≈ 3.4𝜎𝑏𝑘𝑔𝑑 (𝑞 = 0). We would therefore expect
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Figure III.S6: Comparison of drift in background signal (water and quartz capillary)
over 1 hour and the standard deviation within ten consecutive background scans for
scans shown in Figure III.S5.

no discernible signal at concentrations below 1.6 ppm / 3.4 ≈ 0.5 ppm. Indeed, we
see in Figure III.S5 that while the signal at 1.56 ppm (orange) is discernible at low
𝑞 values, the signal at 0.78 ppm is indistinguishable (blue) from the background,
suggesting that our estimate of a discernible signal at 0.5 ppm is low.

Using 0.5 ppm as our estimate of the lowest concentration of SiO2 nanopar-
ticles that produce a SAXS signal discernible above the noise, we will estimate
the number density of CO2 bubbles in a polyol–CO2 mixture that would produce
a similar signal. Although we will show a model in Chapter VI that predicts bub-
bles nucleate with a diameter around 5–10 nm, these nuclei are much smaller and
denser, so they will produce a significantly weaker SAXS signal than 50 nm bubbles;
if we cannot detect a signal from 50 nm bubbles, neither will we detect a signal
from bubble nuclei. For a fixed beam intensity, the forward scattering 𝐼 (𝑞 = 0)
is proportional to the square of the total excess scattering length of a particle and
the number density of particles. The total excess scattering length scales with the
square of the product of the difference between the densities of the particles and
the solvent Δ𝜌 = 𝜌𝑝𝑎𝑟𝑡 − 𝜌𝑠𝑜𝑙𝑣 and the volume of each particle 𝑉 [11]. Thus, the
forward scattering 𝐼 (𝑞 = 0) ∝ (Δ𝜌𝑉)2𝑛. For 𝐼 (𝑞 = 0) to be equal for a solution of
SiO2 nanoparticles and a solution of bubbles,
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Figure III.S7: Comparison of small-angle X-ray scattering (SAXS) signal (blue) of
a 1.6 ppm aqueous solution of 50 nm SiO2 nanoparticles, the background (water and
quartz capillary; orange), and the statistical uncertainty in the signal (𝜎𝑠𝑖𝑔𝑛𝑎𝑙). Note
that the signal becomes featureless when its intensity decreases below the statistical
uncertainty.

𝐼𝑆𝑖𝑂2(𝑞 = 0) = 𝐼𝑏𝑢𝑏 (𝑞 = 0)
(Δ𝜌𝑆𝑖𝑂2𝑉𝑆𝑖𝑂2)2𝑛𝑆𝑖𝑂2 = (Δ𝜌𝑏𝑢𝑏𝑉𝑏𝑢𝑏)2𝑛𝑏𝑢𝑏

Assuming bubbles of 50 nm in diameter, 𝑉𝑆𝑖𝑂2 = 𝑉𝑏𝑢𝑏, so

𝑛
𝑒𝑞𝑢𝑖𝑣

𝑏𝑢𝑏
=

(
Δ𝜌𝑆𝑖𝑂2

Δ𝜌𝑏𝑢𝑏

)2
𝑛𝑆𝑖𝑂2 (III.15)

where Δ𝜌𝑆𝑖𝑂2 = 𝜌𝑆𝑖𝑂2 − 𝜌𝐻2𝑂 and Δ𝜌𝑏𝑢𝑏 = 𝜌𝐶𝑂2 − 𝜌𝑝𝑜𝑙𝑦. The densities of SiO2

and H2O are known to be 𝜌𝑆𝑖𝑂2 = 2.26 g/mL and 𝜌𝐻2𝑂 = 1.0 g/mL, respectively.
While our predictions suggest that CO2 bubbles nucleate with a liquid-like density
(see Figure VI.4), by the time they have grown from their initial size of around 10
nm to 50 nm, we estimate that the density of CO2 inside would decrease to about
𝜌𝐶𝑂2 ≈ 0.1 g/mL (see predictions of bubble growth model in Figure V.7). Finally,
the density of polyol–CO2 mixtures remain around 𝜌𝑝𝑜𝑙𝑦 ≈ 1.0 g/mL based on the
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G-ADSA measurements reported in Section II.2. Plugging in these values gives the
relationship

𝑛
𝑒𝑞𝑢𝑖𝑣

𝑏𝑢𝑏
≈ 2𝑛𝑆𝑖𝑂2 (III.16)

indicating that twice as many 50-nm bubbles of CO2 in polyol as 50-nm SiO2

nanoparticles in water are needed to generate the same SAXS intensity. In some
cases, we expect the bubble to nucleate with a liquid-like density (see Chapter VII).
If the density remains liquid-like when the bubble has grown to tens of nanometers,
the signal will be much weaker than predicted in the following analysis as a result
of the squared dependence on the difference in density from the solvent.

The concentration of SiO2 nanoparticles in the aqueous solution was given
in a parts per million weight fraction 𝑤𝑆𝑖𝑂2. Because of the low concentration, the
density of the solution is roughly that of water, 1.0 g/mL, so the weight fraction in [g
SiO2 /g solution] is equivalent to the weight fraction in [g SiO2 / mL solution]. Each
SiO2 nanoparticle has a mass of 𝑚𝑆𝑖𝑂2 = 𝜌𝑆𝑖𝑂2

(
4
3𝜋𝑅

3
𝑆𝑖𝑂2

)
≈ 1.5× 10−10 𝜇g, where

𝑅𝑆𝑖𝑂2 = 25 nm is the radius of a nanoparticle. The number density of nanoparticles
is therefore 𝑛𝑆𝑖𝑂2 = 𝑤𝑆𝑖𝑂2/𝑚𝑆𝑖𝑂2, for 𝑤𝑆𝑖𝑂2 in ppm and 𝑚𝑆𝑖𝑂2 in 𝜇g. Thus,

𝑛
𝑒𝑞𝑢𝑖𝑣

𝑏𝑢𝑏
≈ 2

1.5 × 10−10 𝜇g
𝑤𝑆𝑖𝑂2 (III.17)

We determined above that the lowest weight fraction of SiO2 nanoparticles
with a discernible signal is 𝑤𝑆𝑖𝑂2 ≈ 0.5 ppm, so the equivalent number density
of bubbles is 𝑛𝑒𝑞𝑢𝑖𝑣

𝑏𝑢𝑏
≈ 2

1.5×10−10 × 0.5 bubbles/ mL ≈ 6 ×109 bubbles / cm3. This
density is equivalent to a lattice of bubbles separated by a distance of (𝑛𝑒𝑞𝑢𝑖𝑣

𝑏𝑢𝑏
)−1/3

cm ≈ 5.5 𝜇m. Given that the closest we have observed bubbles nucleate is on the
order of 10 𝜇m (see Figure V.7) and that most of the observation capillary is filled
with pure polymer, we concluded that our experimental method does not nucleate
enough bubbles to be detected by SAXS at 50 nm diameter, let alone at 5–10 nm
upon nucleation.

Light Scattering
Light scattering is another technique known for its ability to detect and

measure the size of sub-micron objects [12], including bubbles [13]. Mie scattering
of droplets of polyol supersaturated with CO2 was explored as a complementary
method for detecting bubble nucleation by Laccetti, although further work remains
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to generate droplets from high-viscosity liquids, generate droplets with dissolved
gas, and generate droplets while maintaining high pressure [14]. Light scattering
could also be applied to the instrument presented in Figure III.3. While a laser
could be coupled into the inner stream from upstream, such as through an optical
window inserted into a bored hole in a 90◦ elbow junction, the laser would leak out
of the inner stream upon ensheathing due to the higher index of refraction of the
outer stream, leading to attenuation of the signal before reaching a bubble—see the
schematic in Figure III.S8. Alternatively, a plane-wave laser could be directed along
the length of the observation capillary and observed with a wide-angle camera to
detect early nucleation events along the capillary.

quartz rod

laser

epoxy400 um 

ID

Figure III.S8: Schematic of an idea for laser scattering. A laser (green) could
be coupled into an epoxied quartz rod aligned inside a 90◦ Swagelok elbow joint
aligned along the inner stream tubing and observation capillary. The alignment
is critical because the inner stream has a lower index of refraction than the outer
stream due to the dissolved CO2, so a laser signal will attenuate as it passes along
it. If the alignment is precise, as could be achieved with an optical bench, the laser
could be scattered by nanoscopic nuclei almost as soon as they nucleate along the
observation capillary and the locations recorded with a wide-angle camera lens.

We anticipate that the most feasible application of light scattering would
involve the focus of a laser directed perpendicularly to the observation capillary at
a precise point along its length, ideally with a spot size less than 1 mm. While
the matching of the indices of refraction of the outer stream, quartz observation
capillary, and oil reservoir eliminates most lensing effects, the difference in index
of refraction between the inner and outer streams due to the presence of high
concentrations of dissolved gas or other additives (Chapter VII) in the inner stream
would distort the background scattering. The detection of a bubble would therefore
require that the signal from the bubble is distinguishable from these distortions as
well as the fluctations therein caused by disturbances in the inner stream. We have
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not implemented this method, but offer it as a suggestion for future work.
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C h a p t e r IV

Baby Videos: High-speed Optical Microscopy Observes Early
Growth of Bubbles

You can observe a lot just by
watching.

Yogi Berra

The question is not what you look
at, but what you see.

Henry David Thoreau, August 5,
1851

Data analysis was made significantly more streamlined and efficient by
Isaac Swanlund. Much thanks to Larry Vladic and Michael Estela from Elite
Motion Systems, LLC, for assistance in setting up the high-speed camera.

An apparatus is useless without detection. A powerful mode of detection for
humans is visual observation. Our eyes train our whole lives to see patterns: they are
just missing patterns to look at. While X-ray or light scattering would have provided
earlier detection of bubble nuclei, optical microscopy provided a powerful platform
for our intuition. Just by watching, we learned a tremendous amount about this
system. Unfortunately, our brains and eyes are slow: just watching all the recorded
video generated for the present thesis would take weeks, let alone analyzing it. Here,
we briefly describe the image-processing algorithms that watched and analyzed these
videos. From these videos, the algorithms detect, track, and measure each bubble,
and extract the size, speed, position, time, and other important measured properties
into a reduced dataset. This dataset provides the input for fitting the bubble growth
model presented in Chapter V that ultimately predicts the conditions of nucleation
discussed in Chapters VI and VII.
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IV.1 Image Processing Detects, Tracks, and Measures Bubbles
Amidst the many phenomena occurring in the flow-focusing channel, the

image-processing algorithm detected, tracked, and measured bubbles observed un-
der high-speed microscopy as they flowed down the flow-focusing channel. While it
could not identify bubble nucleation due to the limited resolution of the microscope,
the algorithms could measure the early growth precisely enough to fit a model that
could predict the nucleation (Chapter V). The key components of this algorithm
were background subtraction, image segmentation, and object tracking. These al-
gorithms were primarily based on the OpenCV computer vision library [1]. The
completed CvVidProc algorithm is available on github [2], as is its implementation
for the present work bubbletracking_koe [3].

Background Subtraction
Among the most important steps of successful image processing is the dis-

tinction between objects of interest and background. Images are rich with detail, but
often only a few of those details matters to the analysis. In this case, few frames in
each video contained a bubble, and the bubble occupied a small fraction of the field
of view. A simple technique for distinguishing the objects of interest is to generate
an estimate for the parts of the image that are not interesting (the “background”) and
subtract it from each frame. In more complex measurements, this background may
change over time. Here, we fixed the position of the observation capillary within the
field of view of the microscopy during each recording, so the background remained
static, excepting an instability in the inner stream (see Section VIII.4).

We considered three methods for background subtraction, which are com-
pared in Figure IV.1: selecting a frame without any observable bubbles (usually the
first frame), taking the mean of several frames, and taking the median of several
frames. The median is typically recommended [4], but can be computationally more
expensive due to higher memory requirements without a multithreaded algorithm
like CvVidProc [2]. Indeed, taking the median provided the cleanest image of the
background despite the presence of bubbles in some of the frames (e.g., the first
frame). The median algorithm fails, however, if there are pixels that are obstructed
by objects in more than half of the frames sampled, which could occur in videos
taken near the outlet of the observation capillary where a continuous foam (see
Figure III.3) or fluid instability (see Figure VIII.11) had formed.

Using the median as the background, we subtracted the background from
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Figure IV.1: Left) Three background-subtraction methods are compared: selecting
the first frame, taking the mean of the pixels in several frames, and taking the
median of the pixels in several frames. Selecting an individual frame can sometimes
include an anomaly or even an object, such as the bubble emerging from the left
in the example shown. The mean is sensitive to objects in the foreground like
bubbles, resulting in the darker pigment of the inner stream. The median provides
the most accurate estimate of the background (circled in blue). Right) A sequence
of three frames with the median-calculated background subtracted. The sign of
the difference is kept and given a false coloring, in which red represents positive
values (brighter than the background), blue represents negative values (darker than
the background), and green represents values near 0. A bubble can be discerned as
a blue spot growing in size from frame to frame.

each image in a high-speed video of the flow-focusing channel. Because bubbles
are always darker than the background due to their strong scattering of light, we
kept track of the sign of the image upon subtracting the background, which is not
commonly implemented in background-subtraction algorithms due to the inconve-
nience and addedmemory of changing from an unsigned to a signed datatype. When
detecting bubbles, we could ignore any positive differences from the background
(brighter regions) and apply image segmentation only to the darker regions. On the
right of Figure IV.1 are three example frames after applying background subtrac-
tion. False-coloring allows for the visualization of positive (red) and negative (blue)
differences from the background. These frames show the first optical detection
of a bubble (frame 5926) followed by its subsequent growth (bubble is blue spot
indicated by white). Due to the partial volume effect resulting from the large pixel
size relative to the initial bubble size, the first signal of the bubble is fainter than
in later frames when the bubble has grown. Nevertheless, the signal from even the
smallest bubble (∼ 1 𝜇m) is easily distinguishable from the noise in the background,
indicating that bubbles could be segmented almost at pixel scale.
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Image Segmentation
Having removed the background and enhanced the signal from the bubbles,

we perform image segmentation, in which pixels are classified as belonging to
different objects or to the background. Image segmentation provides the basis
for measurement because it reveals the spatial extent of each object. While the
background has been subtracted, it has not yet been identified, so the first step ofmost
image segmentation is the distinction between background and foreground. This
distinction can quickly be made by applying a threshold to the image: pixels with
values (after subtracting) beyond the threshold are classified as objects (foreground)
while the rest are classified as background. The edges of bubbles tend to be fainter
than the core, however. If applying a uniform threshold, a high threshold will
exclude these dimmer edges while a low threshold will risk the inclusion of noise
in the foreground; a useful compromise is not always feasible. Instead, we apply a
hysteresis threshold, whose operation according to the scikit-image package [5]
is depicted schematically in Figure IV.2a. After applying a high uniform threshold, a
hysteresis threshold will apply a lower threshold to pixels contiguously connected to
those pixels that exceeded the high threshold. The result is more accurate detection
of edges with less detection of noise, and the resulting segmented shape more
accurately represents the object (see Figure IV.2b).

In the present work, both a uniform and hysteresis threshold are combined.
The thresholds are determined by performing the analysis at a sequence of threshold
values for a few videos and identifying a value for which the number of true bubbles
detected varies minimally under perturbations to the threshold value.

After separating foreground from background, accurate image segmentation
relies on the application of processing steps that utilize the unique properties of
the objects of interest. For example, because bubbles are generally round, we can
apply erosion and dilation steps to smooth out the edges of objects and arrive at less
noisy segmentations of bubbles. We also fill holes in our segmentation because the
center of some larger bubbles may appear translucent and thus be counted as part
of the background. Because we know that these regions are always surrounded by
pixels classified as foreground, they can be added to the foreground by filling holes.
Finally, because we cannot always distinguish the detection of a bubble the size of a
single pixel and salt-and-pepper noise in the background, we require the foreground
to include only objects larger than a minimum number of pixels (usually 4). Once
segmented, area, dimensions, orientation, centroid, position, and other properties
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a) b)

Figure IV.2: Schematic of hysteresis thresholding, as implemented by
scikit-image [5]. a) The large array of pixels represents the pixel values following
background subtraction. The values highlighted in orange are those representing
the object (a rectangle), while the values in black text resulted from noise. Using
a uniform threshold of 5 incorrectly segments the object and detects noise (follow
orange arrow up and to the right). Perfect segmentation is achieved by using a
hysteresis threshold, which first applies a high threshold of 7 followed by a threshold
of 3 on pixels contiguously connected to those that passed the high threshold (follow
orange arrow down and to the right). b) Top image shows a background-subtracted
frame containing a small bubble (gray patch in the center). Applying a uniform
threshold that does not pick up any noise poorly segments the object and the shape
is unrecognizable (middle image). Applying a hysteresis threshold yields a better
segmentation (bottom image).

of objects in the foreground can be measured. An example result of this image-
segmentation algorithm and subsequent measurement is shown in Figure IV.3, in
which an especially complex image is parsed into reasonable representations of
bubbles. Further filtering by shape and dimensions can distinguish bubbles (round
edges and less slender) from particles (jagged edges and often more slender).

Object Tracking
To track objects between frames, we adopted the “tracking-by-detection”

paradigm, in which object detection and tracking are separate tasks, with tracking
relying on the features and position of the objects detected (for a deeper discussion of
this paradigm, refer to Chapter 2 of the thesis by Murray [6]). After segmenting the
objects in two consecutive frames, we compared the distances between the positions
of the objects. We used a custom distance metric to take into account that bubbles
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Figure IV.3: Example of the result of applying the image segmentation algorithm
described in the text. Given a frame from a video recording of a foaming experi-
ment (top image), the image segmentation algorithm identifies which pixels belong
to which object, labels the objects (label drawn at centroid), and computes their ori-
entation and dimensions, among other properties not shown (bottom image). Gray
regions are those that passed the threshold but were excluded from the segmented
object by the segmentation algorithm. Note that non-bubble features like the con-
taminant particle at the lower left of object 1 and the particles surrounding object 0
are removed by the algorithm.

tend to travel at a consistent speed along the flow direction. Distances off the flow
axis were penalized more highly and distance along the flow axis was measured
from the predicted position based on the estimated speed. An object that appeared
upstream of an object in a subsequent frame was considered infinitely far away based
on the assumption that bubbles only travel downstream. Using this distance metric,
we applied the classic Hungarian algorithm to associate objects of the same identity
in consecutive frames [7], as depicted schematically in Figure IV.4.

After evaluating the distance metric 𝑑 between each pair of objects between
the two consecutive frames, the resulting distance matrix is searched for the smallest
value, which is 2 in this example (orange circle). Object 3 in the previous frame is
then identified as the same object as object c in the new frame, and all entries in the
corresponding row and column are removed from the matrix (indicated by orange
lines). The algorithm repeats the process, looking for the smallest distance metric
in the remaining matrix, which is 4 (blue circle). Note that, although the distance
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Figure IV.4: Schematic depicting the implementation of the Hungarian tracking
algorithm [7] with a custom distance metric. Given a frame in which three objects
have been segmented (1, 2, and 3 in the upper left) with flow from left to right,
and given a second “New Frame” in which three other objects have been segmented
(a, b, and c in the upper center), the distance metric is computed between each
pair of objects between the frames by weighing the on- and off-flow-axis distances
differently (depicted by triangle in lower left), where any bubble that is upstream
of another bubble is treated as infinitely far away. The resulting distances are given
in the matrix 𝑑 (lower center). The algorithm successively identifies the smallest
distance in the matrix, identifies the objects corresponding to its row and column,
and removes that row and column from the matrix. Specifically, it first matches
objects 3 and c (orange circle and omission of row and column crossed out by
orange lines) and then matches objects 1 and b (same but in blue). Objects 2 and a
are not matched because they are treated as infinitely far away, so object 2 is removed
from the list and object a is registered as a new object, object 4. The new labels are
assigned and can be used for tracking in the next pair of consecutive frames (upper
right).

between object 1 and object c is smaller (3, blue dashed circle), because object c
has already been assigned to object 3, this value is omitted from the search. Object
1 in the previous frame is then identified as the same object as object b in the new
frame, and all entries in the corresponding row and column are removed from the
matrix (indicated by blue lines). Because the only remaining distance is infinite
(between object 2 and object a), we declare those two objects as distinct. Object
2 is then removed from our list of objects and object a is added as object 4 for the
next frame. This process repeats until the end of the video is reached. In a more
sophisticated implementation of this algorithm, “memory” can be implemented, in
which case objects are not removed from the list of objects in the previous frame until
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they have been absent for multiple consecutive frames. In this implementation, the
object’s position is extrapolated from its previous locations. While this strategy may
improve the robustness of tracking some fainter bubbles through inhomogeneities in
the background, it would also incorrectly assign a speck of noise that was registered
in one frame to a true object a few frames later, so it was omitted from the final
analysis.

Measurement of radius [um]

Background Subtraction

Segmentation and

50 µm

?

Figure IV.5: The result of image segmentation and tracking is applied to a bubble
detected in an inner stream of PPG 2700 g/mol saturated with CO2 at 7.0 MPa and
22 ◦C (same conditions as plotted in Figure V.7). Top) Superimposed images of
bubble as it flows and grows along inner stream (outer stream outside field of view).
Middle) Top frame after background subtraction of the median and application of
a hysteresis threshold. Some images of the bubble are removed because they were
too faint to pass the threshold. Bottom) Result of image segmentation highlighted
in red with the estimated radius in 𝜇m listed above each observation of the bubble.
While the first detection of the bubble by the algorithm is at the blue star, the bubble
can be distinguished in earlier frames, but the algorithm can nevertheless not detect
nucleation directly. Recorded with the 10x objective listed in Table III.1.

The result of the background subtraction, image segmentation, and object-
tracking algorithms described above is the measurement of the size, shape, position,
speed, etc. of a bubble over several frames. Given a bubble whose observations are
superimposed in the frame shown in the top of Figure IV.5, background subtraction
and thresholding can highlight the bubbles as shown in the middle panel, and seg-
mentation and tracking identify the bubble (red highlights) and estimate properties
like its radius (recorded in 𝜇m above each observation of the bubble). While false
positives from fluctuations in the inner stream and other sources of noise must be
filtered out based on position, speed, orientation, shape, and growth of the object,
we can then estimate the number of true bubbles observed in an experiment. As
shown in the Figure, even a blurry image can be processed to track a reasonable
bubble size down to a radius of about 2 𝜇m. Given that the human eye can still



155

detect the bubble four frames (corresponding to about 70 𝜇s at 60,000 fps) before
the first detection by the image processing (marked by a blue star in the Figure), the
image processing could be fine-tuned further to capture the bubble at a smaller size.
Nevertheless, image processing will never detect bubble nucleation, which occurs
on the scale of less than 10 nm (see critical bubble volume predicted by the string
method in Figure VI.4).

Instead of fine-tuning the image processing, we used a theoretical model to
“see” smaller. In Chapter V, we discuss how we fit a model of bubble growth to
the bubble radius measured by the image-processing techniques discussed in this
Chapter. By extrapolating its predicted growth dynamics back to the critical radius,
we estimated the point along the observation capillary at which the bubble nucleated.

A Comment on the Importance of Efficient Algorithms
The algorithm to performing the image-processing tasks described in this

Chapter was originally developed in Python for its simplicity. While steps like object
tracking were computationally cheap enough to continue running in Python, the
calculation of the median to estimate the background and the loading and processing
of images was prohibitively slow. Analyzing a single 6 GB video, of which over 100
were collected in a typical experiment, would take several minutes to an hour. The
largest bottleneck was loading an entire image (an array of 104–106 pixel values) into
memory and processing it. Relieving this burden required distributing the image
across multiple threads so each would only need to load a fraction of the full image.
Additionally, because Python is an interpreted programming language, every thing
is compiled at run-time, slowing down computations.

To speed up this algorithm, Isaac Swanlund rewrote the computation of the
background and image segmentation steps as a parallel-computed, multithreaded
algorithm in C++ using optimized image-processing algorithms from the OpenCV
computer vision library [1]. This backend was embedded in a Python frontend so it
can be pip installed as a Python package (CvVidProc [2]; currently only available
for Linux and Mac). By distributing computations among multiple threads (usually
8–12) and performing computations with optimized algorithms in C++, a compiled
language, the analysis time was reduced by a factor of up to 100x. A 6 GB can
now be analyzed in under a minute, and typically in under 5 seconds. The analysis
performed to generate the plots in Chapters VI and VII would have taken at least
hundreds of additional hours without this speed-up.
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IV.2 Recommendations for Further Improvements
The image-processing pipeline used in the present work, while sufficient,

can be improved by implementing a few additional steps. First, while images are
recorded with 12-bit depth (212 = 4096 pixel brightness values), the image process-
ing was performed on an 8-bit compressed image (28 = 256 pixel brightness values)
for simplicity and efficiency. This compression reduces both the sensitivity and
the contrast in the images, limiting the smallest detectable bubble size and result-
ing in less precise boundaries during segmentation. Data storage and analysis of
12-bit images will be more memory-intensive, however. Second, threshold values
are currently estimated manually by identifying the value for which the number of
true bubbles detected is least sensitive to perturbations in the threshold value. This
algorithm could be automated and made more quantitative to speed up the analysis
and make it more robust. Third, true bubbles are currently distinguished from other
detected features (contaminant particles, fluctuations of the inner stream, bubbles
and particles in the outer stream, etc.) based on a heuristic set of requirements,
including nearness to the center line, growth in size over time, range of velocities
along the flow axis, maximum width, minimum number of frames observed, dis-
appears from view upon reaching downstream side of field of view, and maximum
aspect ratio. A machine-learning algorithm could identify more salient features and
more precise parameter ranges for this classification if someone manually classified
a few hundred objects as bubbles or not. Fourth, given the bubbles tracked with the
current algorithm, the range of bubble growth could be extended by using that infor-
mation to estimate the location of the bubble in frames prior to the first detection.
In just the pixels near these locations, a more sensitive threshold and less erosive
image segmentation could be applied to have a higher sensitivity without picking
up noise. Finally, the object-tracking algorithm currently fails to detect merging
and splitting events of bubbles. More complex algorithms like MHT-X [8] could be
implemented to track objects properly through merging and splitting events, which
would expand our ability to make quantitative measurements of ripening beyond our
currently qualitative estimates (Section VIII.3).
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C h a p t e r V

Extrapolating Beyond the Limits of Optical Microscopy: Transport
Model of Bubble Growth

Time itself must come to a stop.
You can’t get to a time before the
big bang, because there was no
time before the big bang.

Stephen Hawking

Prof. Richard Flagan of Caltech first proposed to me the idea of estimating
the nucleation time of a bubble by fitting a model and extrapolating backward in
time. Prof. John Brady stressed the importance of radial convection until I found
out how to account for it. Dr. Valeriy Ginzburg and Dr. Irfan Khan of Dow, Inc.
offered helpful feedback on the early drafts of the model presented in this Chapter.

Time marches forward—the opportunity to observe is lost forever. The
opportunity to imagine, however, is always at hand. In our imagination, we can
travel to any time we wish, future, past, or present. How much can we trust our
imagination to illuminate the unseen? This is the question that challenges each
scientific model; by repeated agreement between the newly seen and previously
imagined, the imagined models gain our trust.

Likewise, this question challenges our ability to draw any conclusions about
bubble nucleation from the method proposed in Chapter III. While we hope that
X-ray or light scattering might someday permit nanoscopic bubble nuclei to be
detected in the present apparatus, the optical microscopy used for the present work
could not detect bubbles smaller than 1 𝜇m, two orders of magnitude larger than a
bubble nucleus based on the predictions of our nucleation model (Chapter VI). This
challenge is depicted in Figure V.1, but so is our solution. Using image processing,
we can measure the size of bubbles with high precision over the range of 1–10 𝜇m.
As Stephen Hawking traced the expansion of the universe back to the Big Bang
based on a model fit to measurements of later growth, so do we hope to trace the
growth of the bubbles we observe back to their nucleation—their “Little Bang,” if
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you will—using a model of bubble growth fit to our measurements of their later
growth.

Figure V.1: Schematic of the limitations of optical microscopy in detecting bubble
nucleation. Top: superposed images of the growth of a bubble from first detection
inside the inner stream of polyol and CO2 within a schematic of the outer stream
(blue cylinder). The bubble was detected in an inner stream of 1k3f polyol (see
Table II.1) saturated with CO2 at 70 bar (7 MPa, 1015 psi) flowing at 50 𝜇L/min
inside a sheath of 1k5f polyol flowing at 230 𝜇L/min inside a quartz capillary with
an inner diameter of 300 𝜇m and a length of 100 mm at 67 mm from the inlet
under a 10x objective (see Table III.1). At the left side of the image of the inner
stream, white dots of decreasing size indicate hypothetical bubble sizes too small
to detect with optical microscopy, leading back to a hypothetical moment of bubble
nucleation (star with “?”). Lower left: The size of the expected bubble nucleus of
about 10 nm is shown relative to the size of the smallest bubble detectable with
optical microscopy of 1 𝜇m (bubbles are shown to the same relative scale). Lower
right: segment of the same image of superposed bubble detections from the top but
with image segmentation from the image-processing algorithm highlighted in red to
show the quality of measurement and the estimated bubble radius in 𝜇m written in
white above each bubble detection. The blue star at the right marks the same bubble
observation as is marked by the blue star in the top image.

Here, we first explore the dominant physics driving bubble growth to moti-
vate our decision to model it with the classic Epstein–Plesset model [1] in Section
V.1. We consider several modifications to the original form of the model in Section
V.2 and discuss how we fit these models to the data in Section V.3. The model that
fits the data best assumes a diffusive flux as much as an order of magnitude larger
than predicted based on the measured transport properties. We suggest that convec-
tion along the surface of the bubble steepens the concentration gradient at the surface
to account for this enhanced flux and propose possible causes of this convection in
Section V.3. In Section V.4, we estimate the time of nucleation during a bubble’s
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journey along the observation capillary by fitting the visible portion of its spherical
growth (1–10 𝜇m) to a model of bubble growth and extrapolating backward in time
to the critical radius of nucleation. Finally, we close with recommendations for
future work in Section V.5.

V.1 Models of Bubble Growth in Supersaturated Liquids
The growth of a bubble in a supersaturated liquid is governed by several

coupled effects. In general, the primary driving force for growth is considered to be
the diffusion of dissolved gas from the supersaturated liquid into the bubble. This
problem was solved by Epstein and Plesset for the case of a single bubble in an
infinite bath of incompressible liquid held at constant temperature and pressure with
a uniform diffusivity constant and fixed interfacial tension [1]. The Epstein–Plesset
model neglects the effect of radial convection, which was not incorporated until the
work of Scriven, who noted the similarity of this problem to the growth of a bubble
in a superheated liquid [2]. Scriven also noted that many of the other factors at play
in bubble growth, such as viscous resistance, inertia, and interfacial tension become
negligible early in the growth of the bubble, so he only considered the asymptotic
growth of the bubble at times late enough that these factors could be safely neglected.
Barlow and Langlois presented a model for bubble growth that include these factors
yet decouples the diffusion from the hydrodynamics by a Lagrangian transform [3].
Due to the nonlinearity of the governing equation, however, a solution could only
be obtained numerically, which they achieved by assuming that the concentration
primarily varies within a thin shell much smaller than the size of the bubble, similar
to the work of Plesset and Zwick on the problem of bubble growth in a superheated
liquid [4]. Venerus and Yala later reported that this approximation is only valid in
the case of rapid bubble growth [5]. While the growth of bubbles in a foam is limited
by the finite supply of dissolved gas and competition with neighboring bubbles, first
modeled using the “cell model” of Amon and Denson [6], the scope of this Chapter
is limited to the growth of bubbles in isolation, however.

In the present analysis, we assume that the dominant driving forces for growth
are diffusion and radial convection. We neglect the effects of inertia, viscosity, and
interfacial tension. As noted by Scriven [2], these factors become negligible after
a short time. Barlow and Langlois [3] estimated this time scale with the following
equation,
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𝜌𝛾2D
8𝑝𝑎𝑡

+ 2𝜂
𝑝𝑎𝑡
+ 2𝜎
𝑝𝑎𝛾
√
D𝑡
≫ 1 (V.1)

where 𝜌 is the density of the fluid, 𝛾 is a coefficient that scales the rate of bubble
growth to incorporate the effects of radial convection caused by the advancing
boundary of the bubble (𝛾 = 2𝛽 for 𝛽 described in equation 46 and Figure 5 of
Scriven’s work [2]), 𝑝𝑎 is the pressure in the bulk liquid, 𝜂 (written as 𝜇 is the
original paper) is the viscosity of the bulk liquid (assumed to be constant), 𝜎 is the
interfacial tension along the bubble surface (assumed to be constant), and 𝑡 is the
time. The first term indicates the time scale over which inertia is important, the
second indicates the time scale over which viscous resistance is important, and the
third indicates the time scale over which the interfacial tension is important. Inertia
and viscous resistance become negligible for larger bubbles because the bubble
decelerates as it grows unless there is an additional driving force (e.g., decreasing
pressure or raising temperature). The decreasing effect of viscous resistance was
shown by Venerus et al. [5]. From the work of Szekely and Fang, it can be seen
that increasing the importance of inertia (quantified by the dimensionless parameter
𝐵𝐼 in their work) does not affect the rate of growth at later times, but appears
just to extend the period of slower growth at the beginning [7]. Inertia may still
affect bubble growth if the bubble expands extremely rapidly or takes place in a
liquid metal with significantly higher density. Viscous resistance may still affect
bubble growth in highly viscous media like polymer melts or viscoelastic media
[8]. Interfacial tension becomes negligible for larger bubbles because the Laplace
pressure decreases with the inverse of the bubble radius, as shown by Epstein and
Plesset [1].

For the present work, the time scale over which these factors are important
is negligible relative to the time scale of observation (hundreds of microseconds),
so we neglect these factors in estimating the growth of bubbles. A rough time scale
beyond which each factor becomes negligible is estimated by setting each of the
three terms individually to 1 in the scaling from Barlow and Langlois (equation V.1),
with the first term corresponding to inertia, the second term to viscous resistance,
and the third to interfacial tension. Because each term decreases with time, times
larger than this time scale will cause the terms to decrease well below one, which
is the condition for these effects to be negligible according to Barlow and Langlois.
To determine the maximum value for each time scale based on the properties of the
system explored in the present thesis, we select the values of each parameter from
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the relevant range that maximize the time scale. Those ranges are: 𝜌 ∈ [0.95, 1.01]
g/mL between 31 ◦C and 60 ◦C (see Figure II.2), 𝛾 ∈ [1, 100] (see discussion later
in this Section), D ∈ [10−10, 2 × 10−9] m2/s (see Figure II.4), 𝑝𝑎 ∈ [5 × 105, 107]
Pa (see Figure III.2 and note that bubbles are not measured in foamed region),
𝜂 ∈ [10−2, 0.3] Pa.s (see discussion of effect of CO2 on viscosity and measurements
of pure polyol viscosity for 3k2f in Figure III.S1), and 𝜎 ∈ [0.005, 0.03] N/m (see
Figure II.3a).

• Inertia:

𝑡𝜌 ∼
𝜌𝛾2D
8𝑝𝑎

<
(1000 kg/m3) (100)2(10−9 m2/s)

8(5 × 105 Pa)
∼ 1 ns

• Viscous Resistance:

𝑡𝜂 ∼
2𝜂
𝑝𝑎

<
2(0.3 Pa.s)
5 × 105 Pa

∼ 1 𝜇s

• Interfacial Tension:

𝑡𝜎 ∼
(

2𝜎
𝑝𝑎𝛾
√
D

)2

<

(
2(0.03 N/m)

(5 × 105 Pa) (1)
√

10−10 m2/s

)2

∼ 40 𝜇s

Therefore, even if these three effects were to completely halt bubble growth
over the time period that they are relevant, a model that neglects them would result
in a discrepancy from the true growth of no more than 100 𝜇s, which would have a
negligible effect on the estimate of bubble nucleation in Chapter VI.

The flow in the microfluidic flow-focusing channel used to induce bubble
nucleation in the present work introduces two additional factors that affect bubble
growth: decreasing pressure and depletion of CO2 by diffusion into the outer stream.
The decreasing pressure results from the shear stress along the inner walls of the
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observation capillary, which leads to a roughly linear decrease in pressure along the
capillary (see Figure III.2). As the pressure in the bulk fluid decreases, so does the
pressure inside the bubble, though it is elevated by the Laplace pressure. As the
pressure inside the bubble decreases, the gas inside expands, accelerating bubble
growth. The time scale for this process is slow unless near the end of the channel
relative to the field of view in experiments (about 1 mm, which corresponds to a
change in pressure of about 1 bar, as in Figure III.2). Because the inner stream is
ensheathed by an outer stream of pure polyol without CO2, CO2 dissolved in the
inner stream gradually diffuses out into the outer stream. While the residence time of
the fluid is typically around 100 ms and the fluids have a high viscosity—and, thus,
low diffusivity—the loss of CO2 can be significant because of the narrow dimension
of the inner stream. The depletion boundary layer along the outer edge of the inner
stream will grow roughly as

√
𝐷𝑡 ∼

√︁
10−9 m2/s × 0.1 s ∼ 10 𝜇m. Given that the

inner stream radius is typically around 25 𝜇m (see micrographs of flow channel in
Figure III.3, for example), even the concentration of CO2 at the center of the inner
stream may decrease before reaching the end of the channel. The effect of depletion
of CO2 will slow bubble growth by reducing the effective bulk concentration of
CO2.

After diffusion, the most important factor affecting bubble growth is radial
convection. Radial convection plays a significant role in bubble growth in the
present system due to the fast growth relative to the diffusivity in the window of
observation. In their review, Plesset and Prosperetti noted that the scale for the ratio
of the diffusive to the convective term in the convection–diffusion equation isD/𝑅 ¤𝑅.
As can be seen in the measured bubble radii in Figure V.7 (open black circles), a
typical bubble might grow from 3 𝜇m in radius to 10 𝜇m in radius over about 1 ms.
Fitting the asymptotic growth profile of 𝑅(𝑡) ≈ 𝑎

√
𝑡 − 𝑡𝑛𝑢𝑐 to these two points gives

𝑎 ≈ 3×10−4m/
√
s. The value 𝑅 ¤𝑅 ≈ 𝑎2/2 ≈ 5×10−8 m2/s, while the diffusivity is at

most 2×10−9 m2/s (see Figure II.4). Thus, the ratio of the diffusive to the convective
term is D/𝑅 ¤𝑅 < 0.04, indicating that convection is more significant than diffusion
in the convection–diffusion equation. To demonstrate the importance of convection,
a model was constructed that incorporates all effects except for inertia and viscous
resistance given that they become negligible within 1 𝜇s. The model incorporates
material properties measured using G-ADSA for the exact polyols involved and is
discussed in greater depth in the SI. The model significantly underestimates the
measured bubble growth, as seen in Figure V.2.
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Figure V.2: Model of bubble growth excluding the effects of convection and ac-
counting for the concentration dependence of the diffusivity plotted alongside mea-
surements of the radius of a bubble (open black circles) over time since the estimated
moment of nucleation 𝑡 − 𝑡𝑛𝑢𝑐. The measurements were taken of the same bubble
shown in Figure V.1. The model estimates several properties over time: the radius
of the bubble 𝑅𝑝𝑟𝑒𝑑 [𝜇m] (blue line), the density of CO2 𝜌𝐶𝑂2 [g/mL] (red line), the
pressure estimated inside the channel 𝑝 [MPa] (orange line), the pressure estimated
inside the bubble 𝑝𝑏𝑢𝑏𝑏𝑙𝑒 [MPa] (green dashed line), and the interfacial tension
along the bubble surface [mN/m] (purple line). The inset zooms in on the region
around the bubble radius measurements and highlights the underestimation of the
bubble growth by the model, as well as the difference in power law behaviors (the
data are matched a square root but the prediction is matched by a higher power).

Modeling the effect of radial convection explicitly can be challenging be-
cause it introduces a nonlinearity to the governing equation [3] and convection tends
to introduce more numerical instability. Rather than model the effect of convection
explicitly in the governing equations, we note that Scriven observed that the asymp-
totic solution to these equations is 𝑅 ∝

√
𝑡, just as in the static case modeled by

Epstein and Plesset. Radial convection caused by growth in the radius of a bubble
at a rate of ¤𝑅 produces a velocity field 𝑢 = 𝑅2

𝑟2
¤𝑅 by conservation of mass assuming

spherical symmetry and an incompressible fluid. This velocity field decreases in
speed with 𝑟, such that the advancing front of the bubble travels faster than the sur-
rounding fluid. This velocity gradient causes the concentration profile of dissolved
gas to be compressed into a smaller shell, increasing the concentration gradient and
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the flux of gas into the bubble [9]. Because the asymptotic growth is the same with
or without radial convection and the asymptotic growth regime is reached before we
can detect bubbles (within about 10 𝜇s based on the time scales estimated above),
we choose to model the bubble growth using the simpler static model of Epstein and
Plesset and lump all the effects of convection, as well as other neglected effects, into
a coefficient 𝐶 by which the concentration gradient is multiplied. We will refer to
this coefficient 𝐶 as the “convection coefficient.” This coefficient is one of several
modifications made to the Epstein–Plesset model in developing the model of bubble
growth used in the present work, which is discussed in the next Section.

Loss of Dissolved Gas to Pure-polymer Outer Stream Decreases Diffusion
V.2 Modified Epstein–Plesset Model Fits Measured Bubble Growth

As mentioned in the previous Section, the Epstein–Plesset model of bubble
growth applies Fick’s Laws to model the concentration profile of gas outside the
bubble and the flux of gas into the bubble that results from the gradient, all while
the surface of the bubble expands. The system and model are shown schematically
in Figure V.3.

The system is assumed to be spherically symmetric, quasistatic, with no
convective effects, at constant temperature and pressure, and with uniform diffusiv-
ity. In a supersaturated system, the concentration of gas in the bulk fluid 𝑐𝑏𝑢𝑙𝑘 is
greater than the concentration of gas in equilibrium with the bubble at the surface
𝑐𝑠𝑎𝑡 (𝑝). As described by Fick’s First Law, this concentration gradient at the surface
of the bubble causes a total flux of gas into the bubble proportional to the surface
area of the bubble (4𝜋𝑅2 for bubble radius 𝑅), the diffusivity of the gas in the fluid
D, and the negative concentration gradient at the surface − 𝜕𝑐

𝜕𝑟

��
𝑟=𝑅
. As this flux

depletes CO2 at the surface of the bubble, Fick’s Second Law describes how the
CO2 in the bulk diffuses toward the depleted area. Because we have assumed that
the bubble is in an infinite bath with no other bubbles around it, the boundary con-
ditions are that the concentration at infinite radius at the unreachable end of the bath
is the bulk concentration 𝑐𝑏𝑢𝑙𝑘 and the concentration at the surface of the bubble
is the equilibrium concentration 𝑐𝑠 (𝑝). The initial condition is a uniform fluid of
concentration 𝑐𝑏𝑢𝑙𝑘 . In the case of a static boundary, Fick’s Laws can be solved
with a similarity variable or integral transform. Because the surface of the bubble
expands as CO2 diffuses into the bubble to maintain a constant internal density, the
geometry of the concentration profile changes with time. Epstein and Plesset solved
this problem—ignoring convective effects—by transforming to a simpler coordinate
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Figure V.3: Schematic showing the Epstein–Plesset model. Top: schematic of the
system considered. A bubble (gray circle) with radius 𝑅 and CO2 density 𝜌𝐶𝑂2 is
situated in an infinite fluid initially uniformly supersaturated with dissolved CO2
(blue background) and fixed at a constant pressure 𝑝 and temperature 𝑇 . At the
surface of the bubble, the concentration of CO2 is fixed at the saturation pressure
𝑐𝑠 (𝑝𝑏𝑢𝑏) for the bubble pressure 𝑝𝑏𝑢𝑏, which is lower than the bulk concentration
of CO2 𝑐𝑏𝑢𝑙𝑘 . Consequently, CO2 diffuses into the bubble (dashed black arrows),
depleting CO2 surrounding the bubble over time (white lines on the axes on the
left). Bottom: flow of equations for computing bubble growth using the work of
Epstein and Plesset [1]. First, Fick’s Second Law (left) describes the diffusion of
CO2 outside the bubble. Next, the Epstein–Plesset result calculates the resulting
concentration gradient at the surface of the bubble (middle). Finally, the flux of CO2
into the bubble is calculated by substituting the Epstein–Plesset result into Fick’s
First Law (right).

system and solving for the concentration gradient at the surface of the bubble. The
result is

𝜕𝑐

𝜕𝑟

����
𝑟=𝑅

= (𝑐𝑏𝑢𝑙𝑘 − 𝑐𝑠 (𝑝))
[

1
𝑅
+ 1
√
𝜋D𝑡

]
(V.2)

which can be substituted into Fick’s First Law to determine the change in mass of
gas enclosed in the bubble.

Solving for Flow and Pressure
Unlike the Epstein–Plesset system, bubbles observed in the microfluidic

flow-focusing channel experience a pressure that decreases over a time scale set
by the flow speed of the inner stream. Although the change in pressure during the
observable growth of a bubble has a negligible effect on the size, the pressure dictates
the degree of supersaturation of the mother phase, which drives the diffusion of gas
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into the bubble through a chemical potential gradient. We therefore must estimate
the pressure at each point along the channel. Because the pressure results from the
shear stress along the walls of the capillary, we must determine the properties of the
flow to estimate the pressure. To determine the pressure profile and flow speed, we
solved the Stokes equation for cylindrically symmetric sheath flow of two streams
with different viscosities and flow rates, as shown in Figure V.4.

Figure V.4: Schematic showing amodel of the flow in themicrofluidic flow-focusing
channel. Top: schematic of sheath flow with known parameters (not circled: inner
stream flow rate 𝑄𝑖, outer stream flow rate 𝑄𝑜, outer stream viscosity 𝜂𝑜, inner
stream center speed 𝑣𝑚𝑎𝑥 , atmospheric pressure 𝑝𝑎𝑡𝑚, inner radius of the observation
capillary 𝑅𝑐𝑎𝑝, and length of the observation capillary 𝐿) and parameters to solve
for (circled: inlet pressure 𝑝𝑖𝑛, inner stream viscosity 𝜂𝑖, inner stream radius 𝑅𝑖,
and speed along the interface of the inner and outer streams 𝑣𝑖𝑛𝑡𝑒𝑟 𝑓 ). Bottom left:
axial velocity profiles as a function of radius 𝑟 determined by solving pressure-
driven Stokes flow in a pipe and assuming cylindrical symmetry. Bottom right: four
conditions providing four equations to solve for the four unknown quantities.

We considered as known inputs the inner stream flow rate 𝑄𝑖, the outer
stream flow rate 𝑄𝑜, the outer stream viscosity 𝜂𝑜, the outlet pressure 𝑝𝑎𝑡𝑚, the
length of the capillary 𝐿, the radius of the capillary 𝑅𝑐𝑎𝑝, and the centerline speed
𝑣𝑚𝑎𝑥 (since it could be measure by tracking a small bubble in a video). The inlet
pressure 𝑝𝑖𝑛, the inner stream radius 𝑅𝑖, the velocity at the interface between the
streams 𝑣𝑖𝑛𝑡𝑒𝑟 𝑓 , and the inner stream viscosity 𝜂𝑖 were unknowns to be solved for
(although the inlet pressure could be compared to the pressure measured by the
inner stream ISCO pump, which is close to the inlet pressure because the pressure
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across the low-viscosity inner stream fluid is low and the inner stream radius could
be compared to rough estimates from videos, although identifying the interface
precisely was challenging). These four unknowns could be solved by solving Stokes
flow equations in cylindrically symmetric coordinates under pressure-driven flow
along the 𝑧 axis (see orange box in lower left of Figure V.4) and applying four
conditions: (1) continuity of velocity at the interface 𝑣𝑜 (𝑅𝑖) = 𝑣𝑖 (𝑅𝑖) = 𝑣𝑖𝑛𝑡𝑒𝑟 𝑓 ,
(2) known centerline speed 𝑣𝑖 (𝑟 = 0) = 𝑣𝑚𝑎𝑥 , (3) inner stream flow rate 𝑄𝑖 passes
through cylinder of radius 𝑅𝑖, and (4) outer stream flow rate 𝑄𝑜 passes through
cylindrical shell from 𝑅𝑖 to 𝑅𝑐𝑎𝑝.

In solving for these flow properties, we have assumed that the viscosities
of the inner and outer streams are uniform throughout their respective streams. In
reality, the viscosity may change by an order of magnitude or more as CO2 diffuses
into or out of a region of fluid, an estimate we base on the strong sensitivity of
diffusivity on CO2 concentration in Figure II.4 and the inverse proportionality of
diffusivity and viscosity based on the Stokes–Einstein–Sutherland relationship. We
have also assumed that the flow remains in steady state and that the inlet pressure
is constant. In reality, we have observed that the flow may fluctuate sometimes,
typically as a result of the passing of bubbles, and the inlet pressure may vary over
several minutes unless the flow rate is adjusted to counteract the changes.

We validate the estimates of the inlet pressure 𝑝𝑖𝑛 and inner stream radius
𝑅𝑖 against additional measurements. While 𝜂𝑖 is not directly measured, we can
vary its value until the model solves for values of the other parameters consistent
with measurements. Having measured the dimensions of the tubing from the inner
stream ISCO pump to the inlet of the observation capillary, we can estimate the inlet
pressure by estimating the pressure drop from the measured pressure in the ISCO
pump (reported by the ISCO pump’s internal pressure transducer) using the formula
for pipe flow. We can do the same with the ISCO pump for the outer stream. These
estimates of the inlet pressure provide a range in which the value calculated from
solving the flow equations shown in Figure V.4 should lie. We can also measure a
range from the inner stream radius 𝑅𝑖 by visual observation of the recorded videos.
Often, the inner stream interface is blurred due to lensing caused by the gradient in
index of refraction between the inner stream of polyol and CO2 and the outer stream
of polyol. Nevertheless, bounds can be placed on the radius in which the calculated
value should lie. Finally, we measure the inner stream maximum speed 𝑣𝑚𝑎𝑥 by
tracking small bubbles, which we assume are traveling at roughly the same speed as
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the flow (they do not seem to accelerate until reaching the width of the inner stream
based on the data in Figure VIII.5). By measuring the speed of several bubbles,
we can place a range on the input value of 𝑣𝑚𝑎𝑥 as well. Because the inner stream
viscosity 𝜂𝑖 cannot be measured directly, we vary its value until the calculation for
each of the measured values falls within the measured range. An example of the
result of this estimation is shown in Figure V.5. At 𝜂𝑖 = 0.01 Pa.s, the calculated
values of the inner stream radius 𝑅𝑖, centerline velocity 𝑣, and the pressure drop
across the observation capillary (Δ𝑝) are all in agreement with the measured ranges.

Figure V.5: Plot used to estimate the inner stream viscosity 𝜂𝑖 [Pa.s]. Calculated
values for the pressure drop across the observation capillary Δ𝑝 [bar] (red), inner
stream radius 𝑅𝑖 [𝜇m] (blue), and centerline speed 𝑣 [cm/s] (green) are plotted as a
function of the inner stream viscosity 𝜂𝑖 as solid lines. Ranges of measured values
are plotted as horizontal dashed lines. A value for 𝜂𝑖 for which the calculated values
are within the range of measured values is selected (0.01 Pa.s, marked by vertical
black line). In this experiment, PPG 2700 g/mol saturated with CO2 at 7.0 MPa and
22 ◦C was used as the inner stream.

Incorporating Material Properties
To improve the accuracy of our bubble growth model, we incorporate mea-

sured material properties of both CO2 and polyol–CO2 mixtures. Rather than
assume that the gas inside the bubble is ideal, we determine its equation of state by
interpolating 𝑝𝑣𝑇 on CO2 available from NIST [10]. We estimate the concentration
of CO2 at the bubble surface 𝑐𝑠 (𝑝𝑏𝑢𝑏𝑏𝑙𝑒), where 𝑝𝑏𝑢𝑏𝑏𝑙𝑒 is the pressure inside the
bubble, and the bulk concentration of CO2 𝑐𝑏𝑢𝑙𝑘 (𝑝𝑠𝑎𝑡), where 𝑝𝑠𝑎𝑡 is the pressure at
which CO2 was saturated in the polyol–CO2 mixture, by interpolating the solubility
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data measured with G-ADSA (see Figure II.6. We then estimate the interfacial
tension along the surface of the bubble with the measurements from G-ADSA at
different pressures (see Figure II.3a). While we measured the diffusivity of CO2 in
polyol–CO2 mixtures at a range of pressures and temperatures (see G-ADSA mea-
surements in Figure II.4), the Epstein–Plesset model assumes a uniform diffusivity.
We explored the effect of a concentration-dependent diffusivity D(𝑐) based on the
measurements made with G-ADSA and report our findings in the SI. Surprisingly,
we found that assuming a constant diffusivityD and constant convection coefficient
𝐶 leads to a good fit of the measured bubble sizes, so we focused on this empirical
approach instead (see next Section).

We assume that the bubble begins at a radius similar to the critical radius
predicted by the model of bubble nucleation based on the string method discussed in
Chapter VI, which is about 3 nm. At such small sizes, the Laplace equation 𝑝𝑏𝑢𝑏𝑏𝑙𝑒 =
𝑝 + 2𝜎(𝑝𝑏𝑢𝑏𝑏𝑙𝑒)/𝑅 predicts enormous Laplace pressures on the order of 1 MPa.
These values are unphysical, however, because the extreme curvature of nanoscopic
bubbles reduces the interfacial tension because the tension is applied with a radius of
curvature comparable to the molecular size. This correction to interfacial tension for
small droplets was derived by Tolman and is inversely proportional to an empirical
“Tolman length” [11]. We considered Tolman lengths from 5–100 nm, but found
that while it provides more physical bubble pressures at the early stages of bubble
growth, it does not affect the radius of the bubble by more than 1% at any point
during the growth for any of the Tolman lengths considered. We selected a Tolman
length of 5 nm for consistency.

Numerical Algorithm
Because the pressure inside the bubble 𝑝𝑏𝑢𝑏𝑏𝑙𝑒 in our model depends non-

linearly on itself through the dependence of the interfacial tension in the Laplace
pressure on 𝑝𝑏𝑢𝑏𝑏𝑙𝑒 and the dependence of the radius of the bubble 𝑅 on the density
of CO2 𝜌𝐶𝑂2 on 𝑝𝑏𝑢𝑏𝑏𝑙𝑒, the modified Epstein–Plesset model in the present dis-
sertation cannot be solved purely with finite difference methods. Instead, at each
timestep, a system of self-consistent equations must be solved to determine 𝑝𝑏𝑢𝑏𝑏𝑙𝑒
and 𝑅 with a nonlinear solver (the root function was used from the optimize
library of the scipy package [12]). A schematic of this procedure is provided in
Figure V.6.

A bubble nucleus is used as the starting point for computing the bubble
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Figure V.6: Schematic of the numerical algorithm used to compute bubble growth
from the modified Epstein–Plesset model. a) The bubble is initialized at a guessed
nucleation time 𝑡𝑛𝑢𝑐, estimated radius 𝑅𝑛𝑢𝑐, and estimated pressure 𝑝. The pressure
inside the bubble 𝑝𝑏𝑢𝑏𝑏𝑙𝑒 is solved self-consistently and used to estimate the mass
of the bubble by using the equation of state of CO2 to estimate the density 𝜌𝐶𝑂2 at
that pressure. b) The bubble growth is estimated by iteratively advancing in time.
Each timestep consists of two parts. First, the diffusion of CO2 into the bubble is
estimated by taking an Euler timestep according to the Epstein–Plesset result for
the concentration gradient at the bubble surface. Second, the bubble radius and
pressure are allowed to equilibrate by self-consistently solving for their values.

growth profile with the modified Epstein–Plesset model (see Figure V.6a). The time
of nucleation 𝑡𝑛𝑢𝑐 is guessed (the algorithm for fitting 𝑡𝑛𝑢𝑐 is described in Section
V.3) and used to calculate the pressure at the corresponding location along the
observation capillary using the flow parameters from the flow calculations (Figure
V.4),

𝑝0 = 𝑝𝑎𝑡𝑚 + (𝑝𝑖𝑛 − 𝑝𝑎𝑡𝑚)
𝑡0

𝑣𝑚𝑎𝑥/𝐿
(V.3)

The radius of the nucleus 𝑅𝑛𝑢𝑐 is taken from the prediction of our nucleation
model based on the string method (described in Chapter VI). Next, the pressure
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inside the bubble is solved self-consistently due to the dependence of the interfacial
tension 𝜎(𝑝𝑏𝑢𝑏𝑏𝑙𝑒) in the Laplace pressure on the pressure in the bubble (see Figure
II.3a),

𝑝0
𝑏𝑢𝑏𝑏𝑙𝑒 = 𝑝0 +

2𝜎(𝑝0
𝑏𝑢𝑏𝑏𝑙𝑒

)
𝑅0 (V.4)

where the radius of the bubble 𝑅0 is held fixed at 𝑅𝑛𝑢𝑐 and the interfacial
tension 𝜎(𝑝0

𝑏𝑢𝑏𝑏𝑙𝑒
) is estimated by interpolating the values measured with G-ADSA

(Figure II.3a). Finally, the pressure inside the bubble is used to determine the density
of CO2 𝜌𝐶𝑂2 given the temperature 𝑇 (held at laboratory temperature, 𝑇 ≈ 22 ◦C)
and from that calculate the mass inside the bubble by multiplying by the bubble
volume 4

3𝜋(𝑅
0)3.

Once the initial condition is set, the system is updated using an Euler timestep
that assumes a first-order Taylor approximation of the dynamics as modeled by the
Epstein–Plesset model in eq V.2 (Figure V.6b). The timestep is adapted to ensure
that the discrepancy between a timestep of Δ𝑡 and two timesteps of Δ𝑡/2 is below a
tolerance (usually 1%). If the discrepancy is greater than the error tolerance, then the
calculation for that timestep is rejected, the timestep Δ𝑡 is halved, and the timestep
is recalculated. If the discrepancy is smaller than the error tolerance, the calculation
for that timestep is accepted and the timestep is increased by a small fraction (usually
30%). This adaptive timestep algorithm ensures that the fast dynamics at early times
are calculated accurately with short timesteps while the slower dynamics at later
times are calculated efficiently with larger timesteps.

Once a timestep is accepted, the properties of the bubble and the flow are
updated in accordance with the increase in CO2 in the bubble and the movement of
the bubble down the observation capillary. The pressure is updated as in equation
V.3 using the new time 𝑡𝑖 instead of 𝑡0. To calculate the pressure in the bubble
𝑝𝑖
𝑏𝑢𝑏𝑏𝑙𝑒

and the radius of the bubble 𝑅𝑖, the bubble pressure equation and the
bubble radius equation must be solved self-consistently (step 3 in Figure V.6b), as
mentioned earlier. The system is then ready to compute the next timestep. This
process is repeated until the bubble reaches the end of the observation capillary, i.e.
𝑡𝑖 = 𝐿/𝑣𝑚𝑎𝑥 .
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V.3 Fitting Model to Data to Extrapolate Bubble Growth Back to Its Birth
The goal of this Chapter was to develop a model of bubble growth that

could fit the observed bubble growth from about 1–10 𝜇m in radius and extrapolate
backward to the critical radius of nucleation to determine the time of nucleation.
A similar technique was previously demonstrated by Leung et al. using the cell
model of bubble growth [6] to model the growth of CO2 bubbles in supersaturated
polystyrene [13]. They explored the effects of other parameters like viscosity,
interfacial tension, and the relaxation time of the polymer.

Here, the semi-empirical model used to model bubble growth has two fitted
parameters: the nucleation time 𝑡𝑛𝑢𝑐 and the “effective diffusivity” D𝑒 𝑓 𝑓 . As
discussed in the previous Sections, we chose to lump the effects of convection and
other effects not included in the modified Epstein–Plesset model (Section V.2) into
a convection coefficient 𝐶 and fix the diffusivity to a constant value D. Because
both are arbitrary constants, their product is an arbitrary constant. We call their
product the “effective diffusivity” D𝑒 𝑓 𝑓 ≡ 𝐴 × D because although the diffusivity
is unaffected by convection, convection ultimately leads to bubble growth that looks
like an accelerated static diffusion problem.

Fitting Procedure for Nucleation Time
We first fit the nucleation time 𝑡𝑛𝑢𝑐 using a bisection algorithm. We first

guess a range for 𝑡𝑛𝑢𝑐, typically choosing the upper bound 𝑡ℎ𝑖𝑛𝑢𝑐 to be the time at
which the bubble of interest was first observed and the lower bound as some fraction
of that time (e.g., 95%). We then take the average of the upper and lower bounds
𝑡𝑙𝑜𝑛𝑢𝑐 as our guess for 𝑡𝑛𝑢𝑐 and calculate the bubble growth profile predicted by our
modified Epstein–Plesset model (see Figure V.6).

The error between the model prediction for bubble growth and the measured
bubble growth to determine if the guess for 𝑡𝑛𝑢𝑐 should be improved. Because the
effective diffusivity D𝑒 𝑓 𝑓 is not yet fit to the data, the slope of the model prediction
may differ significantly from the slope of the measured bubble growth. Additionally,
we want to know if the guessed nucleation time is too soon or too late. For these
two reasons, we calculate the root mean signed squared fractional error (RMSSFE),
meaning that we compute the square of the fractional error at each measurement of
bubble growth and multiply by the sign of the error before taking the mean,
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𝑅𝑀𝑆𝑆𝐹𝐸 =

{
1
𝑁

𝑁∑︁
𝑖=1
sgn[𝑅𝑝𝑟𝑒𝑑 (𝑡𝑖) − 𝑅𝑚𝑒𝑎𝑠 (𝑡𝑖)]

[
𝑅𝑝𝑟𝑒𝑑 (𝑡𝑖) − 𝑅𝑚𝑒𝑎𝑠 (𝑡𝑖)

𝑅𝑚𝑒𝑎𝑠 (𝑡𝑖)

]2}1/2

(V.5)

where 𝑁 is the number of measurements of bubble size, 𝑅𝑚𝑒𝑎𝑠 (𝑡) is the measured
bubble radius at time 𝑡, 𝑅𝑝𝑟𝑒𝑑 (𝑡) is the bubble radius predicted by the modified
Epstein–Plesset model (Section V.2) at time 𝑡, and 𝑡𝑖 is the time of the 𝑖th mea-
surement of the bubble radius. If the RMSSFE is within the tolerance (usually
0.3%), then the guessed nucleation time is accepted and the calculation proceeds
to fit the effective diffusivity D𝑒 𝑓 𝑓 (see below). If the RMSSFE is not within the
tolerance, the nucleation time 𝑡𝑛𝑢𝑐 is updated. If the RMSSFE is negative, then the
model underestimated the bubble growth, meaning that the nucleation time should
be decreased to give the model more time to grow. The new guess for 𝑡𝑛𝑢𝑐 is
then 𝑡𝑛𝑢𝑐 ← (𝑡𝑙𝑜𝑛𝑢𝑐 + 𝑡𝑛𝑢𝑐)/2 and the upper bound is updated to 𝑡ℎ𝑖𝑛𝑢𝑐 ← 𝑡𝑛𝑢𝑐. If the
RMSSFE is positive, then the model overestimated the bubble growth, meaning that
the nucleation time should be increased to reduce the time that the model grows
the bubble before reaching the measurement times. The new guess for 𝑡𝑛𝑢𝑐 is then
𝑡𝑛𝑢𝑐 ← (𝑡𝑛𝑢𝑐 + 𝑡ℎ𝑖𝑛𝑢𝑐)/2 and the lower bound is updated to 𝑡𝑙𝑜𝑛𝑢𝑐 ← 𝑡𝑛𝑢𝑐.

Fitting Procedure for Effective Diffusivity
Once the nucleation time 𝑡𝑛𝑢𝑐 is optimized, the effective diffusivity D𝑒 𝑓 𝑓 is

optimized. As for 𝑡𝑛𝑢𝑐,D𝑒 𝑓 𝑓 is fit using a bisection algorithm: an upper boundDℎ𝑖
𝑒 𝑓 𝑓

and lower bound D 𝑙𝑜
𝑒 𝑓 𝑓
are selected by the user and a satisfactory fit is searched for

by bisecting the interval based on the direction of the discrepancy of the model from
the measurements. Because D𝑒 𝑓 𝑓 appears to affect the slope of the bubble growth
on a log-log plot predicted by the model, the value is updated by comparing the
slope on a log-log plot of the model to that of the measurements. Specifically, a line
is fit on a log-log plot to the predicted values and another line is fit to the measured
values (like a power-law fits), both at the times of measurement, and the ratio of the
slope of the prediction divided by the slope of the measurement is sufficiently close
to 1 (typically within 3%), the effective diffusivity D𝑒 𝑓 𝑓 is accepted along with the
nucleation time 𝑡𝑛𝑢𝑐 and the fit is complete. If the ratio is outside the tolerance
from 1, the guess for D𝑒 𝑓 𝑓 is improved and the algorithm refits 𝑡𝑛𝑢𝑐 using the new
guess for D𝑒 𝑓 𝑓 . If the ratio is greater than one, the effective diffusivity is too large,
so it is decreased D𝑒 𝑓 𝑓 ← (D 𝑙𝑜

𝑒 𝑓 𝑓
+ D𝑒 𝑓 𝑓 )/2 and the upper bound is updated to

Dℎ𝑖
𝑒 𝑓 𝑓
← D𝑒 𝑓 𝑓 . If the ratio is less than one, the effective diffusivity is too small,



175

so it is increased D𝑒 𝑓 𝑓 ← (D𝑒 𝑓 𝑓 + Dℎ𝑖
𝑒 𝑓 𝑓
)/2 and the lower bound is updated to

D 𝑙𝑜
𝑒 𝑓 𝑓
← D𝑒 𝑓 𝑓 .

The resulting nucleation time 𝑡𝑛𝑢𝑐 can be used to estimate the location of
nucleation along the observation capillary 𝑑𝑛𝑢𝑐 and, from that, the pressure at
which the bubble nucleated 𝑝𝑛𝑢𝑐. The location of nucleation 𝑑𝑛𝑢𝑐 is calculated
by multiplying the nucleation time 𝑡𝑛𝑢𝑐 by the centerline flow speed 𝑣𝑚𝑎𝑥 to get
𝑑𝑛𝑢𝑐 = 𝑣𝑚𝑎𝑥𝑡𝑛𝑢𝑐. The pressure of nucleation 𝑝𝑛𝑢𝑐 can then be computed by assuming
a linear decrease in the pressure from the inlet 𝑝𝑖𝑛 to atmospheric pressure 𝑝𝑎𝑡𝑚 at
the outlet, 𝑝𝑛𝑢𝑐 = 𝑝𝑖𝑛 − (𝑝𝑖𝑛 − 𝑝𝑎𝑡𝑚) 𝑑𝑛𝑢𝑐𝐿

. The location and pressure of nucleation
will be more relevant for the discussion of bubble nucleation in Chapter VI.

Epstein–Plesset Model Fits Bubble Growth when Multiplied by Empirical Fac-
tor

Upon completion of the algorithm described above, the fitted values of the
nucleation time 𝑡𝑛𝑢𝑐 and the effective diffusivity D𝑒 𝑓 𝑓 typically yield a surprisingly
accurate fit to the measured bubble radius. The accuracy is surprising given that the
diffusivity, effect of convection, effect of depletion of the inner stream by diffusion of
CO2 into the outer stream, and any other effects not incorporated into the model are
lumped together into a single fitted coefficient D𝑒 𝑓 𝑓 . This coarse-graining is only
possible because many of the factors at play (e.g., viscosity, inertia) are negligible
or become so at times so early as to not affect the model prediction at the relevant
scales and because the effect of convection is purely a quantitative increase in the
concentration gradient in the asymptotic limit. An example fit of the modified
Epstein–Plesset model to the growth of bubble measured in the microfluidic flow-
focusing channel with image processing is shown in Figure V.7. The uncertainty in
the measurements is smaller than the marker size (open circles), yet the predicted
radius 𝑅𝑝𝑟𝑒𝑑 remains well within that margin for each measurement. Note that only
measurements of the bubble for sizes smaller than the inner stream are considered
to reduce the effects of confinement and depletion near the edge of the inner stream.
Thanks to the 60,000 fps frame rate of the high-speed camera, this restriction still
left a sufficient number of points to demonstrate a good fit to the data.

An advantage of incorporating the various material properties into the mod-
ified Epstein–Plesset model, as discussed in Section V.2, is that they, too, are
estimated by the model. We therefore compare their trends with those of the bubble
radius over time as shown in Figure V.7. The predicted bubble radius 𝑅𝑝𝑟𝑒𝑑 begins



176

R pred
[µm]

Interfacial tension [mN/m]

p [MPa]

pbubble[MPa]

Robs

[µm]

?

CO2 [g/mL]

1

2

Figure V.7: Plot of the estimates of several bubble and flow properties by the
modified Epstein–Plesset model fit to measured bubble radii (𝑅𝑜𝑏𝑠 [𝜇m], open black
circles, same data as in Figure V.2) as a function of time since nucleation 𝑡 − 𝑡𝑛𝑢𝑐
on a log-log plot. As in Figure V.2, the measured bubble radii grow with a 1/2
power law; the uncertainty in measurement is smaller than the marker size. The
radius predicted by the model 𝑅𝑝𝑟𝑒𝑑 [𝜇m] (blue line) passes within the uncertainty
of each measurement. The moment of nucleation (star with “?”) is estimated
to be 𝑡𝑛𝑢𝑐 due to the goodness of fit, which occurred about 100 𝜇s before the first
observation (marked by vertical dashed yellow line). As in Figure V.2, the interfacial
tension (purple line), bubble pressure 𝑝𝑏𝑢𝑏𝑏𝑙𝑒 (green dashed line), channel pressure
𝑝 (orange line), and density of CO2 in the bubble 𝜌𝐶𝑂2 (red line) are also plotted.

somewhat suppressed by interfacial tension, but quickly accelerates to the asymp-
totic limit of 𝑅𝑝𝑟𝑒𝑑 ∝ (𝑡−𝑡𝑛𝑢𝑐)1/2 (indicated by slope triangle). At longer time scales
(several milliseconds), the pressure in the bubble decreases enough that the growth
accelerates beyond square-root growth, as seen by the uptick in 𝑅𝑝𝑟𝑒𝑑 at the end of
the displayed trajectory. The interfacial tension is initially lower due to the Tolman
correction for the effect of high curvature, then plateaus until slightly increasing as
the density of CO2 in the bubble decreases at longer time scales. The pressure in
the channel decreases linearly, which appears to be slowly-then-quickly on a log-log
plot. The pressure in the bubble follows the pressure in the channel once the bubble
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exceeds 100 nm, but at smaller sizes the effect of interfacial tension is large enough
that the Laplace pressure is a significant fraction of the channel pressure. Finally,
the density of CO2 inside the bubble is at first high (0.2 g/mL) due to the high
pressure in the channel and the added Laplace pressure (2𝜎(𝑝𝑏𝑢𝑏𝑏𝑙𝑒)/𝑅) due to the
small bubble radius 𝑅. It later tracks the pressure inside the bubble 𝑝𝑏𝑢𝑏𝑏𝑙𝑒 since
CO2 is not strongly non-ideal at lower densities.

Based on this model, the bubble would have nucleated at a radius around 3
nm about 100 𝜇s before the first observation of the bubble at about 3 𝜇m (marked by
vertical dashed yellow line). While it is likely that the neglected effects of viscous
resistance and inertia further hindered the earliest, invisible bubble growth relative
to the model prediction, the discrepancy is likely comparable to the time scale at
which the asymptotic behavior, 𝑅 ∝ (𝑡 − 𝑡𝑛𝑢𝑐)1/2 is reached, which is around 100
ns. Such errors are negligible relative to the measurement errors (e.g., the precision
with which I can estimate the time for the bubble to reach the point of observation
from the entrance of the observation capillary).

In this particular example, the effective diffusivity D𝑒 𝑓 𝑓 ≈ 2.75 × 10−9

m2/s. This value is roughly the diffusivity of CO2 in PPG 2700 g/mol at the
saturation pressure for this experiment of 7 MPa (70 bar, 1015 psi). Nevertheless,
the diffusivity near the surface of the bubble, where the pressure is at most 3.3
MPa (33 bar, 480 psi), would be less than 10−9 m2/s, and we would expect that the
concentration gradient would be decreased by the depletion of CO2 into the outer
stream. Such a fit could not be achieved without incorporating this enhancement of
the growth through what we call the effective diffusivity D𝑒 𝑓 𝑓 and attribute largely
to convective effects unless a more sophisticated model were developed. Some
values for the effective diffusivity exceeded 10 times the measured diffusivity for
the saturated solution, suggesting a strong effect of convection, but a correlation
between flow or convective effects and the effective diffusivity has not yet been
found. These values are consistent with predicted enhancement of growth based on
the work of Scriven [2].

V.4 Bubble Nucleation Can Be Estimated Accurately with 𝑅 ∝ (𝑡 − 𝑡𝑛𝑢𝑐)1/2

While we learn a lot about the state of the bubble during its growth from the
modifiedEpstein–Plessetmodel, it is prone to numerical errors near the condensation
pressure of CO2. Even if the pressure is not physically achieved in the bubble, it
may cause sudden changes in density while solving for the pressure self-consistently
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when the pressure is near the condensation pressure. The model is also slow due
to the need to solve for the entire growth profile for each guess of 𝑡𝑛𝑢𝑐 and D𝑒 𝑓 𝑓 ,
requiring hours to process the videos from a day of experiments, which amounts to
a few minutes of real time recorded on high-speed video. Given that the growth
quickly approaches the asymptotic behavior of 𝑅 ∝ (𝑡 − 𝑡𝑛𝑢𝑐)1/2 derived by Scriven
[2], we compared the prediction of the nucleation time by fitting an asymptotic
model 𝑅(𝑡) = 𝑎(𝑡 − 𝑡𝑛𝑢𝑐)1/2 to the bubble growth to the prediction by the modified
Epstein–Plesset model (Figure V.8). The asymptotic square-root model was fit to
the data using the same bisection algorithm as used for fitting the modified Epstein–
Plesset model, but because the bubble growth could be predicted by a function
evaluation instead of a series of numerical timestepping and nonlinear equation-
solving, the model could be fit to a day’s experiments in minutes instead of hours.
While the asymptotic square-root model does not provide other bubble properties
like internal pressure and interfacial tension, it does model the growth as accurately
as the modified Epstein–Plesset model (see Figure V.8a,b). The model fails at
long times when the bubble growth is driven more by the decrease in pressure
in the observation capillary, and the difference between its early predicted growth
and that of the modified Epstein–Plesset model is relatively high. Nevertheless,
the absolute difference between the models at early stages is small, on the order
of microseconds typically. As a result, when converted to the nucleation location
along the observation capillary 𝑑𝑛𝑢𝑐 by multiplying the nucleation time 𝑡𝑛𝑢𝑐 by the
centerline flow speed 𝑣𝑚𝑎𝑥 to get 𝑑𝑛𝑢𝑐 = 𝑣𝑚𝑎𝑥𝑡𝑛𝑢𝑐, the discrepancy in the prediction
of the nucleation time between the models was below 100 𝜇m for a population of
104 bubbles for all but one bubble, for which the discrepancy was about 1.2 mm,
which is not catastrophically different (see Figure V.8c).

Because the asymptotic square-root model is faster and more stable numer-
ically, while still agreeing closely with the predictions of nucleation time of the
modified Epstein–Plesset model, we estimated the nucleation time for large pop-
ulations of bubbles using the asymptotic square-root model fit. In the following
Chapter, we discuss our analysis of the nucleation times and locations estimated
with the bubble growth models presented in this Chapter for a large population of
bubbles. In particular, we focus on the distribution of nucleation events over time and
position along the observation capillary to estimate the nucleation rate at different
degrees of supersaturation and demonstrate that nucleation is homogeneous.
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a) b)

c)

Figure V.8: a) The estimate of bubble growth using the modified Epstein–Plesset
model (E - P, red dashed line) and the asymptotic square-root model (∝ 𝑡1/2, blue
line) are plotted as a function of time 𝑡 since their respective estimates of the
nucleation time 𝑡𝑛𝑢𝑐. The measured radius of a bubble observed in experiment is
plotted as well. The measurements are plotted twice: once in open circles with
the time measured relative to the 𝑡𝑛𝑢𝑐 estimated with the modified Epstein–Plesset
model and once in open triangleswith the timemeasured relative to the 𝑡𝑛𝑢𝑐 estimated
with the asymptotic square-root model. The estimated values of 𝑡𝑛𝑢𝑐 are so similar
that distinguishing the two sets of markers for the measured data is difficult. b)
Same as (a) but zoomed out to show the discrepancy at longer time scales due to
the exclusion of pressure effects in the asymptotic square-root model. The bubble
whose measured radii are plotted was observed in an inner stream of PPG 2700
g/mol and CO2 saturated at 72 bar (7.2 MPa, 1045 psi) ensheathed in 1k5f polyol
(see Table II.1) 83 mm along a 100 mm capillary with inner diameter 300 𝜇m, at
which point the pressure is estimated to be 23 bar (2.3 MPa, 335 psi). c) Histogram
of the difference in the estimated nucleation location Δ𝑑𝑛𝑢𝑐 [mm] between the two
models for 104 bubbles (see Chapter VI for details on estimating the nucleation
location based on the nucleation time).
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V.5 Recommended Future Work
The bubble growth models presented in this Chapter provide sufficient pre-

cision in estimating the nucleation time of bubbles for us to draw conclusions about
bubble nucleation in Chapter VI. Nevertheless, questions remain as to why the mod-
els we selected succeed and what underlying physics is lumped into the effective
diffusivity. While we expect that the increase in the effective diffusivity relative to
the true diffusivity is caused by convection, as demonstrated by Scriven [2], a study
of how the addition of convection into the model affects bubble growth would be of
interest. Specifically, to our knowledge, the literature lacks a clear comparison of
the role of convection in accelerating bubble growth. As a suggestion, the model
of Barlow and Langlois [3] could be numerically evaluated, as was done for the
Epstein–Plesset model in this Chapter, but the convection term could be scaled
by a dimensionless parameter 𝜖 ∈ [0, 1]. A plot of the predicted bubble growth
for values of 𝜖 in that range would provide useful insight into the extent to which
convection accelerates diffusion. An extension of such a study would also solve
for the concentration profile outside the bubble to test rigorously the idea that the
increased bubble growth due to radial convection can be estimated by the steepening
of the concentration gradient at the bubble surface. By quantitatively estimating
the degree to which convection increases diffusive flux, one could elucidate the role
of the other factors lumped into the effective diffusivity, such as the depletion of
CO2 or axial convection (which can also increase diffusive flux as demonstrated by
the Sherwood number [14]). Another extension of such a study would explore the
possibility of modeling the observed bubble growth with an Epstein–Plesset model
adapted to consider a concentration-dependent diffusivity measured experimentally
(e.g., with G-ADSA, as in Chapter III), but scaled by a convection coefficient 𝐶.
We hypothesize that the growth could be accurately modeled in this way, in which
case the convection coefficient would more accurately represent the role of convec-
tion since it would be separated from the diffusivity. Such a model could also be
extended to model the effect of depletion of CO2 through diffusion into the outer
stream, disentangling that factor from the effect of convection.

A study of the effect of the flow on bubble growth would also be useful in
disentangling the various factors at play. We have so far assumed that the dominant
form of convection is radial because the velocity gradient in the inner stream is
small around small bubbles that nucleate at the center. When bubbles grow larger,
or in the rare case that a bubble nucleates off-center, the bubble may no longer travel
at the same speed as the surrounding fluid and, therefore, may experience non-
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negligible shear convection along the surface of the bubble that might be expected
to affect growth (see the work of Jae-Tack Jeong on the relative speed of a bubble in
Hagen–Poiseuille flow to the surrounding fluid [15]).

Additionally, if an accurate estimate of the role of convection can be achieved,
a survey of how various flow properties and bubble properties affect the role of con-
vection would helpfully illuminate the mystery of why some bubbles have signifi-
cantly higher effective diffusivities than others. While Scriven provides a formula
and plot indicating the effect of different properties of the fluid on the enhancement
of growth by convection, connecting that formula to measurable quantities in the ex-
periments measuring bubble growth would extend the predictive power of Scriven’s
work to allow the experimentalist to estimate the role of convection under different
flow or bubble conditions a priori.

Lastly, a convincing test of our mental model of how flow and bulk diffu-
sion affect bubble growth would be to simulate the growth of an observed bubble
with a computational fluid dynamics (CFD) simulation, such as with COMSOL or
OpenFOAM. Ideally, such a model would incorporate the sheath flow profile, the
radial convection caused by bubble growth, and the depletion of CO2 from the inner
stream through diffusion into the pure-polyol outer stream, as mentioned earlier, but
it would also account for the effect of CO2 concentration on the local viscosity of the
fluid and the subsequent effect of viscosity variations on the flow and concentration
profile in the bulk. Because measurements of the viscosity as a function of dissolved
gas concentration are limited in the literature and challenging to perform due to the
high pressures involved, a simple model based on the Stokes–Einstein–Sutherland
relation that the viscosity 𝜂 ∝ 1/D could estimate viscosity as a function of the
dissolved CO2 concentration 𝑐𝐶𝑂2 using the diffusivity measurements D(𝑐𝐶𝑂2)
provided by G-ADSA (Figure II.4).
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C h a p t e r VI

The Nucleation Nursery

The Lord took Abram [Abraham]
outside and said, “Look up at the
sky and count the stars—if indeed
you can count them.” Then he said
to him, “So shall your offspring
be.”

The Book of Genesis, Chapter 15,
Verses 3–5, New International

Version

Understand, then, that those who
have faith are children of Abraham.

St. Paul’s Letter to the Galatians,
Chapter 3, Verse 7, New
International Version

Thanks to Dr. Huikuan Chao for developing the string method model of
bubble nucleation and teaching me how to use it. Thanks to Prof. Richard Flagan
for suggesting the idea of comparing the bubble statistics to Poisson statistics to
evaluate whether the nucleation observed is uncorrelated.

Bubbles do not often nucleate homogeneously. As discussed in Chapter I,
bubbles prefer to nucleate with the assistance of a surface or contamination through
heterogeneous nucleation or grow from an existing microbubble when they have
the chance to do so. A bubble that nucleates homogeneously has therefore avoided
an easier pathway through a site that is seen until the mother phase can nucleate
all bubbles at once through the unseen thermal fluctuations. At this moment, all
bubbles emerge as children of the same mother phase and grow together in the same
nursery of its mother. We cannot know the location or time of the nucleation of any
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individual bubble, but through faith in the unseen workings of the mother phase,
everywhere bubbles will gain life.

In this Chapter, these are the fingerprints by which we will distinguish
homogeneous bubble nucleation from heterogeneous: randomness and rapid onset.
They are also the features of homogeneous bubble nucleation that make it difficult
to measure (as discussed in Section III.1). Homogeneous bubble nucleation results
from thermal fluctuations, so nucleation events are independent of each other and
uncorrelated. Such events are described by the Poisson statistical distribution.
In Section VI.1, we show that the time interval between observations of bubble
nucleation indeed follows behavior expected of Poisson distributed events, at least in
the experiments for which sufficient bubbles were observed for meaningful statistics.
Additionally, because homogeneous bubble nucleation occurs homogeneously, all
nucleation “sites” can nucleate bubbles simultaneously. Given the high sensitivity
of the nucleation barrier to the degree of supersaturation (see discussion of classical
nucleation theory in Section I.4), the onset of an observable rate of bubble nucleation
will be rapid in a systemwith an increasing supersaturation like the present apparatus
(see pressure profile sketched in Figure III.2). We estimate the nucleation rate as a
function of the supersaturation (estimated by the pressure) in Section VI.2 and show
that the rate increases rapidly within a short window of the degree of supersaturation
(pressure in the capillary).

We chose these fingerprints to distinguish homogeneous bubble nucleation
because drawing the distinction from the observation of a single bubble is often not
possible. In some cases, the distinction is obvious: a cluster of bubbles emanating
from an oddly shaped particle is likely the result of heterogeneous nucleation from
the cavities along with the contaminant particle. In most cases, however, an individ-
ual bubble that nucleates by homogeneous nucleation and a bubble that nucleates
by heterogeneous nucleation appear the same. This similarity is even true in the
apparatus described in Chapter III because, while the inner stream of polyol and
CO2 does not come into contact with the interior walls of the apparatus, it may
contain sub-micron particles or metastable microbubbles not detectable with optical
microscopy [1]. Bubbles can nucleate heterogeneously on sub-micron particles or
emerge from microbubbles and leave no optically detectable trace of a particle,
which often limits the experimentalist’s ability to declare that a bubble nucleated by
homogeneous nucleation (see Section 1.6 of [2]).

While we cannot ever prove that the bubbles observed nucleated homoge-
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neously without more careful elmination of sub-micron nucleation sites, we can at
least identify the bubbles whose behavior is consistent with homogeneous nucleation
(which we will define as having the two fingerprints mentioned in the introduction:
stochasticity and rapid onset with supersaturation) and estimate their rate of nucle-
ation. We can then more meaningfully compare our experimental measurements
to theoretical models of homogeneous bubble nucleation. Most models describe
homogeneous bubble nucleation because heterogeneous nucleation is dependent on
the microscopic geometry of the nucleating particles, which is often not known.
In Section VI.3, we describe a model for estimating the nucleation energy barrier
by applying the string method to the density functional theory described in Section
II.4. We then show that this model of the nucleation energy barrier can be fit to the
nucleation rates estimated from experiments in Section VI.4, while noting the lim-
itations of modeling the nucleation rates with classical nucleation theory. Finally,
we offer recommendations for the extension of this work in Section VI.5.

VI.1 Time between Nucleation Events Described by Poisson Statistics
The Poisson statistical distribution describes the occurrence of discrete,

independent, and identically distributed probabilistic events. A classic example of
such an event is the emission of a radioactive particle from an isotope undergoing
radioactive decay because the emission of one particle has essentially no effect on
the emission of the next. Under the proper circumstances, homogeneous bubble
nucleation is also described by Poisson statistics. Given a collection of identical
samples of fluid held at a fixed supersaturation, the nucleation of a bubble inside
a sample is described by the Poisson distribution. This concept was used by Dr.
AdamOlsen to estimate the nucleation rate of polyethylene oxide crystals in aqueous
droplets at different activities of water [3]. In that case, the nucleation of crystals
could take up to an hour and individual droplets could be held under fixed conditions
and observed by Mie scattering inside a droplet levitation chamber. In the present
apparatus (Chapter III), samples of polyol and CO2 in the inner stream rapidly
change in supersaturation as they flow down the observation capillary, so Olsen’s
experimental approach cannot be exactly replicated. Nevertheless, when the flow is
stable, the degree of supersaturation at a particular location along the observation
capillary remains constant. If we assume that the inner stream fluid is uniform,
the segment of fluid observed at one moment has the same likelihood of nucleating
as the segment of fluid observed at any other moment. Therefore, while the fluid
particles themselves are not identical, the properties of the fluid under observation
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are identical with respect to the factors relevant to bubble nucleation, so we treat the
fluid within the field of view as the same sample over time.

One key property of Poisson-distributed events is that their occurrences are
governed by first-order kinetics [4]. Consequently, given a collection of 𝑁0 samples,
the number of samples that has not yet nucleated decays exponentially with time
𝑁 = 𝑁0𝑒

−𝑘𝑡 , where the decay constant 𝑘 gives the frequency of nucleation events
(see discussion on pp. 2-24 to 2-25 of [3]). In the present experiment, we do
not continuously observe a sample of fluid, but although the fluid in the section
of the flow observed is constantly replaced, its replacement is essentially identical
throughout the experiment until a bubble appears. By assuming that the fluid in the
section of the flow observed does not significantly change in properties, in particular,
supersaturation of dissolved CO2, we can treat the fluid in that section as a single
“sample” in between bubbles.

The fluid within the field of view is not identical when it contains a bubble.
A bubble reduces the volume of fluid in which another bubble can nucleate both by
its volume and by the volume of fluid surrounding it from which it has collected its
CO2. Consequently, the fluid within the field of view is only identical in between
observations of bubbles. Therefore, we treat the fluid within the field of view as
if it is a single sample of fluid held at fixed supersaturation, neglecting the small
variation in the pressure and, thus, the supersaturation along the field of view. From
this perspective, the fluid within the field of view between bubble observations is
like one of the droplets in Olsen’s work, and the time between bubble observations
is a reasonable estimate for the time that a single fluid sample would take to nucleate
a bubble. However, bubbles are sometimes observed long after nucleation (see
Chapter VIII). In these cases, we cannot consider the observable segment of fluid
to have nucleated a bubble, but because it has been disturbed by the passing of a
bubble, we also cannot consider it to be an identical sample. Consequently, we only
consider segments of fluid observed between two bubbles that nucleated within the
field of view, ignoring the rest of the experiment for this analysis.

Because we only consider segments of fluid between bubbles that nucleate
within the field of view, the number of measured incubation times is few for most
experiments. Nevertheless, in a couple of experiments, enough incubation times
could be measured to compare 𝑁 to exponential decay. Measurements from two
such experiments are shown in Figure VI.1. In these experiments, the inner stream
was composed of PPG 2700 g/mol (see Table II.1) saturated with CO2 at 72 bar (7.2
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Figure VI.1: a) Time between consecutively observed nucleation events (“inter-
nucleation time”) plotted in decreasing order with schematic of an exponential decay
fit. Data taken at 77 mm while flowing a 5:1 mixture of PPG 2700 g/mol polyol
with cyclopentane saturated with CO2 at 7.2 MPa with an inlet pressure of 13.4 MPa
(too few bubbles without cyclopentane). b) The natural logarithm of the fraction of
not-yet-decayed samples log(𝑁/𝑁0) is fit to a straight line (dashed black) passing
through the origin (𝑁 (𝑡 = 0) ≡ 𝑁0), indicating exponential decay. The slope of the
fit is proportional to the nucleation rate 𝐽. c) and d) Data were taken in an identical
experiment in the absence of cyclopentane. The location of each measurement is
depicted schematically above each plot. From exponential fits (dashed lines), the
nucleation rate 𝐽 is calculated (see legend for values). The measurements in (c) were
taken at 83 mm along the observation capillary (2.3 MPa) with an inlet pressure of
13.4 MPa; the estimated nucleation rate will be represented by an orange star. The
measurements in (d) were taken at 95 mm along the observation capillary (0.4 MPa)
with an inlet pressure of 8.4 MPa; the estimated nucleation rate will be represented
with a yellow star.

MPa, 1045 psi), and flowed at 50 𝜇L/min inside a sheath of 1k5f polyol, within a
quartz capillary of 300 𝜇m inner diameter. For the data shown in Figure VI.1a,c,
the outer stream was flowed at 320 𝜇L/min, resulting in an inlet pressure of 134 bar
(13.4 MPa, 1945 psi). For the data shown in Figure VI.1b,d, the outer stream was
flowed at 210 𝜇L/min, resulting in an inlet pressure of 84 bar (8.4 MPa, 1220 psi).
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In the top row, the incubation time of each sample (horizontal axis) is plotted
to give a visual depiction of the stochasticity. The number of samples that have not
nucleated 𝑁 is computed from the data in the top row by drawing a horizontal
line at each time point on the vertical axis and counting how many bars it passes
through. In the bottom row, the natural logarithm of the fraction of the number
of samples that have not nucleated log(𝑁/𝑁0) is plotted as a function of time.
While fewer measurements were available in this experiment to draw a definitive
conclusion about the quality of the fit, at both pressures considered, 2.3 MPa (Fig.
VI.1a,c) and 0.4 MPa (Fig. VI.1b,d), the exponential decay fits reasonably well.
Note that the incubation times differ by two orders of magnitude between the two
pressures due to the significantly higher nucleation rate at the lower pressure. That
the number of samples that have not nucleated decays exponentially suggests that
the bubble nucleation observed is a Poisson process and thus is likely homogeneous.
For stronger evidence of this conclusion, see Figure VII.2.

The decay of 𝑁 is not always fit well by an exponential function. In some
cases, log(𝑁/𝑁0) contains clusters of nucleation times that follow different decay
rates. We suspect that the different clusters correspond to variations in the flow
conditions or supersaturation. Such variations may arise due to variations in the
volume occupied by bubbles at the end of the observation capillary or other flow
fluctuations. We have not explored the factors that correlate with these clusters,
however. In other cases, a few fluid samples have a significantly longer incubation
time than the others, such that most incubation times follow a single decay rate with
a few outliers. Given that we only record ∼ 10 measurements per experiment, we
suspect that these variations would be lessened by taking more measurements, as
observed in Chapter VII where nucleation rates are higher.

Asmentioned, the decay rate 𝑘 is equal to the frequency of bubble nucleation
in the sample volume. Therefore, the nucleation rate per volume 𝐽 can be computed
by dividing the frequency by the volume of the fluid sample 𝑘/𝑉 , where 𝑉 =

𝜋𝑅2
𝑖
𝐿𝐹𝑂𝑉 , with 𝑅𝑖 as the inner stream radius and 𝐿𝐹𝑂𝑉 as the length of the field

of view within which we can detect bubbles during an experiment. This estimation
method likely underestimates the nucleation rate because the cross-sectional area
of fluid that is actually at the reported degree of supersaturation is smaller than the
cross-sectional area of the inner stream due to depletion of CO2 by diffusion into
the outer stream (as discussed in Chapter V). Because we have not developed and
validated an accurate estimate for this depletion of CO2, we assume no depletion
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for consistency. The reported nucleation rates 𝐽 should thus not be interpreted
as precise estimates of the true nucleation rate, but rather as rough estimates for
comparison within the context of the present work. The nucleation rates estimated
by this method are reported in the legends of Figure VI.1c,d. These nucleation rates
are compared to the string method model in Figure VI.6. The ability to be described
by the model gives further support for our hypothesis that the bubble nucleation is
homogeneous and described by Poisson statistics.

VI.2 Estimation of Nucleation Rate vs. Pressure Indicates Rapid Onset of
Bubble Nucleation
The other property we use to demonstrate that bubble nucleation is homo-

geneous is the rapid onset with increasing supersaturation. Heterogeneous bubble
nucleation can occur at much lower degrees of supersaturation and is limited in
rate by the rate at which bubbles leave the nucleation site. Homogeneous bubble
nucleation occurs rapidly and throughout the bulk and is extremely sensitive to the
degree of supersaturation. The sensitivity of homogeneous bubble nucleation to
the supersaturation was demonstrated in the measurements of bubble nucleation in
superheated liquids by Avedisian [5] (see Figure 2, in particular).

To demonstrate the onset of bubble nucleation, we count the number of
nucleation events per time at points along the observation capillary, each corre-
sponding to a different degree of supersaturation. As discussed in Section V.3,
by fitting a model of bubble growth to a sequence of measurements of the radius
of a bubble over time, we can estimate the nucleation time by extrapolating the
model backward in time to the critical radius of nucleation. This time 𝑡𝑛𝑢𝑐 can be
converted into a distance along the observation capillary 𝑑𝑛𝑢𝑐 by multiplying by the
centerline flow speed 𝑣𝑚𝑎𝑥 (since bubbles rarely nucleate away from the center of the
inner stream). This distance can be converted to an estimate for the fluid pressure
𝑝 ≈ [(𝐿 − 𝑑𝑛𝑢𝑐)/𝐿]𝑝𝑖𝑛 for capillary length 𝐿 and inlet pressure 𝑝𝑖𝑛.

Because nucleation events can be rare, we count the number of nucleation
events within a segment of the inner stream of length 𝑑𝐿. The size of 𝑑𝐿 is chosen
such that it is larger than the uncertainty in the capillary position (about 500 𝜇m) but
smaller than the distance over which the pressure varies significantly (𝑝/(d𝑝/d𝑧),
which depends on the local fluid pressure 𝑝). In general, we bin in segments of
d𝐿 = 500 𝜇m, which corresponds to a volume of 𝑉 = 𝜋𝑅2

𝑖
d𝐿 for an inner stream

width of 𝑅𝑖. Inside each bin, we count the number of bubble nucleation events over



191

the course of a video recording (or series of recordings) that lasts a length of time
𝑡. During the recording, bubbles may be observed that are larger than the width
of the inner stream and have elongated (see Chapter VIII). Because we have only
shown that our model for bubble growth is accurate for spherical bubbles, we cannot
estimate the nucleation time for these elongated bubbles. Instead, we exclude these
bubbles from the count of nucleation events. We show the number of nucleation
events in each such bin in Figure VI.2a. The data were taken from the same set of
experiments used to produce Figure VI.1a,c.

Figure VI.2: a) A histogram of the observed bubbles estimated to nucleate within the
field of view of themicroscope fromvideo recordings taken at several locations along
the observation capillary. Error bars represent one standard deviation of Poisson
noise. Data were collected from the same experiment as Figure VI.1a,c. Location
of the measurements is depicted schematically in the diagram of the microfluidic
channel. b) By assuming that the number of nucleation events observed in a segment
of the observation capillary is the number of observed nucleation events 𝑁 in a
volume 𝑉 over a time 𝑡, the nucleation rate is calculated 𝐽 = 𝑁/(𝑉𝑡) and plotted as
a function of distance along the observation capillary (bottom axis) and estimated
fluid pressure (top axis). Error bars are Poisson noise except in the case where no
bubbles were observed (see text for explanation). The orange star represents the
nucleation rate estimated by the exponential fit in Figure VI.1c.

Having shown that the nucleation events follow Poisson statistics in the pre-
vious Section, we plot error bars representing one standard deviation of the Poisson
noise (proportional to the square root of the number of counts). From the counts
alone, the rapid increase in bubble nucleation rate at 82 mm along the observation
capillary is apparent. Nevertheless, different segments of the observation capillary
may be observed for different amounts of time, so the relevant comparison is the
nucleation rate. The nucleation rate is calculated by dividing the number of counts,
which we assume is the expected number of counts ⟨𝑁⟩, by the volume of the fluid
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segment𝑉 and the time of recording 𝑡 to get 𝐽 = ⟨𝑁⟩ /(𝑉𝑡). The resulting nucleation
rate is shown in Figure VI.2b. Note that the apparent decrease in the peak at 82 mm
relative to the other values when converting from counts in (a) to nucleation rate in
(b) is due to the longer time for which this location happened to have been observed.

While the Poisson noise offers a reasonable estimate of the uncertainty in the
number of counts, it is zero for cases where no bubbles were observed. Nevertheless,
a Poisson process may present no counts in an experiment even if it has an expected
number of counts ⟨𝑁⟩ > 1. Given an expected number of counts ⟨𝑁⟩ for a Poisson
process, the probability of observing no counts is 𝑒−⟨𝑁⟩. As a simple, first-order
approximation of the uncertainty in a measurement of no counts, we assumed that a
measurement of no counts is most likely an indication that the expected value was
less than 1.15. We chose the cutoff of 1.15 because the probability of observing
no counts given an expected value of 1.15 is 𝑒−1.15 ≈ 0.32, which is the likelihood
that a measurement of a Gaussian process is beyond one standard deviation from
the mean. Therefore, the height of the error bars for measurements of zero counts in
Figure VI.2b is the nucleation rate corresponding to the observation of 1.15 counts.

From Figure VI.2, we see that the nucleation rate rapidly increases with
distance along the capillary 𝑑 at 𝑑 = 82 mm. For 𝑑 < 82 mm, zero or one bubble
nucleation events were observed during the experiment, while for 𝑑 = 82 mm, 20
nucleation events were observed, corresponding to an increase in the nucleation rate
of at least an order of magnitude over 500 𝜇m of capillary or less than 0.1 MPa.
While the increase may appear to be small on a log scale, an order of magnitude
is a significant increase for such a small change in the supersaturation. This rapid
rise also looks less rapid due to the apparent decrease in the nucleation rate for 𝑑 >

82 mm. The nucleation rate appears to decrease because the inner stream becomes
increasingly filled with elongated bubbles, which are not included in the count of
bubble nucleation events. More measurements are needed to reduce the uncertainty
enough to probe the possibility of a sharper increase in the nucleation rate.

In Figure VI.2b, an orange star is plotted at 𝑝 = 2.3 MPa to show the pre-
diction of the bubble nucleation rate by the exponential decay method shown in
Figure VI.1c. The predicted rate is slightly below the lower bound of the error bar.
Given that nucleation rates are notoriously imprecisely measured to their exponen-
tial dependence on the system properties, we consider this agreement reasonable
between the two methods. Nevertheless, we note that the estimation of nucleation
rate by counting nucleation events likely underestimates the true nucleation rate
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due to the exclusion of elongated bubbles, leading to an underestimate of ⟨𝑁⟩, and
not accounting for the depletion of CO2 along the edges of the inner stream, lead-
ing to an overestimate of 𝑉 . Therefore, we do not comment on the possibility of
inconsistencies between the methods.

In this Chapter, we used the asymptotic square-root model to model the
bubble growth due to the greater efficiency and simplicity with little loss in accuracy,
as discussed in Section V.4. In that Section, we showed in Figure V.8 that the error
in the nucleation location 𝑑𝑛𝑢𝑐 introduced by using the square-root fit instead of
the modified Epstein–Plesset model is less than 100 𝜇m, with one outlier out of
104 having an error of 1.2 mm. To demonstrate that this error is negligible for our
analysis of bubble nucleation rates, we plot the nucleation rate estimated using each
model in Figure VI.3. The conditions are identical to those used to produce Figure
VI.1b,d. The estimated nucleation rate is identical for every segment except the four
marked with a star above. In each of these four cases, the discrepancy is within the
uncertainty. This Figure demonstrates another advantage of the square-root model
inside the red dashed box. At these values of 𝑝 and laboratory temperature (𝑇 = 22
◦C), the bubble may reach the condensation pressure of CO2 (6 MPa [6]) as a result
of the Laplace pressure during computations. Near the phase change, the model
becomes stuck in an infinite loop trying to correct for the resulting errors and no
estimate for the nucleation time is found. With the square-root model, the properties
of CO2 are all lumped into the effective diffusivity, so the nucleation time can be
estimated at these higher pressures. The accuracy cannot be evaluated relative to
the modified Epstein–Plesset model in this regime, however.

In the preceding Sections, we demonstrated that we can identify bubbles that
nucleate stochastically according to Poisson statistics (Section VI.1) and suddenly
upon small changes in the supersaturation (Section VI.2). As described in the in-
troduction to this Chapter, these two properties are unique to homogeneous bubble
nucleation and are not expected for heterogeneous bubble nucleation. Showing that
the bubbles observed have these properties is not sufficient to prove that the bubbles
nucleated homogeneously. Jones et al. suggest that significantly higher supersat-
uration ratios (order 100 or greater) are necessary for homogeneous nucleation of
bubbles from a supersaturated solution. They instead propose that bubbles that
nucleate at lower supersaturation ratios, such as those considered in this Chapter,
emerged from metastable microbubbles temporarily stabilized by trace surfactants
in the solution at sizes smaller than the spatial resolution [1]. While we cannot
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Figure VI.3: a) Nucleation rate 𝐽 estimated as a function of distance along the
observation capillary 𝑑 (bottom axis) and estimated fluid pressure 𝑝 (top axis) based
on the prediction of the nucleation time from fitting the modified Epstein–Plesset
model (see Section V.3). Error bars indicate Poisson noise except if no bubbles
were observed (see main text for discussion). The location of the measurements
is shown schematically with the diagram of the microfluidic channel. b) Same as
(a), but the nucleation time is estimated from fitting the asymptotic square-root
model (see Section V.4). This model permits the estimation of the nucleation rate
at higher pressures (red dashed box). The four locations with different estimates
for the nucleation rate between the models are marked with stars; all are within the
statistical uncertainty.

completely rule out the possibility that the bubbles observed emerged from mi-
crobubbles or other sub-micron particles due to the limited spatial resolution of our
optical microscope, we find that the behavior of the bubbles we observe to emerge
from a sub-micron size is consistent with homogeneous bubble nucleation. Thus, we
believe that they can be meaningfully compared to models of homogeneous bubble
nucleation.
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VI.3 Model of Bubble Nucleation Energy Barrier by Applying the String
Method to a Density Functional Theory
Due to the limitations of classical nucleation theory, such as assuming an

infinitesimal interface with constant interfacial tension (see discussion in Section
I.4), we developed our own model of bubble nucleation. We wanted a platform that
could incorporate the system-specific measurements of the mother phase provided
by G-ADSA (Chapter II). Having demonstrated in Section II.4 that our density
functional theory (DFT) could predict the interfacial tension between polyol-rich
and CO2-rich phases reasonably accurately, we built our model on this DFT. The
string method [7] can find the minimum free energy pathway through the free energy
landscape defined by the DFT, as demonstrated by Xu et al. [8]. A schematic of this
process is shown in Figure VI.4a,b. Figure VI.4a shows the physical process of a
bubble expanding from state 𝐴 to state 𝐵 to state 𝐶 and, finally to state 𝐷. In Figure
VI.4b, the same expansion is mapped along a two-dimensional projection of the
free energy heatmap, with lines indicating system states with the same free energy.
The initial guess for the nucleation pathway (straight black line with black circles
directly from 𝐴 to 𝐷) is pulled “taut” along the free energy landscape, shifting in the
direction of the white left-pointing arrow until the minimum free energy pathway
is found (pink line with pink circles tracing through each state). Based on the work
of Xu et al., collaborator Dr. Huikuan Chao applied the string method to the DFT
he created for modeling the interfacial tension of the polyol–CO2 mother phase
to predict the nucleation energy barrier at different points along the observation
capillary.

The output of the string method model is the density profile at each point
along theminimum free energy path to nucleation. Using the DFT, the free energy of
each density profile can be computed and plotted as a function of the volume of the
bubble, where the surface of the bubble is usually estimated by the Gibbs dividing
surface. An example of such a plot is shown in Figure VI.4c. The conditions were
chosen to match those of the experiment analyzed to estimate the nucleation rates in
the previous Section: PPG 2700 g/mol saturated with CO2 at 7 MPa (70 bar, 1015
psi) and 24 ◦C. The free energy follows the qualitative behavior expected from the
classical nucleation theory of a single nucleation barrier (marked by a star) followed
by a steady decrease in the free energy. The string method assumes a quasistatic
process that can partially equilibrate at each location along the string. In reality,
equilibrium is only achieved at the nucleation barrier where the free energy reaches
a saddle point, but the model is nevertheless valid if nucleation is slow enough
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Figure VI.4: a) Schematic of bubble nucleation (light-colored circles) in a supersat-
urated mother phase (blue background) passing through states 𝐴, 𝐵, 𝐶, and 𝐷. b)
Heatmap representing a free energy landscape for the different states passed through
during nucleation (for schematic purposes only—not related to the present work).
A pathway is guessed between the start (𝐴) and end (𝐷) states (black line with black
circles). The string method then pulls the string connecting them “taut” (follow
left-pointing white arrow) to find the minimum free energy path (pink line with
pink circles). Adapted from Alberto Giacomello et al. PNAS 2016 113(3):E262
Copyright 2016 National Academy of Sciences. c) Prediction by the string method
of the free energy along the string tracing the minimum free energy path for bubble
nucleation. The conditions are: PPG 2700 g/mol polyol saturated with CO2 at 7
MPa and 24 ◦C quenched to 0.1 MPa. The peak of the free energy (black star) is
the nucleation energy barrier (height of white upward arrow). The indices (i)–(iv)
indicate the points corresponding to the density profiles in (d). d) Density profiles
from the DFT on which the string method is based of polyol (blue lines) and CO2
(red lines) plotted in reduced units (number of beads of each compound per volume
equal to the cube of the CO2 bead size, which is 2.79 Åas given in Table II.2) as a
function of radius 𝑟 from the bubble center (in Angstroms). The free energy of each
density profile (i)–(iv) is marked in c). The region between the bubble center and
the mother phase plotted in (d) is shown schematically in the lower right with the
radial direction 𝑟 indicated.

that the state space can be explored before each nucleation event (see discussion in
Section I.4). For more details on the formulation of the string method, refer to the
presentation by Wang et al. [9].

While there is no evidence that the density profiles predicted by the DFT
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along the path found by the string method are realized in physical systems, they
provide insight into the nucleation process. Four density profiles from different
points along the nucleation pathway are shown in Figure VI.4d, which are labeled
(i)-(iv) with their size and free energy indicated by the same label in panel (c).
In this case, the nucleation process begins from a uniform mother phase (i). To
nucleate a bubble, CO2 must be collected while expelling polyol, which costs free
energy (ii). At the nucleation energy barrier, the bubble has grown to its largest size
without achieving a bulk density inside. The high free energy cost is mostly driven
by the large concentration gradients. Once the nucleation barrier is overcome, the
bubble achieves a bulk density at its core (iv). Because the bulk phase inside the
bubble is thermodynamically favorable (otherwise nucleation would not occur), the
free energy cost decreases and the bubble continues to grow. Beyond this point, the
predictions of the string method are not physically meaningful because they neglect
diffusion limitations, convection and flow, and other macroscopic behaviors.

Because the string method is based on DFT, and the DFT is based on PC-
SAFT (see Section II.4), the predictions of bubble nucleation by the string method
depend on the selection of parameters for the PC-SAFT model. As discussed in
Section II.4, an infinite set of PC-SAFT parameters can model the CO2 solubility
and interfacial tension measured with G-ADSA, but none can accurately model the
specific volume. Rather, we found one set of parameters that accurately models the
qualitative behavior of the specific volume (increases with pressure) and is similar
to those predicted by the group contribution method [10]. Another set of parameters
more accurately models the specific volume quantitatively (smaller discrepancy
from the measurements) but predicts the opposite qualitative behavior (predicts that
specific volume decreases with pressure instead of increasing). The nucleation
energy barrier predicted by the string method with each of these sets of parameters
is shown in Figure VI.5.

The conditions are the same as those used to generate the string method
predictions shown in Figure VI.4c,d. The nucleation barrier (markedwith a star) was
calculated at four ambient pressures, each corresponding to a different point along
the observation capillary: 4.0MPa, 2.0MPa, 1.0MPa, and 0.1MPa (outlet pressure)
and plotted on the right. The prediction for the parameters that achieved a more
quantitative fit of the specific volume (parameters listed in caption of Figure VI.5) is
shown on the top; on the bottom is the prediction for the parameters that achieved a
more qualitative fit (parameters listed in Table II.2). While these parameters lead to
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Plot barrier

Downstream

Downstream

Plot barrier

Figure VI.5: Left) Free energy Δ𝑤 in units of thermal energy as a function of the
bubble volume along nucleation pathways predicted by the string method for PPG
2700 g/mol polyol saturated with CO2 at 7 MPa at 24 ◦C and quenched to 𝑝𝑎𝑚𝑏 =
4.0 MPa, 2.0 MPa, 1.0 MPa, and 0.1 MPa (in order of increasing lightness of blue),
which corresponds to points further downstream along the observation capillary
(marked by white arrow). Right) The nucleation energy barrier (marked by a star) is
plotted as a function of the quench pressure 𝑝𝑎𝑚𝑏. The model used for the top uses
the PC-SAFT parameters listed in Table II.2. The model used for the bottom uses
the PC-SAFT parameters that yield a better quantitative fit of the specific volume
(see Figure II.2): 𝜎 = 3.17 Åand 𝜖 = 253 𝑘𝐵.

models that predict the sameCO2 solubility and interfacial tension, aswell as specific
volumes within 15% of each other, they caused differences in the prediction of the
nucleation barrier by the string method of 20–40 𝑘𝐵𝑇 . Given that the nucleation
rate depends on the negative exponent of the nucleation energy barrier scaled by
𝑘𝐵𝑇 , these discrepancies correspond to multiplicative differences of 108–1017 in the
nucleation rate.

Because of the extreme sensitivity of the string method’s prediction of the
nucleation rate on the PC-SAFT parameters, the value of the string method for
quantitative predictions is limited without a more rigorous and precise method for
estimating the PC-SAFT parameters. While the string method provides helpful
qualitative insights into the nucleation pathway by estimating the density profiles
along the way, the uncertainty in the nucleation energy barrier is likely too high
to be useful. Furthermore, the string method does not provide an estimate of the
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coefficient 𝐽0 needed to estimate the nucleation rate 𝐽 = 𝐽0𝑒
−Δ𝑊/𝑘𝐵𝑇 . The value

of 𝐽0 may vary by several orders of magnitude depending on whether nucleation is
limited more by diffusion, interfacial tension, or viscosity [11], none of which is
accounted for in the string method. Despite these limitations of the application of
the string method, we explore the possibility of modeling the measured nucleation
rates with the string method in the following Section.

VI.4 String Method Model Can Be Fit to Measured Nucleation Rate While
Classical Nucleation Theory Cannot Be
Despite the extreme sensitivity of the string method predictions of the nu-

cleation barrier to the PC-SAFT parameters used in the model, we attempt to use its
predictions to model the data from Sections VI.1 and VI.2. Given that the PC-SAFT
parameters that achieved a qualitative fit of specific volume (see Table II.2) led to
reasonable nucleation barriers near 10 𝑘𝐵𝑇 (bottom right of Figure VI.5), we select
that parameter set for our model. Because the string method does not treat the
nucleation coefficient 𝐽0, we treat it as a fitting parameter to the nucleation rates
reported in Figure VI.2. We find that the value 𝐽0 = 1020 /m3.s yields a reasonable
model for the data, as shown in Figure VI.6, with the experimental measurements
shown in panel (a) and the predictions of the fitted string method model in panel
(b). While we cannot comment on why such a value yields a reasonable agreement,
especially given the likelihood that the estimates of the measured nucleation rate are
lower than the actual rate, the model qualitatively captures the observed behavior.
In the experiment, an increase in the nucleation rate by a factor of 10 was observed
from 2.5 MPa to 2.4 MPa. The model shows an increase in the nucleation rate by a
factor of 10 from 1012 to 1013 / m3.s from 2.6 MPa to 2.2 MPa (see inset). While
the model predicts a steeper decrease in the nucleation rate at higher pressures,
the uncertainty in the measurements is too large to determine if the nucleation rate
decreased as rapidly in the experimental system.

We also compared the measured nucleation rate estimated using the fit to
Poisson statistics from Section VI.1. The estimated nucleation rate 𝐽 from Figure
VI.1c for a pressure of 2.3 MPa is plotted with an orange star and that from Figure
VI.1d for a pressure of 0.4MPa is plottedwith a yellow star. Surprisingly, both values
are close to the model predictions. While the string method model is not robust
to parameter selection, the model resulting from this particular set of parameters
captures the measurements of nucleation rate available.
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Figure VI.6: a) Same plot of estimated nucleation rate from experiments as a
function of degree of supersaturation along the observation capillary as in Figure
VI.2b, repeated for convenience, now with the fitted model from the string method
plotted as a black dashed line. b) Model of bubble nucleation rate 𝐽 using the
string method model used to generate the top plots in Figure VI.5. Black box
indicates the axis limits of (a) for more direct comparison. The orange star indicates
the nucleation rate estimated from Figure VI.1c and the yellow star indicates the
nucleation rate estimated from Figure VI.1d.

Classical Nucleation Theory
While we focused on the string method model, we want to address the

limitations of classical nucleation theory (CNT) that persuaded us not to pursue it
as a model of bubble nucleation. CNT assumes that (1) the interface between the
bubble and the mother phase is infinitesimal and (2) the interfacial tension remains
constant during nucleation. However, the present thesis has shown that (1) the
interface between the bubble and the mother phase has a significant accumulation
of CO2 (see Figure II.S14) and (2) the interfacial tension varies significantly during
bubble nucleation (see purple line in Figure V.7). Therefore, we do not expect
CNT to model bubble nucleation in the present system accurately, although it is
sometimes used to model bubble nucleation in polymer foams in the literature [12].

To give quantitative evidence of the poor suitability of CNT for modeling
bubble nucleation in this system, we estimate the nucleation energy barrier predicted
by CNT at the outlet of the observation capillary under the same conditions as used
for the string method model in this Section. Based on the more convenient form of
the nucleation energy barrier in equation I.6, the nucleation energy barrier
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Δ𝐺∗

𝑘𝐵𝑇
=

16𝜋
3

𝛾3

(Δ𝑝)2𝑘𝐵𝑇

where Δ𝑝 = 𝑝𝑠𝑎𝑡 − 𝑝 with 𝑝𝑠𝑎𝑡 representing the pressure at which the gas was
originally saturated into the fluid.

At the outlet of the observation capillary, the pressure is atmospheric pres-
sure, 0.1 MPa. At this pressure, the interfacial tension between the polyol-rich
and CO2-rich phases is 𝛾 ≈ 30 mN/m (see Figure II.3a), assuming equilibrium is
rapidly attained. In our example, the saturation pressure was 𝑝𝑠𝑎𝑡 = 7 MPa. This
formulation of CNT thus estimates the nucleation barrier to be

Δ𝐺∗ ≈ 16𝜋
3

(0.03 N/m)3

(7 × 106 Pa − 105 Pa)2(10−23 J/K) (300 K)
∼ 1000

Anucleation energy barrier of 1000 𝑘𝐵𝑇 is unphysically low and suggests that
nucleation would be impossible, despite our observations that nucleation happens
readily at higher pressures. While CNT could be adapted to achieve more physically
relevant results, such as by adjusting the interfacial tension based onDFT predictions
[8], we focused on the string method model due to the greater physical insight it
provided.

In the present Section, we showed that some observations of bubble nu-
cleation in a mixture of polyol supersaturated with CO2 occur both stochastically
and increase in nucleation rate sharply with supersaturation. We showed that the
nucleation is stochastic by fitting the time between nucleation events, the “incuba-
tion time” of the inner stream, to an exponential decay, which is characteristic of
the independent and identically distributed events of a Poisson process (see Figure
VI.1). We showed that the nucleation rate sharply increases with supersaturation by
estimating the nucleation rate at various locations along the observation capillary,
which corresponds to various fluid pressures and thus degrees of supersaturation.
The rate of bubble nucleation increased by at least an order of magnitude over a
change in the pressure of about 0.1 MPa (see Figure VI.2). These two properties
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provided support for our hypothesis that most of the bubble nucleation included in
the analysis is consistent with homogeneous nucleation rather than heterogeneous.
Therefore, we compared these estimates of bubble nucleation rate to a theoretical
model that applied the string method to the density functional theory discussed
in Chapter II. While the model was extremely sensitive to certain parameters (see
Figure VI.5), it could reasonably model the estimated nucleation rates with the
introduction of a fitted coefficient (see Figure VI.6). Classical nucleation theory,
however, predicted extremely high nucleation barriers that would have suggested
bubble nucleation were impossible under the conditions considered.

VI.5 Recommendations for Future Work
The most natural next step for future work on this topic is to take more

measurements of bubble nucleationwith the currentmethod and perform the analysis
presented on a larger dataset. By taking more measurements, the number of bubbles
observed at each location increases, decreasing the relative size of the Poisson
noise. By reducing uncertainty in the estimated nucleation rate, we can more
precisely test our hypothesis that the bubble nucleation rate increases sharply with
supersaturation, as is typical for homogeneous bubble nucleation. Taking more
measurements can also expand the parameter space explored and reveal trends. For
example, by varying the saturation pressure of CO2, the assumption by classical
nucleation theory that only the difference between the saturation pressure and the
fluid pressure determines the bubble nucleation energy barrier (assuming a fixed
interfacial tension; see equation I.6) could be tested. Additionally, by varying the
flow speed, the role of depletion of CO2 could be tested.

Another flow property that could be varied would the width of the inner
stream. Because the number of nucleation events is proportional to the volume
of the supersaturated fluid, for a given volume of fluid, only a limited range of
nucleation rates will result in enough bubble nucleation events to be detected but
not so many that they significantly deplete the available CO2 and space to nucleate
in. By increasing that volume, smaller nucleation rates can produce a detectable
quantity of nucleation events; by decreasing that volume, larger nucleation rates
will nucleate few enough bubbles to be measured. The width of the inner stream
affects many other properties, however. The wider the inner stream, the faster the
flow. Flow that is too fast will cause motion blur, reducing spatial resolution, and
increase the distance traveled between frame captures, reducing time resolution. A
wider inner stream will also lose a smaller fraction of CO2 through diffusion into the
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outer stream. In fact, in experiments, the number of observed bubbles dramatically
increased with the increase in the inner stream flow rate despite a negligible change
in the inlet pressure. If the inner stream is too narrow, it will lose its CO2 more
quickly both due to the smaller quantity of CO2 contained and the longer residence
time due to the slower flow speed. Within these limits, however, the variation of
the inner stream radius can increase the range of bubble nucleation rates that can be
probed with this method.

The conclusions of this Chapter could also be probed more rigorously
through more careful and thoughtful analysis. In the present analysis, the entire
inner stream is considered to be uniformly supersaturated based on the assumption
that no CO2 has been lost to diffusion and no bubbles are occupying space in the
stream. In reality, a significant fraction of the inner stream has typically lost enough
CO2 that bubble nucleation is significantly suppressed. Additionally, not only can
bubble nucleation not occur when a bubble is occupying a region of the inner stream,
but it may also be suppressed in the wake of CO2-depleted fluid it leaves behind
(see discussion of the wake in Chapter VIII for more details). Accounting for the
reduction in the volume of supersaturated fluid that can nucleate bubbles caused by
these phenomena may significantly increase the estimated nucleation rate.

Another important part of the analysis is the accurate estimation of the fluid
pressure. Because of the small dimensions of the capillary and the impossibility
of machining ports into it, the pressure along the observation capillary cannot be
directly measured with a pressure transducer. The introduction of mechanophores or
compressible microbubbles could someday provide an estimate of the local pressure,
assuming that they can be tailored to tolerate pressures over 10 MPa and adjust to
the local pressure on the scale of milliseconds. Nevertheless, the pressure could
also be estimated through indirect means. For example, given that we can estimate
the inlet pressure reasonably accurately, we assume that deviations from a linear
pressure drop are the result of bubbles in the inner stream, over which the pressure
drop is negligible (see Figure 8 of Khandekar et al. [13]). By measuring the fraction
of the time that the inner stream is occupied by a bubble along its length, one could
estimate the reduction in the pressure drop across that portion of fluid by integrating
this fraction from the outlet of the observation capillary.

While we showed reasonable agreement between a string method model
and estimated nucleation rates from experiments, the high sensitivity of the string
method model to the PC-SAFT parameters limits its utility without precise estima-
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tion of these parameters. A more precise estimate of these parameters would thus
increase the utility of the string method, although it may require the incorporation
of association interactions (see discussion in Section II.5).

More precise comparison with the string method predictions of the nu-
cleation barrier could also be achieved by estimating the nucleation barrier from
measurements of the nucleation rate at different temperatures but fixed supersatura-
tion using the second nucleation theorem, as originally presented by Ford [14] and
further explained by Laaksonen and Malila [15]. The second nucleation theorem
relates the derivative of the logarithm of the nucleation rate with temperature at
fixed supersaturation to the nucleation energy barrier. Changing the temperature
changes the degree of supersaturation, so to keep the degree of supersaturation
consistent between measurements of the bubble nucleation rate taken at different
temperatures, nucleation must be observed at higher pressures for higher tempera-
tures. The pressure corresponding to the desired degree of supersaturation at a given
temperature could be determined using the PC-SAFT model discussed in Section
II.4. The distance along the observation capillary corresponding to that pressure
could be estimated based on our assumption of a constant pressure gradient from
the entrance to the exit of the observation capillary with a small correction for the
reduced pressure gradient in the region near the exit of the capillary where a foam
is formed.
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C h a p t e r VII

Other Mothers: Effects of Additives to the Mother Phase on Bubble
Nucleation

“With a Little Help from My
Friends”

by John Lennon / Paul McCartney

High-pressure sampling experiments were performed at the Dow TXINN
research facility in Lake Jackson, TX, with the tremendous help of Dr. Thomas C.
Fitzgibbons, Marla Gilbert, and Dr. James Griffith. The experiment was designed
by Dr. Bill Winniford, Dr. Steve Horvath, Dr. James Griffith, Dr. Thomas C.
Fitzgibbons, and Prof. Julie Kornfield. Dr. Brenton L. Drake provided invaluable
assistance with safety precautions to mitigate the risk of flammability when using
cyclopentane. The discovery of the prediction of two-stage bubble nucleation with
the string method, as well as the development of the PC-SAFT model of ternary
phase behavior are the work of Dr. Huikuan Chao under Prof. Zhen-Gang Wang.

In Chapter I, we proposed to study a model system of polyurethane con-
sisting of polyol and CO2 instead of a complete polyurethane formulation. By
studying a simple system, we could focus on a single driving force for the nucleation
of bubbles—the supersaturation of dissolved CO2—which simplified instrument
development (Chapter III) and analysis of nucleation (Chapter VI). However, bub-
ble nucleation in polyurethane is affected by the many other components involved,
such as chemically reactive isocyanate, hydrocarbon-based physical blowing agents
(PBAs), water (chemical blowing agent), surfactants, catalysts, and flame retardant,
and the processing conditions, such as temperature increase and cross-linking re-
action. While a high-quality polyurethane foam typically requires each of these
aspects to work in concert, studying the effect of adding each one-by-one on bubble
nucleation can elucidate the specific role of each in a way that previous work on
complete formulations cannot.

In this Chapter, we present our first steps toward understanding the individ-
ual effects of these other aspects of polyurethane foaming, focusing primarily on the
effect of adding cyclopentane, a hydrocarbon physical blowing agent (PBA) used to
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replace ozone-depleting PBAs like CFCs and HCFCs (Section I.3). We focused on
cyclopentane because its role in polyurethane foaming and, more specifically, in bub-
ble nucleation during polyurethane foaming is not well understood. As discussed in
Section I.3, the primary motivation to add cyclopentane in commercial polyurethane
foam formulations is that the heat released by the exothermic polyurethane and urea
synthesis reactions vaporizes the initially liquid cyclopentane early in the foaming
process (the boiling point of cyclopentane is 49 ◦C, while the PU foam can reach
120 ◦C [1] to 190 ◦C [2]). Many studies have shown that the addition of cyclopen-
tane increases bubble nucleation and decreases cell size in polyurethane foaming
[3–5]. In all of these experiments, however, the polyurethane foam is heated above
the boiling point of cyclopentane (49 ◦C), so the increase in bubble nucleation is
explained as the result of vaporizing cyclopentane enough to nucleate on its own,
independent of the CO2 or other blowing agents involved.

Here, we will explore the role that cyclopentane plays in enhancing nucle-
ation of CO2-rich bubbles. This question has not been considered in the literature
to our knowledge, but is motivated by findings in related systems. In a ternary
mixture of polymer, solvent, and gas (like polyol, cyclopentane, and CO2), a three-
phase coexistence is both predicted [6] and observed [7] to be thermodynamically
stable within a finite window of temperature and pressure. The significance of
three-phase coexistence for nucleation behavior was highlighted by Müller et al.
[8], who showed that, near a three-phase region, a solvent-rich liquid wets the in-
terface of bubble embryos and may condense into a liquid-like phase in the bubble
interior. This partial condensation reduces the interfacial tension along the bubble
relative to a vapor-like bubble, which reduces the nucleation energy barrier, as first
predicted in a binary mixture of polymer and gas by Talanquer and Oxtoby [9].
Bubble nucleation may proceed through this partially condensed state even if it is
not thermodynamically favorable as a result of Ostwald’s rule, which states that the
nucleated phase may be that which is closer in free energy to the mother phase rather
than the phase with the minimum free energy [10]. Such a low-barrier pathway to
nucleation would not require the addition of heat. We show experimentally that the
addition of cyclopentane significantly increases the bubble nucleation rate without
the addition of heat in the vicinity of an experimentally demonstrated three-phase
coexistence. We also present a theoretical model using string method based on DFT
to show that the addition of cyclopentane opens up a two-stage nucleation pathway
with a significantly lower nucleation barrier, something that classical nucleation
theory cannot capture.
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We also briefly discuss the effect of adding surfactant. Surfactants are added
to polyurethane foams both to reduce the energy barrier to nucleate bubbles (by
reducing the interfacial tension that opposes nucleation) and to stabilize bubbles as
they grow [2].

Many other studies have explored the effects of adding solid particles to
increase bubble nucleation. As discussed in Section I.3, solid particles are not
typically included in rigid polyurethane foam (RPUF) formulations [11]. Given their
limited use in industry and the challenges of thoroughly cleaning out nanoparticles
between experiments, we did not explore their effects on bubble nucleation in the
present work. Nevertheless, the addition of particles can provide unique insight into
the role of particles in the current system, as discussed in Section VII.4.

Polyurethane foams also contain flame retardants and chemical catalysts that
drive the polyurethane synthesis reaction. Their effects on bubble nucleation have
not been thoroughly explored in the literature. These compounds are added in small
quantities and are not intended to change the foam structure, but a study to verify
the assumption that they have a negligible effect on bubble nucleation would be
valuable.

VII.1 Adding Cyclopentane Dramatically Increases Bubble Nucleation in
Polyol–CO2 Foam

Estimating Nucleation Rate from Bubble Counts
We demonstrate that adding cyclopentane increases bubble nucleation by

estimating bubble nucleation rates from a foaming experiment performed under
identical conditions as that in Section VI.4. In this case, however, cyclopentane was
mixed with the polyol (PPG 2700 g/mol) in a ratio of 1:5 by weight before dissolving
CO2 into the solution inside a Parr reactor. Based on the PC-SAFT model of this
ternary mixture of PPG 2700 g/mol, cyclopentane, and CO2 described in Section
VII.3, under the saturation pressure of 7.2 MPa near laboratory temperature of 22
◦C, the resulting mixture would be roughly 50% PPG, 10% cyclopentane, and 40%
CO2 by weight. Because few of the measurements of bubble nucleation in the PPG–
CO2 mixtures shown in Chapter VI contained enough data points to estimate the
nucleation rate by the exponential decay in the incubation time (see Figure VI.1),
we first estimate the nucleation rate in the PPG–cyclopentane–CO2 mixture using
the method of converting counts of nucleation events at a given supersaturation into
a nucleation rate (as depicted in Figure VI.2). These estimates of the nucleation rate
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for the mixtures with and without cyclopentane are shown in Figure VII.1.

Figure VII.1: Comparison of bubble nucleation rate 𝐽 vs. supersaturation estimated
by counting nucleation events at different locations along the observation capillary
𝑑 (lower horizontal axis), which corresponds to different fluid pressures 𝑝 (upper
horizontal axis). In both cases, the polyol is PPG 2700 g/mol, CO2 is saturated at
7.2 MPa and 22 ◦C, and the inlet pressure was 13.ltd a) Mixture of polyol and CO2
(same as in Figure VI.2b). b) Mixture of polyol, cyclopentane, and CO2 prepared
under the same conditions, for which polyol and cyclopentane were added in a ratio
of 5:1 by weight. Stars indicate the estimates of the nucleation rate by fitting the
inter-nucleation times to an exponential decay based on Poisson statistics described
in Section VI.1; error bars are shown but are smaller than the markers.

Bubble nucleation in the mixture containing cyclopentane (C5) (Figure
VII.1b) occurs at a lower degree of supersaturation (higher pressure) and at a
faster rate than in the mixture without cyclopentane (Figure VII.1a). While the
mixture without cyclopentane does not exceed an estimated bubble nucleation rate
of 1013/m3.s until the pressure is estimated below 2.4 MPa, the mixture with cy-
clopentane does so at an estimated pressure of 3.5 MPa. Once the pressure has
dropped to 2.4 MPa, the nucleation rate in the mixture containing cyclopentane has
increased by at least an order of magnitude. Because the current algorithm does not
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exclude the volume occupied by elongated bubbles (see discussion in Section VI.5),
which become more frequent at lower pressures, the true nucleation rate is likely
higher. Interestingly, the bubble nucleation rate for the mixture with cyclopentane
does not increase as abruptly as the measurements of the rate for the mixture with-
out cyclopentane appeared to suggest. Rather, the bubble nucleation rate increases
quickly but steadily, similarly to the prediction by the string method shown in Figure
VI.6b. Last, it is possible that the increased number of bubbles in the inner stream in
the mixture with cyclopentane results in a lower fluid pressure near the outlet of the
observation capillary than in the mixture without cyclopentane, where there were
fewer bubbles. Consequently, the estimated pressures may be lower for the mixture
with cyclopentane than listed. Nevertheless, even if the pressure were overestimated
for the mixture containing cyclopentane, the cause of the overestimation would be
the increased amount of bubble nucleation relative to the mixture not containing
cyclopentane. Therefore, we can still conclude that the addition of cyclopentane
significantly increased bubble nucleation and reduced the supersaturation required
to nucleate bubbles.

Estimating Nucleation Rate from Poisson Statistics
Because of the high rate of bubble nucleation in the mixture containing

cyclopentane, enough bubbles could be detected in experiments to estimate the
nucleation rate from the exponential decay of the incubation time (as depicted in
Figure VI.1). Not only was the rate higher, but visual observation showed that
small, spherical bubbles were less likely to be interrupted by elongated bubbles,
leading to a higher proportion of consecutive bubble nucleation events. In fact, the
number of consecutive observations of bubble nucleation was so much higher with
cyclopentane that we could test for the exponential decay of the incubation time
characteristic of a Poisson process much more rigorously than in Chapter VI. One
example of the exponential fit to this decay is shown in Figure VII.2. Whereas fewer
than ten nucleation events were available for the analysis of bubble nucleation in
the PPG–CO2 mixture in Figure VI.1, almost 300 were available for the analysis
of bubble nucleation in the PPG–cyclopentane–CO2 mixture in Figure VII.2. The
distribution of the incubation times of these events is shown in panel (a) and the
decay of the number of non-nucleated “samples” 𝑁 (see discussion of this method
in Section VI.1) is shown in panel (b). The exponential fit (dashed line) fits the data
well, providing stronger support of our hypothesis that the bubbles we are observing
nucleate according to a Poisson process, and thus behave as if they were nucleated
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by homogeneous nucleation.

Figure VII.2: Exponential decay method for estimating nucleation rate of PPG–
C5–CO2 mixture under the same experimental conditions as in Figure VII.1. a)
Inter-nucleation times as measured at 77 mm along the observation capillary (fluid
pressure of 𝑝 = 3.1MPa, depicted schematically on diagramofmicrofluidic channel)
according to the technique described in Section VI.1 for each nucleation event
detected. b) The logarithm of the fraction of non-nucleated fluid samples log(𝑁/𝑁0)
(blue triangles) plotted as a function of time and fit to an exponential function
(dashed line). A lower bound on the nucleation rate 𝐽 is estimated by dividing
the frequency (the decay constant of the exponential fit) by the volume of fluid
(some of which is depleted of CO2). c) Nucleation rate 𝐽 as a function of distance
along the observation capillary 𝑑 (lower horizontal axis) and estimated pressure
in the capillary 𝑝 (upper horizontal axis). The bars represent the nucleation rate
estimated by counting nucleation events in each segment of the capillary (same
a Figure VII.1b). The bars decrease every 2 mm due to diminished detection of
bubbles along the edges of the field of view caused by vignetting—we expect these
rates to be similar to those nearby. The nucleation rate estimated from fits such as
the one shown in (b) are superimposed (black stars). The nucleation rate was lower
when the same measurements were performed a few hours later—these are omitted
since we do not know how the system may have changed during this time.

As discussed in Section VI.1, the decay constant of the exponential fit to
the decay of non-nucleated samples 𝑁 gives the frequency of bubble nucleation,
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which can be converted into the nucleation rate 𝐽 by dividing by the observed
volume. In Figure VII.2c, the nucleation rate estimated in this way is superimposed
as stars on the bar chart of nucleation rate estimated by counting nucleation events
(same bar chart as in Figure VII.1b). Note that the nucleation rate estimated with
Poisson statistics upon the addition of cyclopentane is similar in Figure VII.2 as in
Figure VI.1d without cyclopentane, yet the number of consecutive nucleation events
was much higher for cyclopentane (compare with Figure VI.1b). This discrepancy
is likely the result of having fewer interruptions of consecutive nucleation events
by elongated bubbles, which become more common farther downstream, as was
the case for the measurement in Figure VI.1b,d. Both methods of estimating the
nucleation rate are within an order of magnitude of each other and show a similar
rate of increase in the nucleation rate with decreasing pressure. We still expect that
the volume of fluid by which we divide the frequency to obtain the nucleation rate
𝐽 is overestimated, and thus, the nucleation rate is underestimated (see discussion
in Section VI.5), but the rough agreement between the two methods suggests that
the estimates of nucleation rate are consistent. This consistency further supports
our conclusion that the addition of cyclopentane significantly increases the rate of
bubble nucleation and allows for bubble nucleation at a lower supersaturation. In
the next Section, we explore a possible explanation for this effect by adapting our
string method model from Section VI.3 to a ternary mixture of PPG, cyclopentane,
and CO2.

VII.2 String Method Based on DFT Predicts Two-stage Bubble Nucleation
with Cyclopentane
Using the string method based on DFT described in Section VI.3, we esti-

mated the nucleation pathway of supersaturated mixtures of polyol–C5–CO2 (where
C5 represents cyclopentane) under depressurization. The DFT was extended to
consider three components. Once again, the parameters describing each component
were determined by fitting a PC-SAFT model to experimental measurements of
the composition at different temperatures and pressures. These measurements are
described in greater detail in the following section (Section VII.3).

Using this string method model, we estimated the nucleation pathway of
supersaturated PPG–cyclopentane–CO2 mixtures with different weight fractions of
cyclopentane. In this case, we mean the weight fraction of cyclopentane in the
saturated mixture of PPG, cyclopentane, and CO2, which we will call 𝑤𝐶5. In the
experiment analyzed in the previous Section, 𝑤𝐶5 = 0.1. In Figure VII.3, we show
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the nucleation free energy along the nucleation pathway found by the string method
for𝑤𝐶5 = 3.5%, 15%, 16%, and 17.8%. The polyolwasmodeled using the PC-SAFT
parameters for PPG 2700 g/mol (see Table II.2) and was saturated with CO2 at 8
MPa and 28 ◦C. The nucleation pathway was computed upon quenching the pressure
to 0.1 MPa. As the weight fraction of cyclopentane increases, the peak value of
the nucleation energy, the nucleation energy barrier, decreases significantly. While
the nucleation barrier is about 20 𝑘𝐵𝑇 for 𝑤𝐶5 = 3.5%, it decreases to about 8 𝑘𝐵𝑇
upon increasing 𝑤𝐶5 to 15%. The string method model’s prediction of a significant
decrease in the nucleation energy barrier upon the addition of cyclopentane is
consistent with our observation of a significant increase in the nucleation rate in
foaming experiments when the polyol is mixed with cyclopentane.

One possible explanation for the reduction in the nucleation barrier upon
the addition of cyclopentane is the emergence of a two-stage nucleation pathway
upon the addition of sufficient cyclopentane. Already at 𝑤𝐶5 = 17.8% (red line
in Figure VII.3a), the nucleation pathway has two peaks, each marked with a star.
The presence of two peaks along the pathway indicates that the nucleation process
is split up into two stages. Because the string method finds the pathway with the
lowest nucleation energy, its selection of a two-stage nucleation pathway indicates
that the two stages have a lower free energy than single-stage alternatives. Those
two stages appear to be a liquid–liquid phase separation followed by a vaporization
of the liquid droplet, as depicted in Figure VII.3b.

We present two forms of evidence that suggest that the two stages of nucle-
ation are liquid–liquid phase separation and vaporization. The first evidence comes
from an analysis that we refer to as “incipient phase analysis.” In incipient phase
analysis, we estimate the chemical potential of the mother phase immediately after
quenching the pressure and solve for the composition of a phase with the same
chemical potential. This phase is not in equilibrium with the mother phase because
the pressures of the two phases are not set to be equal, so only chemical and thermal
equilibrium are considered. Nevertheless, we propose that the composition of this
phase might indicate the composition of the initial nucleus that forms upon super-
saturation, even if the composition of the final phase at equilibrium is different. To
estimate the chemical potential of the mother phase immediately after the pressure
quench, we assume that the relative ratios of components remain fixed but allow the
overall density to vary until the pressure matches the quenched pressure. Using the
resulting composition, the chemical potential of the mother phase can be computed.
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FigureVII.3: a) Nucleation energy barrier (normalized by the thermal energy 𝑘𝐵𝑇 as
a function of the bubble volume (cubic nanometers) as a bubble nucleates in amixture
of 1k2f polyol (see Table II.1 for properties), cyclopentane, and CO2. The mixture is
saturated at 8 MPa and depressurized instantaneously to 0.1 MPa. The temperature
is fixed at 28 ◦C. The string method identifies the minimum energy pathway, which
is shown for four different weight fractions of cyclopentane: 3.5% (black), 15%
(green), 16% (blue), and 17.8% (red). At the three highest concentrations of
cyclopentane, the nucleation pathway has two peaks, meaning nucleation occurs in
two stages: (1) liquid–liquid separation (dark blue star) and (2) vaporization of liquid
(light blue star). b) Depiction of two stages of bubble nucleation. First, the uniform
mother phase (gray) nucleates a bubble with a liquid-like density (green) surrounded
by a high concentration of CO2 and cyclopentane (yellow border) through liquid–
liquid phase separation. Second, the liquid-like bubble vaporizes (light blue) and
grows into a larger bubble with a vapor-like density. Plot produced by Dr. Huikuan
Chao.

The result of the incipient phase analysis is shown in Figure VII.4a. The
grand potential density 𝑔 is plotted as a function of the weight fraction of cyclopen-
tane in the mother phase 𝑤𝐶5. The analysis identified two classes of phases that are
likely to nucleate upon a pressure quench from 8 MPa to 0.1 MPa. At low weight
fractions of cyclopentane, a vapor-like phase (red line) is expected. Upon reaching a
sufficiently high weight fraction of cyclopentane (𝑤𝐶5 ≈ 15 %), a liquid-like phase
(a phase with a liquid-like density) may nucleate (blue line). The liquid-like phase
is less energetically favorable than the vapor-like phase until 𝑤𝐶5 > 42 %, which is
far beyond the relevant quantity for polyurethane foaming. While energetically less
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Figure VII.4: Nucleation behavior of mixtures of 1k2f polyol (see Table II.1),
CO2, and cyclopentane (C5) saturated at 8 MPa and depressurized to 0.1 MPa with
temperature maintained at 28 ◦C. a) The free energy density of phases that can
nucleate under supersaturation relative to the mother phase upon depressurization
(𝑔), as computed using the incipient phase analysis, plotted as a function of theweight
fraction of cyclopentane 𝑤𝐶5 in the saturated mother phase. For 𝑤𝐶5 < 0.17, only
a vapor phase (red line) can nucleate. At higher 𝑤𝐶5, a liquid phase (blue line)
may nucleate. While it is less energetically favorable than the vapor phase for
𝑤𝐶5 ∈ [0.17, 0.43], it may still nucleate by Ostwald’s phase rule [10]. The blue
circle corresponds to the blue line in (b). The red circle with a solid outline
corresponds to the solid red line in (b) and that with the dashed outline corresponds
to the dashed red line in (b). b) Nucleation energy barrier nondimensionalized by
the thermal energy 𝑘𝐵𝑇 as a function of the bubble volume for different weight
fractions of C5 (same as in Figure VII.3). The blue line (𝑤𝐶5 = 16 %) corresponds
to a single-stage nucleation of a phase with a vapor-like density. The solid red
line (𝑤𝐶5 = 17.8 %) corresponds to a two-stage nucleation of a liquid-like phase
followed by a vaporization into a vapor-like phase. The dashed red line corresponds
to a single-stage nucleation of a liquid-like phase. Note that the vapor-like phase
of the solid red line soon becomes energetically favorable over the liquid-like phase
of the dashed red line, indicating that, ultimately, a vapor-like bubble is preferred.
Plots produced by Dr. Huikuan Chao.

favorable, the liquid-like phase has an energy more similar to the mother phase (𝑔
= 0), and the Ostwald rule predicts that such a phase is the more likely to nucleate
[10].

To understand the difference between the vapor-like and liquid-like routes to
bubble nucleation, we plot the free energy along the nucleation pathway predicted
by the string method model for both conditions in Figure VII.4b. The blue line
corresponds to 𝑤𝐶5 = 16 %, marked by the light blue circle in panel (a). This
pathway represents nucleation directly to a vapor-like phase and has a single peak,
indicating a single stage. The red line corresponds to 𝑤𝐶5 = 17.8 % and has two
peaks representing two stages of bubble nucleation. At this weight fraction of
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cyclopentane, both vapor-like (marked by the red circle with a solid black outline
in (a)) and liquid-like (marked by the red circle with a dashed black outline in (a))
phases can be formed. While the solid line in (b) represents the nucleation pathway
predicted by the string method model, the dashed line represents the nucleation
pathway taken if constrained to the liquid-like phase. These two pathways coincide
up to the second peak, which suggests that the first peak corresponds to liquid–
liquid phase separation. The pathways then diverge, with the liquid-like pathway
(dashed line) having the higher free energy. While the string method model cannot
be trusted beyond the peak, this discrepancy between the pathways suggests that the
liquid-like bubble does not proceed with a liquid-like density. Instead, we assume
that it transitions to a vapor-like density before reaching the vapor-like equilibrium
phase.

The other form of evidence we present to show that the bubble undergoes
liquid–liquid phase separation followed by vaporization at 𝑤𝐶5 = 17.8% is the den-
sity profiles predicted by the DFT at different stages along the nucleation pathway.
A handful of these density profiles is shown in Figure VII.5 with the corresponding
points along the free-energy curve indicated by red arrows. Before bubble nucle-
ation, the system begins at a uniform composition equal to the bulk composition seen
on the right of the density profile plots in Figure VII.5. Upon nucleation (see panel
(i)), the nucleating phase (left of the density profile) has acquired a higher concen-
tration of CO2 (blue line) and cyclopentane (green line) and pushed out polyol (blue
line), and has a liquid-like density similar to the bulk fluid. Upon reaching the first
nucleation barrier (ii), the cyclopentane concentration decreases in the center of the
nucleating phase and almost all the polyol is expelled. Because the density of the
nucleus remains liquid-like, however, we classify this stage as liquid–liquid phase
separation. The interfacial tension between two liquids is typically much smaller
than at an interface between a vapor and liquid, and because the primary energetic
cost is the formation of a new interface, this lower interfacial tension is likely the
reason for the lower nucleation energy barrier of this stage than the single-stage
nucleation into a vapor. The composition remains similar between the two nucle-
ation energy peaks (iii), but upon reaching the second nucleation energy peak (iv),
the composition of the nucleus changes dramatically. While CO2 and cyclopentane
remain accumulated along the bubble surface, there is almost no cyclopentane in
the core of the bubble and the CO2 concentration is also much lower, resulting in
a vapor-like density at the core. This vapor-like region expands beyond the second
peak (v), so we classify this stage as the vaporization of the liquid bubble. Therefore,
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we suggest that one reason why adding cyclopentane to the polyol dramatically in-
creases the nucleation rate is that it can phase separate into a metastable liquid-like
phase with CO2 before vaporizing, which requires less energy than nucleating a
vapor-like phase all at once.
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Figure VII.5: Center) Nucleation barrier in units of 𝑘𝐵𝑇 as a function of the bubble
size for a mixture of 1k2f polyol (see Table II.1), CO2, and cyclopentane (C5)
saturated at 8 MPa and depressurized to 0.1 MPa with temperature maintained at 28
◦C, with initial C5 weight fraction of 17.8% (red line in Figures VII.3a and VII.4b).
Around the nucleation barrier, the density profiles of the three components (CO2 in
blue, polyol in red, and cyclopentane (C5) in green) are plotted for different points
along the nucleation pathway, indicated by orange block arrows. The densities are
given in units of number of molecules per CO2 bead diameter cubed (𝜎3), and the
radius measured from the center of the nucleus 𝑟 is given in units of the CO2 bead
diameter 𝜎 (𝜎 = 2.79 Åas shown in Table II.2). Before the second peak, the total
density of the nucleating phase (small 𝑟) is similar to the mother phase (≈ 0.5 vs.
≈ 0.6), indicating a liquid-like embryo. Upon reaching the second peak (fourth
plot of density profiles), the density at the core of the bubble embryo significantly
decreases to about 0.1, indicating a vaporization to a vapor-like bubble, after which,
the bubble grows while maintaining a roughly constant core density. Plots produced
by Dr. Huikuan Chao.

This particular two-stage nucleation pathway has only been proposed theo-
retically for bubble nucleation; other factors may cause the increased bubble nucle-
ation in formulations with cyclopentane. One possible alternative explanation for
the enhancement of bubble nucleation upon the addition of cyclopentane was phase
separation of cyclopentane into small droplets that provide additional nucleation
sites. Similar droplets have been observed with SEM in polyurethane foams upon
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the addition of isopentane to a polyol formulation [12], which has an even lower
boiling point than cyclopentane (27.8 ◦C for isopentane vs. 49.2 ◦C). While light
scattering could have revealed the presence of phase-separated microdroplets in
the polyol–cyclopentane–CO2 mixture, we examined the solubility of cyclopentane
through another approach. First, we mixed cyclopentane with polyol under atmo-
spheric pressure to determine its solubility. We found that cyclopentane is miscible
at least up to 50% by weight in 1k2f polyol (see Table II.1, which is similar to the
3k2f polyol (PPG 2700 g/mol) used in this experiment, but with a lower molecular
weight (the difference in molecular weight means cyclopentane is less soluble in
3k2f, but not significantly less so). Therefore, we only mixed in 17% cyclopentane
by weight, well below the solubility. Second, we maintained the conditions far from
those that lead to a three-phase coexistence at which cyclopentane-rich droplets will
phase separate. These conditions are explored in the next Section.

VII.3 Adding Cyclopentane Opens Up Three-phase Region
First, see Section VII.S1 for some information on safety precautions to take

when performing experiments with cyclopentane.

Why should the addition of cyclopentane open up a two-stage nucleation
pathway with such a low nucleation barrier? We propose that the result is rooted
in the thermodynamics of the mother phase, which we show reaches a three-phase
coexistence under similar conditions. As shown by Müller et al., under conditions
near a three-phase coexistence, depressurization can drive the nucleation of bubble
embryos whose surfaces are wetted by a solvent-rich liquid phase that may condense
into a liquid-like phase in the bubble interior, just as is predicted by the stringmethod
to form in the first stage of bubble nucleation (Section VII.2). This partial condensa-
tion reduces the interfacial tension along the bubble surface relative to a vapor-like
bubble, which reduces the nucleation energy barrier. While not thermodynamically
favorable (see Figure VII.4), this liquid-like phase may still be preferred during
nucleation because its free energy is more similar to that of the mother phase, as
predicted by Ostwald’s rule [10]. In this Section, we provide experimental evidence
of a three-phase coexistence in the vicinity of the foaming conditions explored in
Section VII.1 and fit the parameters of a PC-SAFT model for a three-component
system to estimate the extent of this region. The parameters of this model also serve
as the parameters of the DFT model that forms the basis of the string method used
to predict the two-stage nucleation pathway in Section VII.1.
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Tompa first presented a prediction that ternary mixtures of polymer, solvent,
and vapor could yield a three-phase coexistence within a particular range of tem-
peratures, pressures, and compositions [6], which Sundar and Widom elaborated
upon [13]. Models have since been developed to predict the parameter range of
three-phase coexistence in specific polymer–solvent–gas mixtures relevant to in-
dustrial processes, such as supercritical CO2 extraction of solvent from polymer
[7, 14]. Experimental measurements demonstrating three-phase coexistence are
scarce, however. Most use some combination of cloud-point measurements—which
can be imprecise and hysteretic for viscous polymers—and painstaking analysis of
the compositions for each sample of polymer-containing phases [15, 16]. Bungert
et al. showed a three-phase coexistence in a ternary mixture of polystyrene, cy-
clohexane, and CO2, but at much higher temperature (170 ◦C) than is relevant for
bubble nucleation in polyurethane foaming [15]. Nevertheless, we cannot be sure
that a three-phase coexistence will occur for this mixture without measurement, and
we cannot have confidence about the window of parameters that permit it without
theory.

Before performing an experiment, however, we extended the two-component
PC-SAFT model to treat three-component mixtures of polyol, CO2, and cyclopen-
tane. We determined the cyclopentane parameters by fitting a two-component model
of cyclopentane and CO2 to literature data on their binary phase coexistence [17,
18] . Because we could not obtain accurate measurements of the solubility of cy-
clopentane in polyol, we assumed that the interaction parameter 𝑘 between polyol
and cyclopentane was the same as that between CO2 and polyol. We tested this
crude approximation against experimental results shown later in this Section.

With the PC-SAFT model extended to ternary mixtures of polyol, CO2,
and cyclopentane, we could predict the conditions that might support a three-phase
coexistence. These predictions are best presented on a Gibbs triangle, which we
explain in Figure VII.6.

After searching through a range of pressures and temperatures, we found
that the ternary PC-SAFT model predicted a three-phase coexistence at 37 ◦C and
6.7 MPa, as shown in Figure VII.7. Four types of phase coexistence are possible
under these conditions, and a three-phase coexistence is only possible within a
small range of compositions. First, a single-phase coexistence is predicted in the
unmarked region at low concentrations of CO2 (bottom of Gibbs triangle). At
higher concentrations of CO2 and lower concentrations of cyclopentane, a vapor–
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Figure VII.6: A Gibbs triangle is shown for indicating the weight fractions of each
compound in a mixture of CO2 (black, left axis), cyclopentane (gold, right axis), and
polyol (light blue, bottom axis). A point (white circle) is plotted indicating a mixture
with a composition of 20 % cyclopentane, 40 % CO2, and 40 % polyol. Three lines
indicating the corresponding composition of each phase are drawn intersecting the
point.

liquid equilibrium (VLE) is possible between an almost purely CO2 phase (upper tip
of Gibbs triangle) and a polyol-rich, cyclopentane-poor liquid phase (bottom black
line). Upon adding enough CO2 and cyclopentane to enter the orange triangular
region on the phase diagram, the system is predicted to separate into three phases,
marked with stars: a CO2-rich vapor (blue star), a polyol-rich liquid (green star),
and a liquid-like phase of CO2 and cyclopentane (pink star). For example, if the
system composition were that indicated by the white circle in the Figure, it would
separate into compositions marked by the three circles according to conservation of
mass. Finally, at still higher concentrations of cyclopentane, the system is predicted
to reach a liquid–liquid equilibrium (LLE), at which point the CO2-rich vapor phase
condenses into the liquid of CO2 and cyclopentane.

Directly preparing a system with a composition in the three-phase region of
Figure VII.7 at the pressure and temperature required can be challenging. Based
on the PC-SAFT predictions of phase behavior, however, the system should pass
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Figure VII.7: Prediction by PC-SAFTmodel of phase behavior of ternarymixture of
1k2f polyol (see Table II.1), CO2, and cyclopentane at 6.7 MPa and 37 ◦C. In the left
region of the Gibbs triangle, at low cyclopentane concentrations, the system achieves
a vapor–liquid equilibrium (VLE) between a CO2-rich vapor (red line near the top)
and a polyol-rich liquid (black line). Tie lines are marked in between coexisting
phases. In the right region, at high cyclopentane concentrations, the system achieves
a liquid–liquid equilibrium (LLE) between a liquid of CO2 and cyclopentane (red
line) and a polyol-rich liquid (black line) with tie lines drawn between. At high
enough cyclopentane concentrations, the system reaches a critical point (general
location indicated by red circle) before becoming a single phase (lower region of
Gibbs triangle). At intermediate concentrations of cyclopentane, the system achieves
a liquid–liquid–vapor equilibrium (LLVE, orange triangle) among a CO2-rich vapor
(blue star), polyol-rich liquid (green star), and liquid of CO2 and cyclopentane (pink
star). If a system is prepared with the concentration indicated by the white circle,
it separates into three phases with concentrations indicated by the light blue, light
green, and pink circles consistent with mass conversation.

through the three-phase coexistence simply by pressurizing a vessel in gradual
steps with CO2, as shown in Figure VII.8. Therefore, to probe the possibility of
a three-phase coexistence, we pressurized a Parr reactor filled with cyclopentane
and polyol with CO2 in steps. At low pressure (2.2 MPa), the system should only
exist in a vapor–liquid equilibrium. Both phases can be sampled by the sampling
apparatus, so this stage can be validated by comparing the sampled compositions to
the predicted compositions. Upon adding CO2 to reach higher pressure (7.0 MPa),
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a three-phase coexistence opens up and the system will pass through it. At this
point, the sampled compositions should match the liquid and vapor phases of the
three-phase coexistence, but they will not account for all the mass in the system,
some of which will be in the third phase of intermediate density (pink). Upon
adding more CO2 to reach still higher pressures (8.0 MPa), the system will reach
a liquid–liquid equilibrium, at which point the gas-sampling valve should sample a
liquid phase rather than a vapor phase.
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Figure VII.8: Schematic of experimental plan for demonstrating a liquid–liquid–
vapor equilibrium by passing through three qualitatively distinct phase regimes
simply by adding CO2. In each panel, the high-pressure vessel is indicated by a
vertical rectangle on the left with the predicted phase composition indicated. After
sampling the composition of each phase in themixture (indicated by green, blue, and
pink circles in the theoretical phase diagram on the right), CO2 is added (indicated by
white block arrow), which raises the CO2 weight fraction in the overall composition
(white circle with increased CO2 indicated by dashed arrow) and the pressure to
reach the condition in the next panel to the right. Temperature is fixed at 37 ◦C for
simplicity. a) vapor–liquid equilibrium (VLE) at 2.2 MPa, b) liquid–liquid–vapor
equilibrium (LLVE) at 7.0 MPa, and c) liquid–liquid equilibrium (LLE) at 8.0 MPa.

To demonstrate three-phase coexistence in amixture of polyol, cyclopentane,
and CO2, we developed a novel, high-pressure, gas- and liquid-sampling apparatus.
The apparatus was constructed at the TXINN Research Facility at Dow, Inc. in Lake
Jackson, TX. Its design and method of operation are discussed below.

High-pressure Liquid- and Gas-phase Sampling
The primary challenge of demonstrating a three-phase coexistence is to

sample each phase at high pressure. This task requires that sampled volumes are
small, increasing the variability, and that the components in the sample come out
at high pressure. We developed a unique approach to estimate the composition of
each phase by sampling only the liquid and vapor phases and using conservation of
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mass to estimate the composition of any intermediate-density third phase that might
phase separate. A schematic of the apparatus is shown in Figure VII.9.

Figure VII.9: On the left, a Parr reactor (image obtained from the Parr Instrument
Company’s operating instructionmanual of 4600&4700models) contains amixture
of polyol, cyclopentane (C5H10), and polyol that has phase-separated into a denser
phase (darker region at bottom) and polyol-free lighter phase. A heating jacket
(black) surrounds it to maintain the temperature. The gas-like lighter phase is
sampled from the gas-sampling valve (following the path of the blue arrows) at the
top of the Parr reactor and flowed through a 6-port gas-sampling valve, which collects
a small volume of that gas under pressure and sends it to a gas chromatograph (GC).
The liquid-like denser phase is sampled from a dip tube (following the path of the
green arrows) to a high-pressure liquid injection system (HPLIS), which vaporizes
the CO2 and cyclopentane and flows them to the same GC. Inside the GC, effluent
from the gas and liquid samples are flowed through separate columns to separate
flame ionization detectors (FIDs) with methanizers that measure the cyclopentane
and CO2 content.

The ternary mixtures of PPG 2700 g/mol, cyclopentane, and CO2 were
equilibrated in 1.2 L Parr reactor and are sampled from both the top through the
gas-sampling port and the bottom through a dip tube. The headspace sample flows
directly through a gas-sampling valve that is connected to the gas chromatograph
(GC) at atmospheric pressure. The dense phase sample flows through a heated
high-pressure liquid injection system (HPLIS), which vaporizes the volatile CO2
and cyclopentane out of the polyol before flushing these volatile components into
the GC. The polyol composition is not directly measured; see Section VII.S3 in the
SI for the method for estimating the polyol density in the liquid sample. The samples
are prepared by first dissolving cyclopentane in polyol at roughly 50% by weight
and adding the solution to the Parr reactor inside a nitrogen-atmosphere glovebox,
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which reduces the risk of flammability. During the experiment, CO2 is added at
high pressure using an ISCO pump, which is fed through a dip tube from a liquid
CO2 tank. The temperature is controlled using a temperature-control jacket around
the Parr reactor. The components can be mixed using the mixing head built into
the Parr reactor. Dead volumes were kept small to minimize loss of the contents of
the Parr reactor when flushing the sampling valves to take a new measurement. A
photo of the completed apparatus is shown inside a walk-in hood in Figure VII.10.

For details on the validation of the experimental method and data analysis,
see the SI.

One major limitation of this design is that it cannot directly sample a third
phase of intermediate density because it separates in between the low-density CO2-
rich phase and the high-density polyol-rich phase under the force of gravity, and
we do not have a sampling port in that region (see Figure VII.11). We explore an
indirect method for demonstrating the formation of such a third phase below.

Demonstration of Three-phase Coexistence
Following the plan outlined in Figure VII.8, we pressurized the vessel in

steps and sampled the light and dense phases. The sample prepared in the Parr
reactor was composed of 84 g PPG (2700 g/mol) and 79 g cyclopentane (48.5% by
weight cyclopentane, which appeared to be soluble at room temperature). The total
volume of 188 mL had a depth of 3.5 cm inside the 1.2 L Parr reactor chamber.
The sample was kept at a temperature of 37 ± 4 ◦C by a heating jacket around the
Parr reactor and mixed at 10 RPM between measurements. The phase behavior was
changed by injecting CO2 as outlined in Figure VII.8.

The compositions of the dense liquid phase and headspace were measured
after each injection of CO2. These compositions, along with the estimate of the
overall composition (see Section VII.S3 for details of analysis), are plotted in Figure
VII.12. The overall composition (white circles) increases in CO2 concentration
toward theCO2 vertex after each injection (indicated bywhite arrow). The headspace
composition (blue circles, see zoomed in CO2 vertex on the right) initially increases
in CO2 concentration toward the CO2 vertex as well. Upon increasing the pressure
from 6.7 MPa to 7.0 MPa, however, the CO2 weight fraction remained roughly
constant. Upon increasing the pressure from 7.0 MPa to 7.5 MPa, the CO2 weight
fraction actually decreasesd (indicated by dark blue arrow). In the liquid phase
sample (green circles), the addition of CO2 likewise initially increased the CO2
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Figure VII.10: Image of the high-pressure sampling apparatus built at the TXINN
facility at Dow, Inc., Lake Jackson, TX, based on the schematic in Figure VII.9. In
the front left, a Parr reactor fixed into a mixing apparatus and temperature-control
heating jacket holds the high-pressure mixture. Pressure is indicated by a pressure
gauge attached to the inlet. The inlet is supplied with CO2 or cyclopentane by a
high-pressure ISCO syringe pump shown on the right, which receives liquid CO2
from a tank in the back. The gas-like light phase is sampled through the valve on
the right of the Parr reactor, from which it passes through a gas-sampling valve (not
visible). A small sample then is flowed into the gas chromatograph (GC) and out
throw a gas flow meter. The liquid sample collected from the bottom of the dip
tube of the Parr reactor passes through the tubing indicated into the high-pressure
liquid injection system (HPLIS), from which the vaporized CO2 and cyclopentane
flow into the GC (see Figure VII.S1 for alternative perspective). The apparatus is
contained within a walk-in hood as an added safety measure in the unlikely scenario
of the release of the pressurized contents.

composition. Upon increasing the pressure form 6.7 MPa to 7.0 MPa, the CO2

weight fraction remained constant, the cyclopentane weight fraction decreased, and
the polyol weight fraction increased. This trend continued upon increasing the
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Figure VII.11: A schematic of a three-phase coexistence in a high-pressure mixture
of polyol, CO2, and cyclopentane (C5H10) in a Parr reactor (image obtained from the
Parr Instrument Company’s operating instruction manual of 4600 & 4700 models)
with temperature maintained by a heating jacket (black). The dense, liquid-like
phase of polyol, CO2, and C5H10 can be sampled by the dip tube that extends almost
to the bottom of the Parr reactor (green). The light, gas-like phase of CO2 and
C5H10 can be sampled by the gas-sampling valve at the top of the chamber (light
blue). The intermediate, liquid-like phase of CO2 and C5H10 cannot be sampled
(pink), so its composition is not directly measurable.

pressure from 7.0 MPa to 7.5 MPa after another injection of CO2.

These anomalous changes in the composition of both liquid and vapor phases
appear to violate the conservation of mass—how can the weight fraction of CO2

decrease (vapor phase) or remain constant (liquid phase) upon adding CO2? We sug-
gest that the missing CO2 has formed part of a CO2-rich third phase of intermediate
density, which cannot be sampled (as shown in Figure VII.11).

While the anomalous changes in composition upon injecting the Parr reactor
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Figure VII.12: The composition of the overall system (white circle), sampled polyol-
rich dense liquid phase (light and dark green circles), and sampled CO2-rich light
gas phase (light and dark blue circles) are plotted on a Gibbs triangle at 5 pressures:
(1) 2.2 MPa, (2) 5.0 MPa, (3) 6.7 MPa, (4) 7.0 MPa, and (5) 7.5 MPa. Temperature
is fixed at 37 ◦C. The region near the CO2 vertex at the top is shown in greater detail
on the right to distinguish the composition of the sampled CO2-rich phase. While
the overall CO2 content increases (white circles), the CO2 content plateaus at 0.4 in
the polyol-rich phase (dark green circles) and decreases in the CO2-rich phase (dark
blue circles), suggesting that CO2 is lost to the formation of a CO2-rich third phase.

with CO2 provide evidence for the formation of a third phase, it does not provide
information about the validity of the PC-SAFT model that predicted a third phase
under those conditions. To validate the PC-SAFT model quantitatively, we com-
pared the measured and predicted compositions of liquid and vapor phases. The
model was generally in agreement, but we only compare the theoretical predictions
to one measurement taken at 7.5 MPa and 37 ◦C for brevity in Figure VII.12a.
The measured compositions are plotted as circles outlined in black: the white cir-
cle represents the overall composition, the green circle represents the measured
headspace composition, and the blue circle represents the measured liquid-phase
composition. The overall composition (white circle) is in the range of compositions
that the PC-SAFT model predicts will phase separate into three coexisting phases.
The headspace composition (blue circle) closely matches the predicted composition
of the CO2-rich vapor-like phase (blue star; see zoomed in CO2 vertex to the left).
Likewise, the liquid-phase composition (green circle) closely matches the predicted
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composition of the polyol-rich liquid-like phase (green star). While not shown, the
densities are also in good agreement.
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Figure VII.13: a) Measured composition (overall: white circle, CO2-rich gas:
blue circle, and polyol-rich liquid: green circle) superimposed on the PC-SAFT
prediction of the phase diagram (see Figure VII.7 for details) at 7.5 MPa and
37 ◦C. The measured compositions are consistent with a three-phase coexistence,
although the third phase (pink star) is not directly measured. b) Estimated volume
and density of each phase depicted inside the Parr reactor (image obtained from
https://www.parrinst.com/products/stirred-reactors/).

The overall composition does not lie along a tie line between the liquid and
vapor compositions, however, indicating that a third phase must have formed to
satisfy conservation of mass. To estimate the volume of this third phase relative
to the other phases, we estimate the mass of cyclopentane that would be “missing”
from the sample if such a third phase did not exist. To estimate this missing mass,
we first measure the density of cyclopentane in the liquid 𝜌𝐿

𝐶5 and vapor 𝜌
𝑉
𝐶5 phases.

Next, we estimate the volume of the liquid phase 𝑉 𝐿 by assuming that all the polyol
in the sample is in the liquid phase (because the vapor pressure is too low to be
appreciably present in the vapor phase). Thus,

𝑉 𝐿 =
𝑚𝑝𝑜𝑙𝑦

𝜌𝐿
𝑝𝑜𝑙𝑦

(VII.1)

where 𝑚𝑝𝑜𝑙𝑦 is the mass of polyol in the original sample (84 g) 𝜌𝐿𝑝𝑜𝑙𝑦 is the density
of polyol in the liquid phase predicted by the PC-SAFT model. Next, we predict the

https://www.parrinst.com/products/stirred-reactors/
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mass of cyclopentane assuming only a liquid and a vapor phase,

𝑚
𝑝𝑟𝑒𝑑

𝐶5 = (𝑉 −𝑉 𝐿)𝜌𝑉
𝐶5 +𝑉

𝐿𝜌𝐶5𝐿 (VII.2)

where 𝑉 is the internal volume of the Parr reactor (1200 mL) and 𝑉 − 𝑉 𝐿 is our
estimate of the vapor phase density (because we assumed that there were only two
phases).

We then compare this prediction for the mass of cyclopentane in the Parr
reactor with the amount that should be remaining after sampling. We know the
initial amount 𝑚0

𝐶5 = 78.5 g. By estimating the volume of each liquid sample and
multiplying it by the measured density of cyclopentane, we can estimate how much
is lost after 𝑁 samples,

𝑚𝑁
𝑠𝑎𝑚𝑝𝑙𝑒 =

𝑁∑︁
𝑖=1

𝜌𝐿𝐶5,𝑖𝑉
𝑠𝑎𝑚𝑝𝑙𝑒

𝑖
(VII.3)

The remaining cyclopentane after 𝑁 samples is then 𝑚𝑁
𝐶5 = 𝑚0

𝐶5 − 𝑚
𝑁
𝑠𝑎𝑚𝑝𝑙𝑒

.
The missing cyclopentane is then 𝑚𝑚𝑖𝑠𝑠𝑖𝑛𝑔

𝐶5 = 𝑚0
𝐶5 − 𝑚𝑁

𝐶5 and is assumed to have
formed a third phase if the value is non-negligible. The volume of the third phase
can then be estimated by dividing the mass of cyclopentane in the third phase
by the density of cyclopentane in that phase predicted by PC-SAFT (pink star),
𝑉 (3) = 𝑚

𝑚𝑖𝑠𝑠𝑖𝑛𝑔

𝐶5 /𝜌(3)
𝐶5 , where a superscript (3) represents the third phase.

Three-phase Coexistence Can Be the Door to Low-barrier Nucleation
As discussed in the introduction to this Chapter, proximity on the phase

diagram to a three-phase coexistence often opens up a two-stage nucleation pathway
[8, 9]. Indeed, we observed a significant increase in the bubble nucleation rate upon
the addition of cyclopentane to the foaming fluid while also demonstrating that a
three-phase coexistence can be achieved in such a fluid, although under somewhat
different conditions (higher temperature and higher cyclopentane fraction). Further-
more, we showed with our string method model a probable pathway to nucleation
through two stages: liquid–liquid phase separation followed by vaporization. Such
two-stage nucleation occurs rapidly and nuclei remain in the liquid-like state for
fleetingly brief periods of time because it is metastable. Our PC-SAFT model has
shown, however, that a liquid-like phase of cyclopentane and CO2 can be thermo-
dynamically stable under some conditions. Here, we propose using such conditions
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to drive low-barrier liquid–liquid phase separation followed by depressurization to
drive the formation of vapor-like bubbles, as shown in Figure VII.14b. To stabilize
the liquid phase, we heat the sample from 22 ◦C to 42 ◦C while maintaining the
pressure at 8 MPa. This heating shifts the phase boundary such that the most stable
phase behavior of a solution prepared with a composition of 40% polyol, 40% CO2,
and 20 % cyclopentane changes from a single phase to a liquid–liquid equilibrium.
The liquid droplets that separate out of solution at this higher temperature will be
thermodynamically stable aside from a drive to coalesce, which is reduced due to
the low interfacial tension around liquid-like droplets. The low interfacial tension
would also reduce the nucleation energy barrier, similar to the lower nucleation
energy barrier for producing the metastable liquid phase predicted by the string
method model and shown in Figure VII.4. We hypothesize that much more liquid
droplets could be nucleated in this way than by a single-step nucleation into the
vapor phase due to this lower nucleation barrier. The liquid-like droplets can then
be vaporized by depressurizing the system to atmospheric pressure, which may also
nucleate more vapor bubbles in the bulk if there is enough dissolved gas remaining.

VII.4 Future Work
Starting from this foothold, we intended to add in each of the key components

in a polyurethane formulation—physical blowing agent, surfactant, isocyanate, heat,
water, and catalyst—one at a time. Due to the complexity of the experiment, we have
only just begun this process by exploring the effects of adding cyclopentane, just
one common physical blowing agent used in polyurethane foaming. Exploring the
effects of adding the remaining components of a complete polyurethane formulation
in different combinations is therefore left to future work.

The next immediate step to explore would be to add surfactant to a mixture of
polyol and CO2. The effect of surfactant on polyurethane foaming has been explored
before by Minogue [19], who found that surfactant reduces cell diameter in the final
foam (see Fig. 3-25 in [19]). Minogue, however, suggests that the surfactant
only stabilizes bubble nuclei and does not actually affect the nucleation process.
This idea could be tested with the present apparatus by applying the techniques
described in Chapters VI and VII to estimate the nucleation rate at different degrees
of supersaturation. The apparatus could also watch the process of ripening and
coalescence (ripening seems to be most common—see Chapter VIII) to see how its
time scale is affected by the presence of surfactant. Additionally, these experiments
could test recent findings of the favorability of nucleating bubbles from surfactant
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Figure VII.14: Depiction of method of two-stage foaming to enhance bubble nucle-
ation. a) Predicted phase behavior. First, a mixture is prepared at low temperature
(22 ◦C) and high pressure (8 MPa) at a composition that is predicted to form a
single phase. The mixture is then heated to 42 ◦C, which widens the two-phase
region enough that the mixture undergoes liquid–liquid phase separation, driving
the formation of small, liquid-like bubbles with a low nucleation energy barrier due
to the low interfacial tension. Finally, the mixture is depressurized to atmospheric
pressure, causing the vapor–liquid equilibrium to widen and drive both the vapor-
ization of the liquid-like bubbles and, if any excess CO2 and cyclopentane remain,
new vapor-like bubbles. b) Schematic of liquid–liquid phase separation followed
by vaporization of liquid bubbles and nucleation of new vapor-like bubbles, which
grow until they meet and form the cells of the foam.

micelles that form in ternary mixtures of polyol, PEO–PDMS surfactant, and CO2

explored by our collaborator Dr. Sriteja Mantha (publication forthcoming).

A key component of polyurethane not explored in the present thesis is iso-
cyanate. Without isocyanate, polyurethane cannot be produced. We did not perform
experiments with isocyanate in the present work due to the complexity of its reaction
and its high hazard as a sensitizer. The proper application of the work of this thesis
to polyurethane foaming will require experiments involving isocyanate. Reacting
isocyanate with a polyol formulation directly makes the isolation of the effects of
the many simultaneous processes occurring during the reaction challenging. These
processes are cross-linking, exothermic release of heat, generation of CO2 upon
reaction with water, and an advancing reaction front [20]. Isolating each of these
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individually may not be possible, but we suggest a sequence of conditions to test
before considering the complete polyurethane reaction to distinguish their effects
more clearly in Figure VII.15.

Inner stream: Isocyanate in H2O

Outer stream: Polyol

a) Heat generation b) Cross-linking + Heat generation c) Cross-linking + Heat

generation + CO 2 generation

IR

�����
��

��

−


� ��� ���������IRIR IR

Inner stream: Polyol + CO2

Outer stream: Polyol

Inner stream: Isocyanate, CO2

Outer stream: Polyol

Outer stream

Outer stream

Inner stream

Figure VII.15: Sequence of experiments proposed for studying the effects of iso-
cyanate on bubble nucleation in polyurethane foaming. In each diagram, a zoomed-
in section of the sheath flow is shown. The flow enters from the left and exits to the
right (see arrows on the left of (a)). The inner stream is at the center and sheathed
by the outer stream at the top and bottom of the schematic images. The outer stream
appears smaller than the inner stream because it is only partially shown—in general,
the inner stream is significantly narrower than the outer stream. Bubbles are indi-
cated by white circles of varying size. a) Focus on the effect of heat generation that
would result from the exothermic reaction of isocyanate and polyol. The effect of
heat can be decoupled from reaction by heating the inner stream directly, such as by
infrared lamps. b) Add the effect of cross-linking to the effect of heating by studying
the reaction of isocyanate with dissolved CO2 inside an outer stream of polyol in the
absence of water, which would generate CO2. The time scale of the polyurethane
synthesis reaction could be varied by the adjustment of the catalyst dissolved in the
polyol phase. c) The full polyurethane synthesis reaction can be studied by adding
water to the polyol phase (indicated by blue color of the polyol in the outer stream),
which reacts with isocyanate to generate CO2 in situ.

The effect of heat on bubble nucleation and growth can be studied indepen-
dently of the isocyanate reaction. The same experiments as have been presented
in the present thesis can be repeated while heating the inner stream to test this ef-
fect. Heat could be supplied by an infrared light source directed at the inner stream
(keeping in mind the limited transmission of infrared by the quartz capillary). Heat
could also be supplied through the oil bath used to reduce optical lensing effects,
although, if kept at too high of a temperature, the index of refraction of the oil
bath may change enough to cause lensing. The outer stream could also be heated
directly, although controlling the temperature would be challenging due to the high
rate of heat loss along the tubing from the ISCO pump to the microfluidic channel.
At higher temperatures, nucleation would be expected to occur at higher pressures
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(farther upstream in the observation capillary) because temperature drives supersat-
uration (see reduction in solubility at higher temperatures in Figure II.1). Increasing
the temperature alone also increases bubble nucleation by increasing the frequency
of “attempts” to nucleate, which is quantified in the scaling of the nucleation energy
by 𝑘𝐵𝑇 . At higher temperature, however, the viscosities of the fluids will decrease,
increasing the flow speed at a given inlet pressure and leading to greater instability.
More viscous polyols may be needed to counteract this effect. Additionally, as
discussed in Section VI.5, the nucleation energy barrier can be estimated from the
temperature dependence of the nucleation rate using the second nucleation theorem
[21, 22].

The effect of temperature ought to be studied before studying the effect of
reaction because the reaction of isocyanate with polyol is highly exothermic, so the
effects cannot be decoupled. By understanding the effect of higher temperatures on
bubble nucleation, the effect of the cross-linking reaction alonewould bemore easily
distinguishable. The effect of this reaction could be studied by flowing isocyanate in
the inner stream and observing the reaction along the interface with the polyol in the
outer stream (see Figure VII.15b). We hypothesize that the cross-linking reaction
and heat will both increase the supersaturation of CO2 because CO2 is less soluble
in polyurethane than polyol and at higher temperatures. The reacting front along
the interface between isocyanate and polyol streams is expected to advance into the
inner isocyanate stream based on the observations of polyol–isocyanate interfaces
by Machuga et al. [20]. Based on their work, we might expect the reacting front
to advance more than 50 𝜇m within the estimated residence time of about 100 ms,
which would consume the entirety of the inner stream. While flowing isocyanate
may lead to concerns of fouling, the inner stream will be ensheathed in a much
larger volume of polyol, which should react all of the isocyanate before reaching
the outlet of the channel. The rate of this reaction 𝜏𝑟𝑥𝑛 can be varied relative to the
depressurization rate 𝜏𝑛𝑢𝑐𝑙 by the addition of catalyst to the polyol in the outer stream.
Note that the effect of a cross-linking reaction on foaming could be studied directly
by using a photopolymer that cross-links under UV radiation, such as polymers with
methacrylate groups.

Upon demonstrating the effects of heat and cross-linking on bubble nucle-
ation, the effect of in situ CO2 generation could be explored by adding water to
the polyol in the outer stream, as shown in Figure VII.15c. This reaction may take
seconds to occur, however, so a longer capillary or slower flow rate (through more
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viscous polyol or a narrower inner diameter of the observation capillary) may be
necessary. This reaction would be accompanied by a cross-linking reaction between
polyol and isocyanate and the generation of heat by the exothermic reaction. By
performing the other studies first, the effects of these processes on bubble nucleation
could be more easily distinguished from those of the CO2 generation itself.

While not commonly added to polyurethane formulations, microparticles,
nanoparticles, and other solid nucleation sites could be added to understand how
such particles would affect our results if they turned out to be present in the polyols.
Because we did not filter the polyols used in the experiments, there could have been
sub-micron particles providing sites for bubble nucleation. Instead of repeating
these experiments with filtered polyols, which could be tedious due to the high
viscosity of some of these polyols, the presence of particles could be estimated
indirectly by adding more particles to the system. If adding a certain concentration
of particles has a negligible effect on the degree of supersaturation at which bubble
nucleation is observed, then we could conclude that the system must already have at
least as many particles inside serving as nucleation sites. Talc [23] and fumed silica
nanoparticles [24] have been added to enhance bubble nucleation in polymer foams
in the literature, but an appropriate nucleant must not degrade the performance of
the foam and must be miscible in the mother phase and not agglomerate. Chemical
nucleation sites, such as oligomers with several CO2-attracting functional groups,
could also be used to collect CO2 molecules and reduce the energy barrier to
nucleate a bubble. Amines are generally good at capturing CO2 and are often
used in catalysts for polyurethane foaming [2], which suggests that they may be a
compatible source of nucleation sites. Cyclodextrin has also emerged as an effective
nucleation site for CO2-blown foams due to its cage-like structure’s hydrophilic
exterior (which promotes miscibility) and hydrophobic interior (which can stabilize
clusters of CO2 molecules) [25]. Cyclodextrin does not agglomerate in the way that
silica nanoparticles do, so while increasing the concentration of silica nanoparticles
does not increase the amount of bubble nucleation above a certain concentration,
the addition of cyclodextrin continues to increase bubble nucleation (see Figure 9
of [25]).
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VII.S1 Further Discussion of Experimental Apparatus
Safety Precautions Taken While Handling Cyclopentane

Because of the high flammability of cyclopentane and potential to ignite at
small weight fractions in atmosphere (about 5 %), extra precautions were taken to
keep oxygen sources low. Most importantly, the mixture of polyol and cyclopentane
was poured into the Parr reactor and sealed airtight inside a nitrogen glovebox at
the Dow TXINN. By keeping the pressure inside the Parr reactor higher than atmo-
spheric pressure, we reduced the likelihood that any oxygen from the atmosphere
would enter the Parr reactor during experimentation. As an additional precaution,
we set up the experiment inside a walk-in chemical fume hood, which could safely
contain a fire or explosion. If these resources are not available, the oxygen content
in the Parr reactor can be minimized by running a slow flow of nitrogen gas through
the gas-sampling valve of the Parr reactor while sealing the head to purge oxygen
from the atmosphere.

High-pressure Liquid Injection System (HPLIS)
The high-pressure liquid injection system (HPLIS) used to vaporize liquid

samples for GC analysis is shown in Figure VII.S1. The liquid sample is taken in
through the upper port and expelled through a port on the other side to liquid waste,
as indicated by the orange arrows. After purging the dead volume in the tubing, a
sample can be injected into a stream of the mobile phase of the GC (composed of
helium) upon activating a pneumatic piston (air provided at the top of the HPLIS)
that injects 500 𝜇L of the upper liquid stream into the lower stream of the mobile
phase. At the same time, the piston is heated to 450 ◦C for 1.25 seconds.

VII.S2 Validation of Sampling Method
First, we calibrated the Agilent gas chromatograph (GC) equipped with two

flame ionization detectors (FIDs) inside a Jetanizer (Advanced Research Company)
operating at 400 ◦C, 35 sccm H2, and 350 sccm air. To test the column used for
sampling the headspace of the Parr reactor, which would take in a vapor-like sample,
we prepared Tedlar bags of 1–10 L in size with various mixtures of CO2 and N2 as
well as mixtures of cyclopentane and N2. The volumes of gas were measured with
a custom pump in the Dow TXINN gas chromatography lab. The contents of these
Tedlar bags was fed into the GC column by connecting the inlet of the column to
the nozzle on the bag and gently squeezing the bag to expel the gas inside. The CO2

passed through the column more quickly and could thus be distinguished from the
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Figure VII.S1: High-pressure liquid injection system (HPLIS) is mounted on gas
chromatograph (GC). It receives a liquid sample from the dip tube of the Parr
reactor, which enters the HPLIS and exits through a valve to liquid waste normally.
A pneumatic valve in the HPLIS pushes the heating unit into the flow of the mobile
phase of the GC (helium) and the power source heats the tip to 450 ◦C to vaporize
the cyclopentane and CO2 so they can enter the GC while leaving behind the polyol.

cyclopentane peak in measurements. In Figure VII.S2, the known density of CO2

and cyclopentane based on how much was added to the Tedlar bags is plotted on
the horizontal axis, and the area under the peak detected by the GC is plotted on the
vertical axis. The peak area is indeed proportional to the density for both CO2 and
cyclopentane, and the proportionality constant was used to convert GC peak area
measurements into the composition.

To calibrate theGCcolumn formeasuring the liquid sample, we sampledCO2

and cyclopentane differently. Liquid CO2 was sampled from a dip tube in a liquid
CO2 tank at different split ratios. Cyclopentane samples of different composition
were produced by mixing cyclopentane with heptane. In both cases, the liquid
samplewas passed through the high-pressure liquid injection system (HPLIS), which
injected and vaporized a 500 𝜇L sample into the mobile phase of the gas column
for measurement.

Next, we used this apparatus to measure the solubility of CO2 in polyol
for comparison to the high-precision measurements of CO2 solubility made using
G-ADSA (see Section II.2). We measured CO2 solubility at two pressures, 220
psi (1.5 MPa) and 740 psi (5.1 MPa), spanning the low and high end of the G-
ADSA measurements. The pressure and measured CO2 solubility over time are
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a) b)

c) d)

Figure VII.S2: Calibration curves of the gas chromatograph (GC) used to convert
integrated peak area into a density. a) CO2 in vapor phase flame ionization detector
(FID). b) CO2 in liquid phase FID. c) Cyclopentane in vapor phase FID. d) Cy-
clopentane in liquid phase FID.

shown in Figure VII.S3. The CO2 solubility measured with GC in this experiment
is compared to the measurements made with G-ADSA in Table VII.S1. Because
we did not measure the solubility with GC under the exact same conditions as
in G-ADSA, we interpolated the solubility values using the PC-SAFT model that
successfully fit the measurements (see Figure II.9).

Pressure [MPa] CO2 Solub. (GC) [w/w] CO2 Solub. (G-ADSA) [w/w]
1.5 ± 0.1 3.9 ± 0.5 % 3.7 + 0.9 % or −0.3 %
5.1 ± 0.1 15 ± 1 % 14.4 + 2.8 % or −2.1 %

Table VII.S1: Estimated CO2 solubility (weight fraction) at two pressures based on
measurements using the high-pressure GC apparatus (Section VII.3) and G-ADSA
(Section II.1).

We determined how long we would wait after changing conditions in the
Parr reactor by measuring how the measured composition changed over time. Mea-
surements shown in Figure VII.S4.
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5.1 MPa

1.5 MPa

Figure VII.S3: Solubility of CO2 in 1k2f polyol (see Table II.1) was measured at
two pressures, first at 1.5 MPa then, after pressurization, at 5.1 MPa. Integrated area
under the peak corresponding to CO2 is plotted with red circles (left vertical axis),
which is proportional to the density (see Figure VII.S2). The pressure inside the
Parr reactor is plotted with blue triangles (right vertical axis). The horizontal axis
gives the time since the start of the experiment in hours. The points corresponding
to the 1.5 MPa pressure measurements are circled while those corresponding to the
5.1 MPa pressure measurements are boxed.

± 3%

Figure VII.S4: The Parr reactor with about 188 mL (3.5 cm depth) of a 51.5:48.5
mixture of 1k2f polyol (see Table II.1) and cyclopentane is pressurized with CO2 at
time 0. The integrated area under the CO2 peak measured with GC from samples
of the dense liquid phase is plotted as a function of time while the Parr reactor is
mixed at 10 RPM. The CO2 concentration, as measured by the peak area, stabilizes
to within 3 % after 4 hours.
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VII.S3 Analysis for Estimating Composition of Each Phase from Sampling
Measurements

Estimating the Volume of Samples
The volume of fluid sampled is important for many of the estimations of

composition in this Section. An important distinction must be made between the
volume of samplewithdrawn from the Parr reactor and the volume of sample injected
into the GC. The volume of sample injected into the GC is fixed by the sampling
techniques: the six-port gas-sampling valve holds a sample of about 10 𝜇L of the
head space in its tubing for release into the GC and the HPLIS injects and vaporizes
a 500 𝜇L sample of the liquid sample into the mobile phase of the GC. The volume
of sampled withdrawn from the Parr reactor is typically much larger in order to purge
the dead volume between the Parr reactor and the sampling valves. The volume
of fluid withdrawn from the head space was measured by a gas flow meter at the
outlet. By assuming that the gas equilibrated to atmospheric pressure, we estimated
the volume withdrawn 𝑉𝑉

𝑤𝑖𝑡ℎ𝑑𝑟𝑎𝑤𝑛
by multiplying the estimated density 𝜌𝑉𝑡𝑜𝑡 (𝑝𝑎𝑡𝑚)

by the volumetric flow rate 𝑄𝑉 and the time over which the sample was withdrawn
𝑡𝑉 to get 𝑉𝑉

𝑤𝑖𝑡ℎ𝑑𝑟𝑎𝑤𝑛
= 𝜌𝑉𝑡𝑜𝑡 (𝑝𝑎𝑡𝑚)𝑄𝑉 𝑡𝑉 . The volume of fluid withdrawn from the

liquid phase was measured by measuring the liquid volume in the waste container
(about 2 mL per sample).

Estimating the Density of Polyol in the Liquid Sample
Because the HPLIS does not volatilize the polyol and the GC does not de-

tect it, we do not directly measure the density of the polyol in the liquid sample.
Instead, we must estimate the density based on the measurements of the cyclopen-
tane and CO2 densities and previous knowledge of the equation of state of polyol,
cyclopentane, CO2, and mixtures thereof. To perform this estimation, we make
two major assumptions. First, we assume that cyclopentane in the liquid phase is
incompressible, meaning that we assume that the density of cyclopentane in the
liquid phase has the same density at a pressure 𝑝 ∈ [0.1, 8] MPa as at atmospheric
pressure (0.1 MPa), 𝜌𝐿

𝐶5(𝑝) = 𝜌𝐿
𝐶5(𝑝𝑎𝑡𝑚). Second, we assume that the polyol is

both incompressible and has the same density as the CO2 in the liquid phase, i.e.
𝜌𝐿
𝑝𝑜𝑙𝑦
(𝑝) = 𝜌𝐿

𝐶𝑂2(𝑝) = 𝜌𝐿
𝑝𝑜𝑙𝑦
(𝑝𝑎𝑡𝑚). We base this assumption on our measurements

of the specific volume of polyol–CO2 mixtures under pressure with G-ADSA, which
showed that the density changes by less than 5% (see Figure II.2). While the equality
assumed may not be strictly true, we accept the error of 5 % that it incurs.

Because we assume that the polyol is incompressible, the density in the
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liquid-phase sample is the density of pure polyol at atmospheric pressure 𝜌𝑝𝑜𝑙𝑦 (𝑝𝑎𝑡𝑚)
scaled by the ratio of the volume of polyol 𝑉 𝑠𝑎𝑚𝑝

𝑝𝑜𝑙𝑦
in the sample to the total sample

volume 𝑉 𝑠𝑎𝑚𝑝
𝑡𝑜𝑡 . The volume of polyol in the sample is

𝑉
𝑠𝑎𝑚𝑝

𝑝𝑜𝑙𝑦
= 𝑉

𝑠𝑎𝑚𝑝
𝑡𝑜𝑡 −𝑉 𝑠𝑎𝑚𝑝

𝐶𝑂2 −𝑉
𝑠𝑎𝑚𝑝

𝐶5 (VII.4)

The volumes of CO2 and cyclopentane in the sample can be estimated by
dividing the density of each measured by GC (𝜌𝐺𝐶

𝐶𝑂2(𝑝) and 𝜌𝐺𝐶
𝐶5 (𝑝)) by den-

sity of the pure component estimated by the assumptions above. Specifically,
𝑉
𝑠𝑎𝑚𝑝

𝐶𝑂2 /𝑉
𝑠𝑎𝑚𝑝
𝑡𝑜𝑡 ≈ 𝜌𝐺𝐶

𝐶𝑂2(𝑝)/𝜌𝑝𝑜𝑙𝑦 (𝑝𝑎𝑡𝑚) and 𝑉
𝑠𝑎𝑚𝑝

𝐶5 /𝑉 𝑠𝑎𝑚𝑝
𝑡𝑜𝑡 ≈ 𝜌𝐺𝐶

𝐶5 (𝑝)/𝜌
𝐿
𝐶5(𝑝𝑎𝑡𝑚).

Therefore, the estimate for the density of polyol in the liquid sample is

𝜌𝑝𝑜𝑙𝑦 (𝑝) ≈ 𝜌𝑝𝑜𝑙𝑦 (𝑝𝑎𝑡𝑚)
(
1 −

𝜌𝐺𝐶
𝐶𝑂2(𝑝)

𝜌𝑝𝑜𝑙𝑦 (𝑝𝑎𝑡𝑚)
−

𝜌𝐺𝐶
𝐶5 (𝑝)

𝜌𝐿
𝐶5(𝑝𝑎𝑡𝑚)

)
(VII.5)

where each quantity in equation VII.5 is known from measurement. The weight
fractions of each component can then be computed by dividing the density of that
component in the sample by the total sample density 𝜌𝑠𝑎𝑚𝑝 (𝑝) = 𝜌𝑝𝑜𝑙𝑦 (𝑝)+𝜌𝐺𝐶

𝐶5 (𝑝)+
𝜌𝐺𝐶
𝐶𝑂2(𝑝).

Estimating the Vapor Density after Depressurization
Due to the challenges of maintaining pressure inside the sampling apparatus,

the sample of vapor from the head space depressurized to atmospheric pressure
inside the six-port gas-sampling valve. Consequently, the GC measured a much
lower density of CO2 and cyclopentane in the sample than expected. To correct the
effect of depressurization on the densities, we assume that the head space can be
treated as a binary mixture of CO2 and cyclopentane and use a PC-SAFT model
fit to such data [1] to estimate the total density 𝜌

𝑝𝑐−𝑠𝑎 𝑓 𝑡
𝑡𝑜𝑡 of the vapor phase under

the known pressure and temperature of the Parr reactor. We assume that the weight
fractions of CO2 and cyclopentane remain the same under depressurization. Then
we scale the measured densities by the ratio of the PC-SAFT prediction for the total
density to the measured total density 𝜌𝐺𝐶 (𝑉)

𝑡𝑜𝑡 = 𝜌
𝐺𝐶 (𝑉)
𝐶𝑂2 +𝜌

𝐺𝐶 (𝑉)
𝐶5 (where (V) indicates

that the measurement is taken of the vapor-phase sample). Then the estimate for the
true density of component 𝑖 is
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𝜌𝑡𝑟𝑢𝑒𝑖 ≈
(
𝜌
𝑝𝑐−𝑠𝑎 𝑓 𝑡
𝑡𝑜𝑡

𝜌
𝐺𝐶 (𝑉)
𝑡𝑜𝑡

)
𝜌
𝐺𝐶 (𝑉)
𝑖

(VII.6)

Estimating Density of CO2 in ISCO Pump
Initially, we believed that the amount of CO2 in the Parr reactor could be

estimated simply by using the CO2 equation of state to calculate the density and
multiply that by the volume dispensed by the ISCO pump into the Parr reactor.
This method clearly overestimates the actual amount of CO2 in the Parr reactor
because a substantial amount of CO2 leaked during the experiment. Additionally,
the ISCO pump was likely partially liquid and partially vapor, so determining the
overall density of the dispensed fluid was ambiguous. Therefore, we tried two
other methods to estimate the amount of CO2 in the Parr reactor. The first used
the change in density of CO2 in the vapor phase of a CO2–C5 binary coexistence
at the pressure and temperature before and after adding CO2, assuming that CO2

and C5 had equilibrated immediately after adding CO2 or C5 to the Parr reactor or
venting and that no CO2 entered the liquid polyol-rich phase. The second used the
PC-SAFT model developed by Dr. Huikuan Chao to estimate the composition of
the vapor phase. This method is somewhat circular, however, because it relies on
the model that the measurements attempt to validate. Nevertheless, it provided a
rough estimate of the composition. In both of the latter cases, the estimates suffered
from not accounting for the possible presence of a third phase, as depicted in Figure
VII.11.

The first method used to estimate the mass of CO2 in the Parr reactor was
estimating how much CO2 was dispensed from the ISCO pump into the Parr reactor
based on the equation of state of CO2 [2]. The volume and pressure were recorded
from the sensor readouts on the ISCO pump both before and after injection of CO2

into the Parr reactor. The temperature was assumed to remained constant at the lab
temperature (about 21 ◦C). Based on the equation of state of CO2, the beginning
and final masses of CO2 in the ISCO pump were estimated, and the difference was
taken as an estimate for the amount injected into the Parr reactor.

This method assumed that:

1. The ISCO pump was liquid-full of CO2 and therefore contained a single,
homogeneous phase of CO2 at all times

2. The Parr reactor did not leak
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3. The temperature of the ISCOpumpwas constant and homogeneous throughout
the reservoir

4. The pressure transducer of the ISCO pump did not drift

The first assumption was certainly false after the ISCO pump is refilled
because the liquid CO2 from the tank must expand to fill the dead volume. Addi-
tionally, the pressure of the tank is not sufficient to re-condense that vaporized CO2.
Whether the CO2 became homogeneously liquid when pressurized to 1000 psi and
above before injection was not clear and should be tested with another ISCO pump.

The second assumption was definitely false given the detection of a vapor
leak through a needle valve on the gas-sampling port of the Parr reactor. The amount
of leaked CO2 was estimated based on differences in pressure betwee injections of
CO2 and C5, but these estimates have not been validated by other means.

The third (3) and fourth (4) assumptions are fairly robust, as the steel syringe
of the ISCO pump conducts heat well enough to maintain thermal equilibrium with
the laboratory and periodic checks of the pressure transducer readingwhen emptying
the ISCO or loading with the liquid CO2 tank at a known pressure did not show
signs of drift beyond 10 psi, which would have a negligible effect on the estimated
amount of CO2 injected in the Parr reactor.

Overall, this first estimation method is likely an overestimate of the true
mass of CO2 in the Parr reactor because of the limitations of assumptions (1) and
(2) discussed.

The second method of estimating the amount of CO2 dispensed assumes
that, because the amount of polyol in the vapor phase is negligible, the vapor phase
can be approximated as the vapor phase of a CO2–C5 binary coexistence. Under
this assumption, a PC-SAFT model with parameters fitted to Eckert and Sandler’s
data [1] was used to compute the vapor–liquid equilibrium of CO2 and C5 at the
pressure and temperature in the Parr reactor both before injecting with the ISCO
and immediately after. Next, the difference in density of CO2 in the vapor phase
was multiplied by the estimated volume of the vapor phase, which was estimated by
subtracting the estimated liquid volume from the approximate interior volume of the
Parr reactor (1200 mL). The liquid volume was estimated as 𝑉𝑙𝑖𝑞 = 𝑚𝑝𝑜𝑙𝑦/𝜌𝐻𝑃𝐿𝐼𝑆

𝑝𝑜𝑙𝑦
,

where 𝜌𝐻𝑃𝐿𝐼𝑆
𝑝𝑜𝑙𝑦

= 𝜌𝑎𝑡𝑚
𝑝𝑜𝑙𝑦
(𝑇)𝑣𝐻𝑃𝐿𝐼𝑆

𝑝𝑜𝑙𝑦
, where 𝜌𝑎𝑡𝑚

𝑝𝑜𝑙𝑦
(𝑇) is the estimated density of polyol

under atmospheric pressure at the given temperature and 𝑣𝐻𝑃𝐿𝐼𝑆
𝑝𝑜𝑙𝑦

is the volumetric
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fraction of polyol in the HPLIS, inferred by estimating the volumes of CO2 and C5
based on their masses measured by the gas chromatograph and their approximate
densities at the given temperature.

This method makes the following assumptions:

1. There is no polyol in the vapor phase

2. The vapor-liquid equilibrium between CO2 and C5 is achieved very rapidly
(minutes)

3. The vapor-liquid equilibrium between CO2 and C5 is not affected by polyol
in the liquid phase (e.g., the polyol does not enhance adsorption of CO2 into
the liquid phase)

4. No third phase forms

5. Fitting to Eckert and Sandler’s data [1] yields accurate PC-SAFT parameters
for the binary coexistence

The first assumption is likely valid because of the low vapor pressure of
polyol given its molecular weight of 1000 g/mol and surface tension of almost 30
mN/m. A quick sniff assures the scientist that this is indeed the case.

The second, third, and fourth assumptions have limited validity. The vapor–
liquid equilibrium will definitely be affected by the presence of polyol in the liquid
as this will lower the diffusivity (hindering equilibrium between vapor-phase and
liquid-phase CO2 and C5) and will affect solubility in the liquid phase. This is made
clear when the PC-SAFT estimates of C5 weight fraction in the vapor phase do not
match the GC estimates. The fourth assumption is likely false by the sixth injection
based on preliminary evidence of the formation of a third phase then, and it is likely
that the third phase is present in later measurements as well.

The fifth assumption is probably trustworthy since the data are plentiful and
precise.

The advantage of this method is that it only considers changes in CO2 mass
on the order of a few minutes, so we can neglect the leaking of CO2 and actually
use this method as an estimate for how much CO2 leaked between injections from
the ISCO.
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Estimating Mass of Gas Lost through a Leak
Weestimated the leak ofCO2 using theCO2–C5 binary coexistencemethod’s

estimate of the mass of CO2. Assuming that changes in the estimated mass are only
due to the leaking of CO2 or injections of CO2 from the ISCO pump, we took the
difference in mass (in general a decrease) between injections from the ISCO and
divided by the elapsed time to estimate the rate of leak of CO2. We noticed an
increase in the rate later in the experiment, around the time that we began to notice
leaking through the needle valve on the gas-sampling port of the Parr reactor.

VII.S4 PC-SAFT Model Details
The parameters of the PC-SAFT model are provided in Table VII.S2. The

parameters of cyclopentane were fitted to literature data of the composition of binary
mixtures of CO2 and cyclopentane at different pressures and temperatures [1] while
keeping the CO2 parameters fixed to those values listed in Table II.2. The interaction
parameter between cyclopentane and PPG 2700 g/mol was assumed to be the same
as between CO2 and PPG 2700 g/mol listed in Table II.2; this assumption was
validated in the main text by the agreement between experimental measurements
of the phase composition and the predictions of the PC-SAFT model using these
parameters.

Species 𝑁 (beads) 𝜎 [Å] 𝜀 [𝑘𝐵] 𝑘

C5 2 3.92 290 CO2: −2.9 × 10−6𝑇 + 0.125
Polyol: 10−4(2𝑇 − 590)

Table VII.S2: The parameters 𝑁 (number of beads per chain), 𝜎 (bead diameter in
Angstroms), 𝜀 (interaction energy parameter in units of Boltzmann’s constant), and
𝑘 (cross-interaction parameter between cyclopentane and CO2 and cyclopentane and
PPG 2700 g/mol, unitless, with 𝑇 representing the temperature in Kelvin; identical
for both species) that fit the solubility data for PPG (2700 g/mol) are listed.
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C h a p t e r VIII

All Grown Up: Leaving the Nest

Your children are not your
children. They are the sons and
daughters of Life’s longing for
itself. They come through you but
not from you, And though they are
with you yet they belong not to
you. You may give them your love
but not your thoughts, For they
have their own thoughts. You may
house their bodies but not their
souls, For their souls dwell in the
house of tomorrow, which you
cannot visit, not even in your
dreams. You may strive to be like
them, but seek not to make them
like you. For life goes not
backward nor tarries with
yesterday.

Kahlil Gibran, The Prophet

“She’s Leaving Home”

by John Lennon / Paul McCartney

The idea to explore the rate of elongation of bubbles was suggested with
guidance by Prof. Howard Stone of Princeton University, NJ. Thanks to Profs. John
Brady and Richard Flagan for helpful discussions.

Bubbles do not remain solitary and spherical forever. As they grow, they
eventually come in contact with their environment, deforming upon brushing up
against other bubbles and reaching the limits of their confinement. At this point, it
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is time to get out. As bubbles deform under confinement, they also accelerate to the
outlet, as if more fervently seeking escape. Others may find themselves squeezed
against other bubbles along the way. The confinement may cause them to merge
into one.

Typically, in the flow-focusing channel presented in Chapter III, bubbles first
deform upon growing to the size of the diameter of the inner stream due to the higher
viscosity of the outer stream than the inner. When bubbles span thewidth of the inner
stream, additional interactions emerge, such as the formation of a “wake” with a
different index of refraction behind the bubble (Section VIII.2). These differences in
the index of refraction are caused by differences in CO2 concentration, which affects
where bubbles nucleate in the wake. As is often the case following such nucleation
events in thewake, bubbles are squeezed against each other. In this case, coalescence
is too slow to allow them to merge: ripening is the faster merging process (Section
VIII.3). When enough bubbles have nucleated and grown large enough, the inner
stream viscosity decreases significantly, which can lead to instabilities (Section
VIII.4). While these instabilities preclude observation of bubble nucleation and
growth, they are fascinating to watch and important to understand to determine the
parameter ranges in which our flow-focusing method can be operated.

VIII.1 Bubbles Elongate Upon Facing Viscous Resistance from Outer Stream
Upon reaching the interface between between the inner and outer streams,

bubbles face significant viscous resistance from the outer stream (viscosity almost
5 Pa.s; see Figure III.S1). The viscosity of the inner stream may be as low as 0.01
Pa.s, however, so the bubble can grow much more easily along the flow axis than
radially into the outer stream. Consequently, the bubble elongates along the flow
direction as if flowing inside a rigid tube rather than confined by a high-viscosity
sheath, as shown in Figure VIII.1. The wake that the bubble later leaves behind as
it elongates is discussed in the following Section (Section VIII.2).

Bubbles Elongate Exponentially in Time
The models of bubble growth presented in Chapter V no longer describe the

growth of a bubble accurately after it reaches the surface of the inner stream and
begins to elongate. At this point, the width of the bubble along the radial direction
of the capillary remains roughly fixed at the width of the inner stream. The length
of the bubble along the flow axis grows exponentially. The square-root growth
characteristic of an isolated, spherical bubble and the exponential elongation of the
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Figure VIII.1: Experimental conditions: PPG 2700 g/mol saturated with CO2 at
7.0 MPa and 22 ◦C is flowed through a sheath of 1k5f polyol (see Table II.1) inside
a quartz observation capillary with inner diameter 300 𝜇m, length 100 mm, and
inlet pressure of about 9.5 MPa, observed 94 mm along the observation capillary.
Snapshots of a single bubble from first observation to exit from the field of view
are superimposed to show the stages of bubble growth. Initially, the bubble grows
spherically. Upon reaching the surface of the inner stream, the bubble elongates
along the flow direction. During this elongation, the convection of fluid from the
head to the tail of the bubble creates a “wake” behind the bubble (discussed in
Section VIII.2). Location of measurement along observation capillary is shown
schematically above figure.

bubble under confinement can be seen in the plots of bubble length 𝐿 (distance
from the head to the tail of the bubble), bubble diameter 𝐷 (width along the

radial dimension), and diameter of an equivalent sphere 𝐷𝑒𝑞 =

(
6
𝜋
𝑉

)1/3
(where

𝑉 = 𝜋/6𝐷2𝐿 is the approximate volume of the bubble assuming an elliptical shape)
in Figure VIII.2. The qualitative change in the growth rate can be seen in the linear
plot in panel (a). Panel (b) plots the size along a logarithmic vertical axis, such that
exponential growth appears as a straight line. Indeed, the growth of the length of the
bubble 𝐿 (blue line) matches the straight line shown for reference after the length
exceeds the maximum diameter around 500 𝜇s, indicating exponential growth. In
this case, the time constant corresponding to the straight line is about 1 ms, meaning
that the bubble grows by a factor of 𝑒 every millisecond. Panel (c) plots both axes
on a logarithmic scale, such that a power-law growth appears as a straight line with
the power equal to the slope. Indeed, the growth of the bubble diameter 𝐷 (orange
line) grows with a power of 1/2, consistent with the observations in Chapter V.
While the diameter of an equivalent sphere 𝐷𝑒𝑞—an estimate of the diameter of the
bubble if it were growing unhindered—appears in panel (c) to grow with a power
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of 1/2 as well, even after the bubble has started elongating, the growth should be
exponential since it is proportional to the cube root of the length. We suspect that
this coincidence is the result of only observing a short segment of the exponential
growth regime, which may look linear with a slope of 1/2 on a log-log scale for this
brief period of time.

Figure VIII.2: A bubble’s length 𝐿 from head to tail (blue line), diameter 𝐷 along
the radial direction (orange line), equivalent diameter of a sphere of the same volume
𝐷𝑒𝑞 = (𝐷2𝐿)1/3 (green line), and maximum diameter of the bubble (black dashed
line) are plotted as a function of time. a) Linear scale for both axes. b) Logarithmic
vertical scale. Black line provided as a reference to represent exponential growth
with a growth constant of about 1 ms. c) Logarithmic vertical and horizontal axes.
A slope of 1/2 is indicated by the triangle, which represents power-law growth 𝑡1/2.
The bubble analyzed comes from an observation taken during the experiment as in
Figure VIII.1 but at 79 mm downstream.

The exponential elongation of bubbles under confinement has been observed
before in the case of a vapor bubble in a boiling liquid flowing through a tube [1–3].
Exponential growth results from a growth rate of a dimension proportional to the size
of that dimension. In this case, it suggests that d𝐿

d𝑡 ∝ 𝐿. Such growth is consistent
with a flux that is constant when averaged along the length of the bubble, suggesting
that CO2 is not depleted significantly in the region immediately surrounding an
elongated bubble, as if it is replenished. We explore this idea of replenishing CO2
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around elongated bubbles in Section VIII.2.

Bubbles Accelerate as They Elongate Due to Fluid Displaced by Growth
When a bubble elongates, it does so because it cannot push fluid around its

lateral sides out of the way. Instead, fluid must be displaced at the head or tail of
the bubble to permit the growth, assuming it is flowing in an incompressible fluid
medium. Where does the fluid displaced by the elongation of the bubble go? While
we cannot observe the flow field directly, nor can we place tracer particles into the
inner stream because they would cause heterogeneous bubble nucleation, we can
occasionally observe the flow indirectly by watching small bubbles.

In Figure VIII.3, we show that three small bubbles remain almost perfectly
still as an elongated bubble passes by them. Two of the three bubbles can be seen in
front of the elongated bubble in panel (a) (circled in yellow). The locations of the
three bubbles are marked by yellow circles in three frames as the elongated bubble
passes by them over the course of 440 𝜇s (panels b–d). The right most edge of the
marker circles in panel (d) is marked with a thin vertical yellow line to provide a
guide to the eye for comparing the positions of the bubbles. Over the last 240 𝜇s, the
small bubbles translate less than 5% of the distance traveled in the first 200 𝜇s of the
sequence of frames. This near-stagnation of the bubbles within the thin film between
the bubble and the outer stream reveals that fluid at the head of the bubble ends up
at the tail of the bubble as the bubble “slips past” the fluid. While in the laboratory
frame of reference, the fluid in this film moves little, relative to the flow upstream
and downstream, the fluid is moving upstream. A similar stagnation is observed in
the outer stream, as shown in Figure VIII.S1 of the Supporting Information (SI).

Agostini et al. suggest that the fluid in the thin film between the bubble and
the confining surface appears to flow upstream relative to the flow because it is the
path of least resistance for fluid displaced by the growing bubble [2]. A schematic
showing this process is presented in Figure VIII.4. In panel (a), at time 𝑡𝑖, a volume
Δ𝑉 𝑖

𝑏
of the inner stream fluid surrounds the head of the bubble. This volume is

equal to the volume by which the bubble will grow in a time step Δ𝑡, as shown in
green in panel (b). The displaced fluid has nowhere to go but upstream to the tail of
the bubble, as shown in panel (c), during which the fluid faces little resistance from
the pressure upstream because the pressure along a bubble is negligible (see Figure
8 of Khandekar et al. [4]). Assuming that the bubble is incompressible, the fluid
displaces the bubble, pushing the bubble farther downstream, as shown in panel (d).
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Figure VIII.3: a-d) Still frames of sheath flow show small bubbles stagnate in the
thin film between an elongated bubble and the outer stream as the elongated bubble
passes by them. Yellow dashed circles mark three small bubbles that act as tracers
of the flow (one of these bubbles is not visible in (a)). The far-right edge of these
circles in the final frame (d) is marked by vertical yellow lines. In the 240 𝜇s between
(b) and (d), the bubbles hardly move a few 𝜇m while they travel hundreds of 𝜇m in
the 200 𝜇s between (a) and (b). Top shows a schematic of where the observation
was made along the observation capillary. PPG 2700 g/mol polyol (see Table II.1)
saturated with CO2 at 7.2 MPa and 22 ◦C flowed within sheath of 1k5f polyol in a
quartz observation capillary of 300 𝜇m inner diameter and 100 mm length with an
inlet pressure of 13.4 MPa and observed at 95 mm along the length of the capillary.

During the time step Δ𝑡, the surrounding fluid has been flowing at a speed 𝑈𝑙 and
thus has traveled a distance 𝑈𝑙Δ𝑡, as shown in panel (e). Consequently, over a time
step Δ𝑡, the bubble travels farther than the surrounding fluid medium.

This circulation of flow causes bubbles growing in confinement to accelerate
with their length [1, 2]. We show this acceleration in Figure VIII.5. In panel (a), we
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Figure VIII.4: Schematic showing that the displacement of fluid by an elongating
bubble under confinement causes the bubble to accelerate faster than the surrounding
medium. The black rectangle represents a segment of the inner stream; the area
outside it represents the outer stream. Flow is left to right. a) At time 𝑡𝑖, a volume
of fluid Δ𝑉 𝑖

𝑏
(blue) surrounds the head of the bubble (gray). b) The bubble grows

by a volume Δ𝑉 𝑖
𝑏
(green) during the timestep Δ𝑡 and the fluid around it must be

displaced somewhere. c) The displaced fluid (blue) can only flow upstream to the
tail of the bubble. d) Upon reaching the tail of the bubble, the displaced fluid (blue)
displaces the bubble (gray) farther downstream. e) During the timestep Δ𝑡, the flow
also travels a distance 𝑈𝑙Δ𝑡 (orange) which, when combined with the distance the
bubble is displaced by the displaced fluid, results in the distance traveled by the
bubble. The resulting bubble speed is larger than the flow speed.

plot the speed of the head (yellow) and tail (blue) of a large collection of bubbles
observed at 88 mm and 90 mm along the length of the observation capillary. The
data were collected from the same experiment as was used to estimate the rate of
bubble nucleation in mixtures of PPG and CO2 in Section VI.2: the inner stream
is composed of PPG 2700 g/mol saturated with CO2 at 7.2 MPa and 22 ◦C and
the outer stream is composed of 1k5f polyol (see Table II.1), flowing through a
capillary with an inner diameter of 300 𝜇m and a length of 100 mm with an inlet
pressure of 13.4 MPa. While the data do not perfectly collapse, some general trends
are observed. When the bubble is smaller than the inner stream, the speed appears
to decrease with length, possibly because the flow nearer the surface of the inner
stream is slower. Once the bubble is longer than the width of the inner stream,
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meaning that it is flowing under confinement inside the highly viscous outer stream,
the speed increases with length. This increase is roughly linear until the bubble
reaches a length of around 400 𝜇m. Above 400 𝜇m, further elongation of the bubble
leads to little acceleration of the tail as the speed appears to plateau, while the head
accelerates (as must be the case assuming an incompressible system) but less rapidly
than for lengths below 400 𝜇m.

Figure VIII.5: Bubble speed as a function of length and elongation rate. a) The
speed of the bubble head (yellow) and tail (blue) as a function of the length of the
bubble. The vertical dashed line indicates the width of the inner stream; data points
to the right of this line represent elongated bubbles. b) Only the data for the speed
of the bubble tail from (a) are shown. Each color and symbol represents a different
bubble as it grows. A fitted model based on the work of Agostini et al. [2] is shown
(black solid line). c) Speed of the bubble tail as a function of d𝐿/d𝑡, the rate at
which the bubble length 𝐿 increases. The estimate for d𝐿/d𝑡 is prone to noise due
to limited spatial and time resolution and imperfect image segmentation. A linear fit
with a slope of 4 is shown (black dashed line). Lower right indicates schematically
where observations were taken along the observation capillary. PPG 2700 g/mol
polyol (see Table II.1) saturated with CO2 at 7.2MPa and 22 ◦C flowedwithin sheath
of 1k5f polyol in a quartz observation capillary of 300 𝜇m inner diameter and 100
mm length with an inlet pressure of 13.4 MPa and observed at 95 mm along the
length of the capillary.

Out of curiosity, we fit the collection of bubble speeds vs. lengths to a model
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proposed by Agostini et al. for vapor bubbles flowing through a tube of boiling
liquid refrigerant, as shown in Figure VIII.5b. The model assumes that the flux of
gas into the bubble is proportional to the surface area of the bubble, that the fluid
displaced by the bubble flows to its tail and pushes the bubble farther downstream,
that the system is incompressible, and that the bubble feels an empirical friction
force from flowing along the walls, which is responsible for causing the speed to
plateau with length [2]. While we cannot comment on the validity of the assumption
that friction causes the speed to plateau, but the model appears to capture the speed
of the tail of the bubble well, suggesting that similar physics might be at play even
though the systems are different. The model is least accurate when the bubble is
smaller than the inner stream and not confined, indicating that different physics are
dominant when a bubble is flow without the effects of confinement.

Out of further curiosity, we tested a hypothesis that the rate at which the
bubble elongates is proportional to the speed of the bubble. This hypothesis was
based on the assumption that the elongation of a bubble displaces fluid that flows
to the tail of the bubble and pushes the bubble farther downstream, as depicted in
Figure VIII.4. If this picture were true, the bubble would accelerate more the faster
it grew because it would displace more fluid behind it, pushing it farther downstream
in the same time period. To test this hypothesis, we plotted the bubble speed 𝑣 as
a function of the elongation rate d𝐿/d𝑡 in Figure VIII.5c using the same collection
of data as used to generate the plots in the other panels of the Figure. While the
spread in the data is large, a general increase of speed with the elongation rate is
observed having a slope of 4 (dashed black line). Therefore, while the bubble speed
generally increases with the elongation rate, it does so at a rate four times faster.
This difference in rate suggests that other physics than just the displacement of fluid
by bubble growth depicted in Figure VIII.4 might be responsible for the acceleration
of the bubble, such as the acceleration of the flow itself due to the decreased viscous
resistance of longer bubbles.

VIII.2 Formation of the Wake
That fluid at the head of an elongated bubble ends up at its tail not only

results in the acceleration of the bubble, but it also changes the concentration of
CO2 in the region behind the bubble. This change in concentration of CO2 is seen
behind the longer bubbles in Figure VIII.1, where a dark interface with the shape
of a backward “C” is observed. An interface indicates a difference in the index
of refraction, which could only be caused by a difference in the concentration of
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CO2 since there is no evidence that the outer stream polyol is mixing with the inner
stream. We call the region between the tail of the bubble and this interface the
bubble’s “wake.” Because the bubble accelerates as it grows under confinement, as
discussed in the previous Section, the length of the wake increases with time, as seen
in Figure VIII.1. The interface at the end of the wake also becomes stratified, likely
due to the parabolic shape of the flow speed along the width of the inner stream. This
interface indicates an inhomogeneous concentration of CO2, but where is the CO2

concentration greater and where is it lower? In the following discussion, we present
a model of the wake to shed light on the relative CO2 concentrations throughout it.

Wake’s Anatomy
Why is it important to understand the wake’s “anatomy”? Long bubbles

can leave behind even longer wake regions, which may affect the likelihood that
bubbles nucleate in these regions depending on the concentration of CO2 (the
“anatomy”) within them. In experiments, we have observed the effects of different
concentrations of CO2 in the wake. For example, a bubble in the wake of another
bubble often grows more slowly than the leading bubble. Additionally, we have
seen under high contrast (achieved by narrowing the aperture on the condenser lens
of the microscope) that the wake contains a narrow “trail” along its center, as seen
in Figure VIII.6. Furthermore, when bubbles nucleate in the wake, they tend to
nucleate near but outside this trail, as observed in the cluster of recently nucleated
bubbles in the lower part of the Figure (outlined in a blue dashed rectangle).

To understand the wake’s “anatomy,” we begin where the fluid from the wake
originates based on the discussion in Section VIII.1: the head of the bubble. We
show a schematic of the thin film of the inner stream fluid between the head of an
elongated bubble and the outer stream in Figure VIII.7. An example of an elongated
bubble from an experiment is shown in the lower right with the region of interest
outlined with a dashed white rectangle. We consider the reference frame of the
bubble, so the acceleration of the bubble causes the inner stream to appear to be
flowing toward the tail of the bubble (to the left in the Figure). As the inner stream
“flows” at speed𝑈 to the left along the bubble, it is squeezed into a thin film with a
width 𝛿 of a fewmicrons. This film is significantly smaller than either the radius 𝑅 or
length 𝐿 of the bubble, so we expand it for clarity (not to scale). The pressure inside
the bubble is roughly the local fluid pressure (the Laplace pressure is negligible
for bubbles larger than 1 𝜇m as shown in Figure V.7), while the inner stream was
saturated with CO2 at a higher pressure. Thus, the equilibrium concentration of CO2
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Figure VIII.6: a) Micrograph of the microfluidic sheath flow (location indicated in
schematic at top). An elongated bubble is exiting the field of view and leaving behind
a “trail” of different index of refraction within the inner stream. b) Micrograph of
same location taken 425 𝜇s later. In addition to the bubbles seen in the top image—
indicated by orange arrows—many bubbles emerge along the “trail” left behind by
the elongated bubble (light blue dashed rectangle). PPG 2700 g/mol polyol (see
Table II.1) saturated with CO2 at 7.2 MPa and 22 ◦C flowed within sheath of 1k5f
polyol in a quartz observation capillary of 300 𝜇m inner diameter and 100 mm
length with an inlet pressure of 13.4 MPa and observed at 95 mm along the length
of the capillary.

near the surface of the bubble is smaller than the concentration in the inner stream,
driving diffusion of CO2 from the inner stream into the bubble. The front of this
diffusion of CO2 expands into the thin film of the inner stream to have a width that
grows as the square root of time since first contact of the fluid with the bubble 𝜏 and
diffusivityD, 𝛿𝐷 ∼

√
D𝜏. At the tail of the bubble, the time since contact 𝜏 = 𝐿/𝑈.

The width of the depletion layer at the tail of the bubble is thus 𝛿𝐷 ∼
√︁
D𝐿/𝑈.

Let’s estimate the scale of width of this depletion layer. Based on the
measurements of diffusivity with G-ADSA shown in Figure II.4, the diffusivity
ranges betweenD ∈ [10−10, 2× 10−9] m2/s. Based on the sample of bubble lengths
and speeds plotted in Figure VIII.5, 𝐿 ∈ [50, 800] 𝜇m and 𝑈 ∈ [0.7, 2.5] m/s.
Lengths and speeds are correlated, however, so the ratio 𝐿/𝑈 ranges from 5 × 10−5
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FigureVIII.7: Schematic of the depletion layer along the head of an elongated bubble
(location indicated in micrograph in the lower left). The schematic is depicted in
the reference frame of the bubble (dark gray region), so the inner stream (light gray
region) appears to flow left along the bubble with speed 𝑈. The width of the thin
film of the inner stream between the bubble and the outer stream (gray region at the
top) 𝛿 ∼ 5 𝜇m, which is much smaller than the radius 𝑅 or length 𝐿 of the bubble.
As the bubble passes the inner stream, CO2 diffuses from the inner stream into the
bubble, leading to a depletion boundary layer along the bubble (outlined with a
dashed black line; darker shade indicates less CO2). The width of this boundary
layer 𝛿𝐷 scales with the square-root of the diffusivity of CO2 D and the time for
inner stream to pass along the full length of the bubble 𝜏 = 𝐿/𝑈. Not to scale.

m / 0.7 m/s ≈ 7 × 10−5 s (shortest bubbles) to 8 × 10−4 m / 2.5 m/s ≈ 3 × 10−4 s
(longest bubbles). Therefore, 𝛿𝐷 ∈ [0.1, 0.6] 𝜇m, meaning that it is significantly
thinner than the width of the thin film of inner stream (about 5 𝜇m based on visual
observation). Only a small fraction of the thin film nearest the bubble is depleted of
CO2.

How does the fact that the depletion layer along the bubble is much thinner
than the film between the bubble and the outer stream affect the fluid in the wake?
We show our hypothesis for the concentration of CO2 in the wake of the bubble as a
result of only partial depletion of the thin film along the bubble in Figure VIII.8. As
the depletion layer is passed by the tail of the bubble, it is pulled into the center of
the inner stream. The remaining volume around it is filled by the rest of the thin film
around the bubble. This thin film has another depletion layer along the interface with
the outer stream, however, because CO2 diffuses out from the inner stream of polyol
and CO2 into the pure polyol outer stream. The result of this depletion is depicted
by a gradient from dark (low CO2 concentration) to light (high CO2 concentration)
from the outside to the inner part of the inner stream. The concentration of CO2 is



260

thus highest in between these two depletion layers. Therefore, there is a gradient in
the concentration of CO2 along the edge of the depletion.

Outer Stream

Inner Stream

Depletion boundary layer

Inner Stream

Depletion boundary layer

Bubble

Outer Stream

Figure VIII.8: Hypothesis for the explanation of the “trail” observed in Figure
VIII.6. The depletion boundary layer at the tail of a bubble (compare with the
depletion layer at the head in Figure VIII.7). Because the speed of the bubble scales
with its length (see Figure VIII.5), the width of the depletion boundary layer 𝛿𝐷
is less than the width of the inner stream 𝛿 (see Figure VIII.7). At the tail of the
bubble, the depletion boundary layer fills in the space behind the bubble. Due to
the lower concentration of CO2 (see Figure VIII.9), the index of refraction of the
depletion boundary layer is lower than the rest of the inner stream, yielding a visible
“trail” behind the bubble (darker gray region). The remainder of the inner stream
also loses CO2 through diffusion into the outer stream (dark gray, top and bottom),
yielding a gradient in CO2 increasing from outside in. This gradient is smoother
because it has been formed since the inner and outer streams met at the entrance of
the observation capillary. The greatest concentration of CO2 in the “wake” region
behind the elongated bubble is just outside the trail, which may explain why bubbles
are often observed to nucleate in this region (see Figures VIII.6 and VIII.S2).

We hypothesize that this concentration gradient leads to a sufficient gradient
in the index of refraction that an interface can be distinguished along it, which may
be the interface observed along the “trail” observed in the wake (Figure VIII.6).
The cause for the sharpness of the interface is not clear, however. Because bubble
nucleation is highly sensitive to the degree of supersaturation, it is most likely to
occur in the region of highest CO2 concentration. Based on our hypothetical model,
this region lies just outside the depleted trail at the center of the wake, consistent
with the observation of bubble nucleation in clusters just outside the trail in Figure
VIII.6.

Based on the hypothetical model for the concentration profile in the wake,
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Figure VIII.9: An “anatomy” of the wake left behind an elongated bubble with
hypothetical estimations of the relative concentrations of CO2 in different regions.
The bubble (dark object in the inner stream on the right) is moving to the right at a
speed faster than the flow. Consequently, the inner stream will end up passing from
head to tail of the bubble and filling the space in the back (dashed white arrows),
forming a trail in the center of the inner stream (dashed purple box—see Figure
VIII.8) with concentration of CO2 𝑐

𝑡𝑟𝑎𝑖𝑙
𝑐𝑜2 . Outside the trail, the concentration of CO2

𝑐𝑤𝑎𝑘𝑒
𝑐𝑜2 is higher. Due to the velocity gradient within the inner stream (indicated
by green arrows), the interface (green dashed parabola) between the wake and the
unperturbed inner stream (outlined in solid green) becomes stretched over time into
a parabolic shape. The higher concentration of CO2 in the unperturbed region of
the inner stream 𝑐𝑠𝑎𝑡

𝑐𝑜2 leads to a difference in index of refraction along this parabolic
interface and, therefore, a visible interface. PPG 2700 g/mol polyol (see Table II.1)
saturated with CO2 at 7.2 MPa and 22 ◦C flowed within sheath of 1k5f polyol in a
quartz observation capillary of 300 𝜇m inner diameter and 100 mm length with an
inlet pressure of 13.4 MPa and observed at 95 mm along the length of the capillary.

we propose the “anatomy” of the wake shown in Figure VIII.9. In the region of
the inner stream in front of the bubble (right side of the image), the concentration
of CO2 is the initial saturation concentration 𝑐𝑠𝑎𝑡𝐶𝑂2, excepting some depletion along
the outside. As the bubble grows, it causes fluid previously near its head to end up
at its tail. This fluid forms the wake. At the center of the wake is the trail, which
has the lowest concentration of CO2, 𝑐𝑡𝑟𝑎𝑖𝑙𝐶𝑂2. Outside this region, the concentration
of CO2 𝑐

𝑤𝑎𝑘𝑒
𝐶𝑂2 is greater, but still less than the initial saturation concentration due to

depletion of CO2 through diffusion into the outer stream. While the end of the wake
(outlined in a dashed green parabola) begins flat, it becomes stratified due to the
velocity gradient with radial distance from the center of the inner stream. Upstream
from this interface, the concentration of CO2 is once again near its saturation
concentration 𝑐𝑠𝑎𝑡

𝐶𝑂2.
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VIII.3 Ripening and Coalescence
In general, the present thesis focuses on bubbles that grow in isolation so

that the growth can be accurately modeled and extrapolated back to the point of
nucleation (see Section V.4). Near the outlet of the observation capillary, however,
enough bubbles nucleate and grow to a large enough size that they come into contact
with each other. As the bubbles continue to grow, the confinement by the outer stream
causes them to squeeze against each other. After enough time in close contact, the
bubbles merge into one. Minogue recorded merging events in polyurethane foaming
experiments (see pp. 130–131 of [5]) that he attributed to ripening in some cases
and coalescence in others, but observations were made over the course of several
seconds. Is ripening or coalescence dominant in the microfluidic flow-focusing
channel?

To answer this question, we show an example of the merging of two bubbles
in Figure VIII.10. After nucleating near each other along the trail of the wake of an
elongated bubble, the bubbles (outlined by ellipses) squeeze against each other as
they grow against the confinement of the outer stream (panel b), ultimately merging
into one bubble (panel c). The bubbles merge about 500 𝜇s after coming into
contact with each other. Because we could not distinguish how the bubbles merged
(ripening: one bubble grows at the expense of the other; coalescence: the liquid
film between the bubbles breaks up), we distinguish the two processes by their time
scale.

The time scale for ripening of a small bubble into a larger bubble is roughly
the time for the fluid inside the smaller bubble to diffuse across the membrane
between the bubbles. This time scale 𝜏𝑟𝑖𝑝𝑒𝑛 is therefore proportional to the mass of
gas inside the smaller bubble 𝑚1 and inversely proportional to the flux between the
bubbles Φ and the area of contact 𝐴𝑐 (see diagram in Figure VIII.10d). The mass
inside the smaller bubble 𝑚1 = 𝑐1𝑉1, where 𝑐1 is the concentration of gas in the
smaller bubble and 𝑉1 is its volume. The flux of gas between the bubbles scales
as the product of the diffusivity D and the concentration gradient, which can be
estimated as the difference in concentrations divided by the thickness of the film
between them, which scales as the critical film thickness of rupture ℎ𝑐 since the
film thins quickly before reaching this thickness, so Φ ∼ D 𝑐1−𝑐2

ℎ𝑐
, where 𝑐2 is the

concentration of gas in the larger bubble (𝑐2 < 𝑐1 due to the higher Laplace pressure
in the smaller bubble 1). The critical film thickness between two bubbles in contact
can be estimated from the work of Frostad et al. as ℎ𝑐 ∼ 𝑅1�̄�

1/6𝐴1/3, where �̄�
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Figure VIII.10: Sequence of images shows two bubbles in contact merge through
ripening (a-c). The two bubbles are outlined (orange and blue) until they merge
in (c) (blue). d) Schematic of the geometry of two bubbles squeezed against each
other. Inner stream of PPG 2700 g/mol saturated with CO2 at 7.0 MPa and 22 ◦C
was flowed at 50 𝜇L/min in an outer stream of 1k5f polyol (see Table II.1) at 225
𝜇L/min and observed with 4x magnification (see Table III.1) at 94 mm along the
observation capillary. The inlet pressure of the observation capillary was 9.5 MPa.

is the force applied on the bubbles 𝐹 scaled by the interfacial tension 𝜎 and the
bubble radius 𝑅1, so �̄� = 𝐹/(𝜎𝑅1) and 𝐴 is the dimensionaless Hamaker constant
𝐴 = 𝐴𝐻/𝜎𝑅2

1, where 𝐴𝐻 is theHamaker constant for the fluid [6]. Finally, the area of
contact between the bubbles can be estimated from observation as 𝐴𝑐 = 𝜋𝑅2. Thus,
the ripening time scales as 𝜏𝑟𝑖𝑝𝑒𝑛 ∼

𝑐1𝑅
3
1ℎ𝑐

D(𝑐1−𝑐2)𝑅2
1
. If we assume that the concentrations

follow Henry’s Law, then, Henry’s constant cancels out and the ripening time scale
can be written as

𝜏𝑟𝑖𝑝𝑒𝑛 ∼
𝑝1𝑅1ℎ𝑐

D(𝑝1 − 𝑝2)
(VIII.1)
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where 𝑝1 = 𝑝+2𝜎/𝑅1 and 𝑝2 = 𝑝+2𝜎/𝑅2 are the pressures inside the two bubbles,
equal to the local fluid pressure 𝑝 plus the Laplace pressure.

In the experiment from which the images in Figure VIII.10 were taken, the
following estimates were determined for these quantities. We consider the smaller
bubble to have a radius between 5 𝜇m and 10 𝜇m while the larger bubble has a
radius between 20 𝜇m and 25 𝜇m. The local fluid pressure is estimated as 0.7 MPa
assuming a constant pressure gradient along the observation capillary, but it could
be as well as 0.3 MPa if the unobservable last 5 mm of the observation capillary
are completely filled with bubbles. The interfacial tension under these conditions is
between 15 and 25 mN/m (see Figure II.3a). The diffusivity will be governed by the
saturation pressure of 7 MPa, so it lies between 5 ×10−10 m2/s and 1.5 ×10−9 m2/s.
From visual observation, the radius of the area of contact is somewhere between half
to the full radius of the inner stream (25 𝜇m), so 𝑅𝑐 ∈ [12.5, 25] 𝜇m. The Hamaker
constant for glycerol is about twice that of water, which is 3.6 ×10−20 J, so we bound
it between 𝐴𝐻 ∈ [3.6, 7.2] × 10−20 J. We estimate the force between the bubbles as
the Laplace pressure multiplied by the area of contact 𝐹 ∼ 2𝜎/𝑅𝑏𝑢𝑏𝑏𝑙𝑒 × 𝑅2

𝑐 . From
these ranges, we can estimate the range for the ripening time to be 𝜏𝑟𝑖𝑝𝑒𝑛 ∈ [1, 25]
ms. The value is slightly larger than observed, but is within the right order of
magnitude, as expected for a scaling analysis.

We next compare this time scale with that of coalescence. Frostad et al. also
estimated the time scale of coalescence and validated their scaling with experiments
[6]. For that time scale, they gave the value 𝜏𝑐𝑜𝑎𝑙𝑒𝑠𝑐𝑒 ∼ 𝜂𝑅

𝜎
�̄�1/4𝐴−1/2, where 𝜂

is the viscosity of the fluid and 𝑅 is the scale for the radius of contact (the first
factor is the capillary time). Noting that the estimate for the viscosity of the inner
stream lies between 0.01 Pa.s and 0.03 Pa.s, the range for the coalescence time
𝜏𝑐𝑜𝑎𝑙𝑒𝑠𝑐𝑒 ∈ [30, 2600] ms, which is far above the time scale observed. Therefore,
between coalescence and ripening, we believe that ripening is the more common
merging process at the short time scales over which merging can be observed in this
apparatus.

VIII.4 Stream Instabilities
In the present work, the inner stream was kept stable to maintain a consistent

environment for bubble nucleation. In some cases, however, the inner stream became
unstable. While these instabilities prevented the accurate measurement of bubble
nucleation for the purposes of this work, they yielded some fascinating flow patterns
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that we discuss in this Section.

Figure VIII.11: Images of Kelvin–Helmholtz-like instabilities inmicrofluidic sheath
flow. a) 1k3f polyol (see Table II.1) saturated with CO2 at 8.8 MPa and 22 ◦C flowed
within sheath of 1k5f polyol in quartz observation capillary of 300 𝜇m inner diameter
and 100 mm length at 55 mm along the length of the capillary. The opaque regions
are bubbles that have nucleated inside the inner stream. Flow enters from the left.
b) Low-viscosity (0.49 mPa.s) silicone oil flowing at 900 𝜇L/min in a sheath of
high-viscosity (485 mPa.s) silicone oil flowing at 100 𝜇L/min. Adapted from X. Hu
and T. Cubaud Phys. Rev. Fl. 2016 1:044101 Copyright 2016 American Physical
Society.

One common instability was the formation of ligaments and vortices along
the inner stream, as shown in Figure VIII.11a. In this experiment, the inner stream
was composed of 1k3f polyol (see Table II.1) saturated with CO2 at 8.8 MPa and
22 ◦C and the outer stream was 1k5f polyol. In this experiment, the inner stream
had a low enough viscosity and a high enough rate of nucleation that nucleation
was observed 55 mm along the observation capillary, where the image in Figure
VIII.11a was taken, though the inlet pressure was in excess of 15 MPa. While the
inner stream never broke up into droplets, as can happen for an immiscible inner
stream, its interface developed oscillations and wave-like ligaments that folded in
on themselves. The interior of the inner stream flowed much more quickly than
these instability patterns at the interface as bubbles jetted along the winding path
inside them. Such a pattern was observed in microfluidic sheath flow by Hu and
Cubaud when flowing a low-viscosity silicone oil inside a silicone oil of much
higher viscosity [7]. The instability is akin to the Kelvin–Helmholtz instability that
arises when fluid flows more quickly past another, causing the patterns similar to
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the crashing of waves along the interface. Indeed, the speed in the inner stream is
significantly higher than that of the outer.

Hu and Cubaud found that the flow is significantly destabilized when the
Reynolds number of the inner stream exceeds 90. Despite the small dimensions of
the flow and low viscosity of the bubbly flow in the inner stream, such a Reynolds
number is plausible given the high speed (several meters per second) and low
viscosity of the inner stream apparent from the video. Nevertheless, the Reynolds
number can be kept low enough to stabilize the flow by delaying the onset of bubble
nucleation in the channel. Bubble nucleation can be delayed by maintaining a high
inlet pressure through a high outer stream flow rate, limiting the flow rate of the
inner stream, and limiting the saturation pressure of the polyol used for the inner
stream. For a thorough depiction and discussion of the stabilization and onset of
this instability, see the publication by Hu and Cubaud [7].

When polyol ismixedwith cyclopentane the viscosity is lowered significantly
due to the low viscosity of cyclopentane (about 0.5 mPa.s at room temperature and
pressure [8]), especially after dissolving CO2. Although the conditions would be
suitable for a Kelvin–Helmholtz instability like that shown in Figure VIII.11, when
not too many bubbles have nucleated, a different instability pattern emerges, shown
in Figure VIII.12. In this experiment, 1k5f polyol (see Table II.1) was mixed with
15% cyclopentane by weight before saturating with CO2 at 9 MPa. This fluid was
flowed through the inner stream at a flow rate more than twice the flow rate of the
outer stream of pure 1k5f polyol (70 𝜇L/min vs. 30 𝜇L/min). The fluids flowed
through a quartz capillary of 200 𝜇m in inner diameter and 100 mm in length, and
were observed at 94 mm along the capillary. Bubbles would appear as opaque,
but are not seen in this image, so we assume that bubbles had not yet nucleated
despite the high degree of supersaturation, perhaps due to the narrow inner diameter
of the observation capillary. Nevertheless, a difference in index of refraction can
be distinguished, which reveals periodically spaced vortex-like patterns connected
by what appear to be interwoven threads of fluid. We have not found such a flow
instability in the literature, although the pearl and mushroom instability reported by
d’Olce et al. is similar [9].
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VIII.S1 Stagnation of Bubbles
In the main text, small bubbles were seen to stagnate when an elongated

bubble passed by them (Figure VIII.3). In Figure VIII.S1, we show that even
bubbles in the outer stream slow down as elongated bubbles pass by. The reduction
in speed caused by the passing of an elongated bubble is smaller in the outer stream
than the inner stream due to the slower initial speed in the outer stream than the
inner stream, so the effect is less obvious here. This slow-down indicates that the
transport of fluid from the head to the tail of an elongated bubble occurs not just in
the inner stream, but in the outer stream as well. It also shows that the significant
reduction in the pressure drop along an elongated bubble is quickly felt throughout
the inner and outer streams.

Figure VIII.S1: Still frames show how two small bubbles in the outer stream (circled
in red) slow down almost to stagnation when an elongated bubble passes by them.
In the top two frames of (a) and (b), the bubble in the outer stream moves minimally
as an elongated bubble passes it. From the second to the third frame, the same
time passes, but the bubble travels a farther distance, indicating that the passage of
the elongated bubble slowed the flow even in the outer stream (although not to a
complete stop). This difference in speed is demonstrated by the deviation from the
extrapolation of the speed marked by the red dashed lines. Note that we determined
that the bubble is in the outer stream due to its significantly slower speed and lack
of growth.
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VIII.S2 Nucleation of Bubbles in the Wake of an Elongated Bubble
In Figure VIII.S2, we show the nucleation of bubbles along the trail in the

wake of an elongated bubble, followed by their growth, ripening, merging into a
larger, elongated bubble, and subsequent nucleation of bubbles in the wake once
again. The bubbles in the wake nucleate along the trail left behind the elongated
bubble, which we suggest is the remnant of the depletion boundary layer formed as
the bubble passed along the inner stream fluid (see Figure VIII.8). Bubbles likely
nucleate around the same time due to a sudden decrease in the local pressure as a
larger bubble reached the end of the observation capillary. The bubbles likely ripen
instead of coalescing based on the time scale of merging (see discussion in Section
VIII.3). This cycle may repeat many times as elongated bubbles exit the observation
capillary and cause sudden decreases in pressure. These decreases in pressure are
only significant near the end of the observation capillary where the pressure is on
the order of atmospheric pressure.

Figure VIII.S2: Depiction of bubble nucleation in the wake of an elongated bubble
followed by merging and more nucleation in the wake. Images are zoomed in the
panels on their left. Times from the first frame are recorded at the bottom. a) Awake
is observed at the tail of an elongated bubble. b) Bubbles nucleate just outside the
trail left in the wake of the elongated bubble, consistent with the schematic picture
presented in Figures VIII.6 and VIII.8. c) The just-nucleated bubbles grow and
come into contact with each other. d) The bubbles grow more and squeeze against
each other, causing them to extend along the inner stream. e) The bubbles merge
through ripening (see discussion in Section VIII.3) into another elongated bubble.
f) The newly formed elongated bubble causes nucleation in its wake. This cycle
repeats until CO2 is depleted sufficiently in the wake.
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Closing Thoughts
In closing, I wish tomake the ill-advised shift back to the first person because

the following are my personal reflections. When I began the work that forms the
foundation for this thesis, I dreamed of measuring the rate of bubble nucleation
precisely enough to show that the addition of cyclopentane leads to a qualitatively
different pathway to nucleation, as predicted by the string method model developed
by Dr. Huikuan Chao. While I have presented evidence in support of this prediction,
I consider this dream unrealized. I still long to investigate further, to extend my
personal pier of understanding ever farther out into the ocean of knowledge. The
delight from fixing each new rock in place along the pier’s perimeter continues to
compel me to seek the next; the dream of discovery beckons me onward.

Why stop?

“To every thing there is a season, and a time to every purpose under the
heaven: A time to be born, and a time to die; a time to plant, and a time to pluck up
that which is planted.”1 My dream remains beyond arm’s reach because God calls
me to the next chapter in the story. He calls me not because the knowledge I had
sought was not valuable, but because the understanding I have gained was enough.

But perhaps not for you. Perhaps your time to plant begins today. To that, I
say, wonderful: the harvest truly is plenteous2.

:)

1Book of Ecclesiastes Chapter 3, verses 1–2, King James Version.
2The Gospel of Matthew, Chapter 8, verse 37, King James Version.
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