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A b stra ct

This thesis focuses on the quantum effects of electron transfer reactions in solu­

tions and solvation dynamics of pure solvent. A prototypical model system, the 

Fe+2 +  Fe+3 *=* Fe+3 + Fe+2 reaction in water, is treated using the spin-boson Hamil­

tonian model. The spectral density is related to the experimentally accessible data 

on the dielectric dispersion of the solvent, using a dielectric continuum approxima­

tion. On this basis the quantum correction for the ferrous-ferric electron transfer rate 

is found to be a factor of 9.6, which is significantly smaller than the corresponding 

values calculated from molecular models which neglect the electronic and vibrational 

polarization of the solvent. Using an imaginary free energy method, a general formula 

for the rate valid in all orders of perturbation in electronic coupling is derived for a 

renormalized classical bath. It is found that the quantum degrees of freedom can be 

effectively eliminated from the model by renormalizing the electronic coupling matrix 

element to the first order approximation for the quantum modes. Furthermore, a 

similar result is obtained for the quantum bath with a better approximation scheme. 

In application it has been shown that the rate has a nonmonotonic behavior as a 

function of the coupling matrix element in the inverted region. In the solvent dynam­

ics controlled regime a one-particle Green function method is used to calculate the 

electron transfer reaction rate with a spin-boson Hamiltonian. A quantum version of 

Zusman’s result on solvent dynamical effect in electron transfer reactions is obtained 

for the symmetric case. It is shown that the quantum effect for most of the realis­

tic systems is not significant at room temperature and it would become important 

for some fast dielectric relaxation solvents like water. In solvation dynamics studies 

a Gaussian field model is used to obtain the charge density correlation function of 

the solution in terms of charge density correlation function of the solvent. It then 

becomes possible to calculate the time-dependent solvation free energy without using 

the “uniform dielectric approximation.” It is found that the nonuniformity in the



vicinity of the solute indeed retards the solvation relaxation.
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Summary

This thesis consists of several independent chapters based on my research at 

Caltech. It is tentatively divided into two parts. The first part(Chapters 1-5) 

reflects our effort to try to understand the quantum effects on electron transfer 

reactions in solutions, which is one of the most fundamental reactions in chemistry 

and biology. The second part(Chapter 6) deals with the solvation dynamics of 

pure solvent, which is an important step to understand the role of solvent in the 

chemical reactions in solutions.

In chapter 1 a prototypical model system, the Fe+2 +  Fe+3 ^  Fe+3 +  Fe+2 

reaction in water, is treated using the spin-boson Hamiltonian model. The spectral 

density is related to the experimentally accessible data on the dielectric dispersion of 

the solvent, using a dielectric continuum approximation. On this basis the quantum 

correction for the ferrous-ferric electron transfer rate is found to be a factor of 9.6. 

This value is significantly smaller than the corresponding values calculated from 

molecular models which neglect the electronic and vibrational polarization of the 

solvent.

In chapters 2-3 using an imaginary free energy method a general formula for 

the rate valid in all orders of perturbation in electronic coupling is derived for a 

renormalized classical bath. It is found that the quantum degrees of freedom can be 

effectively eliminated from the model by renormalizing the electronic coupling ma­

trix element to the first order approximation for the quantum modes. Furthermore 

a similar result is obtained for the quantum bath with a better approximation 

scheme. One application has shown the rate has a nonmonotonic behavior as a 

function of the coupling matrix element in the inverted region.

In chapter 4 in order to address the quantum effect in the solvent dynamics



controlled regime, a one particle Green function method is used to calculate the 

electron transfer reaction rate with spin-boson Hamiltonian. A quantum version of 

Zusman’s result on solvent dynamical effect in electron transfer reactions is obtained 

for the symmetric case. The quantum correction due to the new rate expression 

is discussed. It is shown that the quantum effect for most of the realistic systems 

is not significant at room temperature, although it would become important for 

some feist dielectric relaxation solvents like water. In chapter 5 the effect of solvent 

dynamics on electron transfer reactions is discussed from a different perspective. 

An equation of motion for the reduced density matrixfmaster equation) is derived 

from the modified spin-boson Hamiltonian for Debye relaxation and under classical 

approximation this equation reduces to Zusman’s original equation. The approxi­

mations involved in the Zusman’s model are clarified. A numerical scheme to solve 

the master equation to obtain the quantum reaction rate is discussed so that a 

comparison with the quantum rate obtained from chapter 4 can be made. A more 

important aspect of this study is that the solvent dynamical effect on asymmetric 

electron transfer reactions can be studied within this model.

In chapter 6 a Gaussian field model is used to obtain the charge density corre­

lation function of the solution in terms of charge density correlation function of the 

solvent. It then becomes possible to calculate the time-dependent solvation free 

energy without using the “uniform dielectric approximation.” It is found that the 

nonuniformity in the vicinity of the solute indeed retards the solvation relaxation 

for our model, thereby is in agreement with Onsager’s “inverted snowball” picture.
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Chapter 1

Quantum Correction for Electron Transfer Rates. 

Comparison of Polarizable versus Nonpolarizavle Descriptions of Solvent 

(Appeared in J. Chem. Phys. 99,7768(1993))
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Quantum correction for electron transfer rates. Comparison of polarizable 
versus nonpolarizable descriptions of solvent

Xueyu Song  an d  R. A. M arcus
Arthur Amos Noyes Laboratory o f  Chemical Physics.'^ 127-72. California Institute o f  Technology,
Pasadena, California 91125

(Received 29 July 1993; accepted 13 August 1993)

The electron transfer rate constant is treated using the spin-boson Hamiltonian model. The 
spectral density is related to the experimentally accessible data on the dielectric dispersion of the 
solvent, using a dielectric continuum approximation. On this basis the quantum correction for 
the ferrous-ferric electron transfer rate is found to be a factor 9.6. This value is smaller than the 
corresponding result (36) of Chandler and co-workers in their pioneering quantum simulation 
using a molecular model of the system [J. S. Bader, R. A. Kuharski, and D. Chandler, J. Chem.
Phys. 93, 230 (1990)). The likely reason for the difference lies in use of a rigid water molecular 
model in the simulation, since we find that other models for water in the literature which neglect 
the electronic and vibrational polarizability also give a large quantum effect. Such models are 
shown to overestimate the dielectric dispersion in one part of the quantum mechanically 
important region and to underestimate it in another part. It will be useful to explore a 
polarizable molecular model which reproduces the experimental dielectric response over the 
relevant part of the frequency spectrum.

I. INTRODUCTION

Electron transfer reactions are among the most funda­
mental chemical processes.1-3 As a prototypical model sys­
tem, the Fe+Jc±Fe+3 electron exchange in water has been 
actively studied.4,5 Recently, Chandler and co-workers6,7 
used a molecular model to study this process by quantum 
and classical simulation methods. Their results have shed 
an illuminating light on this system.

By classical and quantum simulation methods they ob­
served the parabolic behavior of the free energy surface 
with respect to the solvent polarization coordinate, a be­
havior which plays the important role in the theory devel­
oped by one of us.1 They also studied the quantum correc­
tion for the electron transfer rate constant. The full 
quantum Monte Carlo simulation gave a quantum correc­
tion factor for the rate of about 65 for water.6 Under a 
harmonic approximation their quantum correction was 
about 36, which is still substantially larger than the tradi­
tional estimate5 of a factor of about 7,

In the present paper an expression for the nonadiabatic 
rate constant (the Golden Rule rate expression) is used in 
which the rate is expressed in terms of the spectral density 
(the dielectric response) of the system. The spectral den­
sity is then obtained from experimental data, for fixed po­
sition of the reactants, using the dielectric continuum ap­
proximation and the harmonic approximation for the inner 
shell of ion-water complex breathing modes. For the elec­
tron transfer rate constant for the aqueous ferrous-ferric 
system it is found that under the above approximation our 
estimation of the quantum correction factor is a factor of 
9.6, which is smaller than the above result of 36 for the 
harmonic case. Other computer simulation models o f wa­
ter which also neglect the vibrational and the electronic

•’Contribution No. *833.

polarization are also considered. We again find a large 
quantum effect for the rate constant of the model water 
solvent and find that these models overestimate the dielec­
tric response in one region important for the quantum cor­
rection and underestimate it in another.

This paper is organized as follows: In Sec. II the the­
oretical basis of this paper is discussed. The nonadiabatic 
rate constant is expressed there in terms of the spectral 
density of the system. The relations between the spectral 
density and the experimental data arc given. In Sec. I ll the 
calculation details are presented and the role of the elec­
tronic polarizability in electron transfer is discussed. The 
paper concludes with some remarks.

II. THEORY 

A. In troduction

In this section a brief discussion of the nonadiabatic 
rate constant expression is given. Then, the relation be­
tween the spectral density and the experimentally accessi­
ble data, which forms the basis of the calculations, is pre­
sented.

In electron transfer reactions the reactant and product 
electronic states can usually be approximated as a two 
electronic-state system. If the solvent and the nuclear mo­
tion of the reactants and products are described as a har­
monic bath, the electron transfer can be viewed as an elec­
tron jump between the two states modulated by a harmonic 
bath. This kind of system has been described by the spin- 
boson Hamiltonian6,1'9

7768 J. Chem. Phys, 89 (10). 15 November 1093 0021-9606/93/99(10)/776B/6/S6.00 © 1883 American Institute of Physics
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where H ABf l  is the electronic matrix element which cou­
ples the reactants' state | —) and the products* state | + ) .  
The yi is a polarization coordinate, P; is the canonically 
conjugate momentum, and c is the driving force of the 
reaction (i.e., —AG10), a ,  and ax are Pauli matrices in the 
two-state ( |  +  ) and | —))  representation. A harmonic 
bath having the same frequencies for the reactants' and the 
products’ electronic states is assumed in this Hamiltonian. 
In such an approximation any changes in metal-ligand fre­
quencies accompanying the electron transfer are replaced 
by a particular symmetric combination.9

For the nonadiabatic case, the electron transfer rate 
constant is given by the following Golden Rule formula:2,3

XiSC£5- £ ° + e ) ,  (2.2 )

where i and/specify the quantum numbers of the reactant 
and the product system, and £yare  the energy levels of 
their systems, x l  and X / Bre the corresponding wave func­
tions, and Z b is the partition function of the reactant sys­
tem.

Upon using the usual 6-function expression

J "  “ P i - i ( & j - t f + e ) W d R  (2.3)

and the overlap integral of the wave functions assumed to 
be harmonic, the following formula has been obtained:2,3

k=Wf\
2 r «  J{m) cosh ( 0 W 2 ) - c o s h ( /7 J # M j 

■trft Jo  ot2 sinh (fifuo/2) j ’

(2.4)

where J(a>) is spectral density of the system

*  c2
J(co) =  2  n 6 (a —a , ) — — . (2.5)

i - i  m P>t

This well-known quantum rate constant expression of 
electron transfer in the nonadiabatic case was first derived 
by Soviet scientists.2,3 Later Chandler and co-workers6 re- 
derived this result within a spin-boson Hamiltonian de­
scription by the Golden Rule. Recently,6 Song and Stuche- 
brukhov gave a general description of electron transfer 
reactions using the spin-boson Hamiltonian, in which the 
above formula appears as a special case of a more general 
one. A key assumption in the above formula is the use of a 
harmonic approximation for the bath modes.2 Equation
(2.4) is the fundamental result of nonadiabatic quantum 
electron transfer theory within the harmonic approxima­
tion. Another approach, in which only a linear response 
approximation is used for the solvent bath,2(1:3 leads to the 
same result, where the J(<a) is expressed, as given later, in 
terms of the dielectric response function.

TABLE I. The quantum correction of aqueous ferrous-ferric system 
(T -29SK ).

Saddle-point approximation*
Inner part Outer part Total Ratio

Quantum exponential -12.97 -10.84 -23.81
8.4

Classical exponential -14.11 -11.86 -25.97
Quantum prefactor 1.65 X 10"

1.1
Cla«ical prefactor 1.48 X 10"
Quantum rate (a-1) 7.53

9.6(36‘)
Classical rate (a-1) 0.78

Full calculation11
Quantum rate (s->) 7.78

10.0
Classical rate (a-1) 0.78

‘From Eq. (2.13).
’’From Eq. (2.4) with mO. 
‘From Ref. 6.

For the ferrous-ferric system e is zero. The saddlepoint 
- of R is zero in this case. The rate constant can be expressed 

in the following simple form using the saddlepoint approx­
imation,5

2 ir \H AB\2\ 1 ” 1/2

p J o
2 J(m )

x “ p " S S  Jo rfQ)- ^ - tanh ( — )j-  <2-6)

In the classical approximation for bath (/?&;< 1) Eq.
(2.6 ) reduces to the usual classical nonadiabatic expression 
for the rate of electron transfer in symmetric reactions. A 
test of the saddlepoint approximation, by a comparison of 
Eqs. (2.6) and (2.4), is given later in Table I.

In order to calculate the electron transfer rate constant 
for the actual system the explicit form of spectral density 
J{oi) is needed. There are several ways of obtaining this 
quantity. For example, Bader etaL6,7 calculate it by a 
quantum Monte Carlo simulation using a microscopic 
model of aqueous ferrous-ferric system. Another way is to 
relate this quantity to some phenomenological experimen­
tally measurable variable.3 In the present paper the latter 
approach is used; the bath is divided into an inner part [the 
first coordination shell, consisting of Fe(H20 ) t '2-  
Fe(H jO )^ 3 subsystem] contributing an amount J^ to )  to 
the spectral density, and an outer part, namely the rest of 
the water solvent interacting with the hexacoordinated 
aqueous Fe+2 and Fe+3 ions, treated as spheres. The outer 
contribution JD[ot) to the spectral density is then related to 
experimental data on the dielectric response of the solvent. 
Thus we have

Jlto) = J 0(a>)+JiUa)- (2.7)

J. Chem. Phys., Vol. 99, No. 10,15 November 1993
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The electron transfer rate constant is then calculated.

6. The spectral density of the outer contribution
Phenomenologically, the outer contribution can be 

treated using a dielectric continuum interacting with the 
ionic charge distribution.3 The response of the dielectric to 
the electric field is defined by the dielectric permittivity 
function e(a ) , which is experimentally available. If the 
polar medium is treated as a collection of harmonic oscil­
lators characterizing the dielectric polarization, the 
changes in electric field of the ions, where the products are 
compared with the reactants, shift the equilibrium posi­
tions of oscillators describing the polarization. According 
to Eq. (3.87) in Ref. 3, the shift of the dielectric polariza­
tion oscillator of the medium qn  is related to the dielectric 
constant in the following way, neglecting spatial disper­
sion:

1 „  / d r l ^ - Z J ' l 3
2 2, 4 ff2 fJo

d a  Im e(o>)
a  |f (« i) |J

(2 .8 )

where e(o>) is the dielectric constant as a function of fre­
quency, the imaginary part of it being related to the ab­
sorption of the medium, Df  and Dl are the dielectric dis­
placement vectors of the products’ and the reactants’ forms 
of the ions. For two ionic spheres with radii a\ and a 2 and 
separated by a center-to-center distance R  (Ac is the 
charge difference) we have,1,17 neglecting dielectric image 
effects,

(2.9 ,

The left-hand side of Eq. (2.8), A0, represents the classical 
form of the outer part of the reorganization energy of the 
system. For the spin-boson model this reorganization en­
ergy can be written as*

„  2c? f® 2 da
<*0= 2 — y =  /<><«)■ (2.10)t mf i ) j  J o  v  a

The same formula relating A, to J /(a )  also applies. Com­
paring Eqs. (2.8) and (2.10), the outer contribution J0(a )  
to the spectral density can be written as

J 0( a ) ~
J  dr\D ? — 2)f| 2 Im f(tt>) 

8rr (cCeu) | 1 ’ (2 . 11)

Equation (2.4), with J  given by Eq. (2.11), was first ob­
tained by a different method by Ovchinnikov and 
Ovchinnikova.21' 1 They showed that above result is valid 
under linear response theory. A more elaborate descrip­
tion, based on e(k,a>) could be deduced from the results 
given in Ref. 3, k being the wave vector. However, the 
relevant experimental data for c(k ,a )  do not appear to be 
available.

C. The spectral density of the inner-shell contribution

The inner part of the spectral density J t(a ) ,  i.e., the 
contribution from the inner-shell, is relatively simple. The 
main contribution for electron transfer comes from the two

shifted symmetric breathing modes (they are normal 
modes) of the reactant pair, Fe(H2O )^ 2- F e (H j0 )^ 3, and 
the product pair, F efH jO J^-F e tH jO )*  2̂ io,il y^e  equi­
librium shift o f harmonic coordinates is the equilibrium 
bond length change d0 from Fe(H20 ) s  2 to F efH jO )^3, 
the breathing mode frequency is «a2 for FeCHjO)*-2 and 
for Fe(H 20 )6'3, and the constant frequency e>0 used in the 
Hamiltonian can be expressed approximately1,3 by 
o>o=2o2a»2/(w 2+ft>2); m in Eq. (2.5) for J t is the mass for 
a  ligand molecule in a symmetric breathing mode. Thus, 
the spectral density of the inner contribution can be written

J i(a )  =  lir /2 )a 8 (o —Oo)At, 

where

A(= 6/»<yjjrfJ,

(2.12a)

(2.12b)

using the fact that there are six ligands for the symmetric 
breathing mode in Fe(H20 ) ^ 2 and in F e(H jO )^3.

D. Rate constan t result

The calculation of the electron transfer rate constant 
can be made by direct numerical integration of Eq. (2.4), 
using Eqs. (2.7), (2.11), (2.12), and the spectral density 
Obtained from the experimental data. Or the saddle-point 
approximation can be used, so that a somewhat more 
transparent picture can be obtained. In this case Eq. (2.6) 
can be written in the following form:

2it \H ab\1\ /P&a\
k ~ T  ‘ 2 I 4 Jo rf(lnw>yo<">f e c oshf;-2- )  

, - 1/2
+ 2irfiajoA( cosh

Xexp d(ln  a )
2J0{a)

irfia - ( ? )

(2.13)

where J0(a )  is given by Eq. (2.11) and A, is given by Eq. 
(2 .12b). Because of the wide range of a ’s which contribute 
to the integrand from the outer part it was convenient to 
introduce In a  as the integration variable in Eq. (2.13). 
Equations (2.4) [with Eqs. (2.7), (2.11), and (2.12)] and 
Eq. (2.13) represent the starting point for the present cal­
culation.

III. CALCULATIONS AND DISCUSSION

In this section the quantum and classical rate constants 
are calculated from the experimental data for the present 
model. From the above formulas, a key step is to use the 
experimentally observed complex-valued dielectric con­
stant of solvent as a function of frequency. In general, there 
exist two broad regions of absorption in water, the Debye 
region (or orientational region) and the resonance region. 
In the Debye region, the Debye formula can be used to

J. Chem. Phys., Vol. 09, No. 10,15 November 1993
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1512 13 1410 1 1

Log u

FIG. 1. The experimental data (Refl. 12-13) and the empirical fit. O 
denotes the real part or the experimental dielectric constant; •  the imag­
inary part. The solid line is a cubic spline interpolation and the dotted line 
is Debye fit

3
eK

X
c
o
T

12

9

6

3

0

In cj

FIG. 2. The experimental data (Refs. 12-13) and the simulation result of 
the SPC model (Ref. 6). O denotea the integrand of experimental quan­
tum correction factor from the outer part of the spectral density Jq, with 
y-npHo/4. The solid line is the integrand of SPC model quantum correc­
tion from the spectral density of Ref. 7, noting that the two small peaks 
around In m=32 arise from the inner part contribution.

provide an excellent description of the experimental data, 
using the following parameters:15 =4.21, e ,—78.3, 
r = 8.2 x  10“ 15 s in the expressions

R e e = f - + r i y ? '

T < e*-O a>T  
€= T+«V •

(3.1a)

(3.1b)

In the resonance region there is no general formula to 
fit the experimental data. Here, a cubic spline interpola­
tion16 is used to fit the experimental data and the integral is 
evaluated using this spline to interpolate the experimental 
results. For a thermal electron transfer only, frequencies 
below the electronic excitation region are relevant to our 
calculation. Thereby, the angular frequency (<u) region we 
consider is from 0 to 7.2 X 10u  rad/s, abbreviated in the 
following as s-1 (3844 c m "1), since from 7.2X 1014 s-1 to 
the optical frequency the imaginary part of dielectric con­
stant is extremely small13 (cf. Fig. 1). From 0 to l.Ox 1011 
s -1 the Debye formula is used and from l.Ox 1011 to 7.2 
X1014 s_1the spline interpolation is employed. The exper­
imental data and the fitted results are collected in Fig. 1.

The inner contribution data is well-known from the 
literature,10,11 a)] =  390 cm-1 , <b2=490 c m "1, d0=0.14 A, 
m = 3.0X  10" J6 kg/molecule.

The results of these calculations are given in Table I. 
Comparing the values for the quantum rate constant it is 
clear that the saddlepoint approximation is very good, and 
the following discussion is based on that approximation. 
This quantum effect is seen in Table I to be substantially 
smaller than the simulation result from Chandler and co­
workers6,7 who used the SPC model for water. This differ­
ence is due to the different spectral density employed. In 
their calculations the spectral density is obtained from the 
cosine transformation of the classical real time bath auto­
correlation function which is calculated from the computer 
simulation. To illustrate this point we plot in Fig. 2 the

integrand difference between the exact expression and the 
classical expression in the exponential part of Eq. (2.13) 
which gives most of the quantum correction factor (cf. 
Table I). In Fig. 2 the result is given for both the experi­
mental outer spectra] density and for the SPC water model, 
using in the latter case the results of Ref. 7. It should be 
remembered that the two small peaks around <u= l.Ox 1014 
s" 1 are contributed by the inner part of the spectral density 
J t(ci) since the curve is the total spectral density calcu­
lated from their simulation. From Fig. 2 we see that in one 
region (around 1.6X 1014 s " 1) important for the quantum 
correction the SPC model considerably overestimates the 
dielectric response. In another region (around 6.5X1014 
s " 1) important for quantum correction it has no contribu­
tion at all. Thus, we believe that the spectral density used 
in the SPC model is not accurate due to the rigid model of 
the solvent molecules employed—it contains neither the 
electronic nor the vibrational polarizability of the individ­
ual solvent molecules.

In order to test this supposition we have used two 
computer simulations available in the literature16 for the 
water, namely the TIP4P and the MCY models, both of 
which also omit the two molecular polarizabilities just 
mentioned. Although there exist some polarizable water 
models in the literature19 no detailed dielectric dispersion 
curve appears to be available from them. We have used the 
spectral density for the TIP4P and MCY models, with Eqs.
(2.12) and (2.13), to calculate the quantum correction 
factor under the saddlepoint approximation. For the 
TIP4P model the outer spectral density Jo(a>) is calculated 
from a phenomenological formula, given in Ref. 18, which 
fits the simulation result well (Fig. 9 in Ref. 18), and the 
inner part, -I<(e>), is kept the same as above. The resulting 
quantum correction factor is 26 when the upper limit is 
2.1 X 1014 s-1 , which is the valid limit of the phenomeno­
logical formula. For the MCY model the quantum correc­
tion factor is 21 when the upper limit is 2.2 X 1014 s-1 .

J. Cham. Phys., Vol. 99. No. 10.15 November . 1993
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FIG. 3. The experimental data (Refs. 12-13) and the simulation result or 
the MCY and TIP4P models (Ref. 18). O denotes the integrand of 
experimental quantum correction from the outer part spectral density 
with y=0Au/4. The solid line is the integrand of MCY model quantum 
correction from the outer part of the spectra] density of Ref. 18. The 
dotted line is the integrand of the TIP4P model quantum correction from 
the outer part of the spectral density of Ref. 18-

FIG. 3. The separation of classical modes and quantum modes approxi­
mation. O denotes the integrand of experimental data from the outer part 
of the spectral density [/(cj) -*txnh(/?Au/4)]; the solid curve is the clas­
sical integrand [ /(<u) -=<Jfci/4] from the experimental data; and the dot­
ted curve the quantum integrand [/tai)»1 .0] from the experimental 
data. The arrow mark gives the separation frequency with (Mk>/4»>1.0.

These results can be understood from Fig. 3. Like the SPC 
model both the TIP4P and the MCY models overestimate 
the dielectric response in a region (32<ln o<33) and un­
derestimate in another (33<ln n><34.3), regions which are 
critical for the quantum effect calculation. For the TIP4P 
and the MCY models the large spectral density is due to 
the small Re c of the model simulations in a critical region 
(Fig. 4).

For comparison with previous work, we give next an 
approximation to the outer contribution in Eq. (2.13) by 
dividing the complete frequency range of the dielectric re­
sponse into two parts, a “classical” part and a “quantum” 
pan, where a separation frequency a Q} is defined by relation 
0&ucl/4= l.O . From 0 to cud the classical approximation

3
U!
£
O'O

o

3

Cn n
o

151311 12 i410

Log u)

FIG. 4. The experimental data (Refs. 12-13) and the rimulation result of 
the T1P4P model (Ref 18). O denotes the real part of dielectric con­
stant; •  the imaginary part. The solid line is the real part of the model 
simulation, and the dotted line is the imaginary part of the model 
Simula tioo.

(/3fo>/4<1.0) is used for the first part of the exponential 
factor in Eq. (2.13), written as e x p w h e r e

a 0 ----- rJo
“>ci Imc(tti)

d a -tu|c(o>) |

By a sum rule, we haveJ.“'cl 2 Im e(<u) 
da

1 1

(3.2)

(3.3)

Equations (3.2) and (3.3) give the well-known classical 
type of expression for reorganization energy arising from 
this portion of the outer contribution. From a a to a Bp the 
quantum limit gives tanh(/3fau/4) ~  1, and that contribu­
tion to  the exponential factor in Eq. (2.13) can then be 
written as

<7= exp irfi Sir
pop

J<Uy
d o o

Im e(<w) 
'2|e(o ) | 2

(3.4)
This latter factor is temperature independent and produces 
the tunneling factor arising from the quantum modes. A 
similar discussion can be found in Ref. 20. In general, the 
quantum modes renormalize the coupling matrix.1 This 
limiting situation of dividing the modes into quantum and 
classical modes yields a fairly good approximation as seen 
in Fig. 3, the rate calculated from this approximation is 
smaller by a factor of 2. These two types of modes tend to 
play different roles in the electron transfer, the former giv­
ing a nuclear tunneling effect and the latter generating an 
activation barrier, an effect which has been often discussed 
in the literature.1A3 From the tunneling factor expression 
(3.4), it is clear the really high frequency modes (say, 
higher than 7.2X 1014 s~ ')  do not make a significant con­
tribution to the tunneling effect due to the negligible imag­
inary part of the dielectric constant. In this sense the elec­
tronic polarization does not make large contribution to the
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electron transfer rate. However, the electronic polariza­
tion, by creating a shielding effect, does influence the other 
aspect of the c(e>) behavior. Furthermore, the atomic po­
larization (in the vibrational resonance region) does con­
tribute to the electron transfer, both directly and via shield­
ing, indirectly.

IV. CONCLUDING REMARKS

One of the particular features of the present work is to 
illustrate the calculation of nonadiabatic electron transfer 
rate from thf experimentally available data using the linear 
response approximation and to test certain solvent molec­
ular models (SPC, TIP4P, and MCY) in the literature. 
For aqueous ferrous-ferric system, the calculated rate from 
the experimental data is near the traditional estimate,4,9 
but different from a recent pioneering molecular simulation 
result of Chandler and co-workers. Even where the latter is 
approximated by introducing a harmonic bath approxima­
tion a significant difference remains. It will be interesting to 
repeat the molecular simulation using a molecular model 
o f liquid water which includes both the atomic and elec­
tronic polarization and gives the correct dielectric disper­
sion behavior of water, rather than mainly the static dielec­
tric constant.
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The spin-boson Hamiltonian model is used to  study electron transfer (ET) reactions of strongly 
interacting systems in polar solvents in the limit of fast dielectric relaxation of the solvent. The 
spectrum of polarization modes consists of low frequency modes which are treated classically, 
and high frequency modes which are treated quantum mechanically. A general explicit formula 
for the rate valid in all orders of perturbation theory in electronic coupling is derived. The rate 
formula is applicable in a  wide range of parameters, including the inverted region of the reaction 
where the quantum tunneling corrections give the main contribution to the rate. It is found that 
the quantum degrees of freedom can be effectively eliminated from the model by renormalizing 
the electronic coupling matrix element. This renormalization results in the following scaling 
property of the electron transfer systems: a system containing both classical and quantum 
degrees of freedom is equivalent to a system of lower dimensionality, containing only classical 
degrees of freedom, with renormalized electronic coupling matrix element. An explicit formula 
for the renormalization is obtained.

I. INTRODUCTION

In the present paper outer-sphere electron transfer 
(ET) reactions in polar media in the limit of fast dielectric 
relaxation are discussed. In this limit the reaction rate is 
independent of the relaxation properties of the solvent and 
can be studied within the traditional statistical equilibrium 
formulation of the problem.1,2 In recent years the opposite 
case of reactions controlled by the solvent dynamics has 
attracted the most attention.3,4 In particular, a clear under­
standing of all possible limiting cases has been achieved.5"7

The case of fast dielectric relaxation is commonly be­
lieved to be well understood5'6—for weakly interacting sys­
tems a well developed nonadiabatic theory is applicable, 
and for strongly interacting systems a reaction taking place 
on an adiabatic potential surface is described by transition 
state theory.1,2 The latter case, however, is much less stud­
ied than the former one. Moreover, neither the rate expres­
sion has actually been rigorously derived from the electron 
transfer Hamiltonian of a strongly interacting system, nor 
has a general rigorous theory unifying two extreme cases 
been ever formulated, although numerous attempts to do 
so have been undertaken from the early stages of the de­
velopment of the electron transfer theory.1'* The unsatis­
factory situation with the strongly interacting systems has 
renewed interest in such systems9-12 recently. In particular, 
the role of the fast electronic component o f the solvent 
polarization in the reaction rate has been extensively dis­
cussed although the picture is far from clear.

The spin-boson Hamiltonian model of ET provides an 
excellent tool for studying the strong coupling limit and 
discussing a unified approach to adiabatic and nonadia­
batic regimes.1,10,12,13 In particular, the free energy of 
strongly interacting electron transfer systems has been cal-

‘’Contribution No. 8799.

culatcd10,12 and the role of the electronic polarization has 
been studied within this model. In Refs. 10 and 12 an 
exponential part of the rate for symmetric ET systems is 
obtained and it is shown that the activation energy depends 
on the electronic coupling matrix element. This result has 
never been rigorously derived before, although it has been 
commonly accepted. As far as the electronic polarization is 
concerned the authors reached a conclusion that it does 
not affect the free energy of ET reaction.

In this paper we continue development o f the spin- 
boson Hamiltonian model of ET. In comparison with Refs. 
10 and 12 we discuss not only the exponential factor of the 
rate, the free energy, but also a pre-exponential factor. The 
spectrum'of the system is assumed to contain low (classi­
cal) as well as high (quantum) frequencies, the latter ones 
describe the high frequency part of the solvent polariza­
tion, including the electronic part. We derive an explicit 
expression for the rate, Eq. (4.13), which is a sum of alt 
perturbation orders in electronic coupling, and show how 
the general formula reduces to a traditional golden rule 
formula and to the transition state theory for electron 
transfer in two extremes of a small and a strong coupling. 
The general formula is applicable in a wide range of pa­
rameters, including the inverted region of the reaction,1 
where the quantum tunneling corrections give the main 
contribution to the rate.

To study the quantum corrections we develop a 
quantum-classical approximation for the correlation func­
tion of the solvent. Our quantum correlation function is 
exponential, and is essentially the next order approxima­
tion to the 6-function approximation proposed in Ref. 10. 
The latter approximation formally corresponds to infinitely 
large ( oo) quantum frequencies of the solvent polarization. 
For this reason the 6-function approximation does not de­
scribe the quantum effects in the system. In a recent paper 
Gehlen and Chandler12 have developed an approximate
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method to account for the effect of high (but finite) fre­
quency polarization modes in the free energy of the reac­
tion. According to their approximation the quantum cor­
rections can be described as an additional quantum part of 
the activation energy of the reaction,- which vanishes as 
frequency of the polarization becomes infinitely high. In 
the present paper we have developed a different approxi­
mation and found that the quantum modes modify the 
classical ET system in a different way. It turns out that all 
quantum tunneling effects can be incorporated into a 
renormalized (reduced) electronic coupling matrix ele­
ment of the system, Eq. (4.10). This result reveals an in­
teresting scaling property of the ET systems. We find that 
a system with both classical and quantum degrees of free­
dom is equivalent to a system of lower dimensionality, 
containing only classical degrees of freedom, with a renor­
malized electronic coupling matrix element.

The method of our calculation is based on a correlation 
function expression for the rate constant, 14-17

2°
*(t) ^ r = I m < n ( T ) n ( 0 )>,

fc=lim /c(r-H'r), 
i>r.

( 1-la)

( 1.1b)

where ff(r) is the occupation operator of the reactant state 
in Matsubara representation. The dot above n (r)  is a de­
rivative with respect to r, tp is the plateau time, Z° is the 
partition function of the whole system (reactants plus 
products), and 2fg is the partition function of the reactants. 
Using the path integral representation of the correlation 
function and introducing a quantum centroid reaction co­
ordinate of the system1*-10 the rate can be expressed as 
( * a = l ) M

2 1m  fZ (R ) d R  2 1 m  Z  
k ~ A  ^

where

A -
T, if T  < T c=a>b/2ir 
T c, if T > T C

( 1.2 )

(1-3 )

and Z (R )  is the partition function of the system with a 
fixed centroid R . In Ref. 20 a simplified ad hoc derivation 
of Eq. (1.2) is discussed. In the temperature dependence of 
the prefactor A  there is a crossover between two different 
regimes2,18’20'21 at Tf=a)i / 2ir, where cob is the activation 
barrier frequency. Below Tc the reaction takes place pri­
marily from the metastable quantum states lying below the 
activation barrier, i.e., due to tunneling, while for temper­
atures above Tc the states lying above the activation barrier 
mainly contribute to the reaction, which is a classical ac­
tivation process.

An imaginary part of the partition function of the re­
action appears in an analytical continuation of the parti­
tion function into a complex plane R. The final formula for 
the rate constant has the form10

k= A
R e / i ; Z ( « ) < «

( 1.4 )

The structure of the paper is as follows. In Sec. II a 
general expression for .the partition function Z (R )  of the 
spin-boson Hamiltonian is derived. In Sec. I l l  it is shown 
how the method of the present paper exactly reproduces 
the conventional nonadiabatic quantum rate expression in 
the lowest perturbation order. In Sec. IV results of the 
previous section are generalized to strongly interacting sys­
tems which require summation of all perturbative terms. A 
general formula for the rate constant is obtained. The 
quantum renormalization of the electronic coupling con­
stant and scaling in the ET reactions are discussed. In Sec. 
V nonadiabatic and adiabatic asymptotics are discussed 
along with a saddle point approximations of the general 
formula for the rate constant. Section VI concludes this 
paper with some remarks on the limitations of the method 
and discussion of an experiment to check the scaling pre­
diction of the present paper.

It. PARTITION FUNCTION OF THE SPIN-BOSON 
HAMILTONIAN

The Hamiltonian of ET system is written in a conven­
tional form1,2,13

H = 2 ^ + 2 ° i + 2 2ff* +  £
( 2 . 1)

where A/2 is the electronic matrix element coupling the 
reactant state, | — ), and the product state, | +  ), y t and p t 
are the nuclear motion coordinates and conjugated mo­
menta, respectively, e is the exothermicity of the reaction, 
a , and ax are the Pauli matrices in a two-state ( | - f ) and 
| — )) representation. The Hamiltonian (2.1) represents a 
two-state system coupled linearly to a harmonic bath 
which describes the nuclear motion of the environment 
(e.g., polarization of the solvent) as well as the nuclear 
motion of the reactant and product molecules. The har­
monic bath for the reactant and product states is assumed 
to have the same frequencies. This assumption is a good 
approximation for most of the electron transfer systems.1,2

The key role in the present theory is played by the 
partition function of the whole system, which is written as

Z = ( +  |T r e~PH\ +> +  <— |T r e~^H\ — ) = Z + + Z _  ,
( 2.2 )

where the trace is taken over all of the bath coordinates. 
Following the standard procedure of calculations22-25 the 
harmonic nuclear coordinates can be integrated out and 
the trace over the spin coordinate can be conveniently writ­
ten as a path integral. The result of such calculation is 
given by Eq. (2.10). For the convenience of those who are 
not familiar with this technique, and in order to introduce 
some useful notations, the sketch of the derivation is shown 
below.

The electronic coupling in Eq. (2.1) is treated as a 
perturbation and the Hamiltonian is written as H = H 0 
+ / / ' ,  where H ' =  (A /2 )ax and H0 is the rest of the Hamil­
tonian. The density operator can be written as (hereafter 
f i= l)
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e-P’l= e-pHa

X £  ( - 1 ) "  (**■„— p i # r , / r ( T , ) —
Jt-o Jo  Jo

(2.3)

where H '{r)  =  After that, the partition
function of the | +  ) state reads

Z + 5= < +  | T r e~^H\ +  )

= Tr £ o ( I ) 2" f Q drln- ■ £ d T f i - V - * '* *

X e " (1«“ T!>-l)/,t  e- lT l-TiWo-e-Ho+i\t

where

(2.4)

(2.5)

(2:6 )

H b in Eqs. (2.5) and (2.6) is the harmonic bath Hamil­
tonian.

Now a r-dependent Hamiltonian, / /0n(r) , is defined by

rr„(r) /  £  \
^On('r )=^*H ----2— [ %i J '

rrfl( r )  =
1 if T e [r2|_ i , ,rj/_2), 1< i< m + 1; 
- 1  if r e  | ), l< /<n;

(2.7)

( 2 .8 )

whereO<r<0, r0= 0 , and Tta+1=j3. Thus <7,,(r) takes val­
ues ±1 in the interval 0<r</J and changes sign sequen­
tially n times at the points r , ,  r 2,...,rlB. This variable ex­
plicitly describes the quantum paths of the two-state 
electronic coordinate.

In terms of the r-dependent Hamiltonian, the
partition function of the | + )  state, Eq. (2.4), can be writ­
ten in a compact form11

Z + =  t  J * drlK-■ ■ £  d r, T r[ f W S 'W '* * ] ,

(2.9)

where T  is the r-ordering operator. A similar procedure 
can be done for the | —) state and, finally, making use the 
cumulant expansion for the harmonic variables {y'/S}, Z ± 
takes the form:

z ± “ z \ f o ( 2) L  drin" ' L dTi

Xexp i f fI  Jo J o
'* re <7B( r )o H( r ')

dr dr  ------- --------
0 4

/ - I JJo

'P <7n(r)
dr

(2.10)
where

Z4= T r e ~ ^  (2.11)

and {• • • )b stands for the ensemble averaging over the har- 
monic bath coordinates with Hamiltonian (2.6).

(2>((r)y ,(r ' ) ) 6 in Eq. (2.10) is the time-ordered cor­
relation function of the harmonic variables,13,12

<7>,(T)y/(r')> 6=
1 « * ( T H r - rl )

2 mat
sinh —

The sum over all nuclear coordinates in Eq. (2.10) is con­
ventionally written with a spectral density, J(<u), defined 
by the following equation:

n  fp-
(2.12)

/ - I  m fi>l

Up to this point the transformations of the initial 
Hamiltonian have been known for a very long time. Re­
cently Chandler and co-workers13,19 suggested a new idea 
to use the centroid R  of the spin coordinate <r(r) as a 

- reaction coordinate of the electron transfer. In a different 
situation the centroid approach has been discussed before 
in Refs. 18-20. In our notation the centroid reaction coor­
dinate, R, is written as

1 n
R ~ e  1

P trB(r)  1 x 2+ xA+  ■ ■ 
■■■ d r = - —1 

0 2 OT 2 0
with

(2.13)

(2.14)*n — 7* 7n_ |.
In order to calculate the imaginary part of the partition 
function we first calculate it as a function of the real pa­
rameter R and then analytically continue it into complex 
plane of R, as required by Eq. (1.4).

With the introduced notations and with the definition 
of the reaction coordinate (2.13), the partition function at 
a fixed real R  can be written as

Z ( R ) = Z + (R )+ Z _ (R ) , , (2.15)

Z ± (R ) = Z 4 £  J" JdxV  J"Jd x t ex p j-0 R « r+ ^  d aJU a) J *  J * d r d r '

a B(T)on( r ')c o s h ( (# o /2 ) —a>|f—r 'O l   ................................... J  n I *2+ * « +  — + * 2. \
X 4 sinhO W 2) j ® t/J -U i+ * 2+  , + * 2„ ) ) ^ = F 2 ±  j  j .

(2.16)
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In the above formula the 6 function is introduced in 
order to change variables from r„ to x„ and the S function 
fixes the centroid at R. Notice that summation in the above 
formula begins with n =  1. The zero-order term was omit­
ted since it only gives the partition function of the unper­
turbed system (A = 0 ) and does not contribute to the rate.

The above formula is the central point of our calcula­
tion of rate constant of electron transfer. The sum over n 
represents summation of all orders of perturbation theory. 
One needs first to evaluate Eqs. (2.1S) and (2.16) for a 
real reaction coordinate R, then make an analytical con­
tinuation into the complex plane of R, and use Eqs. (1.4) 
and (1.3) to find the rate constant.

A critical step for further transformation of Eq. (2.16) 
is to analytically evaluate the double integral in the expo­
nent involving spin variable,

1 /•« rP rP
f„ = — I do)J(a )  I I d r  d r ' 

IT J o  J o  J o
gn(r)g„(T ') cosh[ ( /fa /2 ) —<u|r—r*| ]

X 4 sinh(lW 2) ( z-17)

for an arbitrary value of n. We recall that, according to Eq. 
(2.8), <t„(t) is a function which takes values of ±  1 in the 
interval 0<r</7 and changes sign n times. It turns out that 
this integral can be taken exactly only in n =  1 case. This is 
the lowest order of perturbational theory which corre­
sponds to a nonadiabatic case. This case is considered in 
the next section. For a general case of arbitrary matrix 
element A, Eq. (2.17) can be evaluated approximately for 
most realistic systems. This approximation will be devel­
oped in Sec. IV.

III. NONADIABATIC CASE
In order to show how the method of the present paper 

works, in this section the golden rule formula for a nona­
diabatic electron transfer rate is reproduced. This case will 
also help to clarify some subtle points of the analytical 
continuation required for the rate calculations.

The nonadiabatic case corresponds to a small A, hence, 
only the first term, n =  1, of the perturbation expansion in 
Eq. (2.15) can be taken into account. This term is propor­
tional to A2 and obviously corresponds to the golden rule. 
For n =  l the double integral involving the spin variable, 
Eq. (2.17), can be taken exactly,

/ i = £ J 3

2 r® J {a )  co sh (0w /2)-cosh  (R/fca)
-  rir J o d a

where
N -2

£ „ = X  *
1 r ® 

2IT Jo do)

sinh(/fc>/2)

J (a > )

0)

(3.1)

(3.2)2mfx>t

The remaining two integrals in Eq. (2.16) over x u  x 2 
are easy to take directly returning to t ,  , r 2 variables. The 
result is

- -  rrr Jo

i / ( « )  cosh(/So>/2) — cosh {Rfte>) 
a 2 s inh ((W 2)

(3.3)

Now it is recalled that the reactant partition function, 
Z?R, is the partition function of the unperturbed | —) state 
and, according to (2.5) can be conveniently expressed as

Z ° = T r e - W > - W * '2)+^ 5Zi (3.4)

Thus

- i fir J o
2 f® J(to) cosh{0m /2 )~  cosh {Rfk)}

s in h ( 0 o /2 )

(3.5)

Finally, using Eq. (1.4) with a prefactor A = \/0 , the non­
adiabatic rate can be written as

Re J* r f / t e x p j- ^ + iJ W l je

2 r®
~ i r  J o

do)
J(a>) cosh(/9(u/2) — cosh(/7if?o>)

a> sinh (£W 2)

(3.6)

This is a well-known quantum rate expression of the elec­
tron transfer in nonadiabatic case.. In the classical approx­
imation, l%u<l, Eq. (3.6) reduces to Marcus' nonadiabatic 
rate expression.1,2 Eq. (3.6) was first derived from the 
golden rule by the Soviet researchers26,27 and after that was 
rederived by many authors, e.g., Refs. 2 and 28.

In the original derivation a variable corresponding to 
our R  (in Refs. 2 and 26 it is a —;) was introduced as a 
formal integration parameter to represent a S function 
from the golden rule. As it is seen from the above deriva­
tion, R  is a centroid of the electron coordinate. It has a 
clear physical meaning of the reaction coordinate of the 
system.

Notice that for the nonadiabatic case the prefactor A is 
always i /0 .  As it was discussed in Sec. I, in the normal 
region there are two regimes, quantum and classical, with 
a crossover temperature Te. However, in a nonadiabatic 
case, A—0, the crossover temperature, 7’f=<ui/2iT, is in­
definitely high and for this reason any finite temperature of 
the system is always below T c, i.e., in the quantum regime 
where prefactor A  =  i /0 .  As it is shown in Appendix B, the 
barrier frequency o)b, given by Eq. (B l4), becomes indef­
initely large when A->0, so T c— oo. In the inverted region, 
on the other hand, there is no classical barrier crossing at 
all, and the electron transfer always takes place from the 
quantum metastable states. In this case the prefactor is 
again i/0 .
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In many practical cases Eq. (3.6) can be further sim­
plified by making use of the fact that the low and high 
frequency modes in the system are well separated. The low 
frequency modes can be treated classically, and the high 
frequency modes, quantum mechanically. To make use of 
this approximation two cutoff frequencies, classical, 
and quantum, e>t , are introduced. In the integral expres­
sion of the exponent of Eq. (3.6), for all o  < r»d the clas­
sical limit (/fcu<l) is used and for tu>to1 the quantum 
limit (J9a» 1) is used. In a general case only one separation 
frequency is usually employed,2 <ae=iaci= a t ~  T. Two cor­
responding asymptotics of the hyperbolic functions give

/A \ 2 r+*> [ (B  „ \  20
k = B \ - \  Re I dfiexp

. (3.7)

i=*(l) ReZl dR H “
r«d y(a>) / i  2 r® y(o>)

X dm   7 + * J ----  d a — j -Jo *> \* ) * J» ,  «
In this approximation the integral over R  can be taken 

exactly. It should be recalled at this point that R  in Eqs.
(3.6) and (3.7) is in fact a pure imaginary reaction coor­
dinate which becomes complex in the transformation 
R —iR in Eq. (3.6), according to the prescription of Eq.
(1.4). The integrand is exponentially decaying for large R  
in the complex plane, and for this reason the integral con­
verges. This became possible only after the analytical con­
tinuation of the partition function, Z {R ), into the complex 
plane was done.

Integration in Eq. (3.7) gives

‘-(£) (1+£ H  1?"
(3.8)

where =- AE^ is the classical reorganization energy. The
classical activation energy is

J(m)
u r

»>d J(m)
d m  ,

o w
(3.9)

As it is seen from Eq. (3.8), the classical modes con­
tribute to the activation energy of the reaction and quan­
tum modes give a  temperature independent tunneling fac­
tor.1,2

Thus for n*=l, our approach reproduces exactly all 
known results for the nonadiabatic case of the electron 
transfer theory. In the next section generalization of the 
theory to the case of arbitrary n, which corresponds to a 
strongly interacting system, is developed.

IV. ELECTRON TRANSFER RATE FOR STRONGLY 
INTERACTING SYSTEMS

In the case of strongly interacting systems, large A, all 
perturbation orders of the expansion in Eq. (2.16) must be 
taken into account. First, the integral involving spin vari­
able, I„ of Eq. (2.17), has to be evaluated for an arbitrary 
value of n. This can be done as follows.

We notice that the integral is a sum of contributions of 
all frequencies in the system. The spectrum of the system is 
assumed to be divided into a low frequency region, w<fc)d ,

and a high frequency region, m>mi - In the approximation 
of this section the low frequency modes are treated classi­
cally, £d>c|<1, and the high frequency modes are treaded 
quantum mechanically, 1. In many realistic systems 
die low and high frequencies are indeed well separated. For 
a system where this is not the case the separation can be 
made by a single frequency a»t = T. Such an approximation 
has been previously discussed in the literature.2

The correlation function of the classical modes is con­
stant,

<7>((r)y ,(T '))t =
1

m m}@
(4.1)

and their contribution is easy to evaluate. For an arbitrary 
n, the classical contribution to /„  is

IB  r ua J(m) /1
* — (4 - 4  (42)

The quantum contribution is more difficult to evaluate. 
To understand the general case of arbitrary r , it is conve­
nient to start from the analysis of the case n = l ,  which can 
be treated exactly and, hence, our approximation can be 
verified. When « =  1, the integration area in the r, r '  plane 
is divided into nine regions, as shown in Fig. 1 (a). In each 
of the nine regions the product of two spin variables is ±  1. 
The quantum correlation function has a sharp maximum 
along the diagonal of the square integration area and ex­
ponentially decays in the regions away from the diagonal. 
The quantum approximation for the correlation function
(2.11) is

1
2mo)t

(4.3)

The integral is calculated in the following way. First it is 
assumed that the product of the spin variables is +1 
everywhere and the integral is taken with the exact corre­
lation function (2.11). The result of the integration is E^fi, 
where

A
E , I

ej 1 /■*> J(to)
2mfiij~2w <0

(4.4)

Then, a double contribution of the negative regions of the 
spin variables (those regions are shaded in Fig. 1) is sub­
tracted from Eafi. An additional factor of two comes from 
the fact that one should first compensate a positive contri­
bution which was overcounted in E ^ ,  and then add a 
negative contribution, as is required by Eq. (2.17). There 
are four such equal contributions for n =  1 case. Because of 
the sharp exponential decay of the correlation function, 
each of the negative contributions can be calculated inde­
pendently of the others. This can be done for most of the 
points r , , r 2 inside of the interval (0,0 ) which are sepa­
rated from each other farther than \/m r  The negative 
contribution is calculated with the quantum approximation
(4.2). Each of the four shaded regions in Fig. 1 (a) gives a 
negative contribution
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fT, r.

(•)

(b)

FIG. 1. The integration are* for Eq. (2.17), in the n >=!(•) and 
n=2(b) cases. The integration function is exponentially decaying in the 
regions away from the diagonal. In shaded regions the integration func­
tion is negative. Contribution of such negative regions is proportional to 
n for ()> l/mf , Eq. (4.5).

1  f4ir
J(m)

dm. (4.5)

The final result of such calculations is minus the eight 
contributions of Eq. (4.5). It can be verified that the same 
result is obtained in the quantum limit of the exact for­
mula, Eq. (3.1).

In a general case of arbitrary n, as it clearly follows 
from Fig. 1(a) and Fig. 1(b), instead of eight contribu­
tions (4.5), there will be eight times n such negative con­
tributions. So, the quantum contribution into Eq. (2.17) is

2n /(<U)
dm. (4.6)

The first temperature dependent term, E ^fi, can be 
also obtained from the 6-function approximation of the 
correlation function. Indeed, the correlation function is

very sharp and one would think that it is possible to ap­
proximate it by a S function. Such an approximation was 
used by Gehlen e taL >0 It turns out, however, as shown 
below, that this temperature dependent term does not cor­
respond to any physical effects. The same term is present in 
the denominator of the rate expression, and two terms can­
cel each other. The true quantum effects are incorporated 
in the second temperature independent term which can not 
be reproduced with the 6-function approximation. The way 
in which the integral in the general n case has been taken 
is essentially equivalent to a so-called independent blip ap­
proximation of Garg, Onuchic, and Ambegaokar, see 
also Ref. 25. This approximation is correct for all n < n, 
=<u,0 > l .

Thus the contribution of classical and quantum modes 
to the integral /„ , Eq. (2.17), for an arbitrary n is

2B fo'd J{m) / I
*•— [ ~ R T E ^

2n r«

From the above expression it is seen that the exponen­
tial factor in the partition function (2.16) depends only on 
R  and can be taken out of the integral. The remaining 
multidimensional integral of 0 and 6 functions represents a 
purely geometrical factor. It is easy to recognize in it a 
cross section area of the n-dimensional cube. The calcula­
tion is rather straightforward although a bit tedious. De­
tails for the purpose of references are given in Appendix A. 
The result of the calculation is

/(<a)
dm. (4.7)

Z A R )
0 A \2" 1

[(I)2- - * 2]"2 J n l ( n - l ) !  

x ( i± R )e x p  ft y E ^ - P R e + P E " ,  

2 n J /(*>) 
aa) — y ~*1* (4.8)

In the sum of the above expression the Bessel function 
can be recognized. Thus

Z ( R ) - Z + ( / t ) + Z _ ( r t)

=Z*f, (

Xexp [A p E JP -p R e+ P E * ,] , (4.9)
where 7((x) is the modified Bessel function.10

A' in the partition function of the system (4.9) is an 
effective matrix element modified by quantum modes in the 
system,

J io»I  1 r «  Jim )  \  
A '= A e x p ( - - (4.10)

This modification (renormalization) of the electronic cou­
pling matrix element is one of the central results of the 
present paper. The expression for the partition function, 
Eq. (4.9), shows that there are no other effects due to the
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quantum degrees of freedom except for the renormaliza­
tion of the electronic coupling. This fact results in a very 
interesting scaling property of the electron transfer sys­
tems. Namely, a  system with classical and “frozen” quan­
tum degrees of freedom is equivalent to a system of lower 
dimensionality, containing only classical degrees of free­
dom, with renormalized electronic coupling (4.10).

As it will be made clear below, the decrease of the 
matrix element due to renormalization by quantum modes 
results in an increase of the reaction rate compared with 
the case when all modes, including quantum ones, are 
treated classically.

Gehlen et aLt0 calculated the partition function of the 
spin-boson Hamiltonian and they also obtained the modi­
fied Bessel function. Their result, however, contains an un­
changed electronic matrix element, because a 5-function 
approximation for the correlation function of nuclear co­
ordinates was used in the calculations. In a later publica­
tion Gehlen and Chandler12 developed an approximation 
which extends their previous result with an additional 
quantum exponential factor. In our case the quantum cor­
rections, as it is seen from Eq. (4.9), are incorporated into 
argument o f the Bessel function.

In Eq. (4.9), Z b should be substituted in the form [cf. 
Eq. (3.5)]

(4.11)

It is seen that the quantum part of the activation energy, 
Eaq, cancels out of the final expression of the partition 
function and, hence, from the corresponding rate expres­
sion, see Eq. (4.13) below.

A general expression for the rate constant is written as

(4.12)

k = A l m j

exp j4/9E ^ - p E ^

- ^ + /3*)e jrf*.

After transformation of the integration contour into the 
complex plane according to Eq. (1.4) it takes the final 
form

X exp^—4B£tc/J2~/3£tc— jcos(/9/te)rf/t.

(4.13)

This is the main result of the present paper. The electron 
transfer rate constant is given for an arbitrary electronic 
matrix element where both quantum and classical modes 
are taken into account. All known results for the election 
transfer theory can be reproduced as different asymptotics 
of this formula. In addition, it predicts several new results 
for strongly interacting electron transfer systems.

V. NONADIABATIC AND ADIABATIC ASYMPTOTICS 
OF THE GENERAL FORMULA (4.13)

As Gehlen et a i 10 pointed out, the nonadiabatic and 
adiabatic limits can be obtained from two asymptotics of 
the Bessel function30

2 . if * - 0;

eV firnc if x  -* oo;
(5.1)

For the nonadiabatic rate [small x  in Eq. (3.1)], as 
discussed in the previous section, A =  1/0. In a saddle point 
approximation Eq. (4.13) reduces to

(5.2)

which is the Marcus nonadiabatic electron transfer for­
mula with quantum corrections.1,2 In the above expression 
Erc= 4£k. is the classical part o f the reorganization energy. 
This result also coincides with Eq. (3.8) which was derived 
in a different way as an approximation for the exact result
(3.7). The nonadiabatic quantum correction in Eq. (3.8) 
has been known for a long time, although it was not rec­
ognized that this correction, in fact, is connected with 
modification of the electronic matrix element, as seen from 
Eqs. (5.2) and (4.10).

The exact condition for the nonadiabatic asymptotics 
( jc< l) is written as

1+0£lc<1‘ (5.3)

Usually f}EK> 1 and, thus condition (5.3) is defined solely 
by the coupling matrix element and temperature. It should 
be noticed it is the modified electronic matrix element, A', 
and not the initial one, that enters the nonadiabatic condi­
tion (5.3). An important consequence is that the applica­
bility of the classical formula, Eqs. (3.8) and (5.2), can be 
extended to some cases of the conventional strong cou­
pling,3 A0>1. In this situation, due to the quantum modes 
in the system, the effective interaction can still be small, 
A'/3<1, and the nonadiabatic asymptotics, Eqs. (3.8) and
(5.3), valid. In this case, the nonadiabaticity of the reac­
tion is induced by the quantum modes in the system.

The adiabatic asymptotics, large arguments of the 
Bessel function, is more difficult to study. There are two 
cases of large and small | R | contributing to the integral
(4.13) which are important in dealing with square roots in 
expression (4.13). In both cases the saddle point approxi­
mation is used in the evaluation of the integral in Eq.
(4.13).

A large value of f  corresponds to the inverted region1,2 
of the reaction. In this case the prefactor A — 1//J, as was 
explained in the previous section. If

e>8£K>A'
and

A ’0>1

(5.4)

(5.5)
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then the adiabatic asymptotics of the Bessel function [sec­
ond line in Eq. (5.1)] can be used, and at the same time the 
saddle point |£ *  | = e / 8£ <c> 1. The rate of reaction (4.13) 
in this approximation is

(5.6)

Unfortunately, the saddle point approximation (and this 
estimate) in this case is very inaccurate because of the 
presence of the branch cuts on the complex plane of the 
integrand in Eq. (4.13).

In case of small e,

4 £ ^ - A 7 < t (5.7)

p b '
(5.8)

Because of condition (3.7) the rate is essentially propor­
tional to

(5.9)

Modification of the activation energy of the reaction in a 
classical system by the electronic interaction (due to split­
ting of two potential surfaces by ± A /2  at the intersection 
points) is a  well known result.1'1 However, the exponential 
factor obtained in Eq. (5.9) is not at all trivial. First, be­
cause £*«. is not a total activation energy but only the clas­
sical part of it, second, and more surprisingly, because A' 
above is not the original matrix element of the Hamiltonian 
(2.1) but is the one renormalized by quantum modes in the 
system. This result is a direct consequence of the scaling 
nature of the quantum interactions.

In the regime corresponding to Eq. (3.8), many vibra­
tional states of the classical modes are thermally excited, 

however, because of the condition T < T C the 
reaction mainly takes place from the metastable quantum 
states below the barrier top, i.e., due to tunneling. Thermal 
excitation of those states is described by the Arrhenius 
factor in Eq. (3.8). The high frequency quantum modes 
are not excited and the reaction takes place from the 
ground state of those modes. The contribution of the quan­
tum modes to the reaction rate is described by the modifi­
cation of the electronic matrix element, Eq. (4.9). Thus, in

this regime the reaction takes place due to tunneling of 
both low and high frequency modes. The difference be­
tween them is that in the former case the t unneling  takes 
place from the ground state, and in the latter case from the 
highly excited states, just under the classical barrier top.

In the high temperature regime, T > T C, the prefactor 
A is <ai/2ir. The frequency of the classical barrier found in 
Appendix B is

* /I K \
I 1 - 2

(5.10)

and large A', Eq. (5.5), the saddle point jJt* | = e /2 (4 EK 
—A ')< 1 . In this case the square roots in the integral of 
Eq. (4.13) can be expanded in small R, and the saddle 
point approximation can be simply obtained. This case cor­
responds to  a normal region, where there is an activation 
barrier for the reaction. Let the frequency of the barrier be 
<U(, (this frequency will be found below). There are two 
regimes in the temperature dependence of the prefactor A 
with the crossover temperature T c=Q}//2ir.

For the low temperature regime, T < T e, the prefactor 
A = \ / p  and the adiabatic rate is

1 I A5 4Etc- A '  (  e \ 2
0  \4 £ K—A'C*P “  4 P ( l + 4£K- A 'J

where «uf and aij are the classical frequencies of the reactant 
well and of the transition state respectively.

Thus, for the same condition as above, but for T>  T c, 
the reaction rate takes the following form

1 r r  t t  . f 4£ k - A '
k = —- i w n  e x p ----------------

/- i  i^2 \

p b ‘
(5.11)

Again, due to condition (3.7) the exponential factor in the 
above expression is in fact simplified to Eq. (3.9). This 
formula exactly reproduces the well known result o f the 
multidimensional transition state theory for the electron 
transfer when all modes in the system are classical,1’2’31,31 
in which case A '= A  and EK= E C. Eq. (3.11) shows how 
the strong electronic interaction and the quantum modes 
modify the classical transition state theory expression. Sur­
prisingly, all changes are incorporated in the modified elec­
tronic matrix element A'.

VI. CONCLUSION

In this paper a  theory for strongly interacting electron 
transfer systems is proposed. The theory is based on the 
spin-boson Hamiltonian model of the electron transfer. A 
general formula for the rate is derived such that all of the 
electron transfer rate cases (weakly and strongly interact­
ing systems, nonadiabatic and adiabatic cases) can be de­
rived as different asymptotics of the general formula.

There are several limitations for this treatment. First of 
all, in the strong coupling case the electronic coupling ma­
trix element should be still small enough so that the cou­
pling would not affect the reactant and the product wells 
dramatically. Second, our treatment is not applicable to 
infinitely low temperature. Even for the low temperature 
regime, T < T c, the temperature must be higher than the 
typical classical bath frequency. Otherwise the bath will be 
frozen in the ground state and the dynamics of the system 
will consist of coherent oscillations between reactants and 
products instead of exponential decay.18,23

It is shown that the quantum degrees of freedom can 
be effectively eliminated from the model by renormalizing 
the electronic coupling matrix element according to Eq.
(4.10). This renormalization results in the following scal­
ing property of the electron transfer systems: a system con­
taining both classical and quantum degrees of freedom is 
equivalent (the same reaction rate) to a system of lower
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dimensionality containing only classical degrees of free­
dom, with renormalized electronic coupling matrix ele­
ment. It would be interesting to check this theoretical pre­
diction experimentally.
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APPENDIX A: EVALUATION OF THE GEOMETRICAL 
FACTOR IN EQ. (2.16)

In Sec. IV the calculation of the partition function
(2.16) is reduced to evaluation of the following geometri­
cal factor (for Z + ):

X (■*[ +X2+  • • ’ +  X2„) J

5//;X 6 )' (A l)

6 ( jc ) J+» dk .. r+«° dk e1**
2rr ’ e U ) = J _ B 2

Using the integral representations of S and 6 functions, 

■+•> dk  . . .  /*+«> dk e1**

(A2)

and defining dimensionless variables r,= x //3 , G is written 
in the following form:

/ 0A \2" f i  r '  r + “  dk£  /pA \ r  1 r 1 r+® dk

G = M - 2 )  J o ^ - J o ^ L  

x r a

Integration over ■ -z2„} gives

“ /0 A \2" r+ »  dk e>k r + -  dr 
C = . - i U  )  2 r n k - a j _ m 2jt

(A3)

Xe“R lt/1 \ —e —ik ait

ik
\ — e

i { k - t )
(A4)

Expanding Eq. (A4) in f and then integrating over t in the 
complex plane results in

dk e/k 
l i r i k —jD

1-e"
ik

C ? ( -  l ) m+n( /{ - ) - m -  1 / 2 ) " '

(A5)
Integration in k-space gives:

-  /g A \2" ( - 1 ) "
„?> ( 2 J n ! ( n - l ) l (/l +  1/2)

X 2  C ^ ( - l ) m( R + m - \ n ) n- x.ffl-l (A6)

Expanding the second sum and using the following sum­
mation relation:30

2  C( —I>"W'=—fim,0
man I

we finally obtain

(A7)

£ ( P * \ U  1 , ,

(A8)

To find the similar factor for Z _ , R  should be taken 
with the minus sign. The sum of both factors Z ± results in 
Eq. (4.8).

APPENDIX B: EVALUATION OF THE BARRIER 
FREQUENCY

The barrier frequency is evaluated for only classical 
degrees of freedom and for the renormalized coupling ma­
trix element A'. Here we follow the method of Dakh- 
novskii and Ovchinnikov.31,32

The uncoupled reactant and product harmonic poten­
tials in the mass-weighted coordinates are written as

^ + f ( f +4  

V ~ — 2+ l [ ~ - n

(Bla)

(Bib)

Electronic coupling with matrix element A '/2  results in 
t wo adiabatic surfaces, the lower one is

= 2/■ 1
■dfyf (B2)

In order to find a saddle point we set

3U,^-=0. 
dyt

Thus we find 

. 2 Be,

* S T '

where y* is the saddle point coordinate, and B  satisfies the 
following equation

(B3)

(B4)

e BEr
* - j +- /ip P T O 1 (B5)
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If  h ,'/E r< \ one can solve the equation for B  approxi­
mately. We find B = e /lE r, which gives the saddle point 
coordinates by Eq. (B4).

To calculate the frequencies of the barrier one needs to 
calculate the second derivative of Ut ,

(fill
(B6)

where

The eigenvalue equation for frequencies can be written as 
follows:

CBS)
i- i

where ipjS is an eigenvector corresponding to A. Thus

CcjtfL  iCtft
A

(B9)

Summation over j  on both sides of this equation results in
tv, M

(BIO) -
C& N'I  c ,r /> j=  1 ,  -I—j  S Ci'Pi-

/ - l  y - 1  0 3 j— A

Thus

1=  I  J p -
y»i a>j—A

( B l l )

The product of the roots o f this equation equals to the 
constant term (the Vieta’s theorem), hence

TT E f ln 7?=i—T' (B,2)i  2
when A Y 2£K<1 and e < A '/2  we have

I I  (B13)
j  o)j A '

Defining the barrier frequency by A, =  —col knd the
stable frequencies of the transition state by Ay =  as’j 2 we
finally obtain the equation for the barrier frequency

N‘ i N‘ Ie
(B14)
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A new complex centroid reaction coordinate method is used to study electron transfer systems with 
strong electronic coupling. Formal analogy between current problem and the Ising model of 
one-dimensional spin system is used to develop a useful approximation for the partition function of 
electron transfer system in all orders of perturbation theory and when quantum effects are present. 
The reactions in the inverted region are discussed. The range of applicability of the usual 
nonadiabatic theory is re-examined. It is concluded that quantum solvent modes can effectively 
reduce electronic coupling in such a way that a nonadiabatic behavior can sometimes be induced in 
conventionally strongly coupled systems. Such an induced quantum nonadiabaticity is demonstrated 
in a numerical calculation. © 1994 American Institute o f  Physics.

I. INTRODUCTION

The present paper is an extension of our earlier 
discussion1 of quantum effects in electron transfer (ET) re­
actions with strong electronic coupling. In the previous paper 
a new approach was introduced which combines the ideas of 
the quantum centroid reaction coordinate method2' 4 and path 
integral technique developed over the past decade for treat­
ment of quantum effects in condensed media.1

The problem of strong electronic coupling has a long 
history. Essentially from the very beginning of the develop­
ment of the electron transfer theory,6' 9 it has been recog­
nized that there are two limits—nonadiabatic and adiabatic, 
depending on the strength of the coupling of electronic 
states. Since then numerous attempts have been undertaken 
to develop a unified theory which would include these two 
limits on equal footing. The quantitative theory of nonadia­
batic reactions is well developed because in this case the 
reaction can be described in the lowest order of electronic 
coupling. When the coupling is not small, however, the 
higher order of interactions are needed to be accounted for, 
and the situation becomes much more complicated. Usually 
the adiabatic limit is treated essentially phenomenologically 
with employment of ideas of classical6 or quantum10 transi­
tion state theory or, using the Landau-Zener formula for 
transition probability.9,11

Related to the problem of strong electron coupling is the 
problem of solvent dynamic effects.12' 22 The slow relaxation 
of the solvent makes the electronic time scale relatively 
faster which in some sense is equivalent to strong electronic 
coupling. As a result, in both cases the summation of infinite 
number of perturbation terms in electronic coupling is 
required.20-22 Yet, the true adiabatic reaction is different 
from the nonadiabatic reaction with slow solvent polarization 
modes. The difference was clarified in Refs. 14, 15, and 21. 
In the present paper we will study the ET system in a tradi­
tional statistical equilibrium formulation, leaving discussion 
of the dynamic effects outside the scope of the present paper.

•’Noyes Laboratory of Chemical Physics, California Institute of Technology. 
Pasadena, CA 91123.

Recently there has been a renewed interest in the litera­
ture to the problem of rigorous treatment of systems with 
strong coupling, and several new ideas have been 
introduced. "26

The analytical method of the present paper is based on 
combination of two ideas: for the reaction rate we use 
Langer’s formula21,2* which gives the rate in terms of com­
plex valued partition function of the system, and for the re­
action coordinate we use Chandler's idea of expressing it in 
terms of the centroid of electronic quantum paths.3,24,26,29 
The solvent modes are treated in standard harmonic approxi­
mation with path integrals which allow us to integrate out 
these coordinates and introduce an effective two- (electronic) 
state system with nonlocal interactions.

The centroid coordinate method, introduced by Gillan2 
has been a subject of a recent discussion in the literature.3,4 
The main physical idea underlying the method is in separa­
tion of statistical and pure dynamical contributions to the 
reaction rate. Chandler and co-workers applied this idea to 
electron transfer reactions.24,26 The central quantity in their 
calculation was the centroid density, the statistical part of the 
rate expression, at the transition state. The centroid approach 
provided encouraging results with a hope that a method was 
found for treating effectively the high orders of electronic 
coupling and quantum effects. Recently, however, Mak and 
co-workers30,31 studied the dynamic prcfactor in the rate ex­
pression with exact treatment of real time correlation func­
tions and found that the main assumption of the very exist­
ence of the transition state in centroid coordinate space 
breaks down for electron transfer systems. Such an assump­
tion is one of the central points in the centroid theory for 
semiclassical adiabatic reactions (such as proton transfer), as 
originally proposed by Voth, Chandler, and Miller.3 Thus, the 
finding of Mak and co-workers posed a question of applica­
bility of the method to essentially quantum systems such as 
electron transfer.

The method of the present paper, which is based on re­
cent contribution of one of the authors,4 seems to provide a 
solution to the problem encountered by Mak and co-workers. 
In our formulation we find it necessary to treat the centroid 
reaction coordinate as a complex variable. The reaction rate

9354 J. Chem. Phys. 101 (11), 1 December 1994 0021-9606/94/101(t1)/9354/12/$6.00 O 1994 American Institute ol Phys**
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is still proportional to the centroid density, however, the tran­
sition state o f the reaction now has to be found in general in 
complex plane by analytic continuation, in some cases (as in 
the inverted region) outside the region of the original defini­
tion of the centroid coordinate. The partition function of the 
system for complex values of the reaction coordinate also 
becomes complex and the whole formulation of the theory 
becomes very similar to Langer’s method for decay rates of 
metastable systems. In this paper we discuss electron transfer 
reactions in the inverted region, the region where the prob­
lem found by Mak and co-workers is most acute.

The structure of the paper is as follows. In Sec. II the 
Hamiltonian and the method of calculation of the rate of. 
electron transfer reaction is discussed. Different approaches 
mentioned above are discussed in greater detail.

In Sec. Ill we calculate the partition function of the ET 
system mapping it on the equivalent Ising model. The anal­
ogy between electron transfer systems and the Ising model 
has been discussed earlier in the lile^ature,24•z4’2, The picture 
of interacting spins provides an exceptional insight into the 
nature of the quantum interactions in electron transfer sys­
tems and helps to develop a nontrivial approximation for 
treatment of quantum effects.

In Sec. IV the rate constant of strongly interacting ET 
systems in the inverted region is discussed. A numerical re­
sult will be provided which demonstrates a nontrivial behav­
ior of the rate in the inverted region as electronic coupling 
increases. The applicability of the nonadiabatic formula will 
be re-examined. In Sec. V we comment on the difference of 
our approach from the recent work of other authors on the 
same subject, discuss the limitations of the model, and dis­
cuss some possible future work,

IL ET HAMILTONIAN AND RATE CONSTANT

Thermal electron transfer reaction can be formally de­
scribed as relaxation in a two-level system coupled to a har­
monic bath.29*32 The Hamiltonian of ET system in this model 
is written in the form

A € ^
H -  j  trx+ 2c,y,

(2-1)

where A/2 is the electronic matrix element coupling the re­
actant state, |+ ). and the product state, j - ) ,  y t and p t are the 
coordinates and conjugated momenta, respectively, refening 
to nuclear motions of the solvent, e is the driving force of the 
reaction (—AG0), <rt and az are the Pauli matrices in a two- 
state (|+ ) and |- ) )  representation. In a more familiar and 
explicit representation the spin operators are written as

^ “ (l + X - l  + l - X  + l). (2-2)
v = ( l + X + H - X - l ) . (2.3)

Hamiltonian (2.1) describes the relevant to ET nuclear 
motions of the solvent molecules in a harmonic approxima­
tion. Coordinates y i describe “normal modes” of the solvent

and also vibrational modes of the first coordination shelf, or 
inner pait of the reaction complex. The total number of such 
modes is macroscopic. Fortunately, it is not the coordinates 
itsetf, y t , but rather their frequencies, w,, are of significance 
for the dynamics of electron transfer.

To make a connection of the model Hamiltonian (2.1) to 
a real reacting system it is sufficient to describe the spectral 
density of the harmonic bath, even without specifying the 
coordinates y , .  The spectral density is defined by

N c2
J(a)) = '2l v t y o t -U j)  — (2.4)

(_ i  m i a>‘

The contribution of each frequency or, is weighted with a 
“coupling constant" c2. The final result for the rate can al­
ways be expressed in terms of J(<o) which, in turn, can be 
expressed in terms of longitudinal dielectric function of the 
solvent and parameters of the inner part of the reaction com­
plex by well-established formulas. 3

The method of our calculation is based on Langer’s 
formula27 for the decay rate of a metastable system, often 
used in the literature28 (kB=  1)

k = A
2 Im Z

"z jT *
(2,5)

where Zg is the partition function of the reactants, Z is for­
mally exact partition function for the whole system, calcu­
lated in a certain special way (discussed below) as to assume 
complex values, and A is a so-called dynamic prefactor.

The prefactor A,  for low temperatures or for a system 
with essentially quantum character of the reaction, coincides 
with the temperature in the system2-4*27,1*

A = T. (2.6)

In our previous paper1 we have shown that for nonadiabatic 
electron transfer systems the prefactor always equals T, al­
though for adiabatic systems in the normal region (i.e., for 
reactions with well-defined barrier in the electronically adia­
batic potential surfaces), the prefactor is different from Eq.
(2.6). In the present paper we focus only on the systems in 
the inverted region. Electron transfer in the inverted region 
in both adiabatic and nonadiabatic cases is an essentially 
quantum process, because quantum tunneling of the nuclear 
coordinates dominates in the reaction rate.32 For this reason 
for the prefactor we take A ~ T .  For nonadiabatic reaction 
this choice of A  is exact,1 for strong coupling systems we 
assume Eq. (2.6) is still valid as an approximation.

The statistical part of the rate formula in Eq. (2.S) re­
quires special comments. A detailed discussion of the un­
usual form of the rate expression in terms of complex valued 
partition function is given in the original paper of Langer.27 
In his discussion of the decay rates of metastable systems 
(one of the simplest examples of a metastable system is a 
localized state in a cubic parabola), he showed that the par­
tition function of a metastable system can be rigorously de­
fined only as an analytic continuation in the parameter space 
from the region where the system is stable and well defined 
to the region where the system is metastable. The partition 
function of a reacting system is usually written as a multidi­
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mensional integral over all generalized coordinates from 
which one coordinate, or mode, is unstable. This unstable 
coordinate for classical systems coincides with the usual re­
action coordinate. The accurate continuation of the expres­
sion for the partition function results in transformation of the 
integration contour for the unstable mode of the system into 
the complex plane. As a result of such transformation the 
forma] expression for the partition function assumes a small 
imaginary part which is proportional to the decay rate.17 
(Without such a transformation the integration over the un­
stable mode would give a diverging result. Usually the inte­
grand is a Gaussian with a “wrong" plus sign.)4,27

For certain systems with relaxation such as electron 
transfer described by the Hamiltonian (2.1), or double well 
system in a harmonic bath2 and others, the total partition 
function is well defined and does not formally require ana­
lytic continuation. Nevertheless, the relaxation rate in such 
systems can be found in a formally similar way as proposed 
by Langer, namely, by transforming the integration contour 
over a properly defined reaction coordinate of the system 
into the complex plane and using Eq. (2.S) for the rate. (Usu­
ally the saddle point approximation is used for the reaction 
coordinate and in this case integrals do diveige in real space 
in the same way as for real melastable systems). This proce­
dure has been actively used in the literature in the past in the 
discussion of relaxation in quantum systems with 
dissipation,3 and is especially useful for low temperature 
semiclassical instanton technique.28

Recently Gillan proposed a new formula2 which gives 
the rate constant in terms of the centroid density of quantum 
thermal paths of the reaction coordinate at the transition 
state. The relation of Gillan's formula to the usual Green- 
Kubo-Yamamoto correlation formalism has been discussed 
by Voth, Chandler, and Miller in Ref. 3 and the relation to 
Eq. (2.5) has been discussed by one of the present authors in 
Ref. 4.

As shown in Ref. 4, the centroid coordinate plays the 
same role in the centroid theory as the unstable coordinate in 
Langer's theory. The analytic continuation of the centroid 
coordinate integral in the expression of the partition function 
into the complex plane, results in the following expression 
for the rate:4

Im SV£Z(R)dR  
Z* ’

(2.7)

where Z(R) is a partition function of the system with fixed 
centroid of the reaction coordinate, analytically continued 
into the complex plane. The prefactor A can in principle be 
expressed in terms of the Green's function of the reaction 
coordinate.

Equation (2.7) essentially coincides with Langer’s for­
mula (2.5). The total partition function now assumes com­
plex values as a result of analytic continuation of the cen­
troid coordinate integral into the complex plane. On the other 
hand, the complex centroid formula (2.7) also coincides with 
Gillan's formula. To show this one assumes that the centroid 
density, which is proportional to Z(R), at the transition state 
has a minimum and is written as ~-exp(nR2) with some posi­
tive coefficient a. For real R the integral over R would di­

verge. Our formalism, however, requires R to assume pure 
imaginary values, iR, hence, the integral in Eq. (2.7) is per­
fectly defined. The result of integration of the Gaussian form 
of the centroid density in Eq. (2.7) reproduces Gillan's for­
mulas for high and low temperatures.2,4

The strategy of calculation based on Eq. (2.7) is the fol­
lowing. Calculate first the partition function for a fixed real 
centroid coordinate, then make analytic continuation, treat­
ing centroid coordinate as complex variable, and evaluate 
integral (2.7) over a contour running from — i°° to + /« .  The 
contour can be transformed in a convenient way as to pass 
the saddle point of the integrand. The saddle point gives the 
largest contribution to the integral and represents the transi­
tion state of the reaction.

III. PARTITION FUNCTION OF ET SYSTEM AND 
EQUIVALENT ISING MODEL

The partition function of the ET system is given by

Z = Z + +Z _ = ( + |Tr e ~Hfl\ + ) + ( -  |Tr e~Kfi\ -  >.
(3-1)

Here Tr is taken over all nuclear coordinates of the system, 
H  is the total Hamiltonian given by Eq. (2.1), fi is an inverse 
temperature, 1/7, and |±> are two electronic states. The for­
ma] expression for Z is given by Eq. (2.10) of our previous 
paper.1 That formal expression can be conveniently inter­
preted in terms of a path integral which allows one to draw a 
useful analogy between the ET system and the Ising model 
of a one-dimensional ferromagnet.29 In order to introduce 
some useful notations, below we repeat some standard steps 
in developing Eq. (3.1) in terms of path integrals.

The Tr operation in Eq. (3.1) can be easily performed, 
because of the harmonic nature of the nuclear coordinates in 
Hamiltonian (2.1). The remaining Tr over two electronic 
states can be conveniently written in the form of a path in­
tegral over the electronic “coordinate” off),29

Z = Z bj  @(r{T)e-SW T». (3.2)

Here r is  a thermodynamic time, 0 < r£ /? , 0( 7) is a trajectory 
of the electronic coordinate, and S[c] is the action defined 
below. Zb is the partition function of harmonic nuclear coor­
dinates. In this form of the partition function, the coupling of 
the nuclear coordinates and electronic coordinates is hidden 
in the expression for S, see Eqs. (3.5)-(3.7) below.

There are only two electronic states in the system, ac­
cordingly, the electronic coordinate 0(7) assumes only two 
values which are chosen to be ±1. When the electron is in 
the reactant state |+ ) the variable tr= + l, in the opposite 
case, when the electron is in the product state |—), the vari­
able r r = - l .  The time evolution of the variable 0(7) de­
scribes sequential jumps of the electron between the reactant 
and product states, |± ). Due to the nature of the Tr operation 
0( 7) is subject to the periodic boundary condition

tr( O) =  o (0 ). (3.3)
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When a trajectory starts in the 1+) state, i.e., when 
it gives contribution to the partition function of the 

reactant, Z + . otherwise the trajectory contributes to Z _ , the 
partition function of the products.

The symbol for the path integral in Eq. (3.2) has the 
following precise meaning:

I & r (r )=  2  2
cKO)-± 1 n"0

A_P
2

*" I-* d r2H 
Jo P

The function ct(t)= ±  1 sequentially changes sign 2n times at 
the moments T;, 0 f=Sr1̂ T2---'Sr2,1!S/l, The integral over all 
possible trajectories <r(r) is given by the integration over all 
possible values of t, , the summation over all possible num­
ber of jumps between two electronic states, 2rr, and by the 
summation over two possibilities to start a trajectory in the 
reactant electronic state, 0(0)= + 1, or in the product state, 
o (0 )= - l .

The action S in Eq. (3.2) is a functional of the electron 
trajectory o(x). It has the form,

1 f  A f  A dr,  d r 2 
5[ r r ( r ) j = - - J o J ^  - j j - - g - a i r J a i r - d K i^ - r j

+ HM p, (3.5)

where

P1 du> 
^ ( r 2- T i ) = —  — J( m )2 Jo ir

, I “ P
C h  | — - - - - - - < l>  T Z - T ,

A t )
(3.6)

is a correlation function of nuclear coordinates, weighted 
with the spectral density J(tn) defined in Eq. (2.4).

The last two variables H and Af in Eq. (3.5) are defined
as

H =et 2, (3.7)

where e is the driving force of the reaction, and Af is defined 
as

f p  d r
w = H o  j

o (r ) . (3.8)

and down, c r= - l .  Due to the periodic boundary condition 
(3.3) the beginning and the end points of the coordinate r  
coincide, hence the corresponding magnetic system has a 
geometry of a circle of length p. The function AT(t2- t , )  
describes the interaction of two spins located at r, and r2, as 
is follows from Eq. (3.5). Because K » 0 the type of interac­
tions is ferromagnetic—the neighboring spins prefer to be 
oriented the same way. The variable Af describes the magne­
tization of the spin system, H  is an external field, and the last 
term in Eq. (3.5) corresponds to energy of the system in an 
external magnetic field H . Sum over all possible trajectories 
is obviously the sum over all configurations of the spin sys­
tem. Finally, the thermal electron transfer rate, which is the 
goal of our calculations, coincides with the relaxation rate of 
the corresponding magnetic system from the initial state 
when all spins are oriented upward, o{t)= + 1, to the state of 
statistical thermal equilibrium.

Having this analogy in mind it is convenient to write the 
partition function of our system in a more conventional form

Z=Z* 2  e _Eto(T)W.
i®t*»

(3.9)

where the sum is taken over all states (or, configurations) of 
the magnetic system and £ [ o ( t ) ]  is the energy of the state.

According to our method of calculation of the rate one 
needs to calculate the partition function of ET system with a 
fixed reaction coordinate R, or, in terms of the equivalent 
Ising model, the partition function of the spin system as a 
function of magnetization M =2R  in an external field H.

A magnetic configuration is a sequence of domains of 
up, o = + l ,  and down, < r= - l, oriented spins. A configura­
tion is also characterized by a magnetization Af, Eq. (3.8). 
For a given magnetization there are many ways to change the 
size of domains leaving magnetization the same. Hence, 
there is a pure geometrical degeneracy factor, g„(Af), for 
each configuration with 2n domains and a given magnetiza­
tion Af.

We will write the partition function of the system in the 
form.

Z (A f)= Z * 2  8n (3.10)
A-0

In Ref. 1, the centroid coordinate of the reaction R was de­
fined as one-half of Af.

Thus the partition function of the electron transfer sys­
tem can be written as a path integral Eq. (3.2) where the sum 
over all paths is defined by Eq. (3.4) and the action for each 
path is given by Eqs. (3.5)-(3.8).

Written in this way the expression for the partition func­
tion, except for the unimportant factor Z b, coincides with the 
partition function of a one-dimensional Ising model o f con­
tinuously distributed spins s = l/2 along the "coordinate*' r  
with the spin density air). The spins are said to be 1/2 in a 
sense that they can be oriented only in two ways, up, tr= +1,

where g„(Af) is a degeneracy factor discussed above, and 
£„(Af) is an averaged energy of a configuration with 2n 
domains and magnetization Af. Rigorously speaking, the en­
ergy of a configuration is a function of r ]« r 2-"<ST2o, and 
implicit function of the magnetization Af. Thus Eq. (3.10) is 
a kind of mean field approximation. Below we calculate cx- 
actly g„(Af) and propose an approximation for £„(Af) which 
will allow one to calculate the partition function (3.10) and 
ultimately the reaction rate (2.7).

A. D egeneracy fac to r g„(M)
For a given number of domains and magnetization Af, 

one can change the position of boundaries of domains 
Ti*St2---*£t2„ leaving the magnetization unchanged. Thus, 
the statistical weight of a configuration can be calculated by 
taking a 2n dimensional integral (3.4) over all possible val-
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ues of T/ restricted by an appropriate 8  function which fixes 
the value of M . The calculation of the integral described in 
Appendix A gives

1 1 11 - M 2) " " 1 , t
£ n (^ f ) —2 „ ! ( „ _  ( ) !  |  4  )  • <3 1 l >

The degeneracy factor has a characteristic combinatorial 
part, which is connected with the possibility of exchanging 
the domains, and a part which describes the dependence on 
magnetization M . For small M  (the total size of domains of 
up and down spins are about the same) there are more pos­
sibilities to move boundaries of domains while keeping Af 
unchanged. Accordingly, the degeneracy factor has a maxi­
mum at A/=0.

B. Configuration energy E„(M)
The total configuration energy E„(M) in Eq. (3.10) can 

be written in the form

2 n I A/3\
En(M ) = ~  - j  l n ( - f ]  + H M + U M ) . (3.12)

The first term in this expression is a contribution of the 
weighting factors in Eq. (3.4). It can be interpreted as an 
energy of the boundaries between domains of spins with op­
posite orientation. This contribution arises when the two 
spins of the opposite sign are in immediate contact The sec­
ond term, H M , is the eneigy of the system due to an external 
magnetic field H, and the last term, I„{M) is the energy of 
interactions of spins. The interaction energy is due to the 
coupling of the electronic and nuclear coordinates in the sys­
tem. The expression fo r /„ , except for the factor 1//J, is given 
by the double integral in Eq. (3.5) (see also Appendix B). 
The calculation of the interaction energy 7„(Af) is a crucial 
step in the present method. The rest of this section is devoted 
to find a good approximations for

One possible approximation for the interaction energy 
l„(M) was discussed in Ref. 1. It is assumed that there are 
well separated tow and high frequency nuclear (and polariza­
tion) modes in the system, such that for the low frequency 
modes the classical approximation is valid, tucl/3<<l, and for 
the high frequency modes the quantum approximation, 
tol!ps>\, can be used. The interaction energy of two spins 

Eq. (3.6), is given by the sum over all frequencies 
in the system. Hence, the interaction K{t) can be divided into 
two parts—classical and quantum,

K ( T ) = K a ( T )  + K t ( r ) .  (3.13)

The correlation function of the classical modes is inde­
pendent of time t ,  because of o c l j 3 < < l ,  and hence, in the 
language of magnetic interactions, the classical interaction is 
independent of distance t = t 2 — T j  between two spins. In 
other words, the classical modes produce a long-range inter­
action in the equivalent Ising model. The contribution of 
long-range interactions to the total energy of a configuration 
is easy to evaluate directly by taking the integral in Eq. (3.5) 
with Jt=const.

For quantum modes, the correlation function decays very 
fast with time t , due to I , hence the quantum modes

produce short-range interactions in the equivalent Ising 
model. The contribution of short-range interactions can be 
found by a method described in Ref. 1 assuming that the 
boundaries between domains on average are located far from 
each other and can be treated independently. This approxi­
mation holds whenever the total number of domains is not 
very large, n<n^=(<ufl/3)*» I , and the total magnetization is 
far from its extreme values ±  1. In the physical literature this 
approximation corresponds to a so-called dilute instanton gas 
approximation1 (instantons are simply the boundaries be­
tween domains).

In both cases, when the number of domains is suffi­
ciently large n > n q or when M  is close to 2:1 the approxi­
mation of our previous paper breaks down. It is recalled that 
n is the perturbation order of our calculation and the restric­
tion n < n ,  means that only a finite number of perturbation 
terms (although this number can be very large, nq= 1) 
can be calculated with this approximation.

A restriction on M  in this approximation has the follow­
ing consequences. According to our method of calculation, 
we calculate first the partition function on a real axes M = 2R  
and then we analytically continue this function into the com­
plex plane of the reaction coordinate. The expression for the 
partition function with the approximation described above is 
valid only in the vicinity M =0. When the analytical continu­
ation is required to the regions in the complex plane which 
are far from Af=0, then the approximation describe^ above 
is not sufficient Such a situation occurs when the reaction is 
in the inverted region. In this case the saddle point of Z(Af) 
is located in the complex plane a large distance away from 
the point Af=0, and an accurate knowledge of Z(Af) in all 
points of the real initial interval —l^ A f^ + 1  is necessary 
for accurate analytical continuation to the regions outside of 
this interval. Thus, for the inverted region the dilute instan­
ton model breaks down and one must go beyond this simple 
approximation.

As a next level of approximation we calculate /„ in Eq. 
(3.12) for a configuration where all domains of spins up and 
spins down are of equal size. Thus for a given magnetization 
M , the average size of domains with spins up is

* = /3
(1+Af)

In
(3.14)

and the average size of the domains of spins down is

( 1 - A f )  
2n  •

(3.15)

The calculation of /„ requires an evaluation of the double 
integral in Eq. (3.5). Calculation of this integral is described 
in Appendix B. The result for the energy /„(Af) is
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dot
J(*>)2n f -

/ . W  =  - E J1+^ J o , ^

c o s h ( ^ ) - c o s h ( ^ )

Sinh( l ^ )

(3.16)

where

V
£ * = 2

, - i  2mi" i
? _L f
iUi 2 tt J(

■ S Mdid —
o

(3.17)

is the total (quantum and classical) activation energy. This 
formula essentially is the key result of the present paper. It 
gives an accurate approximation for the configuration energy 
valid for all values of n and all values of Af. Both quantum 
and classical inodes are taken into account in the same way.

For n ~ l  the above expression coincides with the exact 
result derived in Ref. 1. This case corresponds to nonadia­
batic reactions, which has been studied thoroughly by the 
golden rule approach by many authors in the past.

For a system with quantum modes, such that 
i t< n ,=  ( a n d  when M  is far from the extreme values 
±1, Eq. (3.16) reproduces results of our quantum approxi­
mation of the previous paper Ref. 1. In this case one can 
neglect the second cosh in the integrand of Eq. (3.16), and 
the remaining temperature-dependent hyperbolic function cot 
(oj/3/2) is very dose to 1, due to (io4£)»>1.

Whenever |Af|—*1 or n — the second term in the Eq. 
(3.16), which describe the interaction of boundaries, reduces 
to zero. In this case the boundaries between domains are 
located on average so dose to each other that any approxi­
mation (like rare instanton gas approximation and similar) 
breaks down, and the energy associated with individual 
boundaries looses its physical meaning.

Thus the quantum expression for a configuration energy 
Eq. (3.16) provides an accurate and uniform description of 
all possible cases of the magnetic interactions of the Ising 
model and, hence, of the equivalent electron transfer system. 
Next we make use of the above expression, Eq. (3.16), and 
of other terms of the configuration energy, Eq. (3.12), to­
gether with the expression for the statistical degeneracy fac­
tor, Eq. (3.11) for the calculation of the reaction rate using 
the prescription of the analytical continuation, Eq. (2.7).

. Z s y  /A /? \2" 1 11 —Af1) " " 1

Z(M)  2 i ' 2 I « ! ( « - ! ) !  \ 4

Xexp
f “ da> J(ai)

E„fi—H M —2 n  -
Jo rr ti)

coth / M
2 n ) ~

sh
p6> (4.1)

According to Eq. (2.7), in order to obtain the rate con­
stant from the above expression for the partition function, 
one should analytically continue it into the complex plane Af 
and integrate over the contour running from — i°° to + f» . 
[Reaction coordinate in Eq. (2.7) R=M I2  and factor of 2 
from changing dR  to dM  has already been taken into ac­
count automatically in the degeneracy factors.] On a pure 
imaginary axes one substitute iM  for Af. The partition func­
tion of the reactants Z j from Eq. (2.7) is related to the par­
tition function of the bath Zb in Eq. (4.1) by

(4.2)

It is recalled also that the "external field" H = d 2, according 
to Eq. (3.7).

Our final formula for the reaction rate in the inverted 
region takes the form

+- dM l l + M 2\ B~ l1 ” /A M 1" 1 f +“ dM
k ~ P ~ t \ 2  )  n l ( r a - l ) !  J —  2

I c/3 , f * -K0*)
Xexp - T ( l  +  M f ) - 2 n J o —  - ^ r

coth
/3<u
2n

cos - _
\ In

sh
2n

(4.3)

IV. THE REACTION RATE FORMULA

Using Eq. (3.10) for the partition function Z(Af), Eq. 
(3.11) for the degeneracy factor g„(M), the expression for 
the energy of a configuration £ n(Af), Eq. (3.12), and finally 
the expression for the interaction term /„ , Eq. (3.16) the 
partition function can now be written in the final form

Expression (4.3) is the main result of the present paper. 
Below in this section we discuss it for several limiting cases.

A. N onadiabatic  q u an tum  c a te

The sum over n in Eq. (4.3) is a sum over all perturba­
tion orders in the electronic coupling A. When A is small 
only the first term of the above expansion (4.3) can be taken 
into account The term with n = 1 coincides exactly with the 
well-known exact quantum mechanical expression for the 
nonadiabatic rate32**4
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{ A \ 7 f+ "  dM
* * % ) J . .  T “ '

- 2fJO
* da»J(m)

it  0) coth
fia t '

(1+ iilf)

When this term gives the main contribution, 
the reaction is almost activationless, and hence the tempera­
ture dependence of the reaction is very weak.36

Thus, the first term reproduces exactly the well-known 
results for quantum nonadiabatic reactions. Equation (4.3) 
provides, obviously, a generalization of the nonadiabatic re­
sult (4.4) to the case of strong electronic coupling. In this 
case many terms with n > l  contribute to the rate.

(4.4) B. Crude quantum  approximation

A more standard expression is recovered from Eq. (4.4) 
assuming that there is a single quantum oscillator with a 
frequency a>q , all other modes being classical. In this case 
the above formula reads,

X X  exp (~ y ~  vj/|,.|(*)cxp(-ft j,

(4.5)

where the classical reorganization energy X=4Eac is defined 
by a low frequency part of the spectrum, and the quantum 

is written ascounterpart E rq

(4.6)

dq being the dimensionless shift of the equilibrium of the 
quantum mode. The coefficients /„  are the modified Bessel 
functions,35 which appear as a result of the Fourier expansion

and

-fe) sh

(4.7)

(4.8)

For a low temperature such that and «c4l the above
formula takes the following most popular form in the 
literature:31-36

1 ' |r-0

I {e+X + o>,i>)2\
\  4 x r  } ’Xexpl — (4.9)

where S = E rq/ioq= dp2.  [The terms with negative »»’s con­
tain an additional factor exp(-H w s/9) and for this reason 
were omitted in Eq. (4.9).]

When the reaction is in the inverted region, eC -X , the 
terms with u>0 give the main contribution. In this case the 
reaction occurs from the excited states of the quantum oscil­
lator. Especially important can be the term with

Suppose that in Eq. (4.3) the sum over perturbation or­
ders n can be limited by a large, but finite number n ,= pa>q . 
The exact result can be simplified in this case, approxi­
mately, in the following way. In this case the first term in 
square brackets in the exponential of Eq. (4.3) only weakly 
depends on the temperature T, and can be safely approxi­
mated by coth(<u0/2). In the second term, cos((o/}Af/2n)/ 
sin(ajj3/2n), at least qualitatively correctly, one can also ne­
glect the n dependence. To convince oneself that it is indeed 
qualitatively correct one can again recall the analogy with 
the Ising model and our analysis of the magnetic interactions 
in it for a real reaction coordinate M. In this case the formula 
for the rate takes the form of our previous paper,1

x( Vj**’) “p ( y )
xcos {pRe)dR,  (4.10)

where the electronic coupling is now a function of the reac­
tion coordinate and temperature

A ' =  A '(M ,D  =  A exp(~f2  d u /n J(a t)/a t2[coth(p w t Z )

— cos(Af£a>/2)/s/r(0ti>/2)]). (4.11)

The temperature dependence of the effective electronic cou­
pling is weak because for quantum modes a)q(J> 1. The re­
action coordinate dependence, on the other hand, is the key 
to describe the contribution of the excited quantum states in 
the inverted region.

If there is only one quantum mode in the system, as in 
the example from the previous section, Eq. (4.10) can be 
further simplified as follows:

* = 2  - r S 't c ^ e + v r o ,) .
|r*0

(4.12)

where the partial rates kcq are calculated according to Eq. 
(4.10) with the driving force e modified by the excited states 
of the quantum mode, and with renormalized electronic cou­
pling

(4-i3>
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Expression (4.12) is obviously is a generalization of Eq. 
(4.9).

C. A ccurate q u an tum  approxim ation

The approximation of the previous subsection is valid 
only for a finite number of terms n ~ n 9~  w40>> 1 in the sum 
of the general formula Eq. (4.3). If the system is such that all 
terms in the sum have to be retained then only general for­
mula (4.3), which is an accurate quantum approximation, can 
be applied.

It turns out that further simplifications of Eq. (4.3) are 
difficult to make for a very fundamental reason related to the 
presence of different time scales in the system. Below we 
discuss this point.

In general case the effective electronic coupling, as one 
can see from the last exponential terms in Eq. (4.3), is not 
only the function of the reaction coordinate and temperature 
but also a function of the order of coupling it. The number n 
in the sum of Eq. (4.3) for the rate is the number of jumps 
the electron makes between the two electronic states on the 
time scale of 0=1 IT. Hence, the electronic time scale in the 
reaction dynamics,

t„ = 0 / h , (4.14)

and the corresponding frequency,

n„=r;\ (4.15)

are functions of the order of electronic coupling n. The prin­
cipal difference between the quantum and classical modes of 
the solvent is revealed in comparison of the solvent dynam­
ics time scale and the electronic time scale. For the classical 
modes, in all orders of the coupling n, the electronic time 
scale is much shorter than that of the solvent dynamics,

o»ci< f ln= n /0 . (4.16)

The classical solvent coordinates are always “static” as the 
electron sees them during the reaction. The averaging over 
thermal distribution of classical solvent coordinates occurs 
when the Gaussian integral over the reaction coordinate is 
taken in the expression for the rate.

The quantum modes are much more difficult to treat in 
general because their dynamical nature is different in low 
and high orders of the electronic coupling. For low orders of 
coupling n the quantum modes are very fast on the time scale 
of electron dynamics,

<u4*> n„= « /0  (4.17)

and their contribution can be described within the crude 
quantum approximation discussed above. However, when n 
becomes sufficiently large, n > n 4=cuf0 , the situation 
changes, as is seen from the above equation, and the quan­
tum modes become slow on the electronic time scale. Thus, 
in the very high orders of the coupling the quantum modes 
behave as if they were classical. It is because of this 
quantum-classical “crossover” the general expression (4.3) 
is difficult to simplify in a uniform way for all orders of 
coupling it.

UK tlO  1*0 IK) 

Xtcm'1)
»0

FIG. 1. Rale constant for the reaction in the inverted region calculated with 
Eq. (4.3). AG0«*e=—2.1 eV, E„»0,75 eV, room temperaiure. The lolid 
line is exact result given by Eq. (4.3) in the text Broken line is nonadiabatic 
theory, i.e„ the first term in the sum of Eq. (4.3).

D. Num erical re su lts

As an application of our formalism we next present re­
sults of numerical calculation of Eq. (4.3). For model calcu­
lations we use a system studied recently by Liang, Miller, 
and Closs in their experiments. Ref. 36. For a 
benzoquinonyl/biphenylyl system bridged by a steroid group 
they observed a very weak temperature dependence of the 
reaction and argued that quantum effects play a major role. 
For a driving force of -2 .1  eV the reaction falls in deep 
inverted region. For this system we have made a series of 
calculations with different model coupling electronic matrix 
element. Although for the real system the electronic coupling 
is such that the reaction is nonadiabatic, we used that system 
as prototype of a general quantum system in the inverted 
region and studied the behavior of such a system as elec­
tronic coupling varied from weak to strong.

The main purpose of this calculations is to demonstrate a 
possible contribution of the high order terms in Eq. (4.3) 
with n > l .  We recall that n =  1 term in Eq. (4.3), proportional 
to A2, corresponds to nonadiabatic theory and higher order 
terms are presumably important for strongly coupled sys­
tems. In Figs. 1 and 2 both the nonadiabatic contribution, the 
first term, as well as the whole sum of all terms in Eq. (4.3) 
are shown for comparison. In Fig. 1 a system with only 
classical modes is shown. The classical modes create an ac­
tivation barrier for the reaction of 0.75 eV. In Fig. 2 one 
quantum mode was added with frequency <u4=1500 cm-1 
and quantum reorganization energy £ ,4=0.45 eV. The phe­
nomenological parameters were deduced from the experi­
mental results in Ref. 36.

Several interesting features are observed in Figs. 1 and
2. First, is that in both purely classical and quantum systems 
the reaction initially increases quadratically for small cou­
plings, as predicted by nonadiabatic formula, but then, when 
the coupling becomes sufficiently large, the reaction rate 
reaches maximum and then decreases with further increase
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«

KUO 1100 1400

FIG. 2. The lin e  u  in Fig. I but with one quantum mode added. 1500 
cm-1. £V,-0.43 eV.

of the coupling. This behavior is a reflection of the fact that 
large electronic coupling causes separation of the adiabatic 
surfaces and the reaction dramatically slows down as a re­
sult We note that this type of behavior is only characteristic 
for the inverted region. For the normal region the rate is 
always a monotonically increasing function of the coupling.

Second interesting feature to notice is that the quantum 
mode dramatically increases rate by almost eight orders of 
magnitude. This is in correspondence with a well-established 
fact that in the inverted region quantum modes can provide 
an effective tunneling path for the reaction when the classical 
activation contribution is extremely small. This becomes 
even more evident for a large electronic coupling, when adia­
batic surfaces are well separated and the classical rate is 
practically negligible.

Finally, an interesting and practically important question 
is to what extent the nonadiabatic formula can be used when 
the electronic coupling becomes large. We recall that nona­
diabatic formula is derived as a first perturbation order in 
coupling constant. With our general formula Eq. (4.3) we can 
easily address this question because all perturbation orders 
are present in it. A surprising result from our calculation is 
that for the quantum system, the nonadiabatic formula turns 
out to be applicable for an unexpectedly large range of pa­
rameter A£=AIT. (This parameter is usually used to discuss 
the adiabatic-nonadiabatic transition, as, e.g., in Ref. 19.) 
This phenomenon was in fact predicted in our previous 
paper.1 It was found that quantum modes in the system renor­
malize (decrease) the electronic coupling in all orders of per­
turbation theory by exponential factor as in Eq. (4.13) and as 
a result the effective coupling A' can become much smaller 
than the “bare” initial coupling in the Hamiltonian. Thus, 
even for a  conventionally strongly coupled system the quan­
tum modes can “induce" nonadiabaticity. It is such an in­
duced nonadiabatic behavior that is observed in Fig. 2 of our 
calculation.

V. DISCUSSION

The results that we have obtained in this and in the pre­
vious paper1 provides some new insight into quantum dy­
namics of an electron transfer system with strong coupling. 
For weakly coupled systems, i.e., in the nonadiabatic case, 
our results revealed some new aspects of the role that quan­
tum modes of the solvent play in the reaction. The renormal­
ization of the electronic coupling by quantum modes can be 
of potential importance in a long-range electron transfer re­
actions, which have been a focus of very intensive investi­
gation recently as, e.g., in Refs. 37-42 and references 
therein.

The rate in the present theory (2.7) is written in a form 
of a product of two terms which have different nature. The 
partition function term describes the statistical aspect of the 
reaction, while the prefactor A describes the dynamics of the 
reaction in the region corresponding to the quantum transi­
tion state. The latter can be defined as a most important 
region in the reaction coordinate space. In the present theory 
the reaction coordinate R —MI2 was first defined as a real 
variable and then we argued that the analytical continuation 
of the partition function into the complex plane R is, actu­
ally, what one needs in order to find the rate constant. The 
most important regions of the complex plane R (or M ) are 
those which give the largest contribution to the integral in the 
expression for the rate, Eq. (4.3). Those regions are saddle 
points of the integrand of the rate expression and they in 
principle can be located at any point on the complex plane R.

For the normal region and for classical solvent modes 
the saddle point, (i.e., the transition state) is in the real inter­
val of originally defined reaction coordinate l/2< /f< l/2 . 
However, when quantum modes are present, or in the in­
verted region, the saddle points are outside the interval 1/2 
<R<  1/2.

The present paper discussed the statistical pan o f the rate 
expression. An accurate quantum approximation for the sol­
vent polarization modes was developed which is applicable 
in all orders of electronic coupling. However, the nature of 
the dynamical factor A is unfortunately too complicated to be 
treated rigorously. For this reason the results o f this paper are 
only an approximation which is valid as long as valid Eqs.
(2.5)—(2.7). Between the nonadiabatic and strong adiabatic 
regimes treated in the present paper, there is another transi­
tion (or crossover) corresponding to Zusman’s regime of the 
reaction (a so-called weak adiabatic regime).14,1* How this 
crossover can be described within the present formulation of 
the theory is not dear at present. We hope to address this 
problem in the future.

Recently Mak and co-workers30,31 applied the formalism 
of Voth, Chandler, and Miller (VCM) to electron transfer 
systems and found that the main assumption of VCM formal­
ism breaks down for electron transfer systems. Namely, the 
product of density of electron centroid and the dynamic fac­
tor introduced by VCM was found to be independent of the 
centroid coordinate in the second order of electronic cou­
pling, thus showing that there is no transition state in the 
centroid space for electron transfer systems. In high orders of 
coupling the situation did not improve.31

In our method, which is based on Ref. 4, the centroid
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idea is used in a slightly different way compared with the 
VCM approach. The main difference is that the centroid of 
the reaction coordinate was defined in Ref. 4 for cyclic ther­
mal paths (in the same way as originally proposed by Gillan) 
while in VCM theory the centroid was defined for thermal 
paths which run from the reactant state to product state. The 
difference is due to the fact that in the VCM formalism the 
correlation function was defined from the very beginning for 
real time, white in Ref. 4 the correlation function first was 
calculated for pure imaginary time and only then analytic 
continuation to real time was performed. As was shown, the 
required analytic continuation of the correlation function to 
real time forces the integration contour of the centroid coor­
dinate to be transformed into the complex plane. This math­
ematical mechanism is essentially the same as in Langer’s 
theory: the continuation to real plateau time corresponds to 
Langer's continuation from a stable to a metastable state in 
parameter space.

As a result of the analytic continuation to real time, the 
dynamic factor defined in Ref. 4 becomes constant A in Eq. 
(2.7) (the dynamic factor of VCM theory is different from 
ours and is sharply peaked at the transition state).3 The rest 
of the integrand in the expression for the rate coincides with 
the centroid density, and the contour of integration over cen­
troid coordinate is transformed into the complex plane. Thus 
one arrives at the complex centroid formulation of the rate 
Eq. (2.7).

Hie subtle difference between the real centroid coordi­
nate o f VCM3 and a complex version of the theory4 can most 
dearly be seen in the expression for nonadiabatic electron 
transfer rate from paper of Mak and Gehlen.30 In their ex­
pression the integration over a formal variable running from 
minus to plus infinity in imaginary direction corresponds to 
our complex centroid coordinate, while the VCM centroid 
corresponds to a point where the integration contour inter­
sects the real axis. Due to analytical properties of the inte­
grand the result is independent of the real centroid 
coordinate31 but have a sharp maximum in complex coordi­
nate space.

In the inverted region the real centroid density does not 
reach its minimum value (transition state) in the interval of 
originally defined real values of the centroid coordinate. Our 
method provides a solution to this problem. According to our 
strategy of calculation, we calculate first the partition func­
tion for a fixed real centroid coordinate, then make analytic 
continuation, treating the centroid coordinate a as complex 
variable, and evaluate integral (2.7) over a contour running 
from —i® to + i“>. The contour can be transformed in a 
convenient way as to pass the saddle point of the integrand. 
The saddle point gives largest contribution to the integral and 
represents the transition state of the reaction. For the inverted 
region this transition point is located outside the interval of 
the real centroid coordinate and can only be reached by ana­
lytic continuation. Thus, in contrast to real centroid coordi­
nate formulation, the complex version of the theory does not 
suffer the deficiency when applied to electron transfer reac­
tions.
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APPENDIX A. DEGENERACY FACTOR g„(M )

The degeneracy factor g„(M) in Eq. (3.10) was in fact 
calculated in the previous paper,1 where it was called a G 
factor. The derivation given there is unnecessary overcom­
plicated. Recently we have found a much more simplified 
way of calculation, which is as follows.

The degeneracy factor is given by

g „ ( M ) = g n+ ( A f ) + g n- ( M ) . (A l)

where g*(M )  are degeneracies of (± ) configurations, o(0) 
= ± 1.

  fPdT2n f * 2.  d r 2„ _ ,  (Tjdrt
T J .  ~ ' " L  T

J  dr
r - J o  j

a{r)

=  f"  f°
J o  P  Jo

P
dx2„-1 

P ■J,o P
x e ( p - (  xi+x2+-"+xIn))

2(xz+Jt4+"-X 2B)
X<S M+ \ 1 - P (A2)

where the new variables x t describing the size of domains are 
introduced. Compared with the equivalent expression from 
Ref. 1, the upper limits of integration over x t are extended to 
infinity, although by their meaning jr, are limited by the total 
length of the system p. This extension, however, is valid 
because the & function restricts the total length of the system 
and each of the domains by p, no matter what the formal 
limits for variations of x t are, as long as they are larger than 
p. This trivial modification results in a significant simplifi­
cation of the calculation. Using the integral representations 
of S  and 6 functions, as in Ref. 1, and integrating over all x t 
one gets

r +** dk2
g,

1 f+» dk I ea > f+'
(M) - 2 J _ .  2wi  fc, —iO J  — 2w

X ertj(lT*)/2 1
( 1*1/ \ i k i  + ik2 (A3)

where it is assumed that Re(ifcy)>0. Introducing then the 
Laplace variables kj*=ikj and integrating first over X2 and 
then over Aj one gets

11 — M2\ n-1/ 1 ±M\1 1
2 n !(n —1)!

(A4)
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The sum of g*(M )  according to Eq. (Al) gives the final 
result Eq. (3.11).

APPENDIX B. CONFIGURATION ENERGY f„(M)

The interaction eneigy has the form

1 ffi  dr ,  d r ,
'"<W) =  - 2 0  Jo Jo X T '

(B l)

The integral will be calculated here for a configuration with 
n domains tr= + l, andn domains tr= — I, where all domains 
of the same sign have equal size, as discussed in the text, 
before Eqs. (3.14) and (3.13).

For a single frequency o> the interaction kernel is propor­
tional to the correlation function of a harmonic oscillator 
with frequency or.

ch I —— to r 2 - r .
(B2)

The sum over all frequencies in the system involves an ad­
ditional integration with the spectral density

i .

dot
— j ^ y0 W (B3)

Due to the periodic nature of the system, /f(r) is ex­
panded in the Fourier harmonics,

+ 0D

where

z = 2 n / f i

and

1

(B4)

(B5)

(B6)

Substitution of the Fourier series for K  in Eq. (Bl) re­
sults in the expression for I„(M) which involves the follow­
ing terms;

u
P d r \

<r(T)e~“ "  —  (<*) =  £,

x |  — |  sin2 vk 8

where cc is a complex conjugation, and 8 is defined as

1 —Af 
*= —

Expression (B7) is nonzero for only 

v—kn, *:=0,± 1. + 2 ,...

Collecting all Fourier harmonics we find

(B7)

i

(B8)

(B9)

1 I M 2 
/ „ ( « ) = —  I —  + 4 2  

**00)
to

<u1+ (z n t) !t
)■
(BIO)

Summation in the above expression is accomplished by 
differentiating Eq. (BIO) twice over 8. After the differentia­
tion the expression coincides with the correlation function in 
r —representation of a harmonic oscillator with frequency to 
and temperature T' =  Tn. Subsequent integration of that ex­
pression over 8  two times with appropriate boundary condi­
tions gives for a single mode

1 2 n 1

sh 2n 1
(B ll)

Integration over all frequencies with Eq. (B3) results in Eq. 
(3.16) in the text
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Abstract

In this work the one-particle Green function method is used to calculate the 

electron transfer reaction rate constant with a spin-boson Hamiltonian. A quantum 

version of Zusman’s result on the solvent dynamical effect in electron transfer reac­

tions is obtained for the symmetric case. The quantum correction due to the new 

rate expression is discussed. It is shown that, as expected, the quantum effect is 

significant at room temperature only when the dielectric relaxation of the solvents 

has substantial high frequency components, as in water.
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I. IN TRO DUC TIO N

In recent years there have been many studies on the role of solvent dynamics in 

the electron transfer reactions and an example of the great interaction between the 

theoretical prediction and the experimental confrontation is given in Ref.l. Since 

Zusman’s initial formulation of solvent dynamical effects on the electron transfer 

reactions fifteen years ago2 there have been numerous attempts to understand this 

result from different perspectives3. A major conclusion of his work is that the 

rate of electron transfer reactions can be controlled by the dynamics of the solvent 

dielectric relaxation and is inversely proportional to the longitudinal relaxation 

time of the Debye solvent. There remain some questions still to be answered. One 

of the issues we are concerned with here is a microscopic derivation of the rate 

constant from the Hamiltonian of the system and a possible quantum correction. 

Garg e t  a l 4 used a path integral method to derive a stochastic Liouville equation, 

which is the original equation Zusman used, from the Hamiltonian of the system. 

Their result sheds light on our understanding of the assumptions involved in the 

Zusman’s result. Mukamel e t  a/5’s Green function method in Liouville space gave 

an insightful derivation but did not obtain the quantum correction. One motivation 

in the present paper is to try to obtain a robust derivation for Zusman’s result and 

to obtain a possible quantum correction for the rate constant.

A second motivation for this work comes from a more general perspective for 

the calculation of rate constant from the Hamiltonian of the system or from first 

principles. Currently a standard way to formulate such a treatment is by the popu­

lation correlation function method which was originally introduced by Yamamoto6 

and developed by many others7. The direct calculation of the correlation function 

for nontrivial systems is difficult, so that most of the theories are based on some 

type of transition state theory approximation— the separation of the dynamical
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factor and the statistical factor8’9. It is well known now that this kind of separa­

tion is inherently impossible for a quantum system. A possible scheme to calculate 

the rate exactly, though not by correlation function of population would be de­

sirable. The present method to calculate rate constant through the one-particle 

Green function is an attempt in this direction.

In this paper the electron transfer reaction is taken as an example to illustrate 

the basic strategy. The model we will use for the electron transfer reaction is the 

conventional spin-boson Hamiltonian, i.e., two electronic states (electron in donor 

and electron in acceptor) coupled bilinear to a harmonic bath which describes the 

nuclear motion of the solvent and the intramolecular vibrations of the donor and 

of the acceptor. Then the one-electron Green function is calculated and the rate 

constant of the electron transfer is derived from this Green function. A similar 

version of the one-electron Green function method was used in the polaron hoping 

problem10. In the present case a quantum version of Zusman’s rate constant is ob­

tained and the rate constant is inversely proportional to the longitudinal relaxation 

time for Debye solvent.

The paper is organized as follows. The general formulation of the problem is 

discussed in Section II and a general perturbative expansion for the rate constant is 

given. In Section III the Golden Rule formula for the electron transfer is recovered 

from our general expression, which serves as the first check for the method. In 

Section IV a quantum rate expression Eq.(4.10) is derived for the symmetric elec­

tron transfer reactions. For the Debye solvent the usual classical Zusman formula 

follows, as a special case of the present result. The new features of this expression 

are discussed. In Section V several conclusions are drawn from the present study 

and possibilities of further extensions are discussed.
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II. BASIC FORMULATION OF THE M ETHOD

A thermal electron transfer reaction can be formally described as a relaxation 

in a two-level system coupled to a harmonic bath 4’5,9. The Hamiltonian of the 

ET system in this model is written in the form(usualIy referred as the spin-boson 

Hamiltonian)

(2.D
• l 7

where A /2 is the electronic matrix element coupling the reactant state |1) and 

the product state |2), j/t and p, are the coordinates and conjugate momenta, re­

spectively, for the nuclear motion of the solvent and the intramolecular vibrational 

modes of the donor and the acceptor, e  is the driving force of the reaction (—AGo). 

a z  and crx  are the Pauli matrices in a two-state (|1) and |2)) representation. To 

relate the model Hamiltonian (2.1) to the properties of the real reacting system it 

is sufficient to describe the spectral density of the harmonic bath, thereby not spec­

ifying in the final equation all of the coordinates and the momenta. The spectral 

density is defined as4,5,9

J ( uj) =  V ' '  Trfi(uj —  U j ) — *— . ( 2 . 2 )
niiLOi

The contribution of each frequency w, is weighted with a “coupling constant” c2. 

The final result for the rate constant can always be expressed in terms of J ( u > )  

which, in turn, can be expressed in terms of dielectric function of the solvent and pa­

rameters of the vibrational modes of the reaction complex by standard formulas9,13.

In order to facilitate the subsequent derivation it is useful to recast the Hamil­

tonian in term of creation and annihilation operators of the two electronic states. 

The Pauli matrices can be written in the following form

a z =  a f  ct\ — a f  a 2 (2.3 a )
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<rx  =  a f a 2 +  a f  aj (2.36)

cr y  =  i ( a f  a 2 — a f  a j ). (2.3c)

Thus the Hamiltonian in terms of the creation and annihilation operators will be

H  =  ^ ( a f a 2 + a ^ a i )  + £ i a f  a !  +  £2«2 a2 +  ^ C jy ;(a ^ a i -  a f a 2 )  +  H i  (2.4)
i

where £ \  and £2 are the energies of the electronic states |1 > and |2 >. if*, is the

last term of the Eq.(2.1) ,which is the harmonic bath Hamiltonian of the system.

Because of the linear nature of the coupling between the bath and the electronic

states, the linear coupling term can be removed through the following unitary

transformation8

U  =  erp jz ^ V ;(a ^ a j — a^a2)p ,| (2.5)
i

where p, is the momentum operator associated with the mode i  and

c'i “  - ^ ~ 2 -  (2.6)
m i u f

Thus, the Hamiltonian can be written as a sum of a zeroth-order term Ho  and a 

perturbation V :

H  — Ho  + V  ~  £1 a f  ai + £ 2 a f  a 2 +  Hf,  +  V  (2-7)

where

V  =  ^ ( a f a 1 e 2 i ' £ “ c 'i P i  +  a f a 2 e ' 2 i ^ < c 'i P i ) .  (2.8)

We next calculate the one-electron Green function of the above 

Hamiltonian10,11

G { t  > o) = - i T c b  <  > (2.9a)16722874
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= - i T r b  < 0|e i H t a i e ~ i H t a f  |0 > (2.96)

=  -*Trb < 0 |aie-,H ‘aj"|0 > (2.9c)

where |0 > is the electronic vacuum state and Trb is the trace over bath Hamiltonian 

H f , .  Prom Eq.(2.9a) to Eq.(2.9b) the relation aj(f) =  e t H t a i e ~ , H t  is used and from 

Eq.(2.9b) to Eq.(2.9c) H |0 > =  |0>  is used.

Physically this one-electron Green function gives the amplitude of the following 

event: at t=0 an eigenstate 11 > is created by a* and this state evolves to time 

t  under the influence of the whole Hamiltonian H  and then the overlap with the 

initial state 11 > is calculated. In general, the state at time t  is no longer an

eigenstate of H o  due to the interaction with the bath and with another electronic

state. Thus, we expect the amplitude will take the following form

G ( * ) « - t  (2.10a)

w - t  e - ,ei t( l - ^ t  + .........) (2.106)

where e \  is the modified energy of electronic state |1 > and 1/r represents the life­

time of the initial state or, in other words, yields the rate constant of the electron 

transfer. The expansion in Eq.(2.10b) shows that the term linear in t  yields the 

rate constant. This result provides the basic strategy of the present calculation of 

the rate constant. This procedure is equivalent to calculating the imaginary part 

of the self energy for the Green function. One of the possible advantages of the 

method is that the one-particle Green function is used in contrast to the usual 

population correlation method, which is a two-particle Green function method.

Taking V  as a perturbation to Ho, the evolution operator of H  can be written 

in terms of the T -ordered form

e ~ iHt =  e - iHotf e ~ ' f o drV(r) . (2 .11)



The Green function can be expanded as

G ( t )  =  —iTrb < 0|a1c“ ,'"°*T,e“ i /o drV(r)a+|0 > (2.12a)

° °  (  f t  f t

=  - i Y r ~ T  d t l ^ nTrb < 0|f [a 1(t)V(<1) .. .y ( t„ )a + ] |0 > (2.126)
„=o n - J o  J o

OO A

=  - ^ ( - l ) n ( ^ ) 2 n J4 2 n e - ' e , ( 4 ' f ^ = . ( ' l t - 1“ l i * ) ( 2 .1 2 c )
n= 0

where

A 2 n  =  - J — f *  d .U  ■ • ■ f  d t 2 n T r  b < j ’e"2‘^ . cipi(<l) ■ • • >(2n)! J Q J 0

= /  d t 1 - - - f 2n l d t 2 „Trb < e- 2,E , c:p d n ) . . .e2.X,.c:p.'«2n) > (2.13)
Jo J  0

where the n =  0 term is 1. From Eq.(2.l2b)to Eq.(2.12c) the following equations 

have been used

a i ( t )  ~  e ~ , e i t a i  (2.14a)

a+(f) =  e U l t a f .  (2.146)

There are only even terms in Eq.(2.12c) due to the fact that the creation and 

annihilation operators for the electronic states appear in pairs in the perturbation 

term V .

Using Feymann’s operator disentangling formula11,15 the thermal average in 

Eq.(2.13) can be evaluated and the result can be written as

/ ’ < « , . ( 2 . 1 5 )  
J o  J o

where
, 2 J(w )r co sh [^  -  iw<] ^

$(<) =  - /  d u j — r {coth( — ) --------- J - J - — }. (2.16)
X  J o  Ci!* I  2  sinhf^—) >

Finally, the one-electron Green function can be written as
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(2.17)

Suppose the rate constant can be expressed in terms of a perturbation series 

of A a comparison between the real term linear in t  in Eq.(2.10) and the real part 

of the term linear in t  in Eq.(2.17) should yield the rate constant expansion in A 

for a large £(so that the rate can be defined) the rate can be written as

OO

k  =  (2.18)
n = l

a n d

k n  =  lim 2(—l ) n+1( —)2nterm linear in t  of
f —*00 2

' f r ' (2.i9)

Let

^1  —  ̂ f  1 > f  1 ^2> ’ ‘ 1 i ®2n — 1 — ^2n — 1 ^2n — 1 1 3-2n — ^2n —1 ^2n ( 2 .2 0 )

it can be shown that the Jacobian of the transformation from the £,’s to the r , ’s is 

unity, thus, k n  can be rewritten as

k n  = lim 2(—l) n+1( ^ ) 2nterm linear in t  of
t — t o o  2

|  J  d x i  - J  d , X 2 n O ( t  -  X i  ~  X 2 -  ■ ■ ■ -  x 2 n )

e ,<rD fc  = i +  +  " +  i +  ^2 2 1 )

Using the integral expression of the 0—function and noticing that the exponential 

part is independent of xj so that an integration over i i  can be performed we have

A r f ° °
k n  =  lim 2( —l) n+1(—)2nterm linear in t  of< I  d x 2 ■ ■ ■ I  d x 2 n

2  W o  Jo
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y_ 00 2 iri (S->0 )* / '  (Z-U)

Integrating over odd X j  s and taking the term linear in t  and letting i -> oo the 

n-th order rate contribution becomes

K = 2 ( - l )" +1( f  )2” r<ix2 ■ •

eie£*=i (2.23)

This expression is our general formula to calculate the n-th order perturbation rate 

constant based on the one-electron Green function method. Another way to get 

the n-th order rate is by the linked cluster theorem in Green function theory11.

In the next sections the Golden Rule result will be derived as a simple example 

of the present method and other examples will be given to show how this method 

can be used.

III. TH E GOLDEN RULE FORM ULA

The Golden Rule formula of the electron transfer reactions has been derived 

in various ways9,11,16. Here, the one-electron Green function method can be used 

as a trivial example to derive the Golden Rule case and can be used as an example 

of how the method can be applied.

In this case the rate is just the second order rate contribution in the general 

formula Eq.(2.19)

A f ° °
Jfc2 = 2 R e ( ^ ) 2 /  d x e i t x ~ * ( l )  (3.1)

2 J o

and noticing 4>(—x) =  4>*(;r) the Golden Rule rate constant can be written as

A
k 2  =  Re( —)2 /  (3.2)

^ J  — OO
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This is the exact formula which had been derived by different methods and it is 

one of the most fundamental results in electron transfer theory.

For the symmetric electron transfer reactions e  is zero and the saddle-point 

can be easily found to be — i f i f  2. Thus under the saddle-point approximation the 

rate constant can be expressed in the following simple form

-k7, i 1/2 2 j(u) ,
=  "2" l 4  (3'3)

In the classical approximation for the bath(/?u> «C 1) Eq.(3.3) reduces to the 

usual classical nonadiabatic expression13 for the rate constant of electron transfer 

reactions in symmetric case. As shown in Ref. 13 the saddle-point approximation 

is exact in the classical case and is a very good approximation for the general case. 

In the next section a multidimensional version of the saddle-point approximation is 

used to derive Zusman’s result for the dynamical solvent effect in electron transfer 

reactions.

IV. THE FOURTH O RDER CORRECTION AN D A Q UAN TUM  

VERSION OF ZU SM A N ’S RESULT

In this section a fourth-order contribution to the rate constant is given and 

as an example of the present formula a quantum version of the Zusman’s result 

is derived for the symmetric electron transfer reactions. Therefore, the present 

method can give not only known results but also generate a new formula which can 

help in the understanding of the solvent dynamical effect on the electron transfer 

reactions.

From the general formula Eq,(2.19) the fourth-order correction can be written

as

k 4 =  ~ 2 ( ^ R e J J J  d x 2 d x 3 d x 4 e i e { X 2 + x ‘l ) ~ F ( X 7 ' X a ’X 4 )  (4.1)
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F (x 2,x 3,x 4) =  $ (x 2) +  $ (x 3) +  $ (^ 4) +  $ (2:2 +  ^3 +  2:4) -

$ (x 2 +  2:3) -  $ (2:3 +  x4). (4.2)

For the symmetric case it can be shown that the fourth-order correction to the rate 

constant can be approximately written as10

k A «  - ^ ( ~ ) 4Re j j f  d x 2 d x 3 d x A e ~ F ( x ^ ’x * \  (4.3)

This expression for the rate constant is not exact because of the asymmetry with 

respect to the x’s. Nevertheless it is a reasonable approximation, as we will show 

later that after an orthogonal transformation of x ’s the new integral variables will 

become symmetric for F-function in the neighborhood of the saddle-point which 

gives the main contribution to the whole integral. The detailed justification can 

be found in Ref. 10. The saddle-point in this case can be easily shown to occur 

at x | =  X3 = =  —*/?/4. Therefore, the fourth-order contribution to the rate

constant can be rewritten as

k 4 ss jJJ d x 2 d x 3 d x A e ~ *  X i M i > Xj (4.4)

w h e r e

= -  f ° d u 3 | 2 t a n h ( ^ )  (4.5)
7T j  0 Ld o

a n d  M  i s  t h e  s e c o n d  d e r iv a t iv e  m a t r ix  o f  F ( x 2 , x 3 , x . j )  w i t h  r e s p e c t  t o  x ’s  a t  t h e  

s a d d le - p o in t s .
/  a  b  a  —  b \

M  =  | b  2 b  b  ] (4.6)
\ a  —  b  b  a  J

w h e r e

2 f ° °  J(ui )  3<x>
a  =  * l  ‘̂ n n H ? j (2cosh(T ) - 1) (4-7a)



*■ Jo -  1). (4.76)
sinh( 2 ) 4

The above matrix can be diagonalized by an orthogonal transformation(which 

has unit Jacobian) and hence the coupled integrals in Eq.(4.4) become a product 

of three one-dimensional Gaussian integrals. That is,

fc4 «  f  d x i e ~ ? X i X l  (4.8)
4 2  i =  i  J - o o

where A;’s are the eigenvalues of the matrix M .  Finally, the contribution k A to the

rate constant can be written as

U /  71-3 - ■ ?  f ”  t a n h ( ^ )  ,  .
k t  * - { i ] ■ <4-9)

This is the general fourth-order formula for symmetric electron transfer reactions.

There are several new features in this result. First, for really high frequency 

modes (/?w 1) the prefactor part correction is exponentially small because the

contribution to a  or b  is the order of J ™  d i d J ( o j ) e x p ( —  /?a>/4) , where u>c is the cutoff 

of high frequency modes. On the other hand, the correction due to the exponential 

part is to renormalize the coupling matrix

A' =  A e - U > ^ .

which has been extensively discussed elsewhere 8’9.

Second interesting result that can be obtained is a quantum version of Zus­

man’s result on solvent dynamical effect on electron transfer reactions. From a Pade 

approximation with the second and fourth-order rates and a partial summation, 

the total rate constant is given by
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In order to show how the above formula reduces to the symmetric Zusman’s classical 

rate constant the Debye spectral density and classical approximation will be used. 

The Debye spectral density can be written as

where E r  is the reorganization energy which makes the spectral density appropri­

ately normalized, 7 =  1/rx, and t l  is the usual longitudinal relaxation time. In 

this case the prefactor constant a and b in Eq.(4.9) can be evaluated

2 E r
a  — b  =  - p -  (4.12a)

00 r - i  ) k
b  -  - 2 F r 7 V  1 (4.126)

f ^ k v  +  p  7 / 2  v J

Under the classical approximation the exponential part of the rate gives /?Fr /4 

and 6 «  2F r7 ln 2/ 7r (/?7 <C 1 which is true for almost all of the solvent at room 

temperature), thus the Zusman rate can be written as

( f  f M e ~ ^
k ,  = ------ - ± 1 1 -----  (4.13)

This result is precisely Zusman’s rate constant for Debye relaxation case, except

for a factor of order unity in the factor with (A/2)2 in the denominator.

In order to estimate the importance of the quantum effect for the solvent 

dynamical controlled electron transfer reactions a simple model calculation is given 

here. The comparison is made for the exact adiabatic rate constant — k ^ f k ^(within 

Pade approximation of course) and the adiabatic rate constant from Eq.(4.13) as a 

function of f i y ,  The ratio of these two rates is calculated and the result is shown in 

figure 1. The parameters used in the calculation are E r  =  9373cm-1 (reorganization 

energy of ferrous-ferric self-exchange in water), 1 / ( 3  —  200cm-1 (room temperature)
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and t i j  varies from 300ps to 0.2ps(the longitudinal relaxation time for water which is 

the fastest among almost all solvents)1’46. The result clearly shows quantum effect 

is not significant for most of the solvents at room temperature, which concentrates 

in the f i y <  1 region. But for water the quantum effect will become more important 

since p y  «  0.8. As the temperature becomes lower P y  would increase and the 

quantum correction will become significant. Therefore, the quantum effect may be 

observable in the real systems.

V I. Concluding Remarks

One of the major goals of this work is to show that it is possible to calculate the 

reaction rate constant with dynamical factor and statistical factor without using 

the population correlation function method. In this case two examples were used 

to show that the one-particle Green function will be sufficient to provide the rate 

constant of the reaction. More examples would be needed to solidify the usage of 

this kind of method.

Another conclusion can be drawn from this study is the quantum effect in 

solvent dynamical effect on electron transfer reactions. Our result shows that in 

some cases the quantum correction may become important. In this work Pade ap­

proximation is used to derive Zusman’s result. The sixth-order rate contribution 

can be evaluated with similar method, and it can be shown that the sixth-order 

term is different from — k l ( k 2 which is the sixth-order correction under Pade ap­

proximation. An interesting improvement to Zusman’s result may be obtained if 

the higher order terms are calculated and the higher order Pade approximation is 

used to calculate the rate constant.

In the present paper the Debye solvent is used to show our more general 

rate constant expression indeed gives the usual behavior of the solvent dynamical
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effects on electron transfer reactions. But the general rate constant can be applied 

to arbitrary dielectric relaxation functions and even the inner sphere vibration 

modes. One of the interesting questions is how the present formula can be used to 

study how the intramolecular vibration modes would modify the solvent dynamical 

effect.
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Chapter 5

Quantum Effects in Electron Transfer Reactions: 

Solvent Dynamics Controlled Regime II
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The Derivation of the Zusman’s Equation  

from Projection Operator M ethod

Abstract

In this chapter the effect of solvent dynamics on electron transfer reactions 

is discussed from a different perspective. An equation of motion for the reduced 

density matrix(master equation) is derived from the modified spin-boson Hamil­

tonian for the Debye relaxation. Under a classical approximation this equation 

reduces to the Zusman’s original equation and the approximations involved in the 

Zusman’s model are clarified. A numerical scheme is discussed for solving the 

master equation to obtain the quantum reaction rate, so that a comparison with 

the quantum rate obtained from chapter four can be made. A second important 

aspect of this study is that the solvent dynamical effect on asymmetric electron 

transfer reactions can be studied within this model.



55

I. IN TRO DUC TIO N

In recent years there have been many studies on the role of solvent dynamics 

in electron transfer reactions and an example of the great interaction between the­

oretical predictions and the experimental confrontation is given in Ref. 1. Accord­

ing to the well-known electron transfer theory due to Marcus the reaction occurs 

as follows. The energies of the two electronic states(reactant and product)depend 

on the polarization of the solvent. The thermal fluctuations in the polarization 

of the dielectric medium lead to the modulation of the energies of the electronic 

states and when the energies are in resonance the electron can jump from donor 

to acceptor and then the solvent relaxes to a new set of equilibrium configurations 

which are in equilibrium with the product. When the response of the solvent to 

the electron jump is not fast enough, it may become the rate-determining step for 

electron transfer reactions. This effect is the solvent dynamic effect on electron 

transfer reactions first formulated by Zusman2.

Since Zusman’s initial formulation fifteen years ago there have been numer­

ous attempts to understand this result from different perspectives3. The major 

conclusion in his work was that when the solvent motion is sluggish the rate of 

the reaction is controlled by the dynamics of the solvent dielectric relaxation and 

is inversely proportional to the longitudinal relaxation time for the Debye sol­

vent. There still remain some questions to be answered. Two of the issues are the 

microscopic derivation of the Zusman’s equation from the Hamiltonian of the sys­

tem and a possible quantum correction. Garg e t  a l .  used a path integral method 

to derive from the Hamiltonian of the system the stochastic Liouville equation, 

which is the original equation used by Zusman 4. Their results shed light on 

our understanding of the assumptions involved in the Zusman’s result. Mukamel 

and coworkers applied a Green function method in Liouville space to derive their
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results but did not obtain a quantum correction5. Our recent work based on a one- 

electron Green function method provides a sound derivation for Zusman’s rate and 

a quantum correction of the rate for symmetric reactions,but a quantum correc­

tion for asymmetric reactions is hard to obtain due to the difficulty in evaluating 

the saddle-point6.

The derivation of Zusman’s equation by the path integral method by Garg, 

Onuchic and Ambegaokar began with a modified spin-boson Hamiltonian but as 

the authors noted there remain some subtle points to be clarified,such as the 

conservation of probability 4. In this chapter the equation of motion for reduced 

density matrix is derived and it is examined how the the Zusman’s equation can be 

obtained from the equation of motion by a more elementary method. In this way 

the approximations involved can be clarified and problems from the path integral 

method can be avoided. Furthermore, if the equation of motion for the reduced 

density matrix can be solved it is possible to obtain a quantum rate which can 

be compared with the quantum rate which has been derived from a completely 

different method. In this case we are not restricted to symmetric reactions.

In the next section Zusman’s equation is derived by a projection operator 

method from the modified spin-boson Hamiltonian. The purpose of this study is to 

clarify the approximations involved in the Zusman’s equation and will be discussed 

along the way. In section III the equation of motion for the reduced density matrix 

is transformed into a form which can be solved by numerical methods. A potential 

consequence is calculating quantum rate constant, which can be compared with 

the rate obtained from another method for symmetric reactions and which can be 

used to generalize the the quantum rate calculation to asymmetric cases.

II. THE DERIVATION OF ZUSM AN’S EQUATION



57

The model Hamiltonian we shall begin with is the modified spin-boson Hamil­

tonian which can be transformed into the the conventional spin-boson Hamiltonian 

through a diagonalization of the harmonic degrees of freedom4,

H  =  H a +  H b +  H i  =  H 0  +  H i  (2.1a)

H ‘ =  i a ‘ + h  + l m a H v + + \ e° ' + ^  (2-16)
i *

=  +  (21c>

H i  = ^ C i X i y  (2.1c)
I

where o z  =  |1 > <  1| — |2 ><  2|,erx =  |1 ><  2| +  |2 > <  1| in the usual two

states(|l > and|2 >) representation and H „  is the system Hamiltonian which

describes two shifted harmonic parabola for the reaction coordinate y  coupled by 

electronic interaction matrix A. The collective coordinate y  is crucial and has been 

explicitly singled out for the derivation of Zusman’s equation. It represents the 

diffusive dielectric relaxation coordinate in Zusman’s equation, H t  is the harmonic 

bath Hamiltonian and H \  accounts for the bilinear coupling between the reaction 

coordinate and the bath.

The density matrix of the entire system p(t) satisfies the following Liouville 

equation7,8

^  =  - t [ J f , p] = - i L 0 p  -  i L x p  (2.2)

where the Liouville operator L  is defined as the following commutator

L  = [ H ,  ]. (2.3)

If the i L i p  term is treated as an inhomogeneous term then it can be shown that 

p ( t )  satisfies the following integral equation

p ( t )  =  e - i L o t p ( 0 ) - i  /  d s e ~ i L o , , L i p ( t - s ) .  (2.4)
Jo



58

Substituting eq(2.4) into eq(2.2) we have the equation of motion for the density 

matrix

~  = — i L o p  — j  d s L i e ~ , L o S L i p ( t  — s )  — i L i e ~ i L o t p ( Q ) .  (2.5)

Introducing the interaction picture

p ( t )  =  e i L o i p ( t )  =  e i H o t p ( t ) e ~ i H o t  (2.6)

L 1 ( i )  =  e i L o t L 1 e - i L o t  (2.7)

Eq.(2.5)can be written as

^  =  -  J  L i ( t ) L i ( t  -  s ) p ( t  - s ) -  i L i ( t ) p ( 0). (2.8)

Since the present goal is to derive an equation of motion for the density

matrix involving only the reaction coordinate and the two-state variables a x a n d c r z ,

regardless of the detailed states of the bath variables, a reduced density matrix 

defined as the thermal average over the bath is useful

a  ( t )  =  Trbp(t) (2.9)

where Trb- • • is the trace over the bath states. If it is assumed that initially the 

bath is in equilibrium and the system can be described by a density matrix rr(0) 

and there is no interaction between them then the density matrix at time zero can 

be written as

p(0) = p b ct(0) (2.10)

where

Pb = ~ ~ z — , Z b  =  Trbe-/3W*
e ~ @ Hb
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gives the equilibrium density matrix for the bath. With this separation at f=0, 

the trace over the bath variables for the second term in Eq.(2.8) vanishes. The 

reduced density matrix equation of motion in interaction picture will be

Q ~  f t

~dt =  J  ~  *)&(* ~  *)!• t 2 ' 1 1 )

The above equation is not useful in practice because it involves the reduced 

density matrix implicitly under the trace over the bath variables. In order to 

obtain a closed equation for d ( t )  the customary way is to introduce the Born 

approximation p ( t  — s )  »  p b & ( t  — s). Physically, this step means the interaction 

between the system and the bath is weak and the bath is maintained at thermal 

equilibrium for all time. The weak coupling case is nevertheless interesting because 

even though the interaction between the reaction coordinate and each bath mode 

is weak the presence of many bath modes can make the total coupling substantial. 

In the particular case of Debye solvent the resultant Zusman solvent dynamical 

effect on electron transfer reaction rates has been confirmed by experiments1. It 

can be shown8 that the Born approximation is equivalent to performing a second 

order perturbation to the bath and system interaction H i . Thus we have

t

d s T v b [ L i ( t ) L i ( t  — s)pi]cr(t — s )  (2.12a)

or equivalently

j \ s y v h [ H x { t ) , { H x { t - s ) , p b a { t - S ) ] }  (2.12 b )

where

H x { t )  =  e i H o t H x e ~ i H o i  

denotes H x in the interaction picture.
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Introducing the spectral density for the bath and the correlation function for 

the harmonic variables9

n S ( u  —  u>;)— — (2.13)

Trba:t(t)a;i(0) =  ^

1 c o s h [ - ^  — i u i t ]  

2 r m u i  sinh

2 m , '  w i

(2.14)

and using the expression for H \  we have

^  =  ~  1  d s L  ~ s ^ ~  y(* ~  ~  SM0)

+ < f > ( - s ) ( a ( t  -  s ) y ( t  -  s ) y ( t )  -  y { t ) d ( t  ~  s ) y ( t  -  5))]. (2 .15)

Using

o ( t )  =

and

y ( t )  =  e i H t t y e ~ i H t t

the above equation can be transformed back into the Schodinger picture(from now 

on the dummy variable s has been changed into r  for later notational convenience)

^  =  - i [ H s , o { t ) \  -  d r  d w ' ^ ^ [ < j > { T ) { y e ' i H ‘ Ty ( j { t - T ) e ' H ‘ r

— e ~ , H , r y a ( t  — r ) e , H , r y )

+(/>(—T ) ( e ~ t H , T c r ( t  -  r ) y e , H , T y  -  y e ~ ' H ‘ T a ( t  -  r)ye,H*r)]. (2.16)

Under a Markovian approximation10, the history-dependent reduced density ma­

trix a ( t  —  r )  becomes history-independent < r ( t ) ,  so yielding

^  cr(i)] ~  J q d T  J q M O  -  y { - T ) a { t ) y )
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+ < f > ( - T ) ( a ( t ) y ( - T ) y  -  y<r(i)y(-r))]. (2.17)

Untill now the above equation of motion for reduced density matrix contains only 

the Bom and Markovian approximations.

For the convenience of later development another form of the above equation 

will be useful. Inserting Eq.(2,14) into Eq.(2.17) and collecting terms we have

^  =  - i [ H s , a ( t ) \ -  J  d r  coth ^  cos(wr)[y, [y(-r),<7(t)]]

- i  sin(wr)[y, [y (-r), <r(t)]+]} (2.18)

where [ , ]+ is the usual anticommutator.

Since the original equation of Zusman is formulated for Debye relaxation 

solvent it will be sufficient for its derivation to choose the spectral density, which

describes the dynamical relaxation property of the bath, to be of the Debye form.

The Debye spectral density can be written as6

( s i s )

where I / 7  = 77, is the longitudinal relaxation time and E r  is the reorganization 

energy in electron transfer theory. Substituting Eq.(2.19) into Eq.(2.18) we have

¥  =  d r j '

[V > [y( - r )5 CT(*)]] -  * sin(wr)[y, [y (-r), ff(i)]+]}. (2.20)

In the above equation the integral over u> part can be evaluated exactly

a)sin(cjr) 7r
I  = 2 e

and
1,00 u)  coth 4 r cos(oir) 

d u > - zf
Jo 7 2 +  u ;2



The partial integration for the anticommutator term can be performed with the 

upper limit extended to infinity for the case that the reaction rate time scale is 

much longer than the dynamical relaxation of the solvent. Thus, the equation of 

motion now reads

T e j / f  J  E r f  f f  /? 7  —y r  \  ’ 4 & 7 T  — i k w r

-  =  4 1 (cot ”2” - E m 2 _ (2 k* y e

(2.22)

where H ' a is the system Hamiltonian without the last term in Eq.(2.1b), which has 

been canceled with the first part of the partial integration. y( —r) is the derivative 

of y ( — T ) with respect to t .  When the dielectric relaxation is slow compared with 

the time scale of the reaction coordinate it will be a good approximation to take 

y(r) ft* y then the r  integration can be performed. Finally, the equation of motion 

for reduced density matrix can be written as

%  =  - [ * > ( « ) ]  -  f  {(cot b .  _  |

»«]+ ]}• (2-23)

This equation is the one which would be used for numerical calculation of the 

electron transfer rate and is discussed in next section.

If the dielectric relaxation time scale 77 is large compared with the thermal 

time or /?7 l(this often referred as classical approximation for the bath) the 

equation of motion for density matrix Eq.(2.23) takes the following simple form
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This equation is the equation of motion for reduced density matrix for Debye 

relaxation4 and can be transformed into Zusman’s equation by a Wigner trans­

formation, the latter converts the density matrix into the classical distribution 

function, and then by integration over fast momentum variable. The details can 

be found elsewhere4,12.

Our derivation here clearly avoids the problem faced by Garg e t  a l . 4 for the 

conservation of probability by the path integral method and the approximations 

involved in the derivation can be stated unambiguously. A numerical calculation 

of the reduced density matrix as a function of time based on Eq.(2.22) provides 

an opportunity to obtain the quantum rate constant, which can be compared with 

our recent quantum Zusman rate for symmetric case obtained in an independent 

method in chapter 4. This will be discussed in the next section.

III. THE NUM ERICAL CALCULATIONS

The strategy to calculate rate from master equation is to convert the general 

operator form of the equation Eq.(2.23) to the form in the coordinate represen­

tation and then solve the resultant differential equation to obtain the population 

as a function of time13. Under certain conditions the population tw time is a sim­

ple exponential form and a rate constant can be obtained in this case. For our 

master equation (2.21) using Eq.(2.1b) and the operator form of p  in coordinate 

representation we have

d a ( y , y ' , t )  . { A ,  , ,
— d t —  = * 0  -  a ( y ^ v

£
-  cr( y > y ' . f ) ^ ]

1 r d 2 o { y , y ' , t )  d 2 u { y , y \ t )  2 , , ,
_ 2^ — d y 2----------------d y ~2— * y o W ^ M v ^ v  , t ) - y * ( y , y

+ ^ m fl2(y2 - y ' 2 ) v ( y , y ' , t ) }
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~ t [ c o ‘ i r  ~  E  ( g T / - ( 2 k « y ] ( y  ~  v ' f ^ y ' y l ' t ]

, E r  d o { y , y ' , t )  a<7(y ,y ',i) , d a { y , y l , t )  d y ' o { y , y ' , i )

4 m 7  d y  +  V~ d P ' ---------- W — d i ---------- S P )  ( 3 1 )

Next the reduced density matrix in two electronic states representation can 

be introduced

-ii(y,y',*) =< iHy,y',<)|i >

o’22(y,y#,*) = <  2|cr(y,y',t)|2 >

< r i 2 ( y , y ' , t ) = <  ik (y ,y ',O I2 >

^2i(y ,y 'k ) = <  2k (y ,y ',t ) |l  > .

Eq.(3.1) can then be transformed into the following coupled reduced density ma­

trices in coordinate space(the arguments of the cr’s are omitted for brevity)

I F  = - ;{ f 1>21 -  °l2] - 2 ^ [^ r  -  + mnly°(y - y')'’"
+ ± m n V  -  y > „  } -  f  ] cot ^  -  g  -  y ' f a „

, E r  r d o \ ! d o n  dy'crn] ,
*4m7 Ly d y  V  d y '  V  d y  d y ' )  J ( ^

&ri2 , f A r 1 ra2cr12 a2cri2l
2  [-2 2  ^ n ] + ^ , 2 -  —

+  ̂ m 0 2(y2 -  y'2k i 2|  -  ^ cot 01
- E

d y 12 

2 0 1

2  ^ 0 3 7 ) 2 - ( 2 f c 7 r ) 2 J

] + y0(y -f y V i2 

(y -  y')2- i 2

. E/r
—z -

4m7
a<T] 2 5(712 , 5 ( 7 i 2 5 y ' (7 i2

y - ^ —  +  y ^ - r  - y
d y d y ' dy dy')

(3.26)
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I F  =  “ * { | [<,n - ff“ J - £<721 -  +  ">n V - » -  V > 1

+ 5 " > « V  -  y " ) a 2 l } -  %  [cot ^  -  f )  ] (» -  »' )2- 2,
f c  =

. E r  r 0 (7 2 1  . 5 (7 2 1  , —  „  I / 0  -  v
~ %n—  \ y - z r -  +  y ~ x r  -  y  n ------------ x r r  ( 3 -2 c )

d o 22 . / A  1  0 2 (72 ;

- W  =  “ ' I  2  1,712 - , T 2 l )  "  2 m

, 1  c\1( 2 (2x 1 £ r f  J 7  Y 2'  2 / ? 7  1 ,  /x2

+ 2 m f i (y - y } -  T  i cot  T  -  g  (* 7>  ^ { 2 k , f  {y -  y )  022

. E r  \ 5 ( 7 2 2  , 5 ( 7 2 2
—l -   W -r:------ h y - z - r -

t  o w ~ ( 2 k n f .

/  5 ( 7 2 1 dy'<r2i I

dy dy')  J

5 2 £72 2 ,  

dy'2 J
+  m ft2yo(

2 /^ 7

-  ( / W — (2fc?r)2 .

5 ( 7 2 2 dy'a22 '
ay) y  (3M>

If we use a one-dimensional coordinate y  with N grid points, the above equations 

become coupled NxN equations of motion for the density matrices and can be 

solved numerically with the following initial condition14

< 7 \ i ( y , y ' , 0 )  =  \   e ~  a c o s h  0 f t - 2(y+i/o)(sf '+»o)j ( 3 .3 )
’ ’ V 2 sinh/?fi

This condition is the equilibrium density matrix for a harmonic potential centered 

at t / o  with frequency f) for equilibrium point at y  =  y 0 . The real part of diagonal 

element a u ( y , y , t )  gives the population density at y  and the integration over y  

gives the population in electronic state 1 as a function of time. The rate constant 

calculated this way should give a quantum rate constant of Zusman’s problem and 

can be compared with the quantum rate constant we derived from the Green func­

tion method6 for symmetric reactions. However for the asymmetric reactions the 

numerical solution of the master equation can also be used to obtain a generalized 

quantum rate constant in contrast to the Green function method by which the 

asymmetric quantum rate constant is difficult to obtain.
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A Gaussian Field M odel in Solvation Dynamics

Xueyu Song and R.A. Marcus 

A. A. Noyes Laboratory of Chemical Physicsf 

California Institute of Technology, Pasadena, CA, 91125

Abstract

A Gaussian field model is used to obtain the charge density correlation func­

tion of the solution in terms of the charge density correlation function of the 

solvent. It then becomes possible to calculate the time-dependent solvation free 

energy without using the “uniform dielectric approximation.” It is found that 

the nonuniformity in the vicinity of the solute indeed retards the solvation relax­

ation for a particular model, and thereby is in agreement with Onsager’s “inverted 

snowball” picture.

f Contribution No xxxx
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I. IN TRO DUC TIO N

Many chemical reactions in solution involve a rearrangement of the charge 

in the reactants and the time-response of the solvent molecules to this change 

influences reaction dynamics. The measurement of the solvent response in the 

absence of a chemical reaction can provide a reasonable first step towards the 

understanding of this influence. The charge distribution of a solute in its ground 

electronic state is initially in thermal equilibrium with the solvent. When that 

solute charge distribution is suddenly changed by light absorption to an excited 

electronic state of the solute, the latter is, in general, not in equilibrium with the 

solvent. This sudden change of solute charge distribution forces the solvent to 

rearrange to a state in equilibrium with the new solute charge distribution. The 

question that arises is how this relaxation process can be described microscopically 

in terms of the solvent-solute molecular interactions.

With the advent of ultrafast laser techniques it is now possible to probe the de­

tailed solvent relaxation dynamics. The results, combined with the developments 

of theoretical models and computer simulations, have enhanced the physical un­

derstanding of these processes 1. Unlike the initial theories, which were typically 

based upon a dielectric continuum model of the solvent, various current theories 

have been introduced to incorporate the molecular aspect of solvent-solute in­

teraction. A now commonly used microscopic theory of solvation dynamics, the 

dynamical mean spherical approximation(MSA), was first proposed by Wolynes 

and extended by others2. Here, the time-autocorrelation function of the solva- 

tion(tcf), which is frequently used to describe the relaxation process, is expressed 

in terms of the macroscopic dielectric response function e { u > )  of the pure solvent 

and the spatial dependence of the solvation is accounted for through the use of 

the static MSA solvation free energy of the solution. Other theories differ in the
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methods used to relate the e(u, k )  to e(iu), the dielectric response function of the 

pure solvent at k = 0, where k  accounts for the space dependence of e, and some 

factor is used to describe the ^-dependence of e(w, k ) .  Bagchi and Chandra3, for 

example, used a linearized Smoluchowski-Vlasov equation for polarization density 

fluctuations. Fried and Mukamel4 employed a generalized Langevin equation for 

the equilibrium density-density correlation functions. In all of the theories, other 

than the dynamical MSA, the dielectric response function k )  of the pure sol­

vent is used up to the boundary between the solvent and the solute. The latter 

assumption is sometimes called the “dielectric approximation”5 and we call it here 

the “uniform dielectric approximation” to state more explicitly the nature of its 

assumption.

In this paper the uniform dielectric approximation is avoided for the calcula­

tion of solvation correlation function. Instead, a Gaussian field model of liquids6 

is used to derive an equation relating the solute-influenced dielectric response 

function of the solvent to the pure solvent dielectric response function. Further, 

the dynamical k -dependence is introduced rigorously, representing a step forward 

from the dynamical MSA, in which the fc-dependence is introduced through the 

static MSA solvation free energy of the hard sphere solution. A model calculation 

based on a particular charge density correlation function of the pure solvent is 

introduced. According to the results obtained from it the uniform dielectric ap­

proximation overestimates the rate of solvation relaxation. The nonuniform nature 

of the solvent around the solute makes the solvation relaxation process slower near 

the solute, assuming a ^-dependent charge density correlation function. The lat­

ter effect is consistent with the “inverted snowball” picture introduced by Onsager 

two decades ago7.

The relation derived between the charge density correlation function of the so­



lution and the one of pure solvent is not restricted to charge densities and could be 

applied to the usual density correlation function. In the latter case both the k -  and 

dependence of the pure solvent density correlation is known from experimental 

measurements, such as neutron scattering studies of liquids8.

The paper is organized as follows. In Section II some results of the conven­

tional solvation dynamics are derived to provide a starting point for the present 

work. This section is a reformulation of known literature results. In Section III 

an exact relation of the correlation function between the pure solvent and the 

solution is derived within a Gaussian field model and a hard-sphere solute-solvent 

interaction framework, which forms the foundation for the present calculation of 

the solvation relaxation function without the uniform dielectric approximation. 

Eq.(3.10) is the main result of this work. In Section IV a simple example is used 

to illustrate the application of the present model and discuss the implications of 

the results.

II THEORETICAL FORMULATION

In this section useful results from the dielectric theory of liquids are discussed 

for the subsequent development5,8. We consider a space- and time-dependent 

external charge distribution n °(r, t )  for a liquid. This n ° ( r , t )  could be created 

by the solute molecule, for example. From Poisson’s equation the electrostatic 

potential ^>°(r,f) associated with n°(r,f) satisfies

V V (r ,< )  = -4 irn°(r,f). (2.1)

As it changes in time <p0 ( r ,  t )  induces a macroscopic charge distribution p ( r , t )  in 

the liquid due to the electronic motion of the liquid molecules and to the nuclear 

motion of the liquid molecules.
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By Maxwell’s equations, the dielectric displacement and the electric field for 

the system satisfy

V -D (r l i) =  4im °(r,f) (2.2)

V • E (r,f) =  47r(n°(r,<) +  p ( r , t ) ) .  (2.3)

The Fourier transform in space and time of the above equations yields

fc2V?°(k,u>) =  —ik • D(k,w) =  47rn°(k,w) (2.4)

—ik • E(k,w) =  47r(n°(k,uj) +  p(k,u>)). (2.5)

For the isotropic liquids the longitudinal dielectric function £/,(&, w) of the liquid 

is defined as

D L ( k , u > )  =  e L ( k , u > ) E L ( k , u : ) .  (2.6)

Thus from Eqs.(2.4) to (2.6) we have

- 1 -  =  1 + 4 ^ 4 = i + ^ 4 ^ 4 .  ( 2 .7 )
££,(!',u>)  n ° ( k,u>) k 2 y?°(k,u>)

Here, the reason that we are interested in the longitudinal dielectric function is 

because the usual optical excitation of the solute changes the charge distribution, 

which in turn produces a change of the longitudinal electric field .

For the solvation time scale of concern here the electronic part can be consid­

ered as being instantaneous and its contribution to the dielectric function can be 

accounted by e oo if the spatial dispersion is neglected

1 1 ( 2 g )
C L { k , u >) C o o  k 2 v?°(k,c.;)

where p„(k,oi) is an induced charge density due to the nuclear motion of the 

solvent molecules.
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In linear response theory an induced charge density is related to the external 

potential by a  nuclear susceptibility, x8 '■

p„(k,w) =  x(fc,w)v?0(k,w) (2.9)

w ith

X ( f c , w )  = / 3 ( i u C v u ( k y u j )  -  S „ v ( k ) )  (2.10)

C „ v ( k ,  u )  =  f  d t e ~ %iJtC v v ( k , t )  (2.11)
J o

C v v ( k , i )  = <  p„(k ,i)p„(-k ) > (2.12)

a n d

S „ „ ( f c )  =  C „ „ ( M  =  0 )  (2.13)

where < • • • > is the average over the equilibrium distribution function of the pure

liquid and /3„(r, t )  is the microscopic charge density corresponding to the macro­

scopic quantity p v { r, t ) .  Thus, an expression to calculate the dielectric response 

function from the correlation function of charge density can be written as

1 1 47T
—  = _ X(* ,W). (2.14)

£f,(fc,U>) £ o o  k 2

Next a time-dependent solvation free energy expression is derived as a step 

towards the calculation of the solvation response correlation function S ( t ) .  The 

latter is defined as

c m  -  F (*) ~ F (°°)
 ̂ ’  F (0) -  F(oo)

where F { t )  is the solvation free energy change at time t  due to the change in the 

charge distribution of solute at f= 0, namely that in the excited state minus that in 

the ground state. For a solute acquiring a new charge distribution instantaneously 

at t =0 the time-dependent solvation free energy change can be written as

F ( t ) =  ^ J  d3rA p„(r,t)A < /(r,t) (2.15)
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where Ap„(r,t) is the change in the function pv(r, t )  of the nuclear charge density 

of the solvent molecules in response to the time-dependent perturbation 

A < p ° ( r ,  t )  =  8 ( t ) A i p ° ( r ) .  Here, 0(f) is a step function and A < p ° ( r )  is the electro­

static potential change arising from the difference in the two charge distributions 

of the solute. By linear response theory the change in charge density is related to 

the perturbation A</?°(r,t) by8

& p , { T , t ) = 0  J  d3r(C™ (r,r',t)-C” (r,r',(=0))Av>”(r) (2.16)

where C^,(r, r',f) is the charge density correlation function for the solution at 

time t , the superscript m distinguishing it from the function for the pure solvent.

The time-dependent solvation free energy change is obtained from Eqs,(2.15) 

and (2.16)

m  =  J  J  d3rd3r'(C™(r,r\t) — C7™(r, r', t = 0))A<p°(ryt)A<p°(r'). (2.17)

Its Laplace transform, given here for later convenience, is

= IJ  / ^ W r y ”(r ,r \s)Av ”(r)A¥>°(r') (2.18)

where Eq.(2.10) with an m  superscript has been used.

In general, the relationship between the charge density correlation function 

Xm(r, r ', s) of the solution and the x (r? r f, 5) of the solvent is difficult to obtain due 

to the solute-solvent interaction. The conventional way to estimate the solution 

value xm(r i r ,5 s )  is to assume that the solvent outside the volume occupied by the 

solute remains the same as the bulk solvent, namely behaves like an unperturbed 

pure isotropic solvent. Thus, the only effect of the solute is an excluded volume 

effect on the correlation function and, in turn, on the calculation of the solvation
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relaxation function. This assumption is the “uniform dielectric approximation” 

used, as already noted, in most of the solvation dynamics theories1.

We derive next a relation between the charge density correlation functions of 

the pure solvent and the solution for the hard-sphere solute, which is exact within 

the linear response approximation. As a consequence, the nonuniformity effect of 

the solvent around the solute can be accounted for exactly in this case for the 

solvation dynamics, provided that the pure solvent dielectric response function is 

known.

I l l  THE G AUSSIAN FIELD MODEL OF THE SOLUTION

The Gaussian field model(GFM) of fluids is often used in the development of 

theories for fluctuations over large length scale13'14. Chandler showed that this 

model could be applicable even at a very small length scale by showing that some 

static molecular theories of fluids can be derived from the Gaussian field model6. 

In the present work we extend this application of the GFM to a time-dependent 

problem. For a GFM of the liquid, the Hamiltonian of the pure solvent can be 

written as6 H = Jdr / f r 'W C - V . O M r ' )  (3.1)

where

C ( r , r ' ) = < 6 p ( r ) 6 p ( r ' ) >  (3.2)

S p ( r )  is the deviation of microscopic charge density from its mean value p  in the 

solvent, k s T  =  /?-1 , and < • • • > denotes the usual statistical average.

In the presence of a hard-sphere-like solute the charge density inside the region 

occupied by the solute will be zero. The partition function of the system is then13

Z W r ,r ) l=  / p P(r ,r){  f j  ^ ( r . r ) ] } ^ ' ' ' ]  (3.3)
r  inside
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where the symbol V  indicates that the integration is a functional integration, and 

the action So is given by

•SoMr,r)] =  —j j f  J d v J d r 'S p ( r , r ) C - \ r , r \ r - r ' ) 6 p ( r ' y )

f P h d r  f
+ j  J j -  J  drp( r ,T)[u(r)  +  < f > ( v , r ) }  (3.4)

where the standard auxiliary field < (̂r, r )  has been introduced to facilitate the 

subsequent calculation10. The 6  function part of Eq.(3.3), £[p(r, r)], accounts for 

the excluded volume effect due to the solute and the term “r inside” indicates 

the space spanned by the solute hard-sphere potential. The u(r) denotes the 

interaction potential between solute and solvent outside that domain.

By using the ^-function integral expression in functional space

<5[p(r,r)] =  j  Z?V’( r ,r )e ,p(r-r^ (r'r) (3.5)

the partition function of the system can be rewritten as

Z [ < t > ( r , r ) ]  =  J V p { r , r )  J Xty(r, T)es[',(r’r)’,i,(r'r)J (3.6)

with the action

S [ p ( r , r ) , ^ { r , T ) }  = 50[p(r,r)] +  i  J  —  J  <frp(r,r)i/>(r,T) (3.7)

where “in” indicates the integration is over the domain occupied by the solute. 

Since the action is still of Gaussian form in the functional space the integration 

can be performed in the standard way6’10 and the result is

Z [ 4 > { t , t ) \  =  N [ d e t C i a ) - l / 2 e x p \ y p  dr[u(r) -f <£(r, r ) }

1 f P r‘ d r  f P h d r '  f  f  

+  2 J 0 J f i  J o  J i h  J  d V  y + ^ ( r ir ) ]C ( r ,r \T  -  r ')[u (r ') + < £ (r\r ') ]
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i P + C w  j d r " C t - T ' r " ' T  -  ’■")(Kr ") +  « r " . ’- " ) ] c - 1( r , r ' , r  - t ' )

\ P +  [ " i K / * " ' C ( ^ r B',T “'- r ' ) ( [ u ( r “')  +  « r '" ,T J" ) ] J .  (3.8)

This is a time-dependent generalization of Chandler’s result, Eq.(2.7), in Ref.6.

Using the partition function as a generating function, the correlation func­

tion of the charge density for the solution can be obtained by differentiating the 

partition function twice with respect to the auxiliary field ^>(r,r)6,10. We then 

have

C m(r, r \  r  -  r ')  =  C(r, r', r  -  r ' ) -

J o  p h  J o  P h  J J  in 

C(r, r", r  -  t " ) ^ 1 (r", r"', r "  -  t ’" ) C { r'", r', r '"  -  r ') . (3.9)

The corresponding relation in real-time is found through the following proce­

dure. First transforming the imaginary time form to Fourier space

Cm( r , r > n) =  C (r ,r ',u ;„ )-

[ [  <ir"dr"'C(r,rn,w„)Ci; 1(r" ,r" ',w „)C (r '" ,r ',w n), (3.10a)
J  J  in

where u ) n  =  is the usual Matsubara frequency. Then this function at dis­

crete frequency points is analytically continued to the entire complex plane of the 

frequency

C m ( r , r ' , s )  =  C ( r , r ' , s y  

J J  d r " d rmC (r,r" ,*)C -'(r",r"\s )C(r"',r\a) (3.106)
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where s is the complex variable. Finally the correlation function in the complex 

plane is inverted by using the Laplace transformation to yield the real-time corre­

lation function10111.

Equation (3.10b) is our fundamental result relating the correlation function 

in the solution to the correlation function of the pure solvent. Thus, if the dielec­

tric response function is known for the pure solvent then the dielectric response 

function for the solution, which in general will not be uniform and isotropic, can 

be calculated from the above equation. One noteworthy point about this relation 

is that it is not dependent upon the non-hard-sphere interaction part u(r). This 

consequence is due to the Gaussian assumption of the present model. An improve­

ment could be made by treating the u(r) part as a perturbation of the hard-sphere 

solution, the latter treated as the zeroth-order solution. In the next section a sim­

ple model calculation is used to illustrate how the nonuniformity around the solute 

can affect the solvation dynamics.

IV CALCULATIONS AN D RESULTS

In this section a simple model correlation function for the pure solvent is used 

to illustrate the application of the Gaussian field model in solvation dynamics. For 

the pure solvent the charge density susceptibility can be approximated as5

X(r,s) = -j?Sw ( r ) ~ - ^  (4.1)

where 5„„(r) is the charge density correlation function at t  =  0 and r(r)  is 

the r-dependent longitudinal relaxation time of the pure solvent. This type of 

separation in k -space is a standard approximation to obtain the charge density 

susceptibility5’15, but here the approximation used is a separation in r-space. The 

charge density correlation function corresponding to the above charge density sus­
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ceptibility is

C(r’*) = 5--(r)TT7iW ( 4 ' 2 )

The time-dependent solvation free energy with the “uniform dielectric ap­

proximation” in this case is

F(t) =  - { p j f  drdr'S^flr -  r '|){l -  } Ay>(r)Av>(r') (4.3)

where Eqs.(4.1) and (2.18) have been used. This equation is the one that would 

be used for the calculation of the time-dependent solvation free energy under the 

“uniform dielectric approximation.”

Let AF m ( t )  denote the difference between the uniform dielectric approxima­

tion solvation free energy and the modification due to the present theory. Then, 

the Laplace transform of the solvation free energy difference can be written as

A F m ( s )  =  i  j  J  d r d r 1 J J  dr " dr'

f  T(lr  ~  r^D rdr'"  — r '|) ( l  +  s r ( |r ” — r /f,|) 1 }  A , w  u  4 )
{  r ( |r /, _  + s r ( |r  __ +  6T(|r„, _  r ,|j s  j  Ay?(r)Ay>(r ) (4.4)

where the Eqs.(2.10),(2.18), (3.10) and (4.2) have been used. Inverting the Laplace 

transform, the time-dependent solvation free energy change is

A F m(t) =  \ f  J *■*•' ~  r ,|)Ay(r)Ay(r')

f l / r f l r  -  r" |) -  l / r f l r "  -  r H,|) _ , ..i 
I l / r f l r  — r" |) — l / r ( |r '"  — r '|)

_ iM lr" ' -< •'!)- iM |,"  -  _ ,1
l / r f l r  — r" |) — l /r f l r '"  — r '|)  J

This ormula is the one that we would use for the time-dependent solvation free 

energy correction due to the nonuniformity in the vicinity of the solute.
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For a hard-dipolar model of pure solvent the charge correlation function at 

time zero 5„„(r) can be crudely approximated as

S w ( r )  — e " 8 ( r  — a )  (4.6)

where a  is the diameter of the solvent molecules, 8 { r  —  a )  ensures that there is 

no correlation when the distance between the solvent molecules is smaller than 

their diameter and a is a constant. The r-dependent relaxation time is more com­

plicated. IVom the studies of collective orientational relaxation in dense dipolar 

liquids the relaxation time decreases as wavevector k  increases15. Here a simple 

functional form for the r-dependent relaxation time is used to account for this 

trend, namely the relaxation time approaches the usual longitudinal relaxation 

time when r —► oo and the relaxation time becomes larger as r  —> 0

T ( r )  =  ( l - t e - U - . P )  <4 ' 7 >

where t l  is the longitudinal relaxation time and b  is a constant. The region

occupied by the solute is taken to be a sphere of radius R c  and the potential

difference A<^°(r) is taken as due to a dipole change in the solute from zero to 

unit dipole. Then, the electrostatic potential change is

A / ( r )  = - i ^ .  (4.8)
r J

The ratio between the diameter of a solvent molecule and the solute radius R c  

is taken as 0.2. The result of the calculation is shown in Figure 1 with a=0.04 

and 6=0.8. It is clear from the figure that the nonuniform dielectric medium 

retards the solvation relaxation considerably. It is in agreement with Onsager’s 

“inverted snowball” picture, which states that the relaxation in the remote media 

from the solute is faster than the closer region. Other ratios between the solvent 

molecules diameter and the solute R c give similar pronounced slow relaxation if
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the uniform dielectric approximation is not used. This result may be the first 

time that the effect of the nonuniform solvent around the solute on the solvation 

relaxation is accounted for dynamically in a somewhat quantitative manner. It 

will be interesting to see how large this effect will be for more realistic solvent 

dielectric response functions.
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Caption for Figure

Solvation correlation function as a function of t / r i .  Solid line: uniform di­

electric approximation. Dashed line: present result.


