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ABSTRACT 
 
The production of secondary metabolites is widespread throughout the tree of life. Bacteria, 

including many relevant opportunistic pathogens, can make redox-active secondary metabolites, 

both in the environment and while causing infections. Yet, their physiological consequences for 

the microbial communities exposed to them are much less understood. This thesis investigates the 

multifaceted and nuanced effects that such metabolites can have on their producers and other 

bacteria found in the producer’s vicinity, focusing on the role these molecules play as modulators 

of antibiotic susceptibility. I start by presenting a literature review addressing the link between 

secondary metabolite production and resilience to clinical antibiotics in diverse opportunistic and 

enteric bacterial pathogens. 

Next, using Pseudomonas aeruginosa (a widespread opportunistic pathogen) and its 

endogenously produced metabolite called pyocyanin, I explore the nuanced effects of the 

metabolite’s production throughout the producer’s lifecycle. Pyocyanin is part of a class of redox-

active molecules made by P. aeruginosa called phenazines. I show that the production of 

pyocyanin, due to its self-poisoning effects, is a “double-edged sword,” where the ultimate 

consequences for the producer are directly dependent on the physiological and environmental 

conditions. Carbon source limitation plays a major role in the self-poisoning effect of pyocyanin, 

a process responsible for killing a subpopulation of cells that, through extracellular DNA release, 

seems critical for proper biofilm development.  

Despite pyocyanin’s toxicity, P. aeruginosa is remarkably tolerant to its harmful effects. 

For this reason, I then explore how P. aeruginosa handles the stress caused by the metabolite. I 

present results using a functional genomics approach (transposon-sequencing) to screen for genes 

involved in P. aeruginosa tolerance to pyocyanin. Defenses involved in pyocyanin tolerance are 

similar to ones involved in tolerance to clinical antibiotics. These shared mechanisms lead to 

testing the hypothesis that defenses induced by the production of or exposure to “natural 

antibiotics” (such as pyocyanin) may affect the efficacy of treatments with clinical antibiotics. 

Supporting this hypothesis, exposure to pyocyanin significantly induces tolerance and resistance 

to certain clinical drugs, both in P. aeruginosa and other opportunistic pathogens within 
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the Burkholderia cepacia complex (Bcc). Pyocyanin and the drugs affected, such as 

fluoroquinolones, share molecular structure similarities, which is likely responsible for the shared 

protection.  

Finally, based on these results, I explore the broader role of redox-active metabolites as 

modulators of antibiotic resilience in opportunistic pathogens. I show that pyocyanin, another 

phenazine called phenazine-1-carboxylic acid, and a non-phenazine redox-active molecule called 

toxoflavin can all modulate antibiotic susceptibility in Bcc species. Depending on the antibiotic’s 

class, the metabolites’ presence can either antagonize or potentiate the drug’s efficacy. All the 

studied metabolites are produced by clinical isolates that infect cystic fibrosis and other 

immunocompromised patients. I demonstrate that the modulator effect of redox-active molecules 

in the pathogens is dependent on the transcription factor SoxR, which senses the presence of the 

metabolites and induces specific redox-regulated efflux systems that are effective in transporting 

both the metabolites and the structurally related drugs. To end, I provide a proof-of-principle that 

including such metabolites during clinical drug susceptibility tests may lead to a more accurate 

assessment of pathogens’ resistance profile.  

Taken together, the findings presented in this thesis demonstrate that redox-active 

secondary metabolites have profound effects on the physiology and antibiotic sensitivity levels of 

opportunistic pathogens. Their modulator effect on antibiotic susceptibility is likely a widespread 

phenomenon in polymicrobial communities that has been overlooked and may have direct 

consequences for the evolution of antibiotic resistance. Understanding the physiological roles of 

these metabolites at the molecular level is essential for accurate predictions of the drugs and 

pathogens affected, which may lead to more effective treatment strategies. 
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C h a p t e r  1  

INTRODUCTION 
 

‘‘One can designate as by-products secondary products of metabolism such 

compounds which are formed during metabolism, but which are no longer used in 

the formation of new cells. .... Any importance of these compounds for the inner 

economy primary metabolism of the plant is so far unknown.’’  

Quote from Sachs [1], translated to English and presented 
(including the term substitutions) by Hartmann [2].  

 

The study of what we call “secondary metabolites” likely started in plant research in the 

early 1800s with the isolation of morphine from opium poppy by Friedrich Wilhelm Sertürner [2]. 

Over the years, researchers began isolating and later synthesizing various compounds for which 

their relevance during growth was unknown, as highlighted in the quote above. The production of 

secondary metabolites is not unique to plants: microbes make them too, including some of the 

most well-known: penicillin (made by a fungus), streptomycin (made by a bacterium), and many 

other antibiotics. In bacteria, these molecules are also generally made under slow or non-growth 

stages (also called “stationary phase” in planktonic cultures), and the name “secondary” comes 

from the fact that such metabolites are not directly involved in “primary” growth-related 

metabolism [3]. Therefore, we can define secondary metabolites as small organic molecules not 

directly involved in their producers’ primary (central) metabolism. For some time around the 

middle of the 20th century, it was thought that such metabolites were simply waste or 

detoxification products of growth-derived metabolism [2]. However, it is now broadly accepted 

that secondary metabolites play important ecological roles for their producers [4]. This is the 

context I want to explore with the reader in my thesis. The effects that these molecules can have 

on bacterial cells are dynamic, complex, and important! Because the nomenclature could still, at 

least unintentionally, be interpreted as if these metabolites are “secondary” and less important, the 

name has been put to debate, with alternative suggestions for its replacement [3]. Although I 

absolutely agree that the functions of secondary metabolites are not secondary at all, I still decided 
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to use the “secondary metabolites” term in this thesis due to (i) its widespread 

acceptance/recognition and (ii) the lack of a better term, since all the ones I could come up with 

also had significant caveats, probably because these metabolites represent such a broad class of 

molecules that it is very hard to find a term generalizable enough.  

 However, except for Chapter 2, this thesis is not about several different classes of 

secondary metabolites, at least not experimentally. Although I believe many of the reflections 

presented here are applicable for distinct secondary metabolites categories, experimentally, I focus 

on a specific group that, in my opinion, is among the most curious and interesting: redox-active 

secondary metabolites. These redox-active molecules can undergo redox reactions, giving them 

interesting properties. Their reactivity has been linked to multiple physiological roles, from 

“natural antibiotics” that are toxic and used to kill competitor species or host cells (when made 

during infections) to extracellular electron shuttles that promote energy conservation and sustain 

metabolism under anoxic conditions. The toxicity of redox-active secondary metabolites is (i) 

mainly indirect and caused through the generation of superoxide radicals when ambient oxygen is 

present, but (ii) there is also evidence that these metabolites may directly damage proteins inside 

the cell through unwanted oxidations. At the same time, in nature, bacterial cells primarily exist as 

aggregates called biofilms, and redox-active secondary metabolites play crucial roles in promoting 

biofilm formation and sustaining metabolism within its anoxic/hypoxic zones. This creates a 

dilemma for the cells that are constantly exposed to these metabolites: to benefit from their 

dynamic properties and functions, cells need to adapt to their toxic effects and find ways to not die 

in their presence. However, the story gets even more complicated because bacterial populations 

are heterogeneous, and in fact, killing a subpopulation of cells is an essential developmental 

process during biofilm formation. 

This dynamic and complex, sometimes subtle and even apparently contradictory, range of 

physiological effects of redox-active secondary metabolites motivated the selection of the title for 

this thesis. Early in my PhD, I wanted to understand the contexts in which one particular redox-

active metabolite, the phenazine pyocyanin, is toxic to its producer, the opportunistic 

pathogen Pseudomonas aeruginosa. Even though P. aeruginosa infections are very relevant 
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medically, I did not start my Ph.D. with the goal of studying clinical antibiotics. I was simply 

curious about how P. aeruginosa manages the stress caused by its self-produced toxin. However, 

while investigating the mechanisms P. aeruginosa uses to defend itself from pyocyanin, I realized 

that these two topics are deeply connected. Like many other redox-active secondary metabolites, 

pyocyanin is a (natural) antibiotic. Soil-borne opportunistic pathogens, such as P. aeruginosa and 

the other species studied in this thesis, are constantly producing and/or being exposed to natural 

antibiotics in the environment. At the same time, the soil has been extensively explored as a source 

of antibiotics we use in the clinic. With this realization, the connection between the production of 

redox-active metabolites by opportunistic pathogens and recalcitrance to antibiotic treatment due 

to shared defense mechanisms became the main topic of my thesis. I hope that by the end of this 

thesis, the reader will appreciate how intriguing redox-active metabolites physiology is. As a 

bonus, hopefully the reader will share my view about the urgency of looking for additional 

examples of metabolite-triggered antibiotic resilience in the context of infectious disease. 

Overview 

In Chapter 2, in collaboration with Elena Perry, a former graduate student and my years-

long collaborator in the Newman Lab, I discuss the evidence linking secondary metabolites to the 

modulation of antibiotic susceptibility in multiple opportunistic and enteric pathogens. We present 

numerous metabolites and the antibiotics affected, discuss the molecular mechanisms involved in 

the modulation, provide guidelines on finding new examples and how to account for their effects 

in the clinic, and speculate on their consequences for the evolution of antibiotic resistance.  

In Chapter 3, I focus on the physiological consequences of redox-active metabolites, using 

one example (pyocyanin) and its producer (P. aeruginosa). I explore the beneficial and detrimental 

aspects of pyocyanin production during the P. aeruginosa lifecycle and discuss their consequences 

for biofilm development. Specifically, I identify the conditions under which pyocyanin becomes 

toxic to its producer and reveal that distinct subpopulations of cells can be sensitive or extremely 

tolerant to pyocyanin toxicity. The susceptible subpopulation is killed and releases extracellular 

DNA in the environment, a process essential for biofilm formation. The highly tolerant population 
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resembles a “persister-like” state, a state analogous to the persistence phenomenon used to describe 

how tolerant subpopulations of bacterial cells can escape antibiotic treatment in the clinic. 

In Chapter 4, building on the conditions identified in Chapter 3, I start by performing a 

genetic screen to identify mechanisms used by the “persister-like” population to tolerate pyocyanin 

toxicity. I discovered that multiple of these mechanisms are related to how pathogens tolerate 

antibiotic treatment in the clinic. This then turned into a years-long collaboration with Elena, where 

we investigated the consequences of pyocyanin production on antibiotic tolerance (i.e., the ability 

of a pathogen to survive drug treatment) and resistance (i.e., the ability of a pathogen to grow in 

the presence of the drug). Specifically, in this chapter, we use pyocyanin as a model to test the 

hypothesis that the production of “natural antibiotics” by pathogens may increase recalcitrance to 

clinical antibiotic treatment, where defenses evolved to cope with the metabolite’s toxicity cause 

collateral protection against the drug. We show specific efflux systems used by P. aeruginosa to 

handle pyocyanin toxicity also induce tolerance against fluoroquinolones, a broadly used class of 

clinical antibiotics. We reveal that defenses induced by pyocyanin in P. aeruginosa can also 

increase the rates at which resistant mutants pass through antibiotic selection, showing that 

pyocyanin can increase resistance levels against these drugs. Finally, because P. aeruginosa is not 

found alone during infections, we finish by expanding the effect of pyocyanin to other 

opportunistic pathogens found in polymicrobial infections with P. aeruginosa. We find that 

pyocyanin can increase tolerance and resistance to fluoroquinolones in pathogens within 

the Burkholderia cepacia complex (Bcc) group, with effect sizes dramatically higher than in P. 

aeruginosa. 

The surprisingly high effect sizes found for Bcc species in Chapter 4 motivated the 

hypotheses I test in Chapter 5. This chapter explores the phenomenon of redox-active metabolites 

acting as modulators of antibiotic susceptibility more broadly, focusing on interspecies 

interactions. The opportunist pathogens studied in this thesis are relevant during chronic lung 

infections, a context in which they are often found in multi-species communities within the same 

patient. In Chapter 5, I investigate the role of two redox-active metabolites (pyocyanin and 

toxoflavin) made by two opportunist pathogens (P. aeruginosa and B. gladioli) on antibiotic 
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susceptibility levels of Bcc species. I show that both of these metabolites can increase resilience 

against fluoroquinolones and reveal the molecular mechanism involved in this process. Moreover, 

following the guidelines we describe in Chapter 1, I provide a proof of principle for how antibiotic 

susceptibility testing used in the clinic can, with simple modifications, be adapted to account for 

the modulator effect of secondary metabolites. This is relevant because such assays are used to 

determine which drug is prescribed to a patient, but they are currently blind to the changes in 

antibiotic resilience caused by secondary metabolites. Together with the results presented 

throughout this thesis, this chapter suggests that alterations on antibiotic sensitivity caused by 

interspecies exchange of secondary metabolites is likely a widespread phenomenon in 

polymicrobial communities. However, it is also one that remains overlooked, with potential 

consequences on treatment efficacy and the evolution of antibiotic resistance. 

Finally, in Chapter 6, I provide some concluding remarks and suggestions for future 

directions I see as natural expansions for the findings presented in this thesis. 

References 
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C h a p t e r  2  

SECONDARY METABOLITES AND ANTIBIOTIC SUSCEPTIBILITY 
 
This chapter is adapted from: 

Perry, E.K.*, Meirelles, L.A.*, and Newman, D.K (2021). From the soil to the clinic: the impact of 

microbial secondary metabolites on antibiotic tolerance and resistance. Nat Rev Microbiol.  

https://doi.org/10.1038/s41579-021-00620-w 

Abstract 

Secondary metabolites profoundly affect microbial physiology, metabolism, and stress 

responses. Increasing evidence suggests that these molecules can modulate microbial susceptibility 

to commonly used antibiotics; however, secondary metabolites are typically excluded from standard 

antimicrobial susceptibility assays. This may in part account for why infections by diverse 

opportunistic bacteria that produce secondary metabolites often exhibit discrepancies between 

clinical antimicrobial susceptibility testing results and clinical treatment outcomes. In this chapter, 

we explore which types of secondary metabolites alter antimicrobial susceptibility, as well as how 

and why this phenomenon occurs. We discuss examples of molecules that opportunistic and enteric 

pathogens either generate themselves or are exposed to from their neighbors, and the nuanced 

impacts these molecules can have on tolerance and resistance to certain antibiotics.  

  



 

 

7 

Introduction 

A vast number of organisms, many of which hail from the soil, produce a wide range of 

molecules classified as ‘secondary metabolites’ [1,2]. They can be generated by Eukarya (for 

example, plants and fungi), Bacteria and Archaea, and are usually defined as organic compounds 

that do not directly support the producer’s growth or development [3–5]. In microbial planktonic 

cultures, they are typically produced during stationary phase, once doubling times have slowed 

[6,7]. As a result, these compounds were for many years assumed to be waste products of 

metabolism [8]. However, a more nuanced view of the biological functions of microbial secondary 

metabolites has emerged over the past two decades. Indeed, the moniker ‘secondary’ is something 

of a misnomer, as these molecules have been shown to have key roles in multiple physiological 

processes that are critical for microbial survival [6,7], including but not limited to the acquisition 

of nutrients (such as iron or phosphate), cell–cell signaling and energy conservation in the absence 

of oxygen [2,9–12].  

In addition to conferring such pleiotropic benefits, many microbial secondary metabolites 

are also toxic, both to their producers and to neighboring organisms [1,2,8]. It is therefore not 

surprising that antibiotic development pipelines have driven the majority of secondary metabolite 

characterization and purification efforts, dating back to the discoveries of penicillin and 

streptomycin in the early 20th century. Most modern clinical antibiotics are derivatives of natural 

products that originated from soil microorganisms, and the soil-to-clinic axis continues to inspire 

natural product chemists in their search for and design of new drugs [13]. Yet, microbiologists 

have neglected to consider the potential for unintended consequences of this pipeline, particularly 

with respect to antibiotic efficacy against opportunistic pathogens that evolved in the same 

environment. Microorganisms are rarely, if ever, found in isolation, and therefore the presence of 

secondary metabolites in a microbial community exerts evolutionary pressure both on secondary 

metabolite-producing and non-producing members to develop means to withstand them. These 

defenses can in turn have collateral activity against clinical antibiotics.  

In this chapter, we highlight the growing body of evidence connecting bacterial secondary 

metabolites to the phenomena of antibiotic tolerance (that is, the ability to survive transient 



 

 

8 

antibiotic exposure) and resistance (that is, the ability to grow in the presence of antibiotics at a 

given concentration) [14–16]. We also use the more generic term ‘antibiotic resilience’ to refer 

to the ability of a bacterial population to be refractory to antibiotic treatment, which can arise from 

an increase in tolerance and/or resistance. Emphasizing examples of secondary metabolites 

produced by opportunistic or enteric pathogens (Table 1), we discuss common modes of action 

through which these molecules can alter antibiotic efficacy in both single-species and 

polymicrobial communities. Specifically, we draw attention to secondary metabolites that regulate 

multidrug resistance efflux systems, secondary metabolites that modulate the toxicity of antibiotics 

through interactions with reactive oxygen species, and the potential for secondary metabolite-

induced antibiotic tolerance to provide an overlooked route for the evolution of antibiotic 

resistance. Although the impact of bacterial secondary metabolites on infection treatment 

outcomes has yet to be addressed in clinical studies, in vitro data indicating changes in 

antimicrobial susceptibility in the presence of diverse secondary metabolites strongly suggest that 

these molecules may represent an underappreciated factor in the recalcitrance of many 

opportunistic and chronic infections. We offer recommendations for future experiments to explore 

the breadth of relevance of these observations (Box 1) and discuss the implications that secondary 

metabolite production can have for the diagnosis of antibiotic resistance (Box 2). Finally, we 

consider how knowledge of interactions between secondary metabolites and antibiotic efficacy 

could be applied to optimize the use of existing antimicrobial drugs and generate targets for novel 

therapeutic strategies.    

Induction of efflux systems  

Activation of efflux pumps that export toxins out of the cell is one mechanism used by 

diverse bacteria to thrive during clinical antibiotic treatment [17,18]. However, efflux pumps long 

predate human use of synthetic antibiotics, and therefore are presumed to have originally evolved 

to transport other, naturally occurring substrates, such as secondary metabolites [19,20]. The types 

and components of efflux pumps have been extensively reviewed  [21,22]. In this chapter, we 

focus on how the induction of efflux systems in response to self-produced secondary metabolites 

can affect antibiotic tolerance and resistance in pathogenic bacteria (Fig. 1A). The examples we 
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discuss fall mostly within the resistance-nodulation-division (RND) efflux systems, but the same 

principles could, in theory, be applicable to other types of efflux systems that are regulated by 

secondary metabolites. Importantly, efflux pumps vary in their specificity, with regard to both their 

regulation and their substrate affinity [22]. Therefore, to predict whether a secondary metabolite 

will increase antibiotic resilience in its producer through the induction of a particular efflux system, 

it is essential to understand how the secondary metabolite interacts with the transcriptional 

regulation of the system, as well as which classes of drugs the system can transport. Many known 

efflux-regulating secondary metabolites have at least one aromatic or heterocyclic ring (Fig. 1B), 

possibly suggesting that secondary metabolites with this structural motif are particularly likely to 

affect antibiotic resilience through the induction of multidrug efflux systems.  

 

Figure 1. Secondary metabolite-mediated regulation of multidrug resistance efflux pumps. A. Secondary 
metabolites induce the expression of efflux systems, which export the metabolite. The increased expression of efflux 
pumps can provide collateral resilience to antibiotics used in the clinic by expelling the drugs out of the microbial 
cells. B. Structures of known efflux pump-regulating secondary metabolites and selected clinical antibiotics, showing 
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the shared prevalence of aromatic and/or heterocyclic ring motifs. C. SoxR-regulated efflux systems in Escherichia 
coli and Pseudomonas aeruginosa. Each SoxR monomer contains a Fe–S cluster that can be directly oxidized by 
redox-active molecules, which leads to its activation and transcriptional induction of efflux systems [23,24]. In E. coli 
(top), several molecules can induce transcription of the efflux system AcrAB–TolC through the activation of SoxR 
[23,25,26]. Note that acrAB and tolC are transcribed separately, and this is a simplified version of a very complex 
regulatory system [22]. Importantly, TolC can assemble with efflux systems from different classes, such as AcrAB–
TolC and several others from the resistance-nodulation-division (RND) efflux systems superfamily, EmrAB–TolC 
(major facilitator superfamily), and MacAB–TolC (ABC superfamily) [27–29]. When studying how additional 
secondary metabolites might affect E. coli susceptibility to antibiotics, it will be important to determine which specific 
efflux system TolC is part of, the regulation involved in the induction of the system, and its substrate-specificity. In 
P. aeruginosa (bottom), the activation of SoxR is mediated by two endogenous phenazines, 5-Me-PCA (not shown) 
and PYO, and leads to the induction of the efflux system MexGHI–OpmD [9,24,30,31]. PYO, pyocyanin; PHZox, 
phenazine in the oxidized state; PHZred, phenazine in the reduced state; RAMox, redox-active molecule in oxidized 
state, RAMred, redox-active molecule in reduced state.  

 
In the enteric bacterium Escherichia coli, one of the best-studied multidrug resistance 

efflux systems is AcrAB–TolC, which has a complex regulatory system and an extensive substrate 

range, being part of a general stress response [22,27]. Although AcrAB–TolC is generally 

expressed at high intrinsic levels [22,32], numerous molecules have been shown to further 

upregulate its transcription, including self-produced secondary metabolites such as the compound 

2,3-dihydroxybenzoate, an intermediate in the biosynthesis of the siderophore enterobactin [33]. 

In fact, 2,3-dihydroxybenzoate directly binds to MarR [34], a transcriptional repressor that 

modulates the expression of AcrAB–-TolC alongside the redox-sensing SoxRS regulatory system 

[22] (Fig. 1C). Although it has not been directly tested whether the production of enterobactin or 

2,3-dihydroxybenzoate per se increases antibiotic resilience, it is well established that AcrAB–

TolC provides protection against many classes of clinical antibiotics [27]. The signaling molecule 

indole is another example of a self-produced secondary metabolite in E. coli with an efflux-

mediated effect on antibiotic susceptibility. Indole triggers the expression of certain multidrug 

efflux pumps in enteric bacteria [35–38]. Indeed, the production of high levels of indole by a 

subpopulation of mutants has been characterized as a ‘charity’ mechanism that induces population-

level resistance against norfloxacin and gentamicin in E. coli, with the MdtEF–TolC efflux system 

being upregulated by this secondary metabolite [39]. Intriguingly, a tolC mutant of Shewanella 

oneidensis, an environmental isolate related to opportunistic pathogens of fish [40], was sensitive 

to anthraquinone-2,6-disulfonate (an analog of naturally occurring redox-active humic substances 

in soils and sediments that resembles quinone-containing synthetic antibiotics) [41], further 
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suggesting that functional relationships between structurally similar natural and synthetic 

molecules may be common.  

Efflux pumps can also provide protection against secondary metabolites that are toxic to 

their producers, an effect that might confer resilience to clinical antibiotics. For example, in the 

opportunistic pathogen Pseudomonas aeruginosa, the redox-sensing transcription factor SoxR 

(Fig. 1C) activates expression of the MexGHI–OpmD efflux system in response to phenazines, 

which are toxic, redox-active self-produced secondary metabolites [9,30,31,42]. Phenazines have 

important roles both in natural environments (for example, by protecting plants against fungal 

pathogens) as well as in infections (for example, by increasing P. aeruginosa virulence in the lungs 

of patients with cystic fibrosis) [43,44]. The phenazine pyocyanin (PYO) also induces a second 

efflux operon in P. aeruginosa, mexEF–oprN [31,42], which is clinically relevant [45,46]. 

Experiments with a broad-spectrum efflux pump inhibitor that reduces the activity of various RND 

efflux systems [47,48], as well as a knockout mutant lacking the mexGHI–opmD operon, have 

confirmed that efflux is a major mechanism underlying the tolerance and resistance of P. 

aeruginosa to its own phenazines [30,31,49]. Importantly, both phenazine-regulated efflux pumps 

are also known to transport fluoroquinolones, and multiple studies have reported a strong 

antagonistic effect of phenazines on fluoroquinolone efficacy [31,49–51]. For example, P. 

aeruginosa cells exposed to PYO (either self-produced or exogenously added) display increased 

tolerance against the fluoroquinolones ciprofloxacin and levofloxacin [31]. This phenotype was 

recapitulated in one study by artificially overexpressing MexGHI–OpmD in a phenazine-null 

mutant to a level similar to that achieved in the presence of PYO, which suggests that drug efflux 

drives PYO-mediated increases in fluoroquinolone tolerance [31]. Interestingly, besides 

fluoroquinolones and chloramphenicol, MexEF–OprN is also thought to transport trimethoprim 

and sulfamethoxazole, to which P. aeruginosa is intrinsically resistant [52], but not 

aminoglycosides [52], against which phenazines have demonstrated mixed effects on tolerance 

[31,50,51]. Like phenazines, but unlike aminoglycosides, all of the known antibiotic substrates for 

MexEF–OprN have at least one aromatic ring (Fig. 1B), which suggests that analysis of shared 

structural motifs may enable prediction of which clinical antibiotics will be most affected. Such 

structural comparisons would only be appropriate for efflux systems that are relatively specific in 
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substrate recognition, and would not apply to efflux systems that export a wide range of antibiotics 

[52]. 

In addition to MexGHI–OpmD and MexEF–OprN, P. aeruginosa possesses at least nine 

other efflux systems that belong to the RND family, many of which have been studied in detail 

with respect to their structures and biochemistry [22,52–54]. Whether any P. aeruginosa-produced 

secondary metabolites regulate these other efflux systems under clinically relevant circumstances 

remains to be determined. Notably, however, phenazines are not the only secondary metabolites 

produced by P. aeruginosa that promote increased resilience against antibiotics by inducing efflux. 

Recent work showed that production of the secondary metabolite paerucumarin also stimulates 

transcription of the MexEF–OprN efflux system in P. aeruginosa, with consequent increases in 

resistance to both chloramphenicol and ciprofloxacin [55,56]. These findings underscore the 

potential for self-produced secondary metabolites to promote resilience to clinical antibiotics in 

opportunistic pathogens by triggering the upregulation of efflux pumps.  

Other bacterial opportunistic pathogens inhabiting soils or plant roots also produce 

secondary metabolites that promote efflux and decrease antibiotic susceptibility. For example, 

several strains of ‘Burkholderia cepacia complex’ species isolated from patients with cystic 

fibrosis can produce salicylate [57,58]. Salicylate has Fe-chelating properties and is used as a 

siderophore by the producing cells [59,60]. It also induces specific efflux systems in Burkholderia 

species (for example, CeoAB–OpcM in B. cenocepacia), which leads to increased antibiotic 

resistance [61]. The salicylate-derived antibiotic resistance effect is not limited to the Burkholderia 

genus; for example, in enterobacteria, salicylate binds to and inactivates MarR, which leads to 

upregulation of efflux pump expression and increased resistance to multiple clinical antibiotics 

[62,63]. Burkholderia species also produce several other secondary metabolites that could affect 

antibiotic resilience, including many natural antibiotics with strong inhibitory capacities relevant 

during plant host colonization [64–67]. One intriguing example is toxoflavin, which is produced 

by several Burkholderia species, including Burkholderia gladioli, a common species found in 

patients with cystic fibrosis [68,69]. Although it is still unknown whether toxoflavin poisons 

producing cells, it is redox-active [70–72], presumably causing oxidative stress through the 
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generation of H2O2  [71], and it is toxic to other bacteria and fungi [71,73]. More importantly, like 

PYO, toxoflavin induces a specific RND efflux system, ToxFGHI, which is used for its export  

[74]. It is not yet known if B. gladioli or other opportunistic pathogens within the Burkholderia 

genus produce toxoflavin during infections, or if the toxoflavin-induced RND efflux system 

ToxFGHI can transport any of the currently used clinical antibiotics; however, this is a possibility, 

given that toxoflavin, like PYO, bears structural similarity to fluoroquinolones.  

Finally, we note that the above examples of efflux system induction due to the presence of 

secondary metabolites are all from Gram-negative bacteria, which are traditionally the organisms 

in which drug efflux has been studied in more detail. However, a related phenomenon has been 

demonstrated in the non-pathogenic Gram-positive bacterium Streptomyces coelicolor, which 

produces a natural antibiotic, actinorhodin, that stimulates expression of a transporter similar to 

those that export tetracycline [75,76]. Future work should investigate the extent to which 

secondary metabolite-mediated induction of multidrug efflux pumps might occur in pathogenic 

Gram-positive bacteria and its consequences for antibiotic resilience. Taken together, the examples 

discussed highlight the rich diversity of bacterial secondary metabolites that induce efflux activity 

in their producers, potentially compromising the efficacy of clinical antibiotics.  

Modulation of oxidative stress  

More than a decade ago, it was proposed that bactericidal antibiotics exert their lethal 

effects in part by inducing oxidative stress, regardless of the specific cellular targets of different 

antibiotic classes [77]. Although this hypothesis has engendered controversy [78,79], evidence 

reviewed elsewhere [80] suggests that bactericidal antibiotics have an impact on cellular redox 

states, and that the resulting increases in reactive oxygen species (ROS) and oxidative stress can 

contribute to cell death. Importantly, many secondary metabolites also interface with cellular redox 

homeostasis and oxidative stress responses. In this section, we discuss three different modes of 

action by which these metabolites can potentially antagonize or potentiate the toxicity of clinical 

antibiotics (Fig. 2A): upregulation of oxidative stress response genes; direct detoxification of ROS; 

and increased endogenous ROS generation.  
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Upregulation of defenses against oxidative stress  

Secondary metabolites that upregulate the expression of oxidative stress responses can 

prime bacterial cells for tolerance and/or resistance to clinical antibiotics, analogous to the 

protective effects of exposure to sub-lethal concentrations of oxidants like H2O2. Among this class 

of metabolites, indole is perhaps the best-studied. As mentioned above, indole can also influence 

antibiotic susceptibility by upregulating efflux pump expression. However, this effect is thought 

to happen primarily at high concentrations of indole (>1 mM) [35,37]; indole concentrations in 

human feces tend to be lower [81], though measurements up to the equivalent of 1100 µM have 

been recorded [82]. At these lower concentrations, indole is non-toxic to its producer, E. coli, but 

still induces oxidative stress response genes regulated by OxyR, including alkyl hydroperoxide 

reductases, thioredoxin reductase, and the DNA-binding protein Dps [83]. Exposure to indole 

increases the frequency of E. coli persisters to antibiotics that belong to three different classes 

(fluoroquinolones, aminoglycosides and β-lactams) by at least an order of magnitude, and deletion 

of oxyR substantially diminishes this effect, which demonstrates that upregulation of oxidative 

stress responses by a secondary metabolite can contribute to bacterial persistence [83]. The 

molecular pathway through which indole activates OxyR remains unclear, but indole readily 

undergoes one-electron reduction to a radical form in the presence of hydroxyl radicals or other 

strong oxidants [84], which suggests that it might interact with and potentially amplify endogenous 

ROS generated as a byproduct of respiration. Indole has also been proposed to disrupt the 

arrangement of membrane lipids, which would enable the direct interaction of respiratory quinones 

with dioxygen and thereby lead to the generation of superoxide [85].  
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Figure 2. Secondary metabolite interactions with oxidative stress. A. Schematic depicting how bactericidal 
antibiotics can cause cell death both by directly disrupting target-specific processes, and by indirectly promoting the 
formation of reactive oxygen species (ROS) as a consequence of altered respiration and cellular damage. Secondary 
metabolites can interface with these pathways at multiple points, including by interfering with respiration and redox 
homeostasis, directly generating ROS through redox-cycling, and detoxifying ROS via one-electron reactions. 
Secondary metabolites that promote oxidative stress can either antagonize or potentiate antibiotic toxicity, which is 
likely to depend on whether the resulting increases in ROS are moderate (thin arrow) or severe (thick arrow). Moderate 
increases in ROS may induce protective oxidative stress responses that can counteract antibiotic toxicity, whereas 
severe increases in ROS may overwhelm the defenses of the cell, which leads to synergistic effects with bactericidal 
antibiotics. B. The redox-active nature of pyocyanin (PYO) is visually apparent as it undergoes a color change from 
blue (oxidized) to colorless (reduced) upon gaining two electrons and two protons from cellular reductants. This 
reaction is reversible under physiological conditions. C. Many redox-active secondary metabolites can donate 
electrons to molecular oxygen in the process of cycling from a reduced (Red) to an oxidized (Ox) state, which leads 
to the formation of superoxide or hydrogen peroxide. Cells can detoxify these forms of ROS through enzymatic 
reactions catalyzed by superoxide dismutase, catalase, and alkyl hydroperoxide reductase [23]. D. Bacterial oxidative 
stress responses are typically regulated through multiple pathways. For example, in Pseudomonas aeruginosa, the 
H2O2-sensing transcription factor OxyR controls the expression of catalases and alkyl hydroperoxide reductases 
(AHPs) [86,87] (left). In addition, the transcription factor iron-sulfur cluster regulator (IscR) upregulates the 
biosynthesis of iron–sulfur cluster (isc) operons in response to oxidative stress caused by ROS such as superoxide or 
H2O2, which can directly damage the iron–sulfur cluster in IscR itself and thereby lead to depression of its regulon 
[88].  

 
PYO is another example of a bacterial secondary metabolite that induces oxidative stress 

responses. As a redox-active metabolite that can gain and lose electrons reversibly under 

physiological conditions (Fig. 2B), PYO can generate ROS under aerobic conditions through direct 

reduction of oxygen to superoxide (Fig. 2C), in addition to interfering with respiration [89,90]. In 

its producer, P. aeruginosa, PYO increases superoxide dismutase activity [91] and upregulates the 
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transcription of several other oxidative stress response genes, including those encoding alkyl 

hydroperoxide reductases, thioredoxin reductase, catalase and iron-sulfur cluster biogenesis 

machinery [42] (Fig. 2C-D). Intriguingly, PYO has been shown to increase the frequency of 

gentamicin-resistant mutants in P. aeruginosa cultures in a manner that is independent of drug 

efflux, as PYO does not upregulate aminoglycoside-transporting efflux pumps [31]. Given that 

gentamicin is known to promote increased intracellular ROS levels through the formation of 

complexes with iron [92,93], and that pre-treating cells with oxidants can prime them to tolerate 

antibiotics [94], a plausible explanation for this phenomenon is that PYO-induced oxidative stress 

responses counteract ROS-related gentamicin toxicity. This in turn could decrease the rate at which 

spontaneous mutants are stochastically lost from the population [95], which would lead to the 

observed increase in the frequency of resistant mutants. PYO can also promote the growth of P. 

aeruginosa in the presence of other aminoglycosides (kanamycin, streptomycin and tobramycin) 

and a β-lactam antibiotic (carbenicillin) [51]. Like gentamicin, these antibiotics are not known to 

be substrates for PYO-regulated efflux systems [31,52], but they belong to classes of drugs that 

have been shown to perturb cellular redox states [96,97], which again suggests that the observed 

decreases in antibiotic efficacy could be related to PYO-induced oxidative stress responses.  

Detoxification of ROS 

In contrast to ROS-generating redox-active secondary metabolites that induce enzymatic 

oxidative stress responses, secondary metabolites that possess antioxidant activity can protect 

against antibiotic assaults by directly detoxifying antibiotic-derived ROS. One example is 

ergothioneine, which is one of two major sulfur-containing redox buffers in mycobacteria, along 

with mycothiol. Loss of ergothioneine biosynthesis genes in Mycobacterium tuberculosis 

decreases minimum inhibitory concentrations (MICs) for rifampicin, isoniazid, bedaquiline and 

clofazimine, in addition to decreasing survival under treatment at the wildtype MICs by at least 

30-60% [98]. Other secondary metabolites with antioxidant activity have been shown to be 

important for resistance to ROS generated by host immune cells, including macrophages and 

neutrophils. One such metabolite is staphyloxanthin, a membrane-embedded carotenoid pigment 

that protects Staphylococcus aureus against ROS [99,100] and consequently decreases killing by 
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neutrophils [100]. Likewise, carotenoids produced by group B Streptococcus [101] and the dental 

pathogen Streptococcus mutans [102] have been implicated in resistance to ROS. The antioxidant 

capacity of these pigments has been attributed to their highly conjugated polyene backbones [103], 

though the exact mechanisms by which different carotenoids scavenge ROS remain unclear [104]. 

Importantly, antioxidant agents need not necessarily be located in the cytoplasm to protect against 

antibiotic-induced ROS accumulation, as exogenous catalase has been shown to increase bacterial 

survival following exposure to trimethoprim [105]. Thus, although most studies on membrane-

embedded carotenoids have focused on interactions with extracellular sources of ROS, these 

pigments might also be able to dampen oxidative stress that originates inside the cell during 

treatment with bactericidal antibiotics. Considering the growing body of evidence that redox 

imbalance and oxidative stress are downstream effects of many antimicrobial drugs [80], the 

possibility that staphyloxanthin or other membrane-associated pigments promote resilience to 

clinical antibiotics is worthy of further investigation.  

In addition to the above examples, certain microbially produced compounds that are not 

classic secondary metabolites, either because they are inorganic or are not always dispensable for 

normal growth, also contribute to antibiotic tolerance or resistance by enhancing the antioxidant 

capacity of bacterial cells. For example, endogenously generated H2S protects a diverse range of 

bacteria, including E. coli, P. aeruginosa, and S. aureus, against the toxicity of antibiotics known 

to exert oxidative stress, such as gentamicin [106]. This phenomenon has been proposed to stem 

from a dual-action mechanism whereby H2S both inhibits the Fenton reaction and stimulates the 

activities of catalase and superoxide dismutase [106]. Polyamines have also been shown to protect 

bacteria from antibiotic toxicity by counteracting oxidative stress. This is thought to be due in part 

to their capacity to neutralize free radicals [107,108], though physical protection of cellular 

components and indirect upregulation of other oxidative stress responses may also be involved 

[107,109]. E. coli upregulates production of putrescine and spermidine upon exposure to 

antibiotics under aerobic conditions, and these polyamines in turn statistically significantly 

increase viability under antibiotic treatment by decreasing ROS production and oxidative damage 

[110]. Similarly, putrescine secreted by Burkholderia cenocepacia protects its producer against 

oxidative stress arising from treatment with polymyxin B, norfloxacin, or rifampicin [108]. 
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Finally, in P. aeruginosa, the BqsRS regulatory system drives increased polyamine production 

upon sensing ferrous iron, which is prevalent in the lungs of patients with cystic fibrosis, thereby 

promoting survival in the presence of cationic antibiotics such as polymyxins and aminoglycosides 

[111]. Together, these examples demonstrate how interactions between diverse bacterial 

metabolites and oxidative stress can lead to increased resilience against clinical antibiotics.  

Synergistic interactions between secondary metabolites and antibiotics  

Besides the examples in which secondary metabolites decrease antibiotic efficacy by 

attenuating oxidative stress, it is also important to note that in some cases, secondary metabolites 

that increase ROS generation can amplify the toxicity of clinical antibiotics. One example is 2-

heptyl-3-hydroxy-4-quinolone, also known as the Pseudomonas quinolone signal (PQS), which is 

produced by P. aeruginosa. PQS is a redox-active molecule that can reduce not only free radicals 

but also metal ions, and consequently possesses both antioxidant properties and pro-oxidant 

activity, as reduction of iron promotes ROS formation through the Fenton reaction [112]. The pro-

oxidant activity seems to dominate in cells, as PQS induces oxidative stress responses and 

increases sensitivity to hydrogen peroxide and ciprofloxacin [112,113]. The pro-oxidant activity 

of PQS is also evidenced by the fact that overproduction of PQS acts synergistically with 

impairment of superoxide dismutase and catalase activity to increase endogenous oxidative stress 

and antibiotic susceptibility [114]. Notably, abolishment of PQS production increases tolerance to 

ciprofloxacin, imipenem and gentamicin [112]. Another redox-active secondary metabolite that 

increases antibiotic susceptibility under certain conditions is PYO. Although pre-exposure of P. 

aeruginosa to PYO increases tolerance to fluoroquinolones and promotes the establishment of 

gentamicin-resistant mutants, PYO and other phenazines have also been shown to increase the 

sensitivity of P. aeruginosa to cationic antimicrobial peptides, including colistin [31,50] and 

polymyxin B [51]. The underlying mechanism of this synergistic interaction has yet to be 

determined, but it is notable that polymyxin B precipitates severe oxidative stress in P. aeruginosa 

and other Gram-negative opportunistic pathogens [115,116]. Moreover, unlike fluoroquinolones 

or aminoglycosides, cationic antimicrobial peptides also permeabilize the outer membrane [117] 

and consequently might increase phenazine uptake, which would accelerate ROS generation even 
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further. Thus, the synergy between phenazines and cationic antimicrobial peptides may ultimately 

be driven by an overwhelming cascade of oxidative stress. Given that ROS-generating secondary 

metabolites can both potentiate and diminish antibiotic efficacy depending on the circumstances, 

future studies focused on revealing which of these effects take precedence during infections will 

be critical to better understand how such secondary metabolites may affect clinical treatment 

outcomes.  

Interspecies antibiotic resilience  

So far, we have discussed examples of secondary metabolites that either are known to affect 

their producer’s susceptibility to clinical antibiotics, or have the potential to do so based on their 

interactions with established mechanisms of antibiotic tolerance and resistance. However, equally 

important is the fact that many secondary metabolites, in particular those that are secreted, can also 

modulate interspecies antibiotic resilience (Fig. 3). Indeed, how interactions among members of a 

polymicrobial infection might affect antibiotic treatment outcomes has recently received much 

attention [118,119].  

Although our understanding of how exchangeable secondary metabolites affect 

community-level antibiotic resilience is still in its infancy, there have been several reports on this 

subject. For example, indole has been identified as an interspecies modulator of antibiotic tolerance 

between E. coli and Salmonella enterica subsp. enterica serovar Typhimurium [37,120]. S. 

Typhimurium, which is likely to interact with commensal E. coli during infection, does not 

produce indole, yet its tolerance to ciprofloxacin increased by greater than threefold in the presence 

of exogenously added indole, as well as in co-cultures with indole-producing E. coli [120]. Similar 

to its effect in E. coli, indole induces OxyR-regulated oxidative stress responses in S. 

Typhimurium, and deletion of oxyR abolished the indole-mediated increase in ciprofloxacin 

tolerance [120]. Interestingly, indole has also been reported to increase resistance to ampicillin in 

the indole non-producer P. aeruginosa, not by inducing oxidative stress responses, but rather by 

stimulating the expression of efflux pumps and a chromosomal β-lactamase [121]. These examples 

highlight the potential for secreted secondary metabolites to have both conserved and 

mechanistically divergent effects on antibiotic resilience in neighboring species.  
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Figure 3. Secondary metabolites as interspecies modulators of antibiotic resilience. The presence of secondary 
metabolite producers in polymicrobial infections can alter the community susceptibility profile to antibiotic treatment. 
When the producer is not present (part a), overall resilience levels upon antibiotic treatment are low. However, through 
the secretion of the secondary metabolite, the producer’s presence (part b; blue cells) can have distinct effects on different 
community members. For members intrinsically resistant to the secondary metabolite (yellow cells), the molecule’s 
presence can increase resilience to antibiotic treatment. However, if a member is sensitive to the secondary metabolite 
(green cells), the added toxicity can overwhelm cellular defenses, potentiating the killing by the clinical drug. 

Other secondary metabolites besides indole have shown potential as interspecies 

modulators of antibiotic resilience. For example, the protective effect against polymyxin B of 

putrescine secreted by B. cenocepacia extends not only to the producer, but also to neighboring 

species in co-cultures, including E. coli and P. aeruginosa [109]. Similarly, PYO produced by P. 

aeruginosa considerably increases the tolerance of multiple clinically relevant Burkholderia 

species to ciprofloxacin in co-cultures [31]. In yet another opportunistic pathogen, Acinetobacter 

baumannii, exposure to PYO increases the frequency of persisters to amikacin and carbenicillin 

by three- to four-fold [122], possibly through the upregulation of superoxide dismutase and 

catalase [122,123]. Finally, quorum sensing signals produced by P. aeruginosa induce fluconazole 

resistance in the yeast Candida albicans [124], which indicates that bacterial secondary 

metabolites can mediate not only interspecies but also interkingdom effects on antimicrobial 

efficacy. So far, these interactions have only been demonstrated in vitro. However, given that 

Burkholderia species, Acinetobacter species and fungal pathogens can all be found together with 

P. aeruginosa in chronic infections [68,125,126], these findings suggest that valuable insights 

could be gained from future studies focused on the in vivo relevance of secondary metabolite-

mediated interspecies induction of antibiotic resilience.  
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Importantly, although the above examples suggest that certain secreted secondary 

metabolites have the potential to raise the community-wide level of antibiotic resilience in 

polymicrobial infections, a secondary metabolite that promotes antibiotic resilience in one species 

will not always do so in others. One key consideration is that in order for a secondary metabolite 

to trigger cross-species induction of resilience to clinical antibiotics, the non-producing species 

must be able to tolerate any stress caused by the secondary metabolite. If toxicity outweighs 

benefits from defense induction or antibiotic detoxification, the non-producing species would not 

gain a benefit. In fact, the secondary metabolite might even act synergistically with the clinical 

antibiotic [127]. Examples of this type of interaction have been found between S. aureus and P. 

aeruginosa, two species that often co-occur in patients with cystic fibrosis [128–130]. S. aureus is 

sensitive to several secondary metabolites secreted by P. aeruginosa [131,132], and some of these 

can increase the susceptibility of S. aureus to clinical antibiotics. For example, P. aeruginosa-

produced rhamnolipids potentiate tobramycin toxicity in S. aureus by increasing membrane 

permeability [131]. Another P. aeruginosa-produced secondary metabolite, 2-n-heptyl-4-

hydroxyquinoline N oxide (HQNO), was recently shown to increase the sensitivity of S. aureus 

biofilms to fluoroquinolones and membrane-targeting antibiotics via a similar mechanism [133]. 

However, the toxic effects of P. aeruginosa secondary metabolites on S. aureus are not always 

synergistic with clinical antibiotics. By inhibiting growth, HQNO promotes tolerance in S. aureus 

biofilms specifically to antibiotics targeting cell wall synthesis and protein synthesis [134], 

contrary to its effect on other classes of antibiotics. By contrast,  in planktonic cultures of S. aureus, 

HQNO can induce multidrug tolerance by inhibiting respiration and depleting intracellular ATP 

[131]. The interference of PYO with respiration in S. aureus similarly selects for non-respiring 

small colony variants [132,135], which are often resistant to antibiotic treatment [136]. In such 

cases where different secondary metabolites produced by one species seem to have conflicting and 

condition-dependent effects on a neighboring species, in vivo studies and co-culture experiments 

are particularly necessary to determine the overall impact on clinical antibiotic efficacy.  

The potential for P. aeruginosa-produced secondary metabolites to have complex effects 

on antibiotic resilience has also been observed in another opportunistic pathogen, 

Stenotrophomonas maltophilia. Compared to members of the Burkholderia cepacia complex, 
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which strongly benefit from exposure to PYO during treatment with ciprofloxacin, S. maltophilia 

is more sensitive to PYO toxicity, exhibiting growth inhibition at concentrations as low as 50 µM 

[31]. At a low but still lethal dose of ciprofloxacin, PYO at concentrations up to 50 µM statistically 

significantly increased survival of S. maltophilia, which suggests that defenses against 

fluoroquinolones are indeed induced by PYO in this species [31]. Yet at a ten-fold higher dose of 

ciprofloxacin, even 10 µM PYO was detrimental [31]. Notably, although in situ levels of PYO can 

vary greatly across patients infected with P. aeruginosa, PYO has been detected in infected sputum 

and wound exudates at concentrations up to 130 µM or 0.31 mg/g, respectively [137,138]. Thus, 

the example of PYO and S. maltophilia suggests that to predict how a secondary metabolite will 

affect community-wide levels of resilience to clinical antibiotics during a polymicrobial infection, 

it is imperative to characterize the directionality and magnitude of interspecies effects over a range 

of clinically relevant concentrations of both the secondary metabolite and the clinical antibiotic.  

Implications for resistance evolution 

In recent years, it has increasingly become appreciated that antibiotic tolerance cannot only 

directly contribute to infection treatment failure, but also promote the establishment of heritable 

resistance mutations [139–143]. Exploration of the connection between antibiotic tolerance and 

the evolution of resistance has largely focused on tolerance resulting from spontaneous mutations 

that are selected by treatment with clinical antibiotics [139,140,142,143]. However, effects on the 

establishment of heritable resistance mutations have also been demonstrated for at least one 

secondary metabolite produced by an opportunistic pathogen, namely, PYO. Experiments based 

on classic fluctuation tests revealed that PYO increases the rate of mutation to antibiotic resistance 

not only in the producing species, P. aeruginosa, but also in a clinical isolate of a co-occurring 

opportunist, Burkholderia multivorans [31]. Notably, the impact of PYO on the acquisition of 

heritable resistance varied across different classes of antibiotics. In particular, strong effects were 

observed for drugs against which PYO-induced defenses confer increased tolerance, which 

suggests that this phenomenon is indeed driven by tolerance as opposed to a mutagenic effect of 

PYO. Remarkably, in B. multivorans, treatment with PYO increased mutation rates for 

ciprofloxacin resistance to a level rivaling clinical hypermutator strains [31,144]. In addition, in 
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both P. aeruginosa and B. multivorans, pre-treatment with PYO prior to antibiotic treatment was 

sufficient to increase the rate at which resistant mutants became established, even without 

continued exposure to high levels of PYO [31]. These findings collectively reveal the potential for 

tolerance-inducing secondary metabolites to have a substantial impact on the evolution of 

antibiotic resistance. However, future experiments will be necessary to investigate the clinical 

relevance of these observations, and whether the link between tolerance and resistance triggered 

by PYO exposure can be generalized to other secondary metabolites remains to be determined.  

Concluding remarks and future directions 

Although direct connections between bacterial secondary metabolite production or 

exposure and resilience to clinical antibiotics have only been pursued in a small number of studies, 

many more secondary metabolites are known to interface with cellular functions that are relevant 

to antibiotic tolerance and resistance, especially drug efflux and oxidative stress responses. We 

hope the examples discussed in this chapter stimulate further investigation into the conditions 

under which these and related secondary metabolites alter the efficacy of clinical antibiotics, 

particularly during treatment of infections. Currently, PYO represents the secondary metabolite 

for which the most detailed evidence on this topic is available, likely due to the extensive research 

attention that its producer, P. aeruginosa, has received. However, we expect that deliberately 

searching for such molecules across a broad range of opportunistic pathogens (Box 1) will reveal 

additional as-yet-uncharacterized secondary metabolites that have the potential to affect antibiotic 

treatment outcomes. Soil-borne opportunistic pathogens in particular often possess the 

biosynthetic capacity to produce a great variety of secondary metabolites [66,145–147], perhaps 

because they have to cope with the extraordinary complexity and heterogeneity that typifies the 

soil environment [148]. In most cases, the biological functions of these secondary metabolites, as 

well as whether they are produced during infections, remain unknown. However, biosynthetic gene 

clusters for secondary metabolites are often located near or co-transcribed with genes encoding 

efflux pumps [149–151], and numerous microbial secondary metabolites are redox-active and 

therefore have the potential to generate or detoxify ROS [12,152], which suggests that interactions 

with clinical antibiotic efficacy are likely to be far more common than is currently appreciated.  
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Importantly, understanding the molecular mechanisms involved in the cellular responses 

triggered by a secondary metabolite, as well as the chemical properties of the secondary metabolite 

itself, can provide practical insights regarding which clinical antibiotics are likely to be affected. 

With this knowledge in hand, combined with an understanding of other environmental and 

physiological factors that affect antibiotic susceptibility [153,154], we posit that it will be possible 

to optimize the use of existing antibiotics so as to better minimize the risk of treatment failure and 

prevent the evolution of resistance in vivo. For example, if a pathogen produces a secondary 

metabolite that upregulates efflux pumps specific to fluoroquinolones and other aromatic 

molecules, the chances of successful treatment would likely be higher with another class of 

antibiotics that is not susceptible to this defense, such as aminoglycosides. The biosynthetic 

pathways for these secondary metabolites, or even the molecules themselves, could also be targets 

for the development of new adjuvants for antimicrobial drugs. Such efforts are already underway 

for secondary metabolites such as PYO and staphyloxanthin [155–158], which are also known to 

act as virulence factors [159]. For example, enzymatic removal of PYO increased antibiotic killing 

of P. aeruginosa biofilms in vitro [158]. In addition, inhibiting a bacterial enzyme that generates 

H2S increased the potency of bactericidal antibiotics both in vitro and in mouse infection models 

[160]. These results encourage further exploration of whether targeting the production or presence 

of specific bacterial metabolites could optimize the clinical efficacy of treatments for infections. 

Finally, retooling clinical antimicrobial susceptibility testing protocols to account for the impact 

of secondary metabolites on antibiotic efficacy (Box 2) could potentially improve the predictive 

value of these assays, especially in the case of secondary metabolite-producing opportunistic 

pathogens, such as members of the Burkholderia cepacia complex, that often exhibit discrepancies 

between in vitro minimum inhibitory concentration measurements and clinical treatment outcomes 

[161].  

In conclusion, our ability to address the vexing challenges posed by antibiotic tolerance 

and resistance in the future has much to gain by reflecting on the past. The evolutionary and 

ecological history of natural antibiotics intersects directly with the history of clinical antibiotic 

discovery. While the soil has continued to provide a rich reservoir for natural product mining 

efforts, what has gotten lost is the fact that alongside the evolution of pathways that synthesize 
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these molecules, other pathways have co-evolved that respond to them. Remembering this shared 

historical context is important for predicting how secondary metabolites might affect the response 

of polymicrobial communities to conventional antibiotics, and compels creative thinking about 

novel ways to manage such responses.  

Box 1: Guidelines for establishing causal links between secondary metabolite production and 

increased antibiotic tolerance or resistance 

We propose a few steps for the investigation of secondary metabolite-mediated changes in 

antibiotic susceptibility.  

1. Identifying the candidate secondary metabolite. This can be achieved in multiple ways, 

including based on molecular structure or its physiological effects on the cells. Genomic 

analysis could also reveal potentially relevant secondary metabolites produced by pathogens 

[162]. Researchers should investigate whether the putative secondary metabolite of interest 

shows any toxicity to the producer, as well as the molecular responses induced upon exposure 

to it. For example, the fact that pyocyanin (PYO)  is toxic to producing cells [42],  shares 

structural similarities to fluoroquinolones (Fig. 1B), and induces efflux systems [9,42], led to 

predictions about how this metabolite could decrease susceptibility to these drugs [31]. 

Transcriptomics approaches can be used to reveal responses caused by the specific secondary 

metabolite [9,31,35,37,42]. Importantly, it will often be necessary to construct a mutant strain 

lacking the biosynthetic genes for production of the secondary metabolite as a negative 

control.  

2. Detecting the secondary metabolite. It is essential to use an accurate and quantitative detection 

method because the secondary metabolite concentration might affect antibiotic susceptibility. 

Possible detection methods may include ultraviolet or visible light spectroscopy or mass 

spectrometry, both of which can be coupled to high-performance liquid chromatography in 

the case of analyzing complex samples (for example, extracts of microbial cultures or clinical 

samples). Investigators should attempt to detect the secondary metabolite in the relevant 

clinical context (for example, in infected sputum, wound exudates or stool samples) 
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[81,82,137,138]. Importantly, concentrations of the secondary metabolite in vivo might vary 

greatly among patients, depending on a variety of infection parameters (for example, infection 

stage, the strain causing the infection, the number of bacterial cells present). For this reason, 

the guidelines provided will, at least initially, likely be most useful for cases of chronic 

infections, where longitudinal monitoring of patients coupled with repeated measurements of 

the in vivo concentrations of secondary metabolites can be used to constrain in vitro 

experiments (see below; and Box 2). 

3. Considering the effects on nearby species. It is also critical to account for the effect of 

secondary metabolites on the entire microbial community in the case of polymicrobial 

infections. Thus, investigators should consider which species are most commonly found 

together with the secondary metabolite producer in the type of infection being studied. Then, 

investigators should perform experiments in which the producer and non-producers are co-

cultured, or the non-producers are separately exposed to controlled concentrations of the 

secondary metabolite. Understanding how the non-producers are affected, including the 

molecular mechanisms involved, is essential for predicting how the secondary metabolite 

might change the overall antibiotic susceptibility profile of a microbial community.  

4. Testing the secondary metabolite-mediated effects on antibiotic susceptibility. Tolerance and 

resistance are two different modes of antibiotic resilience that should be tested separately [14–

16] (see the figure, part a); the former can be measured by determining the percentage of 

surviving cells following a temporary exposure to the antibiotic, whereas the latter calls for 

assessing the ability to grow in the presence of the antibiotic. There are also various assays 

available for testing secondary metabolite-mediated effects on drug susceptibility in 

multispecies communities (see the figure, part b). In liquid co-cultures, the species can be 

grown with or without separation by a permeable membrane that restricts interactions to those 

mediated by diffusible small molecules. For biofilms, experiments can be performed in  

macroscopic assays (for example, colony biofilms, with species mixed or separated), or 

microscopic assays (for example, microfluidics [163,164] or alternative assays like the agar 

block biofilm assay (ABBA) [157,165], to which concomitant measurements of 
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microenvironment variables such as pH or O2 levels have been applied (see the figure, part 

b)). Importantly, the decision to perform experiments on liquid cultures versus biofilms can 

influence the results, as some secondary metabolite-mediated tolerance mechanisms are 

specific to biofilms. For example, the increased release of extracellular DNA mediated by 

secondary metabolites can stimulate biofilm formation, which results in increased tolerance 

levels [166]. In addition, redox-active secondary metabolites, such as phenazines, greatly 

affect metabolism within biofilms [50,167], which in turn modulates antimicrobial drug 

efficacy [50,80]. By contrast, planktonic cultures provide better control for testing specific 

secondary metabolite-mediated responses and are amenable to more sophisticated methods 

when evaluating resistance, such as fluctuation tests, in which a large number of parallel 

cultures are plated on a selective medium and the number of spontaneous resistant mutants 

from each culture serves as the input into a mathematical formula for inferring mutation rates 

[168,169]. The investigators should therefore decide what is more appropriate for their 

particular questions. 

 
Box Figure. The blue color in tubes or plates (in part A) or the blue dots (in part B) represent the secondary metabolite. 

Box 2: Accounting for secondary metabolite production during AST  

As the traditional basis for determining appropriate courses of treatment for infections, 

antimicrobial susceptibility testing (AST) is a cornerstone of clinical microbiology. However, in 

many clinical contexts, there is little to no correlation between AST results and treatment outcomes 
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[170,171], which may stem in some cases from the fact that standard AST conditions generally 

preclude detection of interactions between secondary metabolites and antimicrobial drugs. Clinical 

AST relies on a readout of absence of growth in cultures that are inoculated at low cell densities 

[172], whereas secondary metabolites are typically not produced until at least late log-phase or 

early stationary phase [7]. Moreover, AST is routinely performed on single-species cultures even 

in the case of polymicrobial infections, eliminating the possibility of detecting secondary 

metabolite-mediated interspecies interactions that could affect antimicrobial efficacy.  

We suggest a few speculative but testable modifications to clinical AST protocols that 

could help account for the effects of microbial secondary metabolites produced during infections. 

Our intent is to inspire concrete discussion of how a better understanding of interactions between 

secondary metabolites and clinical antibiotic efficacy could eventually be applied to improve 

treatment outcomes, while also recognizing the probable complexity of such endeavors. Given that 

secondary metabolites can substantially affect antimicrobial efficacy, the proposed modifications 

might improve the empirical correlation between in vitro AST results and the success of clinical 

treatments. However, many factors beyond secondary metabolite production (for example, biofilm 

formation, nutritional conditions and/or host-derived molecules) are likely to also affect antibiotic 

susceptibility in situ during infections. The approaches proposed below would need to be refined 

and validated in animal models of infection, and ultimately tested in clinical trials comparing 

patient outcomes against the use of traditional AST for antimicrobial drug selection. In addition, 

if studies indicate that secondary metabolite-related modifications improve the predictive value of 

AST, scalability in terms of cost and throughput will need to be further optimized before 

widespread implementation becomes possible in clinical microbiology laboratories.  

1. Use filtered supernatants from overnight cultures of the infective microorganism or 

microorganisms). By setting up AST assays using a mixture of fresh growth media and filtered 

supernatant from an overnight culture of the infective agent, the effects of any secondary 

metabolites produced during late log phase or stationary phase could be accounted for without 

needing to modify other aspects of standard AST protocols (for example, visible growth as a 

readout). A key advantage of this approach is that it is agnostic to which secondary metabolite 
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is produced, avoiding the need for prior knowledge of the biosynthetic capabilities of the 

infective agent, as well as accounting for the combined effects of multiple secondary 

metabolites. However, this approach would significantly increase the time to result. In 

addition, mixing spent supernatant with fresh growth media might dilute the concentrations of 

the secondary metabolites below clinically relevant levels. The concentrations of different 

nutrients in the media would also be affected, possibly in unpredictable ways across different 

strains, which in turn could also impact antibiotic susceptibility; indeed, the choice of growth 

medium in general can significantly influence MIC measurements [173].  

2. Add purified secondary metabolites exogenously to cultures. If it is known that the infective 

species produces specific secondary metabolites that have been validated as clinically relevant 

(for example, pyocyanin (PYO) in Pseudomonas aeruginosa or indole in Escherichia coli), 

purified forms of the secondary metabolites could be added to traditional AST assays. An 

advantage of this approach is the ability to control the level of exposure to the secondary 

metabolites, which would make it possible to ensure that the concentrations in the AST assay 

are similar to those detected in clinical samples. However, this approach requires that the 

secondary metabolites be commercially available or otherwise economically viable to 

synthesize or purify from cultures. In addition, prior knowledge of the biosynthetic capabilities 

of the infective agent would be necessary. An important caveat in this regard is that microbial 

secondary metabolite production can vary greatly from strain to strain within the same species. 

Thus, basing the working concentration of a secondary metabolite on an average across strains 

or patient samples may lead to over- or underestimation of the effects of the secondary 

metabolite in individual cases.  

3.  Adjust antibiotic ‘breakpoint’ guidelines according to in situ levels of secondary metabolites. 

For secondary metabolites that are commonly found in infections and can be procured in 

purified form, in vitro testing could lead to the development of mathematical models that 

quantitatively relate the concentration of the secondary metabolite to the change in the 

producing species’ resistance to different antimicrobial drugs. Once validated across a range 

of different strains, such models could potentially enable secondary metabolite-based 
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adjustments to the standard ‘breakpoint’ antibiotic concentrations used by clinicians to classify 

microorganisms as susceptible or resistant. Assays for the quantification of the secondary 

metabolite in patient samples could then be combined with traditional AST testing. Such an 

approach would enable taking into account strain variability in secondary metabolite 

production and avoid necessitating modifications to existing AST protocols. However, this 

approach might also lead to underestimation of secondary metabolite effects in some cases, as 

bulk measurements of a secondary metabolite in a patient sample may obscure heterogeneity 

at the micron scale.  

4.  Grow multiple species together if they are co-isolated from a polymicrobial infection. 

Secreted secondary metabolites produced by one species can affect antimicrobial efficacy in 

neighboring species. Thus, in the case of polymicrobial infections, inoculating multiple 

species together in AST assays may improve prediction of the overall community response to 

antimicrobial drugs. To account for the production of secondary metabolites, this approach 

would still need to be combined with other modifications, such as those proposed above 

(points 1-3). In addition, the optimal ratios at which to inoculate different species would need 

to be investigated and standardized. Alternatively, it may be possible to perform AST using 

mixed cultures derived directly from patient samples, either bypassing or in parallel to the step 

in which individual isolates are obtained and identified.  
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Glossary 

Tolerance: The ability to survive transient antibiotic exposure. 

Resistance: The ability to grow in the presence of antibiotics at a given concentration. 

Antibiotic resilience: The ability of a bacterial population to be refractory to antibiotic treatment 

via tolerance and/or resistance. 

Efflux pumps: Membrane-associated transport proteins that are responsible for the extrusion of 

various compounds out of the cell. 

Persisters: A subpopulation of bacteria that is killed by a given antibiotic at a much slower rate 

than the rest of the population, in a manner that is non-heritable. 

Antioxidant activity: The ability to neutralize highly reactive free radicals. 

Pro-oxidant activity: The ability to induce oxidative stress. 

Polymicrobial infection: An infection that is caused by more than one species of microorganism. 
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Table 1. Secondary metabolites produced by opportunistic or enteric pathogens and their 

impacts on antibiotic efficacy. 
Metabolite Producer Antibiotic affected Mechanism Refs 

PYO Pseudomonas aeruginosa 
Fluoroquinolones, 
aminoglycosides*, 
chloramphenicol, carbenicillin 

Efflux induction, oxidative 
stress response induction [31,50,51] 

PCA, PCN P. aeruginosa Ciprofloxacin, tobramycin, 
carbenicillin Metabolic changes [50] 

Paerucumarin P. aeruginosa Chloramphenicol, 
ciprofloxacin Efflux induction [56] 

Indole Escherichia coli Fluoroquinolones, gentamicin, 
ampicillin, carbenicillin  

Efflux induction, oxidative 
stress response induction [35,39,83,120] 

Salicylate Burkholderia spp. Chloramphenicol, 
trimethoprim, ciprofloxacin Efflux induction [61] 

HQNO P. aeruginosa Meropenem 
Increased extracellular DNA 
release and biofilm 
formation 

[166] 

Ergothioneine Mycobacterium 
tuberculosis 

Rifampicin, isoniazid, 
bedaquiline, clofazimine 

Direct ROS detoxification, 
redox buffering [98] 

Polyamines (putrescine, 
spermidine) 

E. coli, Burkholderia 
cenocepacia, P. aeruginosa 

Levofloxacin, amikacin, 
cefotaxime, polymyxin B, 
norfloxacin, rifampicin, 
tobramycin 

Direct ROS detoxification, 
decreased drug penetration [108,110] 

 PQS P. aeruginosa 
Ciprofloxacin, oxofloxacin, 
imipenem, meropenem, 
gentamicin, colistin 

Increased ROS generation [112,114] 

H2S Diverse microorganisms 
Gentamicin, amikacin, 
nalidixic acid, ciprofloxacin, 
ampicillin 

Oxidative stress response 
induction, Fe2+ sequestration, 
redox buffering 

[106,174] 

Staphyloxanthin Staphylococcus aureus ND Direct ROS detoxification [99,100] 
Carotenoids Streptococcus spp. ND Direct ROS detoxification [101,102] 
2,3-dihydroxybenzoate E. coli ND Efflux induction [33] 

Toxoflavin Burkholderia spp. ND 
Efflux induction**, 
oxidative stress response 
induction** 

[71,74] 

Phthiocol M. tuberculosis ND Oxidative stress response 
induction** [175,176] 

D-alanylgriseoluteic acid Pantoea agglomerans ND Oxidative stress response 
induction** [177,178] 

β-3H-
indolydenopyruvate Achromobacter sp. ND ND [179] 

Anthraquinones (for 
example, emodin, 
endocrocin) 

Aspergillus spp. ND ND [180,181] 

HQNO, 2-n-heptyl-4-hydroxyquinoline N oxide; PCA, phenazine 1-carboxylic acid; PCN, phenazine 1-carboxamide; 
PQS, Pseudomonas quinolone signal; PYO, pyocyanin, ROS, reactive oxygen species. 
ND, not determined; these are molecules whose effects on antibiotics have not been directly tested.  
* For aminoglycosides, PYO has been shown to increase or decrease antibiotic resilience, depending on the studied 
conditions.  
** Hypothesized mechanisms by which the molecule might affect susceptibility. 
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C h a p t e r  3  

PHENAZINE PRODUCTION IS A “DOUBLE-EDGED SWORD”: 
The nuanced physiological effects of pyocyanin on Pseudomonas aeruginosa 

This chapter is adapted from: 

Meirelles, L.A., and Newman, D.K. (2018). Both toxic and beneficial effects of pyocyanin contribute 

to the lifecycle of Pseudomonas aeruginosa. Mol Microbiol 110: 995-1010. 

https://doi.org/10.1111/mmi.14132 

Abstract 

Pseudomonas aeruginosa, an opportunistic pathogen, produces redox-active pigments 

called phenazines. Pyocyanin (PYO, the blue phenazine) plays an important role during biofilm 

development. Paradoxically, PYO auto-poisoning can stimulate cell death and release of 

extracellular DNA (eDNA), yet PYO can also promote survival within biofilms when cells are 

oxidant-limited. Here we identify the environmental and physiological conditions in planktonic 

culture that promote PYO-mediated cell death. We demonstrate that PYO auto-poisoning is 

enhanced when cells are starved for carbon. In the presence of PYO, cells activate a set of genes 

involved in energy-dependent defenses, including: (i) the oxidative stress response, (ii) RND 

efflux systems and (iii) iron-sulfur cluster biogenesis factors. P. aeruginosa can avoid PYO 

poisoning when reduced carbon is available, but blockage of adenosine triphosphate (ATP) 

synthesis either through carbon limitation or direct inhibition of the F0F1-ATP synthase triggers 

death and eDNA release. Finally, even though PYO is toxic to the majority of the population when 

cells are nutrient limited, a subset of cells is intrinsically PYO resistant. The effect of PYO on the 

producer population thus appears to be dynamic, playing dramatically different yet predictable 

roles throughout distinct stages of growth, helping rationalize its multifaceted contributions to 

biofilm development.   
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Introduction 

In nature, bacteria rarely grow alone and mostly live in microbial communities called 

biofilms. The term “biofilm” refers to aggregates of microorganisms embedded in a self-produced, 

extracellular matrix [1]. Biofilms are important in many contexts, not the least of which is human 

health, as diverse pathogens become significantly more drug-tolerant when they adopt a biofilm 

lifestyle rather than a free-growing state [2]. Among the different bacteria that can form biofilms, 

Pseudomonas aeruginosa is one of the most notorious: a globally-significant, opportunistic 

pathogen that contributes to many types of infections [3].  

The biofilm extracellular matrix comprises diverse extracellular polymeric substances 

(EPS), including polysaccharides, proteins, lipids and extracellular DNA (eDNA) [4]. 

Extracellular DNA is an important building component of the matrix and has become a target in 

biofilm-control approaches [5]. The importance of eDNA during biofilm formation has been 

established for several bacterial species, as recently reviewed by [6]. In the P. aeruginosa biofilm 

matrix, eDNA is the most abundant polymer, often accounting for more than 50% of the 

extracellular matrix; its removal can significantly disrupt biofilm structure [7–9]. It is well known 

that most of the eDNA important for biofilm formation in P. aeruginosa biofilms comes from lysis 

of a subpopulation of the cells [10]. A few different mechanisms for cell lysis have been described 

for P. aeruginosa, including activation of prophage endolysins that disrupt the cell wall and release 

DNA and other cytoplasmic contents to the environment [11–13]. This type of eDNA release is 

stimulated under stressful conditions. Auto-poisoning through production of the small molecule 2-

n-heptyl-4-hydroxyquinoline-N-oxide (HQNO) also leads to eDNA release and has a direct impact 

on biofilm formation [14]. We use the terms “auto-poisoning,” “cell death,” and “cell lysis” as 

follows: auto-poisoning is the toxic effect caused by a molecule that eventually can kill the 

producing cells; after auto-poisoning, different cell death processes can be activated, which may 

or may not lead to cell lysis (breaking down of the cell membrane) and eDNA release [15,16]. 

In addition to being a model biofilm-forming organism, P. aeruginosa is also known for 

its production of colorful, redox-active molecules called phenazines—dibenzo annulated 

pyrazines, containing two nitrogen atoms in the center ring that mediate proton-coupled electron 
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transfer [17–19]. Over the last decade, a variety of beneficial physiological functions have been 

attributed to phenazines, for example, cell signaling, electron shuttling to diverse oxidants and 

promotion of survival under electron acceptor limitation [20–23], with different functions 

attributed to different phenazines. One of the best studied phenazines is pyocyanin (PYO), which 

has medical importance and has long been considered a virulence factor that is toxic to host cells 

[24]. This toxicity is mainly due to its capacity to quickly reduce molecular oxygen, thereby 

generating superoxide, which by enzymatic or abiotic dismutation generates hydrogen peroxide 

[25,26].  

Even though PYO production can enhance biofilm formation in P. aeruginosa [27,28], at 

which stages of biofilm development and precisely how it acts, are not fully understood.  Previous 

studies suggest that PYO might mediate biofilm development in at least three different, 

complementary ways: (i) causing auto-poisoning and eDNA release during early stages of biofilm 

formation, mostly due to generation of oxidative stress [29,30], which we expand upon in this 

study; (ii) indirectly modulating levels of the second messenger bis-(3′,5′)-cyclic-dimeric-

guanosine (c-di-GMP) and EPS production [31]; and (iii) stimulating expansion of 

biofilms/aggregates under anoxic/hypoxic conditions, where PYO can function as an alternative 

electron acceptor and alleviate reducing stress [30,32,33]. In all cases, PYO-modulated effects—

be they beneficial or deleterious, at the level of the single cell—seem to be tightly linked to 

environmental and physiological conditions. Accordingly, we set out to determine how different 

conditions commonly encountered by cellular populations at distinct growth stages result in PYO-

dependent cellular effects, focusing primarily on cell death. We demonstrate that PYO production 

has predictable, distinct and dramatic cellular consequences, according to the physiological state 

of the producer. 
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Results 

Phenazine production stimulates a morphologically-distinct type of cell death early in biofilm 

development 

We started by imaging early-stage biofilms attached to glass, when cells settle on the 

surface and form microcolonies. eDNA is known to play an important structural role at this stage 

of biofilm development [8]. We performed a standard biofilm development assay and quantified 

phenazine auto-poisoning using the wild-type (WT) strain of P. aeruginosa PA14 (Pa PA14) that 

produces different phenazines, including PYO, and a ∆phz strain that cannot make phenazines 

(both phz1 and phz2 operons are deleted in this strain [20]). We grew WT and ∆phz Pa PA14 cells 

in 8-well chambers for 6 hours. In this assay, cells attach to the coverslip on the bottom of the 

chamber to initiate biofilm formation (Fig. 1A). We noticed significant amounts of cell death in 

these young biofilms (Fig. 1A). In addition, we found that the WT attached cells died more than 

∆phz cells (Fig. 1B), consistent with the observation that phenazine production increases cell death 

in biofilms. 

 
Figure 1. Phenazine production increases cell death early in biofilm development, and cell death happens in 
two morphologically-distinct ways. A. Picture of a 6-hour WT biofilm showing dead cells stained with TOTO-1 
iodide (magenta), which does not penetrate live cells; scale bar: 20 µm. B. WT strain shows higher levels of cell death 
when compared to the ∆phz strain that cannot produce phenazines. Left: representative pictures of attached live (green-
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DAPI) and dead (magenta-TOTO) cells – scale bars: 5 µm; right: quantification of cell death for WT and ∆phz. Red 
lines show the average + standard deviation of the proportion of dead cells for both treatments. Ratio of cell death 
WT/∆phz = 1.39. C. Time-lapse of cells growing on agar pads showing the two morphologically-distinct cell death 
events: “shrinking” (blue circles) and “explosive” lysis (magenta rectangles); scale bars: 5 µm. Zoomed in pictures 
for both are shown on the right (scale bars: 3 µm). Cells were constitutively expressing yellow fluorescent protein 
(YFP), and fluorescence loss combined with morphology change (DIC) can be seen during cell death. D. Both 
explosive and shrinking lysis release DNA and other cellular contents into the environment. Explosive lysis quickly 
spreads eDNA extracellularly (left), but eDNA also leaks out of dead cells after shrinkage events (right: note the cloud 
of fluorescence [white arrows] leaking from the three dead cells [circles, DIC]). Scale bars: 5 µm. Brightness was 
increased for better visualization of the TOTO signal. 

Next, we visualized cell death at the single-cell level. Because previous studies suggested 

that PYO production can cause eDNA release [29], we used this phenazine for these experiments. 

Cells in mid-exponential phase were washed and re-suspended on top of agarose pads containing 

100 µM PYO and imaged using fluorescence microscopy. When looking at the cells, we observed 

at least two morphologically-distinct death events that we refer to as “explosive” and “shrinking 

lysis” (Fig. 1C). Explosive cell lysis in P. aeruginosa occurs in different strains (including PA14, 

PAO1, PAK, PA103 and others), stimulating eDNA release and biofilm formation [13]. It is 

caused by the activation of a prophage endolysin (lys) present in the R- and F-pyocin gene cluster 

in the P. aeruginosa genome, and is activated under stressful conditions [13]. We observed a very 

similar phenomenon happening during our experiments (Fig. 1C). Yet we also noticed a different 

cell death phenotype, “shrinking lysis,” where cells contract in size at the moment of death (Fig. 

1C); in contrast to explosive lysis, these cells remain visible under the microscope after death (Fig. 

1C). Phenazine production increases shrinking lysis during early biofilm development (Fig. 1B); 

to our knowledge, this cell death phenotype has not been previously characterized. It was 

previously shown that after explosive lysis, all the cytoplasmic contents (including DNA) are 

expelled to the environment (Fig. 1D-left, [13]). To test if shrinking lysis events can also release 

eDNA in the medium, we used TOTO-1 iodide, a nucleic acid stain  that does not penetrate living 

cells [34]. We observed that eDNA slowly leaks out of shrunken cells, indicating that shrinking 

lysis provides an alternate route for eDNA release at an early stage in biofilm development (Fig. 

1D). Together, these data show that phenazine production stimulates auto-poisoning in Pa PA14 

biofilms, enhancing eDNA release to the environment by triggering a morphologically-distinct 

type of cell death. 
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PYO increases cell death in liquid cultures under stationary phase conditions 

Heterogeneity during biofilm development and low efficiency of eDNA quantification in 

biofilm assays limit the range of conditions we can readily control to study phenazine-mediated 

eDNA release. Therefore, we switched to experiments using planktonic cultures. First, we checked 

whether the enhanced cell death we saw in our early stage biofilm experiments could be 

recapitulated under planktonic growth conditions. We measured the number of colony forming 

units (CFU) from cultures of WT and ∆phz strains over the course of batch growth (Fig. 2A). By 

the first time point (18h), the WT cultures had already produced considerable amounts of 

phenazines in the medium, particularly the blue phenazine PYO (see tubes in Fig. 2A). Standard 

incubator shaking (250 rpm) was sufficient to maintain PYO in its oxidized state (blue color). WT 

cultures consistently showed lower CFU recovery than ∆phz cultures, and this difference increased 

over time. Adding physiologically relevant amounts of exogenous PYO (100 µM) to the ∆phz 

culture recapitulated poisoning levels present in WT (Fig. 2A).  

In addition to PYO, P. aeruginosa strains produce and secrete other phenazines, including 

phenazine-1-carboxylic acid (PCA), phenazine-1-carboxamide (PCN) and 1-hydroxyphenazine 

(1-OH-PHZ) [18]. Because different phenazines can affect cells in different ways [35], we 

compared the toxicity of these four phenazines. ∆phz cells were re-suspended in phosphate buffer 

with a given phenazine, and survival was measured after 24 and 48 hours. PYO is the most toxic 

phenazine (Fig. 2B), followed by 1-OH-PHZ, PCN and PCA. Perhaps not surprisingly, phenazine 

toxicity under oxic conditions correlates with their oxygen reactivity: the faster a phenazine 

reduces oxygen abiotically, the higher its toxicity (Fig. 2B, [36]). Because (i) Pa PA14 produces 

significant amounts of PYO, (ii) PYO causes the highest toxicity, and (iii) PYO production is 

known to be involved in eDNA release [29], we focused specifically on PYO-mediated cell death 

and eDNA release for the remainder of our experiments. 
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Figure 2. Pyocyanin production causes auto-poisoning and cell death in Pa PA14. A. Viability assay shows a 
faster decrease of CFUs for the WT producing phenazines compared to the ∆phz strain; addition of exogenous PYO 
restores WT poisoning levels. Culture medium used: succinate minimal medium (SMM – see Experimental 
Procedures), with 40 mM sodium succinate. B. Phenazines induce a range of toxicity, with PYO being the most lethal. 
O2-reactivity constants previously measured for three of the four used phenazines [36] are also given, showing a 
correlation between O2 reactivity and toxicity. For A-B, we performed One-way ANOVA (p < 0.05) with Tukey’s 
HSD multiple-comparison test ([n.s. = p > 0.05 - not a statistically significant difference]; [* = p < 0.05]; [** = p < 
0.01]; [*** = p < 0.001]). For p-values of all comparisons between phenazines, see Table S2. Bar graphs represent 
averages of four replicates and error bars represent standard deviation (SD). C. High-throughput plate reader assay 
confirms higher levels of auto-poisoning due to PYO production. Top: optical density at 500nm (OD500) measurements 
for growth curve; bottom: propidium iodide (PI) fluorescence, always presented with background colored in light red, 
indicating cell death. Minimal medium with different carbon sources were used and showed similar trends, with PYO 
increasing poisoning (sodium succinate concentration: 40 mM; glucose concentration: 10 mM). D. PYO poisoning is 
concentration dependent (glucose concentration: 10 mM). Plotted lines represent averages of six replicates and shaded 
areas are SD. 

Though CFU counting can reveal the absolute number of viable cells in a culture for a 

given time point, this method is not conducive to sampling multiple conditions with high temporal 

resolution. To overcome this limitation, we developed a high-throughput approach using a plate 

reader assay to quantify cell growth and death simultaneously. Growth was measured by reading 

optical density (OD500); at the same time, the fluorescence of propidium iodide (PI) dye added to 

cultures served as a proxy for cell death. Similar to TOTO-1 iodide (used in the biofilm 
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experiments), PI cannot penetrate live cells and thus has been used as a cell death marker [34]. 

Because the TOTO fluorescence spectrum overlaps with the background fluorescence of 

Pseudomonas cultures, PI was a better dye for this purpose (see Experimental Procedures). By 

measuring OD500 and PI fluorescence together, we could track the dynamics of auto-poisoning 

through PYO production at fine temporal resolution.  

Confirming results from the CFU experiment, WT Pa PA14 consistently had a higher cell 

death signal when compared to the ∆phz mutant (Fig. 2C). In addition, exogenously adding PYO 

to ∆phz increased the death signal (Fig. 2C). The PYO-triggered cell death phenomenon is 

concentration dependent, with higher concentrations of PYO promoting more cell death (Fig. 2D). 

The increased cell death of WT in comparison to ∆phz is evident regardless of the carbon-source 

(e.g. succinate or glucose – Fig. 2C). The PI signal increase correlated with cells entering stationary 

phase (Fig. 2C). This was expected for the WT strain, because PYO production is quorum-sensing 

regulated [37]. However, PYO was exogenously added to ∆phz cultures at the beginning of the 

experiment. Therefore, even when cells had 100 µM PYO present in their environment prior to 

exponential growth, cell death was triggered only after cells had entered stationary phase (Fig. 

2C). This suggests the existence of specific physiological/environmental conditions during 

stationary phase that cause PYO-mediated cell death. 

Nutrient depletion triggers PYO-mediated cell death  

Intrigued by the fact that PYO-triggered cell death only occurred during stationary phase, 

we hypothesized that a lack of specific nutrients might drive this phenotype. Accordingly, we used 

our plate reader assay to test the effect of removing each of the main nutritional elements (carbon, 

nitrogen, phosphorus and sulfur) from the medium on cells in the presence and absence of PYO. 

Cells were grown to mid-exponential phase, washed, and re-suspended at high cell density in 

medium lacking each of these nutrients. The absence of nitrogen did not seem to impact the cells 

with respect to PYO sensitivity (Fig. 3A and Fig. S1). Therefore, we used nitrogen removal as a 

way to limit growth (cells stopped growing ~5h after the experiment started), enabling us to test 

the importance of the other nutrients systematically (see Experimental Procedures). Removal of 

carbon, phosphorus or sulfur significantly stimulated PYO toxicity (Fig. 3B-E), indicating that 
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these nutrients might support PYO defense mechanisms under oxic conditions. To confirm that 

cells were indeed dying, we performed viability tests with CFU as a read out; this gave us 

confidence that the observed PI fluorescence increase could be interpreted as cell death (Fig. S2). 

The absence of PYO always resulted in lower levels of cell death (Fig. 3). 

 
Figure 3. Nutrient depletion triggers PYO-mediated cell death and PYO toxicity is coupled to the available 
reducing power. A-E. Survival assays under different nutritional conditions. In all experiments, nitrogen was 
removed to minimize growth (see Experimental Procedures). Starvation for carbon, phosphorus and sulfur causes 
increased PYO sensitivity. F. Carbon starvation in stationary phase results in increased PYO-mediated cell death under 
normal growth conditions. Cell-death signal increase correlates with carbon limitation, but higher levels of glucose (> 
40 mM) inhibit cell death. Concentrations for all other major nutrients (N, P, S) were the standard used for our minimal 
medium (see Experimental Procedures). Plotted lines represent averages of six replicates and shaded areas are SD. 

Even though phosphorus and sulfur seem to be very important for PYO defense, cells 

usually need significantly lower levels of these nutrients compared to carbon, with S/C and P/C 

intracellular ratios in bacteria ranging from 0.02 to 0.08 and 0.04 to 0.09, respectively [38]. 

Therefore, it is likely that carbon depletion would occur first, leading us to speculate that its 

depletion would be the central driver of the observed stationary phase PYO-stimulated cell death. 

To test this hypothesis, we grew ∆phz cells under different concentrations of carbon (glucose) in 

the absence or presence of PYO to track poisoning temporally. A clear correlation between glucose 

availability and cell death in the presence of PYO can be seen in Fig. 3F: lower levels of glucose 

resulted in increased cell death in a dose-dependent manner. Giving cells 4 mM glucose stimulated 

earlier PYO poisoning compared to when cells had 10 mM of glucose available. When given 20 

mM glucose, cells only started dying after ~ 45 hours, close to the end of the experiment. Further, 

increasing levels of glucose to 40 mM was sufficient to completely inhibit PYO-mediated cell 

death (Fig. 3F). In the absence of PYO, cell death was attenuated (Fig. S3), indicating that under 
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these conditions, PYO was primarily responsible for cell death. Finally, we confirmed that glucose 

in the medium was completely consumed before PYO-mediated cell death started by measuring 

bulk glucose levels in cultures at different time points (Fig. S4). These data indicate that PYO’s 

toxic effects on P. aeruginosa under oxic conditions are mitigated by available carbon, the source 

of reducing power. 

PYO also poisons cells under anoxic conditions 

The most commonly ascribed mechanism for PYO toxicity in P. aeruginosa is oxidative 

stress [25,26,29]. Reduced PYO can partially reduce O2 to superoxide (O2-), which by enzymatic 

or abiotic dismutation generates hydrogen peroxide (H2O2). H2O2 can be toxic to cells mainly by 

participating in the Fenton reaction (step 1: Fe2+ + H2O2 → [FeO]2+ + H2O; step 2: [FeO]2+ + H+ 

→ Fe3+ + HO•; [39]) which generates hydroxyl radical (HO•). However, in addition to triggering 

oxidative stress, PYO can also be toxic under anoxic conditions [40]. Accordingly, we sought to 

determine whether limiting carbon utilization would also impact PYO sensitivity under anoxic 

conditions using the same survival approach described above. This was done with a plate reader 

in an anoxic chamber (see Experimental Procedures). In this experiment, no alternative electron 

acceptor was available (i.e. no O2 or NO3) and cells should not be able to oxidize the carbon. In 

addition, there was no extracellular oxidizing potential (e.g. electrode) to re-oxidize PYO in the 

medium, preventing the anaerobic survival effect caused by the phenazines cycling under 

anaerobic conditions [21,22]. If energy generation from oxidation of reduced carbon is necessary 

for PYO defense, incubation of cells with PYO in the absence of an electron acceptor should cause 

toxicity. In agreement with this hypothesis, we observed that PYO increased cell death 

anaerobically, even when the medium was carbon-replete (Fig. 4A). We also confirmed that PYO 

present in the medium was fully reduced by two complementary approaches: (i) measuring 

absorbance at 310 and (ii) measuring fluorescence (excitation: 360/40, emission: 460/40). 

Oxidized PYO strongly absorbs at 310 nm [36] and if reduction happens, OD310 absorbance drops. 

In parallel, only the reduced form of the phenazine is fluorescent, leading to an increase in 

fluorescence emission at ~500 nm if PYO is reduced [36]. As expected, PYO reduction happened 

very quickly and after one hour PYO was completely reduced (Fig. 4B-C). No detectable re-
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oxidation occurred during the experiment. These data reveal that reduced PYO itself can be 

harmful and cause poisoning in P. aeruginosa cultures under anoxic conditions.  

 
Figure 4. PYO also poisons cells under anoxic conditions. A. Survival experiments as in Fig. 3A, but performed 
under anoxic conditions also reveal PYO toxicity. Available carbon cannot be used by cells due to the absence of an 
electron acceptor. B. PYO is completely reduced by cells at the beginning of the experiment, as measured by both 
decrease in OD310 absorbance (left) as well as increase in fluorescence (right). Note that PYO stays oxidized (no 
fluorescence) in the absence of cells. Fluorescence levels reached maximum values before the first hour of the 
experiment. Plotted lines represent averages of six replicates and shaded areas are SD. 

ATP synthesis is required to avoid PYO poisoning  

Because (i) under oxic conditions PYO-mediated cell death happens when cells are carbon-

limited and (ii) PYO is still toxic under anoxic conditions when cells are carbon replete (but cannot 

catabolize carbon), we hypothesized that to avoid PYO poisoning, cells must be able to synthesize 

ATP to power cellular processes involved in PYO resistance. To begin to test this hypothesis, we 

measured bulk ATP levels in cultures incubated with high and low amounts of carbon under oxic 

conditions. We found that, in the presence of PYO, ATP levels substantially decreased when cells 
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were carbon-limited (Fig. 5A-left-top). Confirming our plate reader results, a significant fraction 

of the population died (Fig. 5A-left-bottom). No substantial decrease in ATP levels or viability 

happened to the control without PYO. On the other hand, for cells incubated with high levels of 

glucose, the presence of PYO did not elicit a drop in bulk ATP levels nor a survival decrease (Fig. 

5A-right). These data indicate that there is a consistent correlation between ATP depletion and 

PYO poisoning, with subsequent cell death. 

 
Figure 5. Reduced carbon and ATP synthesis are required to avoid poisoning caused by PYO. A. ATP levels 
decrease if cells are in the presence of PYO under low carbon (glucose) concentrations (left-top); at the same time, a 
survival drop can be detected, indicating poisoning and cell death (left-bottom). However, no decrease in ATP levels 
(right-top) or survival (right-bottom) is detected if cells high levels of glucose are available. Differences were assessed 
using an unpaired t-test ([n.s. = p > 0.05 - not a statistically significant difference]; [* = p < 0.05]; [** = p < 0.01]; 
[*** = p < 0.001]). Bar graphs represent averages of three replicates and error bars are SD. B. Inhibition of ATP 
synthesis using the F0F1-ATPase inhibitor DCCD (right) recapitulates the amount of cell death observed when cells 
are incubated under low carbon concentrations (left). Significantly lower cell death is seen when cells can metabolize 
the available and abundant reduced carbon (center). Cells survive well in all treatments when PYO is not present 
(beige lines). Plotted lines represent averages of six replicates and shaded areas are SD. 

 To further test the necessity of ATP synthesis to avoid PYO poisoning, we exposed cells 

to N,N-dicyclohexylcarbodiimide (DCCD), a chemical agent that blocks the F0F1-ATP synthase 

and inhibits ATP synthesis [41], and measured their survival under different conditions. We 

predicted that by inhibiting ATP synthesis, DCCD would increase PYO toxicity even when 

abundant levels of glucose were available. Indeed, addition of DCCD caused cells to die in the 

presence of PYO even under high glucose concentrations, indicating that a lack of ATP sensitizes 

cells to PYO (Fig. 5B-right). Inhibiting ATP synthesis had a similar effect to limiting cells for 

carbon (Fig. 5B-left), but when ATP synthesis was not inhibited, PYO poisoning was minimal 
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(Fig. 5B-center). Together, these data indicate that ATP synthesis is necessary for cells to prevent 

PYO toxicity. 

Energy-dependent defense mechanisms are induced when cells are exposed to PYO 

Having observed a strong correlation between nutritional conditions (particularly carbon 

metabolism and ATP synthesis) and PYO toxicity, we sought to explore whether PYO induces 

particular defense mechanisms that require reduced carbon and ATP synthesis. We performed 

survival assays under conditions where cells tolerate PYO well (i.e. oxic, nutrient-replete). After 

exposing cells to PYO for 5 hours, we measured the transcriptional response of genes encoding 

different categories of energy-dependent defense systems. We separated the tested genes into four 

main categories: (i) oxidative stress response, (ii) efflux systems, (iii) SOS response and (iv) iron-

sulfur (Fe-S) clusters biogenesis (Fig. 6A).  

 
Figure 6. PYO induces energy-dependent defense mechanisms. A. After cells are exposed to PYO under optimal 
nutritional conditions (i.e. auto-poisoning does not happen), genes involved in the oxidative stress response, RND 
efflux systems and Fe-S clusters biogenesis are induced. The SOS response is not up-regulated under these conditions, 
and genes directly related to pyocin clusters/explosive lysis (PA14_08300 and lys) are not induced. Black lines show 
averages of three replicates. B. Reactions performed by Ahps and catalases when detoxifying H2O2 [39].  

A strong induction of oxidative stress-related genes was observed after cells were exposed 

to PYO. These genes included alkyl hydroperoxide reductases (Ahps: ahpC, ahpF, ahpB), a 
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thioredoxin reductase (trxB2) and a catalase (katB) (Fig. 6A). These genes are regulated by the 

transcription factor OxyR and induced by H2O2 [42–44]. A thioredoxin gene (trxA) was also mildly 

upregulated (Fig. 6). The catalytic activity of Ahps depends upon reducing power provided by 

reduced electron carriers such as nicotinamide adenine dinucleotide (phosphate) (NAD(P)H) to 

perform the reduction of H2O2 to water (Fig. 6B, [39]). Catalases on the other hand, reduce H2O2 

to water and O2 in a NAD(P)H-independent manner and do not require stoichiometric reductants 

(Fig. 6B). That a strong oxidative stress response is part of the PYO defense mechanism under 

oxic conditions is not surprising [26,45,46]. In addition, at least part of the oxidative stress 

response is dependent upon reducing power. 

Besides the oxidative stress response, we suspected that other cellular processes would be 

upregulated by PYO and important for defense against it. For example, energy-dependent RND 

efflux systems such a mexGHI-opmD are induced by PYO and involved in phenazine transport 

[20,35]. We tested two genes in this operon (mexG and mexH) and both of them were strongly 

induced by PYO in our survival experiments (Fig. 6A). In addition, we tested another efflux pump 

system, the mexEF-oprN operon, which is a multidrug efflux system in P. aeruginosa [47]; its 

genes were also transcribed more in the presence of PYO (Fig. 6A). We were also curious whether 

PYO exposure would lead to DNA damage and a subsequent SOS response. Yet the SOS-related 

genes recA and lexA were only mildly induced (Fig. 6A). Moreover, we did not detect PYO-

upregulation of the endolysin lys, known to be responsible for the explosive lysis phenotype in P. 

aeruginosa [13] (Fig. 6A). This suggests that the SOS response and ensuing lys-mediated 

explosive lysis are minimized when cells have sufficient nutrients to power other defense 

mechanisms.  

Finally, we were intrigued that sulfur seemed to significantly affect PYO resistance (Fig. 

3D). Fe-S clusters are ubiquitous prosthetic groups that allow proteins to perform several 

functions, including electron transfer and disulfide reduction [48]. PYO stimulates generation of 

ROS (O2- and H2O2), and these species can damage Fe-S clusters [49]. However, phenazines can 

also directly oxidize Fe-S clusters in proteins [50], which could potentially result in damage. 

Because (i) Fe-S cluster biogenesis machinery might participate in the replacement/repair of 
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damaged Fe-S clusters [51], and (ii) the Fe-S cluster biogenesis regulator IscR contributes to 

resistance to oxidants [52], we tested whether PYO induces genes involved in Fe-S cluster 

biogenesis. In P. aeruginosa, the isc operon (iron-sulfur-cluster formation) is the system for Fe-S 

cluster biogenesis [52,53]. We measured the induction of three different genes in this operon (iscA, 

iscU, fdx2) and found that all three genes were upregulated in the presence of PYO (Fig. 6A). 

A subpopulation of cells resists PYO poisoning even under nutrient-limited conditions 

Together, our previous experiments indicated that continuous ATP synthesis through 

oxidation of reduced carbon helps cells avoid PYO auto-poisoning during the transition from a 

growth to non-growth state. However, these experiments assessed the bulk response of 

populations, leading us to wonder whether a subset of the population might respond differently. 

When exposing cells to PYO under stressful conditions (i.e. oxic, no nutrients), the majority of the 

population dies (1-3 days after exposure), but a small percentage of the population survives 

(usually around 5-15% for cells pre-grown in succinate, Fig. 2B). We were interested in 

understanding what enables this subset of cells to resist PYO, and hypothesized that resistance 

could occur by two distinct means: (i) the surviving cells are PYO resistant because they are in a 

distinct physiological state (i.e. “persister-like”) due to population heterogeneity; or (ii) they could 

be surviving based on the nutrients released when the majority of the population dies. 

To differentiate between these hypotheses, we performed the experiment shown in Fig. 7. 

Growing cells were exposed to PYO in the absence of nutrients, causing massive cell death (~5% 

survival, Fig. 7A). Surviving cells were washed and re-suspended in the same buffer medium 

(oxic, no nutrients) with or without PYO. If cells were relying on nutrients released from the dead 

cells to power defense mechanisms against PYO, poisoning and cell death should be high after the 

wash. However, this was not the case: re-exposure of survivors did not result in any decrease in 

viability (Fig. 7B). This result suggested that the subpopulation of surviving cells was in a 

persister-like state [54] that does not require nutrients to survive PYO stress. When we re-grew the 

survivor cells in fresh medium and re-exposed the population to PYO, the majority of the 

population was re-sensitized to PYO, with only a small subpopulation again surviving (Fig. 7C). 
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Such population dynamics indicate that PYO sensitivity is cyclic, dependent upon the 

environmental conditions. 

 
Figure 7. A subpopulation of cells can resist PYO even under nutrient-limited conditions. The experimental 
protocol is shown on the left with results of survival after exposure to PYO on the right. Survival was quantified by 
plating and CFU counting. Differences were assessed using an unpaired t-test. Bar graphs represent the average of 
three replicates and error bars are SD. 

Discussion 

 Over the last decade, a variety of physiological functions for phenazines have been 

identified [20–23,31,32,55–59]. Phenazines benefit their producers when they are experiencing 

reducing stress (i.e. cells are electron donor replete but electron acceptor limited). Under these 

conditions, phenazines can serve as alternative electron acceptors, allowing cells to maintain redox 
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homeostasis, anoxic energy generation, and survive in regions of biofilms where oxygen is limiting 

[21,22,33,56]. Even aerobically-grown nutrient replete planktonic cultures achieve significantly 

greater cell yields when grown in the presence of PYO compared to its absence (Fig. S5), possibly 

due to oxygen limitation in high-density cultures. Despite these positive effects, phenazines are 

more commonly considered to be toxic compounds that kill competitors and damage host cells, 

and can even poison their producers [24,29,60–63]. These opposing functions are striking and 

paradoxical. The objective of this work was to gain a better understanding of how PYO’s “double 

edged sword” effect impacts P. aeruginosa under particular conditions.  

Our central hypothesis was that PYO’s versatile redox chemistry explains its orthogonal 

cellular effects in a predictable fashion, depending upon the environment and physiological state 

of the cells. PYO is only produced at high cell density and when high levels of carbon are available 

because it is regulated by quorum sensing [20]. Under these conditions, when cells are oxidant-

limited, they can thrive by utilizing PYO as an electron acceptor and avoiding toxicity because 

they are able to power defense mechanisms.  However, this benefit to the overall population can 

quickly change, with PYO becoming dangerous to the majority of the population as it begins to 

starve for certain nutrients (e.g. carbon). Even after cell death due to PYO auto-poisoning, an 

intrinsically PYO-tolerant subset of the population still survives, resulting in the opportunity for 

PYO to again become net beneficial to the population when conditions alter. It is also important 

to consider that even though the toxic effects of PYO can be detrimental at the level of the single 

cell, in the context of a biofilm, the “altruistic” death of individuals permits eDNA release that 

provides a structural support for the survivors. Accordingly, PYO’s nuanced “double edged 

sword” effect can be rationalized as net-beneficial for the producer population over its lifecycle 

(Fig. 8). 
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Figure 8. Model of PYO’s “double-edged sword” effect throughout the P. aeruginosa life cycle. At least four 
different growth stages where PYO differentially affects P. aeruginosa can be distinguished and were tested by our 
experiments (A-D). A-B. Early stages where cells are resistant to PYO. Positive effect of PYO and the ability of cells 
to turn on energy-dependent mechanisms that result in survival (see Figs. 3A and F, Fig. 5 and Fig. 6). C. Negative 
effects of PYO (poisoning and cell death) when nutritional conditions are unfavorable to power defense mechanisms 
(see Fig. 1, Figs. 3B-F, Fig. 4 and Fig. 5). D. Demonstration of the existence of a “persister-like” subpopulation that 
is resistant to PYO (see Fig. 7). 

Critical to P. aeruginosa’s tolerance of PYO is its extensive genetic arsenal to cope with 

the consequences of PYO’s redox activity [45]. This includes catalases, Ahps, multiple 

thioredoxins and thioredoxins reductases [42]. Thioredoxins reduce disulfide bonds in thiol groups 

that become oxidized due to oxidative stress [64] and together with Ahps, many thioredoxin 

systems depend on the availability of reduced carbon provided by (NAD(P)H) [64]. Because PYO 

is membrane permeable [24,65], its containment (by chaperones and/or efficient transport systems) 

is also important to minimize unwanted cellular redox reactions, such as reactivity with Fe-S 

clusters; RND efflux systems powered by the proton-motive force are involved in this task [20,66]. 
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Our results showing a requirement for reducing power (carbon) and sulfur to avoid PYO toxicity 

(Fig. 3), together with the induction of genes involved in the oxidative stress response, efflux pump 

and Fe-S cluster systems in the presence of PYO (Fig. 6A), indicate that these defense systems are 

particularly important for PYO tolerance. Finally, though PYO can also intercalate into DNA 

[17,27,67], in our experiments, cells seem to avoid extensive DNA damage (at least at the 

population level) when nutritional conditions are adequate to support other energy-dependent 

defense mechanisms (only a mild SOS response was detected). However, this does not exclude the 

possibility that an SOS response might be involved in auto-poisoning and lysis for a subset of the 

population [13]. Future studies using single-cell tracking will allow this to be determined. 

Though we performed the majority of our experiments in this report in planktonic culture 

for technical reasons, the implications for biofilm development are clear. Biofilms are 

heterogeneous and dynamic systems, and the ultimate impact of PYO on the different 

subpopulations would be expected to vary between beneficial and detrimental, depending upon the 

microenvironment present within the biofilm at different stages of development. Parameters such 

as nutrient concentrations, availability of electron acceptors and the respective energetic state of 

the cells should dictate the effect that PYO (and other phenazines) will have on different regions 

of the biofilm. For example, under nutrient-replete conditions, PYO production can cause 

beneficial expansion of biofilm aggregates under hypoxic/anoxic conditions [30]. However, in 

regions of the biofilm where cells are starved for nutrients and PYO is present, PYO-mediated 

auto-poisoning would contribute to eDNA release, an important structural component of the 

matrix. Finally, we note that fluctuations of nutrients, which occur in open systems [68,69], would 

be expected to significantly impact the effect of PYO. These predictions are testable, and going 

forward, we hope to leverage the findings reported in this work to better understand how versatile, 

redox-active molecules such as PYO and other phenazines can modulate biofilm development.  
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Experimental procedures 

Biofilm and single-cell experiments 

For biofilm experiments, cells of WT and ∆phz (both phz1 and phz2 operons are deleted in 

this strain [20]) strains from an overnight culture were washed and diluted (1:50) in succinate 

minimal medium (SMM, composition: 40 mM sodium succinate, 50 mM KH2PO4/K2HPO4[pH 7], 

42.8 mM NaCl, 1 mM MgSO4, 9.35 mM NH4Cl, trace elements solution [70]), and grown until 

OD500 = 0.4-0.5. Cells were centrifuged, washed once, and diluted to OD500 = 0.25, which was 

used as the final inoculum. Then, 250 µL of WT or ∆phz inoculum were transferred to Nunc Lab-

Tek 8-well chambered coverglass (Thermo Scientific) and incubated at 37 ºC in shaking conditions 

(250 rpm) during six hours for biofilm development. This experiment was repeated 10 times, with 

two independent wells for WT and ∆phz cultures every time. After six hours of incubation, liquid 

was removed and the chambers were washed twice with PBS (Phosphate buffer saline – 137 mM 

NaCl, 2.7 mM KCl, 10 mM Na2HPO4, 1.8 mM KH2PO4, pH 7.2) to remove planktonic cells, 

leaving only the attached biofilms on the bottom of the chamber. Finally, biofilms were stained 

with both TOTO-1 Iodide (1 µM) and DAPI (20 µM), and chambers were imaged using confocal 

microscopy (Leica TCS SPE). For quantification of cell death of attached cells, 10 different fields 

of view per well were imaged. Images were then analyzed in Oufti [71] using the DAPI channel 

for total cell counting (live and dead); when checked manually, the software was able to count 80-

90% of the total cells for both WT and ∆phz treatments. Dead cells were manually counted using 

the TOTO channel and calculation of the percentage of dead cells was done by dividing the number 

of dead cells/total number of cells (live and dead). The final proportions of dead cells for each of 

the 10 replicates for WT and ∆phz are plotted in Fig. 1B. 

Single-cell experiments were performed using agarose pads (SMM with 2% agarose). Cells 

were grown from an overnight culture until OD500 = 0.4-0.5, spotted on top of the pads and imaged 

using fluorescence microscopy (Leica TCS SPE). Agarose pads contained 100 µM PYO and we 

used both WT and WT-YPF (constitutive YFP expression) strains for these experiments. 

Temperature control was set to 37 ºC. Shrinking and explosive cell lysis were monitored in both 
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Differential Interference Contrast (DIC) and fluorescence channels under 100x magnification. For 

eDNA staining, we used agarose pads containing TOTO-1 Iodide (1 µM).   

Liquid culture assays and quantification of phenazine toxicity  

WT and ∆phz cells were grown from overnight cultures to OD500 = 0.5 and then diluted 

into four independent OD500 = 0.05 cultures (replicates) using 5 mL glass tubes containing fresh 

SMM (with and without 100 µM PYO), where the experiment started. Cells were incubated at 37 

ºC for 36h, and time-points were taken at 0, 18, 24 and 36 hours for plating and CFU counting. 

Plating for CFU counting was always done in lysogeny broth (LB) (Difco) plates containing 1.5% 

agar. PYO final concentration in WT cultures was quantified using high-performance liquid 

chromatography (HPLC) (Fig. S6). For all experiments shown in this paper, with the exception of 

the toxicity assay comparing different phenazines (see below), PYO was dissolved in 20 mM HCl, 

which was always added to PYO-untreated cultures as a control. The PYO used was synthesized 

and purified using methods previously described [20,72]. Other phenazines were purchased from 

Princeton Biomolecular Research Inc and TCI America. 

Toxicity of different phenazines was assessed by performing shock experiments where 

cells were shifted from growing conditions to minimal phosphate buffer (MPB, 50 mM KH2PO4/ 

K2HPO4[pH 7], 42.8 mM NaCl) containing 100 µM of each of the four phenazines tested: PYO, 

1-OH-PHZ, PCN and PCA. Cells were grown in SMM until OD500 = 0.7-0.8, washed, and 

concentrated to final OD500 = 2 (which corresponds to ~2-3x109 cells) in MPB + phenazines. In 

this experiment, phenazines needed to be dissolved using a mutual solvent (DMSO), which was 

used as a negative control. Incubation was done under shaking conditions (250 rpm, 37 ºC) in 1.5 

mL Eppendorf tubes containing 1 mL of culture. Cells were plated for CFU counting after 24 and 

48 hours of exposure to the phenazines. Four replicates were performed for each treatment. 

Plate reader assay for quantification of cell death  

The plate reader assay (using a BioTek Synergy 4 plate reader) was developed to efficiently 

quantify cell death under a variety of environmental conditions. For growth curves presented in 
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Fig. 1C-D, cells were grown in either SMM or glucose minimal medium (GMM: same 

composition as SMM, but with glucose instead of succinate as the carbon source) and propidium 

iodide (PI) at a concentration of 5 µM was added to the cultures. Cells were incubated in the plate 

reader, with shaking at 37 ºC and monitoring of OD500 and fluorescence (xenon lamp, 

excitation/emission = 535/617 nm). PI was used for cell death monitoring instead of TOTO-1 

iodide because cultures displayed auto-fluorescence in the same wavelength as TOTO and the 

background auto-fluorescence was different for WT and ∆phz strains. This is likely due to different 

amounts of siderophore production, NAD(P)H and/or reduced phenazines present in the culture 

[73]. This was not observed when using PI (Fig. S7), and therefore this dye was used in all plate 

reader experiments. Addition of 5 µM PI only mildly impacted cell growth (Fig. S8). For every 

plate reader experiment reported here, six independent wells were analyzed for each treatment (i.e. 

six wells with no PYO added, and six wells with 100 µM PYO added), and the averages and 

standard deviations for the six replicates were plotted. Each plate reader set up was repeated at 

least twice, with very similar results.  

For survival experiments under different nutritional conditions presented in Fig. 3, ∆phz 

cells were grown in GMM + 100 mM MOPS until OD500 = 0.7-0.8, centrifuged, washed and re-

suspended at OD500 = 2 in buffer (100 mM MOPS + 42.8 mM NaCl, pH = 7). Then, the different 

nutrients were added as indicated. Final concentrations for each nutrient were: carbon = 80 mM 

glucose; phosphorus = 50 mM KH2PO4/ K2HPO4 [pH 7]; sulfur = 1 mM MgSO4. In all 

experiments, trace metals solution [70] at the same concentration as the one used for growth was 

added. During the survival experiments, the nitrogen source (NH4Cl) was omitted in all treatments 

as a way to minimize growth (OD500 still increased during the first ~5h of the experiment, but 

shortly afterward cells stopped growing). Removing nitrogen from the medium did not sensitize 

the cells to PYO (Fig. 3A). To confirm that an increase in PI fluorescence indeed meant cell death, 

we plated cells for CFU counting after 50 hours of incubation (Fig. S2). 

Finally, to further test the importance of carbon availability to survival against PYO, cells 

were grown in the presence or absence of PYO in GMM under different glucose concentrations (4 

mM, 10 mM, 40 mM, 80 mM). For all survival and growth experiments, OD500 measurements 
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during inoculum preparation were performed using a Beckman Coulter DU 800 

spectrophotometer. Measurements of pH using pH strips after the end of the experiments revealed 

no significant changes.  

PYO toxicity under anaerobic conditions  

To quantify poisoning and cell death caused by PYO under anaerobic conditions, ∆phz 

cells were grown aerobically exactly as described for the survival experiment above, but then were 

shifted to an anaerobic chamber, where cells were incubated for 4 hours before addition of PYO 

to minimize potential oxidative stress. Resazurin (1 µg/mL) was added to a control tube to monitor 

oxygen consumption. This control tube contained an aliquot culture derived from the experiment 

culture, but to avoid any potential interference of resazurin in the experiment, these cells were only 

used for monitoring of O2 consumption. The 4 hours incubation resulted in a colorless resazurin 

in the control tube (indicating consumption of trace levels of O2 in the medium, [74]. PYO was 

then added to cultures and cells were transferred to the plate reader present in the anaerobic 

chamber. PYO solution and 96-well plates used in this experiment had been acclimatized under 

anaerobic conditions for at least 3 days. Incubation conditions were the same as before, but 

fluorescence measurements were performed with a tungsten lamp using a red filter cube 

(excitation: 486/20, emission: 620/40; settings available for the anaerobic plate reader). Direct 

comparison of absolute fluorescence values between aerobic and anaerobic measurements are not 

possible due to the different plate readers used. Reduction of PYO by cells was monitored by two 

ways: (i) absorbance at OD310, which is intense for oxidized PYO, but weak for reduced PYO [36]; 

(ii) fluorescence at ~500nm using a green filter cube (excitation: 360/40, emission: 460/40) which 

is intense for reduced PYO, but null for oxidized PYO [36]. 

ATP measurements and ATP synthesis inhibition 

ATP measurements were performed using the BacTiter-Glo reagent (Promega) in 96-well 

opaque white microtiter plates as previously described [22]. In summary, aerobic survival 

experiments as described above were set up under high or low carbon concentrations (80 mM or 

4 mM glucose, respectively). The expectation was that cells under low carbon availability would 
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starve for carbon first, resulting in ATP depletion and cell death. After incubation, cultures were 

sampled at 8, 18 and 26 hours for both ATP quantification and viability through CFUs counting. 

For ATP measurements, 20 µL aliquot of each culture was added to 180 µL of DMSO. This 

solution was diluted with 800 µL of 100 mM HEPES (pH 7.5) and stored at -80ºC until analysis 

(no more than 2 days). Thawed samples were mixed 1:1 BacTiter-Glo reagent and luminescence 

was measured at 30ºC using a plate reader (BioTek Synergy 4). For determining ATP 

concentrations in the sample, a standard curve with known concentrations of ATP was generated.  

To test for a direct connection between ATP depletion and PYO toxicity, experiments using 

the molecule N,N-dicyclohexylcarbodiimide (DCCD) were performed. DCCD is classical 

inhibitor of the F0F1-ATP synthase [41], disrupting ATP synthesis. Aerobic survival experiments 

as described before were set up where cells had three different treatments: (i) low carbon (4 mM 

glucose) with no DCCD; (ii) high carbon (80 mM glucose) with no DCCD (i.e. normal ATP 

synthesis) or (iii) high carbon (80 mM glucose) + 200 µM DCCD (i.e. ATP inhibition). This 

concentration of the inhibitor was used because it did not seem to cause a negative impact on the 

negative control (No PYO treatment, Fig. 5B). OD500 and PI fluorescence were measured over a 

time course of 40 hours. 

RNA extraction and quantitative reverse transcriptase PCR (qRT-PCR) 

For RNA extraction, three independent cultures of ∆phz cells were grown in GMM and a 

survival experiment as described in Fig. 3A was performed, where cells were incubated under two 

treatments: (i) 100 µM PYO and (ii) No PYO. Under these conditions, cells were able to survive 

and had nutrients necessary to power defense mechanisms against PYO toxicity. For all three 

replicates, 750 µL of culture containing +/- PYO were split into five wells in a 96-well BRAND® 

microplate followed by incubation in the plate reader for 5h. Cells were then harvested from the 

wells, pelleted and re-suspended in 215 µL of TE buffer (30 mM Tris.Cl, 1 mM EDTA, pH 8.0) 

containing 15 mg/mL of lysozyme + 15 µL of proteinase K solution (20 mg/mL, Qiagen), and 

incubated for 8-10 min. Further lysis steps and RNA extraction were performed using an RNeasy 

kit (Qiagen) following the manufacturer’s instructions. For further removal of contaminant 

genome DNA, additional treatment of the extracted RNA with TURBO DNA-free kit (Invitrogen) 
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was performed following the manufacturer’s instructions. Finally, cDNA was synthesized from 1 

µg of total RNA using iScript cDNA Synthesis kit (Bio-Rad) according to the manufacturer’s 

protocol. 

For qRT-PCR, iTaq Universal SYBR Green Supermix (Bio-Rad) was used. Reactions were 

performed in 20 µL volume containing 10 µL of the supermix, 5 µL of cDNA and 5 µL of forward 

and reverse primer solution (2 µM each). Primers are listed in Table S1. Reactions were run using 

a 7500 Fast Real-Time PCR System machine (Applied Biosystems). Standard curves for each 

primer pair using known concentrations of Pa PA14 genomic DNA were used to back calculate 

concentrations of cDNA for each gene of interest. Normalizations for a control gene were done 

using the house-keeping gene oprI [75]. Reactions with the additional gene proC were also run as 

a second negative control [76]. After normalization by oprI, data is displayed as a log2 fold change 

in expression (Fig. 6A). 

Testing a “persister-like” phenotype upon PYO exposure 

To test if the survival of a subpopulation of cells upon exposure to PYO under nutrient-

limiting conditions happens (i) due to release of nutrients from dead cells or (ii) due to a “persister-

like” phenotype, experiments followed the scheme presented in Fig. 7. First, a ∆phz culture was 

grown in SMM as described for experiments measuring phenazines toxicity, split in three different 

replicates, washed and shifted to MPB and exposed to 100 µM PYO for three days. The negative 

control did not contain PYO. Then, survivor cells were pelleted and washed twice to remove 

nutrients released from dead cells, followed by re-suspension in MPB and a second exposure to 

PYO for three days. Finally, after second exposure to PYO, survivors were grown again in SMM 

until OD500 = 1.0 and a third exposure to PYO (during six days) was performed to test if cells had 

become sensitive again. During all exposures to PYO, incubation was done under shaking 

conditions (250 rpm) at 37 ºC. PYO remained blue during the entire experiment, indicating that 

oxygenation was sufficient to maintain the phenazine in its oxidized state. Survival was assessed 

by plating and CFU counting. 
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Statistical analyses 

All statistical analyses were performed using R (R Core Team, 2018). One-way ANOVA 

with post-hoc Tukey’s HSD test for multiple comparisons was used in Fig. 2A-B. Unpaired t-tests 

were used for data presented in Fig. 5A and Fig. 7. Before performing the mentioned statistical 

tests, normality and homogeneity of variances were assessed using the Shapiro-Wilk test and 

Levene’s test, respectively. 
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Supplementary information 

Table S1. Strains and primers used in this study. 
Strain or primer Description or sequence  Reference 

Strains     

P. aeruginosa PA14 
DKN263 Wild-type P. aeruginosa strain, produces phenazines  

P. aeruginosa PA14 
DKN330 

∆phz P. aeruginosa strain, does not produce phenazines 
(this strain had both phz1 and phz2 operons deleted) [20] 

P. aeruginosa PA14 
DKN1338 Wild-type P. aeruginosa strain - constitutive YFP expression [23] 

     

Primers (qRT-PCR)  Gene Orientation 

LAM-PRT0027-ahpC-F TGATCTTCATGCCGGCTGCCTT ahpC forward This study 

LAM-PRT0028-ahpC-R GAGGTTTCGTGCCAGACCTT ahpC reverse This study 

LAM-PRT0029-ahpF-F CTGCAACGCAAGCTCTACAG ahpF forward This study 

LAM-PRT0030-ahpF-R ACGAAGATGCCTTCCAGCTC ahpF reverse This study 

LAM-PRT0023-ahpB-F ACTGGTCAACAAGCAAGCCC ahpB forward This study 

LAM-PRT0024-ahpB-R TTGTGGGCGATGATTTCCGA ahpB reverse This study 

LAM-PRT0025-trxB2-F TCTTCGACCACATCCATGCC trxB2 forward This study 

LAM-PRT0033-trxB2-R ATCAGTGCGTCGCAGGTGTA trxB2 reverse This study 

LAM-PRT0037-katB-F GCGAAGTGCACTACGTGAAG katB forward This study 

LAM-PRT0038-katB-R TGGTCATGTGGCTGTAGTCG katB reverse This study 

LAM-PRT0049-trxA-F ATCAGGGCAAGCTGAAGGTC trxA forward This study 

LAM-PRT0050-trxA-R ATATTGGCGTCGAGGAAGGC trxA reverse This study 

LAM-PRT0019-mexG-F AACTCGCTCGAAAGCAACTG mexG forward [20] 

LAM-PRT0020-mexG-R GCTGGCCTGATAGTCGAACA mexG reverse [20] 

LAM-PRT0021-mexH-F CACCTCGGCCAGTACCTC mexH forward [20] 

LAM-PRT0022-mexH-R GACTGGTGCTTTCGTCCAG mexH reverse [20] 

LAM-PRT0045-mexE-F CTGATCAAGGACGAAGCGGT mexE forward This study 

LAM-PRT0046-mexE-R TTCGGTCCCATCTCGACAGT mexE reverse This study 

LAM-PRT0047-mexF-F CAGTTGAAGGTGCGCAACAA mexF forward This study 

LAM-PRT0048-mexF-R GTTGGGCAGTTCCTCCTTCA mexF reverse This study 

LAM-PRT0001-recA-F GCCCTGGAAATCACCGACAT recA forward [77] 

LAM-PRT0002-recA-R TTCGATCTCGGCCTTGGGTA recA reverse [77] 

LAM-PRT0003-lexA-F CCAGGAACTCGGCTTCAAGT lexA forward [77] 

LAM-PRT0004-lexA-R TGTTCTGTTCGGCGAGGATC lexA reverse [77] 

LAM-PRT0007-Ftail-F GGAAGTTAGGCAAGAGTGGAAA PA14_08300 forward [76] 

LAM-PRT0008-Ftail-R CCAGTTGTTGTATCCGTCAAGTA PA14_08300 reverse [76] 
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LAM-PRT0031-lys-F GAACCTCAATTACAGCGCCC  lys forward [78] 

LAM-PRT0032-lys-R GTAGGTGTTGTCGGCAATCG  lys reverse [78] 

LAM-PRT0041-iscA-F GGCTTGCCTATGTCCTCGAA iscA forward This study 

LAM-PRT0042-iscA-R AAGCCTTCGTTGAGCCCTTC iscA reverse This study 

LAM-PRT0043-iscU-F TCGACCACTACGAAAACCCG iscU forward This study 

LAM-PRT0044-iscU-R TCTTGCCCTTCATCCACTCG iscU reverse This study 

LAM-PRT0039-fdx2-F GATCGAGCATGCCTGTGAGA fxd2 forward This study 

LAM-PRT0040-fdx2-R CCAGCATGTCGTCTTCGAGT fxd2 reverse This study 

LAM-PRT0035-oprI-F AGCAGCCACTCCAAAGAAAC oprI forward [75] 

LAM-PRT0036-oprI-R CAGAGCTTCGTCAGCCTTG oprI reverse [75] 

LAM-PRT0015-proC GCTGCTGTCTGCGGTAGG proC forward [76] 

LAM-PRT0016-proC CATCAGCAGGAAGAAATACGCC proC reverse [76] 
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Table S2. Results of Tukey’s HSD multiple-comparison test (95% confidence interval) for 
different phenazines performed in Fig. 2.  

Time: 24 hrs Time: 48 hrs 

Comparison (n = 4) adjusted p-
value Comparison (n = 4) adjusted p-value 

PYO vs No phenazines 0.0000000 PYO vs No phenazines 0.0000000 
1-OH-PHZ vs No phenazines 0.0000001 1-OH-PHZ vs No phenazines 0.0000000 
PCN vs No phenazines 0.0001662 PCN vs No phenazines 0.0000000 
PCA vs No phenazines 0.0098043 PCA vs No phenazines 0.0000048 
1-OH-PHZ vs PYO 0.3851492 1-OH-PHZ vs PYO 0.0650415 
PCN vs PYO 0.0000555 PCN vs PYO 0.0062471 
PCA vs PYO 0.0000019 PCA vs PYO 0.0000023 
PCN vs 1-OH-PHZ 0.0015297 PCN vs 1-OH-PHZ 0.7374776 
PCA vs 1-OH-PHZ 0.0000322 PCA vs 1-OH-PHZ 0.0002683 
PCA vs PCN 0.2413360 PCA vs PCN 0.0026315 
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Figure S1. Addition of Nitrogen (NH4Cl) back to the culture does not prevent PYO-mediated cell death. 
Experiment performed like in Fig. 3, but adding N back to the culture. 
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Figure S2. Nutrient starvation triggers PYO-mediated cell death in Pa PA14. Survival rates were obtained by 
CFU recovery after incubation for 50 hrs under the same conditions for the experiment displayed in Fig. 3. For each 
treatment, survival was normalized by the control (No PYO). For starvation conditions (Carbon, Phosphorus, Sulfur), 
PYO poisoned cells and caused cell death, confirming interpretation of the propidium iodide (PI) fluorescence signal 
as a marker for death in plate reader experiments. 
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Figure S3. Toxic effects of PYO are coupled to the available reducing power levels. Carbon starvation in stationary 
phase is the cause of increased PYO-mediated cell death under normal growth conditions. Cell-death signal increase 
correlates with carbon limitation and higher levels of glucose (> 40 mM) inhibits cell death during the time span used 
for these experiments. Increase in cell death is PYO-stimulated (right), with the absence of PYO (left) always resulting 
in lower cell death levels. Data here presented for +PYO treatment is the same displayed in Fig. 3F. 
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Figure S4. Glucose measurements over time during ∆phz Pa PA14 growth in 10 mM glucose. A. Growth and cell 
death levels over the course of batch growth. Arrows represent time points for which glucose levels were measured. 
Plotted lines represent averages of six replicates and shaded areas are SD. B. Glucose measurements over the course 
of batch growth. Cell death correlates with starvation of glucose. *** = undetectable glucose levels. Bar graphs 
represent averages of three replicates and error bars are SD. Glucose levels were measured using Glucose Colorimetric 
Detection Kit (Invitrogen) following manufacturer’s instructions. 
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Figure S5. PYO causes beneficial effects under nutrient-replete conditions, resulting in increased cell density. 
Survival percentages were obtained by CFU recovery after 45 hrs of incubation in full medium and were normalized 
by the control (- PYO). Presence of PYO in the nutrient-replete medium resulted in increased CFU recovery. Cells 
were incubated in GMM + 100 mM MOPS, with 80 mM glucose as C source, as used for experiments shown in Fig. 
3. 
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Figure S6. Concentrations of PYO in WT cultures for the different culture media used in this study. SMM = 
succinate minimal medium (with 40 mM sodium succinate), GMM = glucose minimal medium (with 10 or 40 mM of 
glucose). ∆phz Pa PA14 did not produce any PYO. Cultures were grown in 5 mL tubes for 18 hrs (following protocol 
described for Fig. 2A), and pyocyanin was measured by HPLC as previously described [30].  
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Figure S7. Cultures of WT and ∆phz Pa PA14 did not show background fluorescence at the excitation/emission 
wavelength used for measuring PI signal. Cultures grown in succinate minimal medium as done for Fig. 2. 
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Figure S8. Propidium iodide (5 µM) only mildly impacted ∆phz growth. Cultures grown in succinate minimal 
medium as done for Fig. 2. 
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C h a p t e r  4  

WHAT DOESN’T KILL YOU MAKES YOU STRONGER: 
Pyocyanin-mediated antibiotic resilience in opportunistic pathogens 

This chapter is adapted from: 

Meirelles, L.A.*, Perry, E.K.*, Bergkessel, M., and Newman, D.K. (2021) Bacterial defenses against 

a natural antibiotic promote collateral resilience to clinical antibiotics. PLoS Biol 19: e3001093. 

https://doi.org/10.1371/journal.pbio.3001093  

Abstract 

Bacterial opportunistic human pathogens frequently exhibit intrinsic antibiotic tolerance and 

resistance, resulting in infections that can be nearly impossible to eradicate. We asked whether this 

recalcitrance could be driven by these organisms’ evolutionary history as environmental microbes 

that engage in chemical warfare. Using Pseudomonas aeruginosa as a model, we demonstrate that 

the self-produced antibiotic pyocyanin activates defenses that confer collateral tolerance 

specifically to structurally-similar synthetic clinical antibiotics. Non-pyocyanin-producing 

opportunistic pathogens, such as members of the Burkholderia cepacia complex, likewise display 

elevated antibiotic tolerance when co-cultured with pyocyanin-producing strains. Furthermore, by 

widening the population bottleneck that occurs during antibiotic selection and promoting the 

establishment of a more diverse range of mutant lineages, pyocyanin increases apparent rates of 

mutation to antibiotic resistance to a degree that can rival clinically-relevant hypermutator strains. 

Together, these results reveal an overlooked mechanism by which opportunistic pathogens that 

produce natural toxins can dramatically modulate the efficacy of clinical antibiotics and the 

evolution of antibiotic resistance, both for themselves and other members of clinically-relevant 

polymicrobial communities. 
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Introduction 

The emergence and spread of bacterial resistance to clinical antibiotics is a growing public 

health concern worldwide [1]. Moreover, it is increasingly appreciated that antibiotic tolerance can 

also contribute to the failure of treatments for infections [2] and that tolerance can lead to the 

evolution of resistance [3,4]. Yet bacterial resilience to antibiotics is anything but new: microbes 

in environments like soil have been producing natural antibiotics and evolving mechanisms of 

tolerance and resistance for millions of years [5,6]. Here, we define tolerance as the ability to 

survive a transient exposure to an otherwise lethal antibiotic concentration, and resistance as the 

ability to grow in the presence of an antibiotic, similar to recent recommendations [2,7,8].  

Considering that most of the antibiotics used today are derived from microbially-produced 

molecules, we hypothesized that molecular defenses that originally evolved to protect cells from 

a natural antibiotic in the environment might also promote tolerance and/or resistance to 

structurally- or mechanistically-similar clinical drugs. Indeed, several clinical antibiotic resistance 

genes are thought to have originated in non-pathogenic soil bacteria, but it has often been assumed 

that intermediate steps of horizontal gene transfer are necessary in order for such genes to be 

acquired by human pathogens [6]. In this study, we asked whether there could be a direct link 

between production of natural antibiotics by an opportunistic human pathogen and its recalcitrance 

to clinical antibiotic treatment due to shared protective mechanisms. In addition, we sought to 

determine whether in the presence of such a natural antibiotic producer, recalcitrance to clinical 

antibiotics could also be observed in other opportunistic pathogens found together with it in 

polymicrobial infections. Given that many opportunistic pathogens share their natural environment 

(e.g. soil), we posited that the evolutionary legacy of natural-antibiotic-mediated ecological 

interactions between these microbial species could have important implications for antibiotic 

tolerance and resistance in the clinical context. 

One organism that is well-suited to testing these hypotheses is the opportunistic pathogen 

Pseudomonas aeruginosa, which is notorious for causing chronic lung infections in cystic fibrosis 

(CF) patients, as well as other types of infections in immunocompromised hosts [9]. P. aeruginosa 

produces several redox-active, heterocyclic compounds known as phenazines [10]. Phenazines 
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have been shown to provide multiple benefits for their producers, including by:  (i) serving as an 

alternative electron acceptor in the absence of oxygen, thereby promoting redox homeostasis and 

anaerobic survival [11], which is particularly relevant for oxidant-limited biofilms [12]; (ii) acting 

as signaling molecules [13]; (iii) promoting iron acquisition [14]; and (iv) killing competitor 

species [15]. In addition, despite possessing broad-spectrum antimicrobial activity [10], including 

against P. aeruginosa itself [16], phenazines have recently been shown to promote tolerance to 

clinical antibiotics under some circumstances, via mechanisms that have yet to be characterized 

[17,18]. Here, we sought to assess potential broader implications of this phenomenon by 

investigating whether phenazine-mediated tolerance to clinical antibiotics in P. aeruginosa is 

driven by cellular defenses that evolved to mitigate self-induced toxicity. We also tested whether 

phenazine production by P. aeruginosa could promote antibiotic tolerance in other clinically-

relevant opportunistic pathogens from the Burkholderia and Stenotrophomonas genera. Finally, 

we explored the ramifications of phenazine-induced tolerance for the evolution of heritable 

antibiotic resistance, both in P. aeruginosa and in a clinical isolate from the Burkholderia cepacia 

complex. 

Results 

Mechanisms of tolerance to the self-produced natural antibiotic PYO in P. aeruginosa 

We started by characterizing the defense mechanisms P. aeruginosa has evolved to tolerate 

its most toxic self-produced phenazine, pyocyanin (PYO) [10,16]. To do so in an unbiased fashion, 

we performed a genome-wide transposon sequencing (Tn-seq) screen in which the mutant library 

was exposed to PYO under starvation to maximize PYO toxicity [16], and tolerance of the pooled 

mutants to PYO was assessed following re-growth (Fig 1A). This revealed five broad categories 

of genes that significantly affect tolerance to PYO: (i) efflux system repressors, (ii) protein damage 

responses, (iii) membrane or cell wall biosynthesis, (iv) oxidative stress responses, and (v) carbon 

metabolism and transport (Fig 1B). We validated the screen results by constructing and testing 

chromosomal clean deletion mutants for four of these genes (Fig 1C). 
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Figure 1. Mechanisms of tolerance to the self-produced natural antibiotic PYO in P. aeruginosa. A. Genome-
wide transposon sequencing (Tn-seq) experimental design. Cells were incubated with and without PYO under nutrient 
starvation for maximum PYO toxicity [16] (see Methods for details). Bar graphs shown are hypothetical 
representations of the expected results for genes with different fitness effects and are not derived from the obtained 
data. B. Statistically-significant fitness effects of transposon insertions in different representative genes under 
conditions that maximize PYO toxicity (for full dataset, see S1 Table). See Methods for details on calculation of 
fitness. Asterisks show genes for which chromosomal clean deletion mutants were constructed and validated. C. Tn-
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seq validations. Chromosomal clean deletion mutants were exposed to PYO under carbon starvation, similar to the 
conditions used for the Tn-seq experiment. Survival of each strain was measured by colony forming units (CFUs) and 
compared to the survival of the parent ∆phz strain for fitness calculation (see Methods for details). Statistical 
significance was calculated using one-way ANOVA with Tukey’s HSD multiple-comparison test, with asterisks 
showing significant differences relative to ∆phz (*** p < 0.001). Data points represent independent replicates and 
black horizontal lines mark the mean fitness for each strain. D. Tolerance to PYO toxicity in the presence and absence 
of the efflux inhibitor PAβN. Each data point represents an independent biological replicate (n = 4), and the horizontal 
black lines mark the mean survival for each condition and time point. E. Fitness correlation analysis between PYO 
tolerance Tn-seq (this study) and CIP persistence Tn-seq [24]. Efflux repressors present in both datasets are 
highlighted in green. For full analysis, see S1 Table. 

The fitness effects of different transposon insertions largely aligned with what is thought 

to be the primary mode of PYO toxicity, which is the generation of reactive oxygen species (ROS) 

[19,20]. For example, the fact that transposon insertions in different genes within the “carbon 

metabolism and transport” category had opposite effects on fitness likely reflects conflicting 

priorities for cells challenged with ROS-generating toxins: on one hand, limiting flux through the 

electron transport chain decreases the potential for ROS generation, but on the other hand, proton-

motive force is required to pump the toxin out, and NADH is needed to power reductases involved 

in repair of oxidative damage. The need to counteract oxidative stress would also explain why 

transposon insertions in genes related to protein damage repair and glutathione synthesis or 

reduction led to decreased fitness in the presence of PYO (Fig 1B). Finally, for genes related to 

cell wall/membrane synthesis, the transposon insertions may have altered cellular permeability and 

thereby either increased or decreased PYO influx. 

However, the strongest hits in our Tn-seq were transposon insertions in transcriptional 

repressors of resistance-nodulation-division (RND) efflux system genes (Fig 1B and S1 Table), 

which would cause overexpression of the downstream efflux pumps. These insertions dramatically 

increased fitness in the presence of PYO, suggesting that one of the most effective defenses against 

PYO toxicity is to decrease the intracellular concentration of the toxin. While transposon insertions 

in the genes encoding the efflux pump proteins themselves did not have strong effects in our screen 

(S1 Table), this is likely due to partial functional redundancy among the various efflux systems 

[21]. Indeed, when we challenged starved P. aeruginosa with PYO in the presence of the broad-

spectrum RND efflux inhibitor phenylalanine-arginine β-naphthylamide (PAβN), cell death was 

accelerated, confirming that efflux pumps are necessary for minimizing PYO toxicity (Fig 1D).  
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Mutations in the efflux system repressors identified in our Tn-seq screen are commonly 

found in clinical isolates that are resistant to synthetic fluoroquinolone antibiotics, as the efflux 

systems regulated by these repressors efficiently export this class of drugs [22,23]. We therefore 

asked whether the mechanisms used by P. aeruginosa to tolerate PYO toxicity might overlap more 

broadly with those that confer tolerance to fluoroquinolones. To address this question, we 

compared our dataset to a recent Tn-seq study that screened for genes that affect P. aeruginosa 

survival in the presence of the broad-spectrum fluoroquinolone ciprofloxacin [24]. Across the two 

datasets, we observed similar fitness effects for insertions in a small number of genes within the 

“protein damage response,” “membrane/cell wall,” and “oxidative stress response” categories, but 

the most dramatic fitness increases in both experiments were caused by insertions in a shared set 

of efflux system repressors (Fig 1E and S1 Table). These results highlighted the potential for a 

conserved molecular route to increased tolerance against both a natural antibiotic, PYO, and a 

synthetic clinical antibiotic, ciprofloxacin.  

PYO induces expression of specific efflux systems, conferring cross-tolerance to fluoroquinolones 

Given that cellular processes involved in PYO tolerance have also been implicated in 

ciprofloxacin tolerance, we asked whether exposure to PYO could promote an increase in tolerance 

to ciprofloxacin and related clinical antibiotics, including other synthetic fluoroquinolones. 

Importantly, such an effect would require that PYO induces the expression of shared defense 

mechanisms. We have previously established that PYO upregulates expression of not only the 

oxidative stress response genes ahpB (a thiol-specific peroxidase) and katB (a catalase) [16], but 

also at least two efflux systems known to pump fluoroquinolones, mexEF-oprN and mexGHI-

opmD [13,16]. We confirmed these expression patterns by performing qRT-PCR on the WT strain 

that produces PYO, a ∆phz mutant that does not produce PYO, and ∆phz treated with exogenous 

PYO (S1, S2 and S3 Figs). Notably, phenazines and fluoroquinolones both contain at least one 

aromatic ring, unlike other antibiotics that are not thought to be pumped by mexEF-oprN and 

mexGHI-opmD, such as aminoglycosides [21] (Fig 2A). Thus, structural similarities could account 

for why efflux pumps that likely evolved to export natural antibiotics such as PYO can also 

transport certain classes of synthetic antibiotics. To determine whether PYO also induces other 
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efflux systems known to pump clinical antibiotics besides fluoroquinolones, we performed qRT-

PCR on representative genes from all 11 major RND efflux systems in the P. aeruginosa genome. 

These measurements confirmed that mexEF-oprN and mexGHI-opmD are the only two efflux 

systems significantly induced by PYO, and that the induction is PYO dose-dependent (Fig 2B and 

S2 and S3 Figs). The mexGHI-opmD system in particular reached expression levels comparable 

to the constitutively-expressed mexAB-oprM efflux system (Fig 2B and S2 Fig), which plays an 

important role in the intrinsic antibiotic tolerance and resistance of P. aeruginosa [21]. 

To assess whether the induction of efflux pumps and oxidative stress responses by PYO 

could increase the tolerance of P. aeruginosa to clinical drugs such as ciprofloxacin, we grew 

cultures with or without clinically-relevant concentrations of PYO [25] and performed a survival 

assay following treatment with different antibiotics. Importantly, we hypothesized that PYO would 

not be a universal antagonist to all clinical antibiotics. Instead, we expected tolerance to increase 

only for drugs affected by the defense mechanisms induced by PYO in the cells. Indeed, compared 

to the non-PYO-producing ∆phz mutant, the PYO-producing WT strain and PYO-treated ∆phz 

were more tolerant to both ciprofloxacin and another fluoroquinolone, levofloxacin (Fig 2C). On 

the other hand, PYO did not confer increased tolerance to: (i) aminoglycosides (Fig 2D and S4B 

Fig), which are not substrates for the efflux pumps upregulated by PYO [21]; or (ii) colistin 

(polymyxin E) (Fig 2C), an antimicrobial peptide that permeabilizes the outer membrane of the 

cell by interacting with the lipopolysaccharide and causing displacement of divalent cations [1]. 

Similar to aminoglycosides, colistin is not known to be pumped by the PYO-induced efflux 

systems [21]; moreover, efflux rarely impacts polymyxin efficacy [26]. PYO itself was not toxic 

under the experimental conditions used in our tolerance assays [16] (S4C Fig). Aside from PYO, 

1-hydroxyphenazine was the only other phenazine made by P. aeruginosa that increased tolerance 

to ciprofloxacin under our conditions, albeit to a lesser extent than PYO (Fig 2E). We also tested 

whether the presence of PYO could affect the minimum inhibitory concentration (MIC) for 

ciprofloxacin, as the classical definition of antibiotic tolerance also stipulates that increased 

survival in the presence of an antibiotic is not accompanied by an increase in MIC [2,8]. When we 

determined the MIC for ciprofloxacin according to standard clinical protocols [27] for our P. 

aeruginosa strain in the presence or absence of PYO, we saw no consistent difference at a detection 
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limit of a two-fold increase in MIC (S7 Table), supporting the interpretation that the effect of PYO 

on P. aeruginosa is primarily an increase in antibiotic tolerance (i.e. survival without the ability to 

grow) rather than phenotypic resistance. Importantly, PYO also induced ciprofloxacin tolerance 

when P. aeruginosa was grown in synthetic cystic fibrosis sputum medium (SCFM) (Fig 2D), 

suggesting that PYO production could contribute to antibiotic tolerance of this bacterium in CF 

patients. Together, these results indicate that PYO preferentially induces tolerance to 

fluoroquinolones. 

Under in vitro conditions, PYO is typically produced in early stationary phase [13]. 

However, the heterogeneous nature of physiological conditions in infections [28,29] could lead to 

intermixing of PYO-producing and -non-producing cells in vivo. We therefore tested whether 

exogenous PYO could increase the fluoroquinolone tolerance of cells harvested during log phase, 

which did not make PYO. To limit the growth of the no-antibiotic control, we exposed these cells 

to the antibiotics under nitrogen depletion. PYO still increased tolerance to both ciprofloxacin and 

levofloxacin under these conditions, suggesting that the induced tolerance phenotype does not 

depend on the previous growth phase of growth-arrested cells [16] (S4B Fig). Next, to visualize 

the recovery of cell growth after a transient exposure to ciprofloxacin, we performed a time-lapse 

microscopy assay (S4D Fig). Interestingly, WT P. aeruginosa and PYO-treated ∆phz exhibited a 

shorter lag phase compared to non-PYO-treated ∆phz following ciprofloxacin treatment (Fig 2F-

G and S4E-F Fig and S1 Movie), suggesting that PYO-induced defenses may help minimize 

cellular damage during the antibiotic treatment. We also found that addition of PYO to ∆phz 

increased ciprofloxacin tolerance in a dose-dependent manner (Fig 2H), mirroring the dose-

dependent induction of mexEF-oprN and mexGHI-opmD (Fig 2B). 



 

 

94 

 
Figure 2. PYO induces expression of specific efflux systems, conferring cross-tolerance to fluoroquinolones. A. 
Structures of PYO, two representative fluoroquinolones (CIP = ciprofloxacin, LVX = levofloxacin) and two 
representative aminoglycosides (GEN = gentamicin, TOB = tobramycin). PYO and fluoroquinolones are pumped by 
MexEF-OprN and MexGHI-OpmD, while aminoglycosides are not [21,22]. Rings with an aromatic character are 
highlighted in red. B. Normalized cDNA levels for genes within operons coding for the 11 main RND efflux systems 
in P. aeruginosa (left; n = 3), and PYO-dose-dependent changes in expression of mexEF-oprN and mexGHI-opmD 
systems (right; n = 3). For full qRT-PCR dataset, see S1, S2 and S3 Figs. C. Effect of PYO on tolerance to CIP (1 
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µg/mL), LVX (1 µg/mL) and CST (colistin, 16 µg/mL) in glucose minimal medium (n = 4). D. Effect of PYO on 
tolerance to CIP (1 µg/mL) and TOB (40 µg/mL) in SCFM (n = 4). PYO itself was not toxic under the experimental 
conditions [16] (S4C Fig). WT made 50-80 µM PYO as measured by absorbance of the culture supernatant at 691 
nm. See S5A Fig for experimental design. E. Effect on tolerance to CIP (1 µg/mL) caused by the presence of the four 
main phenazines produced by P. aeruginosa (PYO = pyocyanin, PCA = phenazine-1-carboxylic acid, PCN = 
phenazine-1-carboxamide and 1-OH-PHZ = 1-hydroxyphenazine) (n = 4). For this experiment, a ∆phz* strain that 
cannot produce or modify any phenazine was used (see Methods). F-G. Effect of PYO on lag during outgrowth after 
exposure to CIP. A representative field of view over different time points (F; magenta = WT::mApple, green = 
∆phz::GFP; see S1 Movie) is shown together with the quantification of growth area on the agarose pads at time 0 hrs 
and 15 hrs (G). For these experiments, a culture of each strain tested was grown and exposed to CIP (10 µg/mL) 
separately, then cells of both cultures were washed, mixed and placed together on a pad and imaged during outgrowth. 
The pads did not contain any PYO or CIP (see Methods and S5D Fig for details). White arrows in the displayed images 
point to regions with faster recovery of WT growth. The field of view displayed is marked with a black arrow in the 
quantification plot. The results for the experiment with swapped fluorescent proteins are shown in S4E Fig. See S4C 
Fig for complementary data about effects of PYO on lag. Scale bar: 20 µm. H. Tolerance of ∆phz to CIP (1 µg/mL) 
in stationary phase in the presence of different concentrations of PYO (n = 4). G. Tolerance of ∆phz to CIP (1 µg/mL) 
upon artificial induction of the mexGHI-opmD operon with arabinose (n = 4). The dashed green line marks the average 
survival of PYO-producing WT under similar conditions (without arabinose). Statistics: C, D, E, H – One-way 
ANOVA with Tukey’s HSD multiple-comparison test, with asterisks showing significant differences relative to 
untreated ∆phz (no PYO); G, I – Welch’s unpaired t-test (* p < 0.05, ** p < 0.01, *** p < 0.001, n.s. p > 0.05). In all 
panels with quantitative data, black horizontal lines mark the mean value for each condition. Individual data points 
represent independent biological replicates, except for in panel G, where the data points represent different fields of 
view. 

Given that PYO-induced efflux pumps transport specific substrates [21], we asked if 

increased drug efflux could be the primary mechanism underlying PYO-mediated tolerance to 

fluoroquinolones. At high concentrations of ciprofloxacin, addition of the efflux inhibitor PAβN 

eliminated the survival advantage of PYO-treated cells, indicating that efflux pump activity is 

necessary for the PYO-mediated increase in antibiotic tolerance (S4G Fig). Next, we constructed 

a ∆phz strain with the mexGHI-opmD operon under the control of an arabinose-inducible promoter 

(Para:mexGHI-opmD). We verified that the transcription levels of mexGHI-opmD under arabinose 

induction were comparable to when PYO is present (S5 Fig). Indeed, arabinose induction of 

mexGHI-opmD expression increased ciprofloxacin tolerance to near-WT levels (Fig 2I), 

suggesting that induction of this efflux system is sufficient to confer the PYO-mediated increase 

in tolerance. On the other hand, arabinose induction of the oxidative stress response genes ahpB 

or katB did not significantly increase tolerance of ∆phz to ciprofloxacin (S6A-B Fig); however, 

the levels of induction achieved for these two genes with arabinose were lower than those observed 

in the presence of PYO (S1 and S5 Figs). Importantly, the clinical relevance of mexGHI-opmD 

was previously not well known, as to our knowledge, there have been no reports of clinical mutants 

with constitutive overexpression of this efflux system. Taken together, our results demonstrate that 
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PYO-mediated regulation of mexGHI-opmD expression modulates tolerance to a particular class 

of clinically used antibiotics in P. aeruginosa. 

PYO promotes the evolution of antibiotic resistance in P. aeruginosa 

Previous studies have demonstrated that mutations conferring antibiotic tolerance or 

persistence promote the evolution of antibiotic resistance [3,4]. Moreover, tolerance mutations can 

(i) interact synergistically with resistance mutations to increase bacterial survival during antibiotic 

treatment [30] and (ii) promote the establishment of resistance mutations during combination drug 

therapy [31]. To assess whether antibiotic tolerance induced by PYO could similarly promote the 

establishment of resistance mutations in populations of P. aeruginosa undergoing extended 

exposure to a clinical antibiotic, we next performed a series of fluctuation tests (Fig 3A). In clinical 

settings, antibiotic resistance is likely to result in treatment failure if a pathogen can grow at 

antibiotic concentrations above a threshold commonly referred to as a “breakpoint.” We adopted 

this criterion by selecting mutants on antibiotic concentrations equal to or higher than the 

breakpoints defined by the European Committee on Antimicrobial Susceptibility Testing 

(EUCAST) [32]. Furthermore, we added PYO to our cultures either prior to the antibiotic selection 

step and/or concurrently with the antibiotic selection, in order to distinguish between the effects 

of preemptive versus continuous induction of PYO-regulated cellular defenses. Finally, while 

mutation rates inferred from fluctuation tests have sometimes been assumed to correlate with the 

per-base mutation rate across the genome [33,34], the results from these assays are also affected 

by the number of unique possible mutations that permit growth under the selection condition [35]. 

To encompass both possibilities in this study, we use the term µapp (apparent rate of mutation) as 

a proxy for the likelihood of evolving antibiotic resistance. We calculated this parameter using 

standard methods for fluctuation test analysis (see Methods for details).  
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Figure 3. PYO increases the apparent rate of mutation to antibiotic resistance in P. aeruginosa. A. Experimental 
design for fluctuation tests to determine the effect of PYO (100 µM unless otherwise noted) on apparent mutation 
rates. For panels B-E, mutation rates were calculated using an established maximum likelihood-based method that 
accounts for the effects of plating a small proportion of the total culture volume (see Methods for details). Each data 
point in those panels represents a single biological replicate comprising 44 parallel cultures, and the vertical lines 
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represent the 84% confidence intervals. Lack of overlap in these confidence intervals corresponds to statistical 
significance at the p < 0.05 threshold [99]. For statistical significance as determined by a likelihood ratio test, see S2 
Table. In B, D, and E, the PYO treatments correspond to the following: -/- denotes no PYO pre-treatment (in the liquid 
culture stage) or co-treatment (in the antibiotic agar plates), +/- denotes PYO pre-treatment but no co-treatment, -/+ 
denotes PYO co-treatment without pre-treatment, and +/+ denotes both PYO pre-treatment and co-treatment. B. 
Apparent mutation rates of log-phase ∆phz grown in glucose minimal medium and plated on MH agar containing 
ciprofloxacin (CIP, 0.5 µg/mL; n = 4) or levofloxacin (LVX, 1 µg/mL; n = 5), with or without pre- and/or co-exposure 
to PYO relative to the antibiotic selection step. C. The apparent rate of mutation to resistance for ∆phz cells that were 
pre-treated with different concentrations of PYO and plated onto CIP (0.5 µg/mL). D. Apparent mutation rates of log-
phase ∆phz grown in SCFM and plated on SCFM agar containing CIP (1 µg/mL; n = 4) with or without pre- and/or 
co-exposure to PYO. E. Apparent mutation rates of log-phase ∆phz grown in glucose minimal medium and plated 
during onto MH agar containing gentamicin (GEN, 16 µg/mL; n = 4) or tobramycin (TOB, 4 µg/mL; n = 4), with or 
without pre- and/or co-exposure to PYO. 

Regardless of whether PYO was added prior to or concurrently with the antibiotic 

selection, PYO significantly increased µapp for resistance to ciprofloxacin in log-phase cultures 

(Fig 3B and S2 and S3 Tables). The same trends were also observed in stationary-phase cultures, 

albeit with smaller effect sizes (S7A Fig). These results indicate that pre-treatment with PYO is 

sufficient but not necessary to increase µapp for ciprofloxacin resistance. Adding PYO at both 

stages of the fluctuation test generally resulted in an even greater increase in µapp (Fig 3B, S7A 

Fig), and the increase in µapp when PYO was added prior to antibiotic selection was dose-dependent 

(Fig 3C). Cultures that were selected on levofloxacin similarly displayed an increased µapp upon 

PYO treatment, though the impact of pre-treatment vs. co-treatment with PYO varied across 

biological replicates (Fig 3B and S2 and S3 Tables). More importantly, PYO significantly 

increased µapp for cultures that were grown in liquid SCFM and selected on SCFM plates 

containing ciprofloxacin (Fig 3D and S3 Table), suggesting that PYO produced by P. aeruginosa 

could promote mutation to antibiotic resistance in chronically infected lungs of CF patients [36].  

Because PYO did not increase tolerance to aminoglycosides (Figs 2D and S4B Fig), we 

hypothesized that PYO would not promote mutation to aminoglycoside resistance if the induction 

of shared defense mechanisms was required for the observed increases in µapp. On the other hand, 

if PYO affected µapp primarily by acting as a mutagen, pre-treatment with PYO before antibiotic 

selection would be expected to increase µapp by a similar proportion for resistance to all classes of 

antibiotics. To differentiate between these modes of action, we repeated the fluctuation tests using 

gentamicin and tobramycin, representative members of the aminoglycoside class that disrupt 

protein translation [1]. Cultures that were pre-exposed to PYO consistently exhibited significant 
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increases in µapp for gentamicin resistance (Fig 3E and S2 and S3 Tables). For tobramycin 

resistance, on the other hand, pre-treatment with PYO only significantly increased µapp in one out 

of four biological replicates (Fig 3E and S2 and S3 Tables). In addition, for both aminoglycosides, 

adding PYO to the antibiotic selection plates had no effect on µapp in most replicates (Fig 3E and 

S2 and S3 Tables). These differing responses to PYO depending on the choice of clinical antibiotic 

suggested that the observed changes in µapp were related to PYO-induced cellular defenses more 

so than a mutagenic effect of PYO. In fact, previous studies have suggested that gentamicin 

generates ROS more readily than tobramycin [37,38]. This could account for why the effect of 

pre-exposure to PYO on µapp for resistance was greater for gentamicin than for tobramycin, given 

that PYO primes cells to detoxify ROS by inducing oxidative stress responses (S1 Fig). For 

resistance to fluoroquinolones, on the other hand, simultaneous induction of multiple defenses is 

likely necessary to recapitulate the increases in µapp upon exposure to PYO. Overexpression of 

individual oxidative stress genes induced by PYO did not increase µapp for ciprofloxacin resistance, 

while overexpression of the mexGHI-opmD efflux system only mildly increased µapp in a subset 

of biological replicates (S7B Fig). Interestingly, the latter result contrasted with our finding that 

induction of mexGHI-opmD was sufficient to recapitulate PYO-mediated increases in 

fluoroquinolone tolerance. Together, our data suggest that while tolerance and resistance can be 

mechanistically interrelated, overcoming the barrier to growing in the presence of an antibiotic in 

some cases requires a different or broader set of defenses than is required for temporary survival 

under growth-arrested conditions. Nevertheless, PYO-induced defense mechanisms appear to 

contribute to both types of resilience to antibiotic treatment. 

We envisioned at least three ways in which, under antibiotic selection, PYO-induced 

defense mechanisms could lead to the apparent increases in mutation rates: A) by enhancing the 

growth of pre-existing “partially-resistant” mutants during exposure to the antibiotic; B) by 

increasing the proportion of cells that survive and subsequently mutate to resistance while still in 

the presence of the antibiotic; or C) by a combination of A and B. To distinguish between these 

scenarios, we implemented a two-pronged approach. First, to explore the possibility of scenario 

A, we isolated and characterized several mutants from the fluctuation test plates containing 

ciprofloxacin. We re-grew the isolates under non-selective conditions both with and without PYO 
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treatment and calculated the percentage of CFUs that could subsequently be recovered on 

ciprofloxacin plates relative to non-selective plates, as a metric for each isolate’s level of 

resistance. We defined as “partially-resistant” those isolates for which only a subset of the 

population could grow under the antibiotic selection without PYO treatment, as evidenced by 

lower CFU counts on antibiotic plates compared to non-selective plates. Second, to determine the 

relative likelihoods of scenario A and scenario B, we examined the fit of our fluctuation test data 

to different formulations of the theoretical Luria-Delbrück (LD) distribution. Specifically, we 

compared mathematical models that make different assumptions regarding whether mutants arise 

prior to or during the antibiotic selection.  

We identified multiple partially-resistant mutants for which the percentage of CFUs 

recovered on ciprofloxacin plates following growth under non-selective conditions increased when 

the isolate was either pre-exposed or co-exposed to PYO (Fig 4A), although the trends were not 

always statistically significant. Importantly, CFUs for the ∆phz parent strain were below the level 

of detection on the ciprofloxacin plates even in the presence of PYO, confirming that PYO-induced 

defenses alone, in the absence of a resistance mutation, were insufficient to enable growth under 

the selection condition used for the fluctuation tests (Fig 4A). In addition, for all characterized 

partially-resistant mutants, the MIC for ciprofloxacin was higher than for the parent strain (S7 

Table). For some of these mutants, the MIC determined according to standard clinical protocols 

[27] matched the ciprofloxacin concentration originally used for selection, even in the presence of 

PYO, but this is not surprising, as the relatively dilute inoculum (5 x 105 CFU/mL) and short 

incubation time (18 hrs) used for standard MIC assays can preclude detection of weak growth at a 

given antibiotic concentration. As a further validation of our assay for detection of partially-

resistant mutants, we also tested isolates with distinct colony morphologies that were not enriched 

on the PYO-containing antibiotic plates relative to PYO-free antibiotic plates in the original 

fluctuation tests. As expected, these mutants were fully resistant to ciprofloxacin at the original 

selection concentration (S8A Fig), meaning that the same number of CFUs grew on both antibiotic 

plates and non-selective plates even in the absence of PYO. Interestingly, the effect of PYO on 

ciprofloxacin resistance varied across different partially-resistant isolates (Fig 4A). This suggests 

that PYO does not universally raise the level of resistance of the entire population, but rather 
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interacts synergistically with specific types of mutations conferring partial resistance. Such 

heterogeneity could account for why the effect of PYO in the fluctuation tests varied across 

biological replicates, as the degree of benefit conferred by PYO would depend on the specific 

mutations that randomly occurred in each replicate. We also repeated the stationary phase 

ciprofloxacin tolerance assay with the partially-resistant isolates and found that tolerance was 

likewise differentially affected by PYO (S8B Fig). Interestingly, the tolerance and resistance 

phenotypes shared no obvious underlying pattern, again suggesting that cellular processes that 

affect resistance do not always equally effect tolerance, and vice versa. Nevertheless, our results 

demonstrate that under antibiotic selection, a subset of partially-resistant mutants benefits from 

exposure to PYO. 

 
Figure 4. PYO promotes the growth of partially-resistant mutants and the occurrence of post-plating 
mutations. A. Putative ciprofloxacin-resistant mutants of P. aeruginosa (P.a.) isolated from fluctuation test plates 
were grown to mid-log phase in liquid glucose minimal medium with or without 100 µM PYO, before plating for 
CFUs on non-selective agar plates, plates containing ciprofloxacin alone (0.5 µg/mL), and plates containing 
ciprofloxacin and PYO. Plotted values represent the percentage of CFUs recovered on the ciprofloxacin plates, 
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calculated relative to total CFUs counted on non-selective plates. On the x-axis, “pre” denotes the presence of PYO 
in the liquid cultures and “co” denotes the presence of PYO in the agar plates. Data points represent independent 
biological cultures (n = 4). Black horizontal lines mark the mean values for each condition. B. Goodness-of-fit of 
different mathematical models for P. aeruginosa ∆phz fluctuation test data. Data from the fluctuation tests performed 
on ciprofloxacin are plotted for different combinations of PYO in liquid (pre-treatment) and PYO in agar (co-exposure 
to antibiotic selection). The empirical cumulative distribution functions of the data (black) are plotted against 1) a 
variation of the Luria-Delbrück model fit with two parameters, m (the expected number of mutations per culture) and 
w (the relative fitness of mutant cells vs. WT), as implemented by Hamon & Ycart  [44] (pink); 2) a mixed Luria-
Delbrück and Poisson distribution fit with two parameters, m and d (the number of generations that occur post-plating), 
allowing for the possibility of post-plating mutations, as implemented by Lang and Murray [45] (blue); 3) the basic 
Luria-Delbrück distribution model fit only with m, as implemented by Lang and Murray [45] (gray). In each condition, 
the plotted experimental data represent the biological replicate with the lowest chi-square goodness-of-fit p-value (i.e. 
least-good fit) for the Hamon & Ycart model, demonstrating that this model was still a reasonable fit for these samples. 
Statistics: A – Welch’s unpaired t-tests with Benjamini-Hochberg correction for controlling false discovery rate (* p 
< 0.05, ** p < 0.01, *** p < 0.001, n.s. p > 0.05). 

Whole-genome sequencing revealed that the partially-resistant isolates contained 

mutations either in the efflux pump repressors nfxB or mexS, or in genes that affected growth rate, 

such as a ribosomal protein, a C4-dicarboxylate transporter, and a cell-wall synthesis gene (S4 

Table). Mutations in nfxB or mexS were also found in the fully-resistant isolates (S4 Table), albeit 

at different loci compared to the partially-resistant isolates. Notably, nfxB is considered a 

“pathoadaptive gene” in which mutations tend to accumulate during chronic infections [39,40]. 

Mutations in mexS are less common, but have also been detected in clinical isolates [41]. Slow-

growing small colony variant mutants of P. aeruginosa have likewise been isolated from patients 

[42,43]. Thus, the growth benefits conferred by PYO-induced defenses during antibiotic selection 

could be relevant to a variety of clinically-adapted strains.  

That PYO increases µapp at least in part by promoting the growth of pre-existing partially-

resistant mutants was further supported by the alternative approach of evaluating the fit of our data 

to different mathematical models. Specifically, Pearson’s chi-square test indicated that our data 

closely fit the Hamon and Ycart model [44] (Fig 4B and S9 Fig and S3 Table), which allows for 

differential fitness of mutants compared to WT cells, but assumes that all mutants arise pre-plating. 

However, we could not unequivocally rule out the possibility that post-plating mutations 

contributed to the increases in µapp, as a subset of our data also fit a mixed LD-Poisson model that 

assumes some mutations occurred during the antibiotic selection step [45] (Fig 4B and S9 Fig and 

S3 Table). We also performed growth curves under the culture conditions used in our fluctuation 

tests prior to the antibiotic selection step, with the addition of the live-cell-impermeable DNA-
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binding dye propidium iodide as a marker for cell death. As expected from a previous study on 

PYO toxicity [16], cell death was undetectable prior to the sampling time point used in most of the 

fluctuation tests (S8D-E Fig). Thus, while increased population turnover due to stress can also lead 

to increases in µapp [46], this is unlikely to underlie the effect of PYO on µapp. Together, these 

results suggest that the most probable explanation for the PYO-mediated increases in apparent 

mutation rates is a combined effect of increased detection of partially-resistant mutants (the 

proposed scenario A) and increased occurrence of post-plating mutations resulting from elevated 

survival on the antibiotic plates (the proposed scenario B).  

Importantly, previous studies based on in vitro evolution experiments have demonstrated 

that even modest increases in mutation rates, in the range of two- to five-fold, significantly affect 

the maximum achievable level of antibiotic resistance for diverse bacterial pathogens [47,48]. 

Moreover, it is well-established that partial resistance can rapidly lead to acquisition of full 

resistance via secondary mutations [49,50]. Indeed, several putative mutants appeared fully 

resistant to ciprofloxacin in our CFU-recovery assay despite having been enriched by exposure to 

PYO in the fluctuation tests (S8C Fig). This discrepancy could be a result of acquiring secondary 

mutations either during growth on the original fluctuation test plates or during the pre-growth for 

the CFU-recovery assay. Thus, our results suggest that PYO may significantly affect the rate at 

which high-level resistance emerges in populations of P. aeruginosa undergoing long-term 

antibiotic exposure. 

PYO promotes antibiotic tolerance in other opportunistic pathogens 

While the above experiments were performed with single-species cultures, P. aeruginosa 

is found in polymicrobial communities in both natural environments (e.g. soil) and clinical 

contexts (e.g. chronic infections) [51–54]. We hypothesized that microbes that frequently interact 

with P. aeruginosa would have evolved inducible defense mechanisms against PYO toxicity, and 

that production of PYO by P. aeruginosa might therefore also increase tolerance and resistance to 

clinical antibiotics in these community members. To test this hypothesis, we focused on the genera 

Burkholderia and Stenotrophomonas, both of which are (i) soil-born gram-negative opportunistic 

pathogens that are frequently refractory to clinical antibiotic treatments [55–57], and (ii) found in 
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co-infections with P. aeruginosa, e.g. in CF patients [58]. Specifically, we tested a soil-derived 

strain, Burkholderia cepacia ATCC 25416; a non-CF clinical isolate of Stenotrophomonas, S. 

maltophilia ATCC 13637; and several clinical isolates of the three most prevalent Burkholderia 

species found in CF patients [51]: B. cenocepacia, B. multivorans, and B. gladioli (for descriptions 

of these strains, see S5 Table).  

We first assessed each strain’s intrinsic resistance to PYO (Fig 5A), as we expected that 

strong defenses against PYO toxicity would be required in order to benefit from exposure to this 

natural antibiotic. Indeed, for S. maltophilia, which was sensitive to PYO (Fig 5A), the effects of 

PYO on antibiotic tolerance were complex: the presence of PYO was only beneficial when 

ciprofloxacin levels were low (1 µg/mL) (Fig 5B). At a higher concentration of ciprofloxacin (10 

µg/mL), PYO was detrimental in a dose-dependent manner (Fig 5B), suggesting that the additional 

stress conferred by PYO outweighed any induction of defense mechanisms against ciprofloxacin. 

S. maltophilia also struggled to grow with P. aeruginosa in co-cultures (Fig 5C-D), indicating that 

the conditions under which this species could potentially benefit from PYO are very limited.  

B. cepacia, B. cenocepacia, and B. multivorans, on the other hand, were highly resistant to 

PYO (Fig 5A). For these three species, exogenously-added PYO increased tolerance to 

ciprofloxacin (Fig 5E). Furthermore, for B. cepacia, we confirmed that this effect was PYO dose-

dependent (Fig 5E). We therefore tested whether P. aeruginosa could induce tolerance to 

ciprofloxacin in co-cultures with these Burkholderia strains. Using liquid culture plates in which 

the two species were separated by a permeable membrane (Fig 5C), we found that PYO-producing 

P. aeruginosa strongly induced tolerance to ciprofloxacin in the Burkholderia species, and that the 

observed tolerance phenotypes were recapitulated by addition of exogenous PYO to co-cultures of 

Burkholderia and the P. aeruginosa ∆phz mutant, or to control cultures with Burkholderia alone 

in the same setup (Fig 5F). Notably, for B. cenocepacia and B. multivorans, increased 

ciprofloxacin tolerance was also observed in co-cultures with a PYO-producing strain isolated 

from a CF patient, P. aeruginosa PA 76-11 (Fig 5F). In addition, even when co-cultured with 

Burkholderia, the P. aeruginosa WT strain still showed elevated ciprofloxacin tolerance when 

compared to the non-PYO-producing ∆phz mutant (Fig 5G). This indicates that the presence of 
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Burkholderia did not alter P. aeruginosa tolerance patterns under our conditions. Finally, similar 

results were obtained for experiments performed in SCFM, where either the addition of exogenous 

PYO (Fig 5H) or co-culture with P. aeruginosa (Fig 5I) led to increased tolerance levels in 

Burkholderia. Together, these results suggest that PYO produced by P. aeruginosa in CF patients 

may decrease the efficacy of ciprofloxacin as a treatment for multispecies infections. 

 
Figure 5. PYO promotes antibiotic tolerance in other opportunistic pathogens. A. Growth of several strains in 
the presence of different concentrations of PYO. Plotted lines represent averages of four to six replicates and shaded 
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areas in gray represent the standard deviation. Burkholderia multivorans 1 = B. multivorans AU42096. For complete 
information on strains, see S5 Table. B. Tolerance of S. maltophilia to different concentrations of ciprofloxacin (CIP; 
1 or 10 µg/mL) after growth in the presence of different concentrations of PYO (0, 10 or 50 µM) (n = 4). C. Schematic 
depicting the experimental design for co-culture antibiotic tolerance assays (see Methods for details). D. CFUs 
recovered from co-cultures of P. aeruginosa (PA14 WT and ∆phz) and S. maltophilia (n = 3), showing that the latter 
struggled to grow in the presence of P. aeruginosa. E. Effect of PYO on the tolerance to ciprofloxacin (10 µg/mL) of 
multiple Burkholderia species isolated from environmental and clinical samples (n = 4). F. Effect of PYO produced 
by P. aeruginosa in co-cultures on the tolerance of different Burkholderia species to ciprofloxacin (10 µg/mL). PA14 
is our model laboratory strain of P. aeruginosa, while PA 76-11 is a PYO-producing strain of P. aeruginosa isolated 
from a CF patient. The Burkholderia strains were plated separately for CFUs to assess survival following treatment 
with ciprofloxacin in the co-cultures (n = 3). G. Tolerance of P. aeruginosa PA14 WT and ∆phz to ciprofloxacin (1 
µg/mL) when grown in co-cultures with B. multivorans 1 (n = 3). H. Effect of PYO on the tolerance to ciprofloxacin 
(10 µg/mL) of B. multivorans 1 in SCFM (n = 4). I. Tolerance to ciprofloxacin (1 µg/mL) of B. multivorans 1 grown 
in co-cultures with P. aeruginosa PA14 WT, ∆phz or alone with 100 µM PYO added exogenously (n = 3). Statistics: 
B, E, F, G, H, I – One-way ANOVA with Tukey’s HSD multiple-comparison test for comparisons of three conditions 
or Welch’s unpaired t-test for comparison of two conditions, with asterisks showing the statistical significance of 
comparisons with the untreated (no PYO or ∆phz) condition (* p < 0.05, ** p  < 0.01, *** p < 0.001). In all panels, 
data points represent independent biological replicates, and black horizontal bars mark the mean values for each 
condition. 

PYO promotes the evolution of antibiotic resistance in a co-occurring opportunistic pathogen 

We next asked whether PYO could mediate an increase in apparent mutation rate for 

ciprofloxacin resistance in Burkholderia species. We chose B. multivorans AU42096 (B. 

multivorans 1 in Fig 5) as our model strain for these experiments because, among the clinical 

isolates, it displayed the strongest response to PYO in the ciprofloxacin tolerance assays. 

Remarkably, when selecting B. multivorans mutants on ciprofloxacin, we observed PYO-mediated 

increases in µapp that were far more dramatic than for P. aeruginosa: pre-treatment with PYO 

increased µapp for B. multivorans approximately 10-fold, while co-exposure to PYO in the 

antibiotic plate without pre-exposure increased µapp approximately 40-fold, and the combination 

of pre- and co-exposure to PYO increased µapp by 230-fold (Fig 6A and S3 Table). Notably, the 

magnitude of the latter effect is on par with observed differences between hypermutators, such as 

mutants deficient in the mismatch repair pathway, and their respective parent strains [59–61]. 

Moreover, hypermutators of Burkholderia isolated from CF infections are associated with clinical 

ciprofloxacin resistance [59]. In light of these observations, our results suggest that PYO could 

significantly affect clinical outcomes for co-infections of P. aeruginosa and B. multivorans treated 

with ciprofloxacin. 
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To verify that the B. multivorans colonies growing on ciprofloxacin in the presence of PYO 

were mutants, and to assess their responses to PYO, we isolated several putative mutants from the 

fluctuation test antibiotic plates and tested three in our CFU-recovery assay. All three displayed 

unique profiles of ciprofloxacin resistance in response to PYO treatment, as well as different 

maximal levels of resistance. However, all were more resistant than the WT parent strain in the 

presence of PYO, and none were noticeably resistant to ciprofloxacin in this assay without 

exposure to PYO (Fig 6B). MIC tests performed according to clinical standards revealed that the 

MIC of CipR-1 was indistinguishable from that of the parent strain, while the MIC of CipR-2 was 

two-fold higher than that of the parent strain in the absence of PYO but identical in the presence 

of PYO (S7 Table), reflecting the limitations of standard two-fold antibiotic dilution series for 

revealing mild increases in resistance. The MIC of CipR-7, on the other hand, was eight-fold higher 

than that of the parent strain, though in the absence of PYO, the MIC of this mutant was still below 

the ciprofloxacin concentration used in the fluctuation tests. Notably, for all tested B. multivorans 

isolates, including the WT parent, the addition of PYO to the standard MIC tests increased the 

MIC for ciprofloxacin by four- to eight-fold (S7 Table); however, even in the presence of PYO, 

the MIC for the parent strain was less than half of the ciprofloxacin concentration used in the 

tolerance assays, indicating that the observed tolerance phenotype for this strain cannot be fully 

explained by phenotypic resistance. Interestingly, the percentage of the parent strain population 

that could grow on ciprofloxacin in the presence of PYO (Fig 6B) was approximately equal to 

what would have been expected from the frequency of colonies detected in the fluctuation tests; 

moreover, when the CFU recovery assay was performed for the parent strain, the colonies that 

grew on ciprofloxacin in the presence of PYO exhibited diverse morphologies. This suggests that 

much of the parent strain growth on ciprofloxacin in the presence of PYO may have in fact 

reflected the growth of high-frequency spontaneous mutants, rather than background growth of the 

parent strain itself.   

Whole-genome sequencing of the fluctuation test isolates revealed that B. multivorans 

CipR-1 possessed mutations in three uncharacterized regulatory genes (S6 Table). B. multivorans 

CipR-2 possessed mutations in two different homologs of the SpoT/RelA (p)ppGpp synthetase 

gene, which is known to affect antibiotic tolerance and resistance [62]. Finally, B. multivorans 
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CipR-7 possessed a point mutation in DNA gyrase A (S83R), along with a point mutation in a 

malto-oligosyltrehalose synthase. Given that DNA gyrase A is the target of ciprofloxacin and that 

the specific mutated residue is likely homologous to the T83 residue that was mutated in a study 

of fluoroquinolone-resistant mutants in B. cepacia [63], it is intriguing that this mutant was not 

able to grow on the original selection concentration of ciprofloxacin in the absence of PYO; 

however, the specific amino acid substitution in this strain may have resulted in only a mild 

disruption of ciprofloxacin binding.   

 
Figure 6. PYO promotes antibiotic resistance in B. multivorans. A. The apparent rate of mutation to resistance 
when log-phase B. multivorans 1 cells were plated on MH agar containing ciprofloxacin (8 µg/mL), with or without 
pre- and/or co-exposure to 100 µM PYO relative to the antibiotic selection step. Each data point represents a biological 
replicate comprising 44 parallel cultures (n = 4). The vertical lines represent 84% confidence intervals, in which lack 
of overlap corresponds to statistical significance at the p < 0.05 level [99]. The PYO treatments correspond to the 
following: -/- denotes no PYO pre-treatment (in the liquid culture stage) or co-treatment (in the antibiotic agar plates), 
+/- denotes PYO pre-treatment but no co-treatment, -/+ denotes PYO co-treatment without pre-treatment, and +/+ 
denotes both PYO pre-treatment and co-treatment. B. The percentage of CFUs recovered on ciprofloxacin plates either 
with or without PYO in the agar, for exponential phase cultures of different partially-resistant B. multivorans 1 (B.m.) 
mutants that were pre-grown with or without PYO in liquid cultures. Plotted values represent the percentage of CFUs 
recovered on the ciprofloxacin plates, calculated relative to total CFUs counted on non-selective plates. On the x-axis, 
“pre” denotes the presence of PYO in the liquid cultures and “co” denotes the presence of PYO in the agar plates. 
Data points represent independent biological replicates (n =  4), and black horizontal bars mark the mean values for 
each condition. C. Goodness-of-fit of different mathematical models for B. multivorans 1 fluctuation test data. Data 
are plotted for different combinations of PYO in liquid (pre-treatment) and PYO in agar (co-exposure to antibiotic 
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selection). The empirical cumulative distribution functions of the data (black) are plotted against 1) a variation of the 
Luria-Delbrück model fit with two parameters, m (the expected number of mutations per culture) and w (the relative 
fitness of mutant cells vs. WT), as implemented by Hamon & Ycart [44] (pink); 2) a mixed Luria-Delbrück and 
Poisson distribution fit with two parameters, m and d (the number of generations that occur post-plating), allowing for 
the possibility of post-plating mutations, as implemented by Lang and Murray [45] (blue); 3) the basic Luria-Delbrück 
distribution model fit only with m, as implemented by Lang and Murray [45] (gray). In each condition, the plotted 
experimental data represent the biological replicate with the lowest chi-square goodness-of-fit p-value (i.e. least-good 
fit) for the Hamon & Ycart model. Statistics: B – Welch’s unpaired t-tests with Benjamini-Hochberg correction for 
controlling false discovery rate (* p < 0.05, ** p  < 0.01, *** p < 0.001). 

Lastly, we asked whether the B. multivorans mutants we detected primarily arose prior to 

or during the antibiotic selection. In all cases, the distribution of mutants closely matched the 

Hamon and Ycart formulation of the theoretical LD distribution, suggesting that the detected 

mutants arose prior to the antibiotic exposure (Fig 6C and S3 Table). Interestingly, the Hamon and 

Ycart model also predicted the average relative fitness of mutants detected in PYO-treated samples 

to be significantly lower compared to mutants detected in non-PYO treated samples (S3 Table; p 

< 0.05 for all three comparisons between non-PYO-treated and PYO-treated sample groups, using 

Welch’s paired t-test with Benjamini-Hochberg corrections for controlling the false discovery 

rate). In addition, unlike for P. aeruginosa, the mixed LD-Poisson distribution that allows for post-

plating mutations was a poorer fit than the Hamon and Ycart model for all PYO-treated B. 

multivorans samples (Fig 6C and S3 Table). Together, these results suggest that in B. multivorans, 

PYO increases µapp by promoting growth of a wider range of mutants that arise prior to antibiotic 

selection, including those with slower growth rates.   

Discussion 

Many clinical antibiotic resistance genes are thought to have originated in environmental 

microorganisms as responses to microbial chemical warfare, with subsequent mobilization into 

human pathogens via horizontal gene transfer [5,6,64]. Here, we have demonstrated that tolerance 

and resistance to clinically relevant concentrations of synthetic antibiotics can also arise as a 

collateral benefit of natural antibiotic production by an opportunistic pathogen. P. aeruginosa is a 

particularly relevant example of an opportunistic pathogen whose self-produced natural antibiotics 

can promote resilience to clinical antibiotics, given the large number of chronic infections caused 

by this bacterium worldwide [9] and the fact that PYO has been detected at concentrations up to 

130 µM in lung infection sputum samples [25] and 0.31 mg/g in infected wound exudate [65]. 
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Notably, treatments for infections caused by P. aeruginosa and other opportunistic pathogens often 

fail even when in vitro MIC tests indicate susceptibility to the chosen antibiotic [58]. Previous 

studies have attributed this discrepancy to metabolic and physiological changes within biofilms 

[66,67], which represent a major form of bacterial life within infections [68]. Our results suggest 

that cellular defenses induced by bacterially-produced natural antibiotics may also contribute to in 

vitro versus in vivo differences in antibiotic susceptibility, as standard MIC tests are inoculated at 

a low cell density [32], but P. aeruginosa typically does not make PYO in vitro until reaching a 

relatively high cell density [13]. Furthermore, the observation that PYO produced by P. aeruginosa 

strongly promotes antibiotic tolerance and resistance in Burkholderia species could hold important 

ramifications for the treatment of co-infections of these organisms in CF patients, for which clear 

best practices have yet to be established [58]. In particular, it could be prudent to avoid treating 

such infections with antibiotics for which PYO is likely to promote increased tolerance and 

resistance, such as fluoroquinolones, chloramphenicol, and trimethoprim/sulfamethoxazole—the 

latter two also being known substrates for efflux pumps that we have shown are upregulated by 

PYO [9,21].  

Interestingly, our finding that PYO does not increase tolerance to aminoglycosides (Fig 2D 

and S4B Fig) contrasts with the conclusions of two previous studies on phenazine-mediated 

antibiotic tolerance, which claimed that phenazines broadly increase tolerance to all classes of 

antibiotics except cationic peptides [17,18]. Importantly, however, these studies did not explore 

whether or which molecular defense mechanisms are induced by the phenazines and how these 

defenses might interact with clinical antibiotics. Moreover, the studies were performed under very 

different experimental setups, including different media, which can profoundly impact the 

outcomes of antibiotic susceptibility assays. One study focused on colony biofilms of P. 

aeruginosa that produced only phenazine-1-carboxylic acid and phenazine-1-carboxamide [17], 

which are less toxic than PYO [16] and consequently may induce a different set of cellular 

responses. Alternatively, the observed increased tolerance to tobramycin in that study might not 

be related to molecular defenses induced by phenazines, but rather phenazine-mediated 

physiological differences under the studied conditions [17]. Phenazines are redox-active molecules 

that can promote metabolic activity under oxygen limitation, which occurs within biofilms 
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[12,17,69]; the specific details of how such metabolic activity might affect antibiotic tolerance 

merit further attention. The other previous study found that PYO increased planktonic culture cell 

densities in the presence of various antibiotics [18], but these experiments did not directly 

demonstrate an effect on antibiotic tolerance (i.e. the ability to survive an otherwise lethal 

antibiotic treatment) [2]. Notably, both studies found that phenazines actually increase sensitivity 

to cationic peptides, consistent with our observation that WT P. aeruginosa is less tolerant to 

colistin than the ∆phz strain. The mechanism of this synergistic lethality warrants further 

investigation. Our results highlight that identifying the cellular defenses induced by natural 

antibiotics, not only in the case of P. aeruginosa and phenazines, but also potentially other 

opportunistic pathogens and their endogenously-produced natural antibiotics, is essential for 

accurately predicting clinical antibiotic efficacy.  

Our results furthermore suggest that by inducing cellular defenses against specific clinical 

antibiotics, PYO widens the population bottleneck that occurs during antibiotic selection. This 

effect occurs via a two-pronged mechanism (Fig 7). First, PYO increases the proportion of cells 

that survive short-term antibiotic treatments, which would inherently tend to preserve a greater 

range of genetic variation in the post-selection population. Second, PYO promotes the 

establishment of a broader range of resistant mutant lineages, which are likely primed to acquire 

further step-wise mutations to high-level resistance, yet may otherwise be lost during extended 

antibiotic treatment. Interestingly, a recent study demonstrated that lineages of spontaneous 

resistant mutants can be lost through stochastic cell death even at antibiotic concentrations well 

below the mutants’ MICs [70]. Thus, besides boosting the growth of partially-resistant mutants 

whose MICs failed to exceed the antibiotic concentrations used in our fluctuation tests, it is 

possible that PYO-induced defenses (e.g. enhanced efflux and oxidative stress responses) also 

increased apparent mutation rates by decreasing the stochastic loss of individual spontaneous 

mutants with higher MICs. In addition, a recent study in Staphylococcus aureus highlighted the 

important role that pre-existing genetic diversity in the population can play in shaping the 

evolution of antibiotic resistance [71]. In particular, even small variations in efflux-mediated 

intrinsic resistance of parent strains significantly affected the probability that a population would 

evolve resistance under ciprofloxacin selection at the clinical breakpoint concentration [71]. 
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Multiple studies have also demonstrated additive or synergistic interactions between increased 

drug efflux and classical ciprofloxacin resistance mutations [71–73]. We observed a similar 

phenomenon in our B. multivorans CipR-7 strain, which had acquired a mutation in the cellular 

target of ciprofloxacin (i.e. DNA gyrase A), yet still required exposure to PYO in order to grow at 

the ciprofloxacin concentration on which it was originally selected (Fig 6B). Together, these 

findings suggest that microbial production of natural antibiotics in the context of an infection could 

dynamically, and in some cases dramatically, affect the evolvability of opportunistic pathogens 

challenged with clinical drugs.  

 
Fig 7. Proposed model for how natural antibiotics increase bacterial tolerance and resistance to clinical drugs. 
In the first scenario (tolerance), cells are exposed to the clinical drug (pink dots) for a short period of time. Surviving 
cells will eventually re-start growth after the drug is removed. The presence of the natural antibiotic (bottom) increases 
tolerance of both WT and partially-resistant mutants. In the second scenario (resistance), cells are constantly exposed 
to the drug for an extended period of time, and only mutants are maintained in the population. The presence of the 
natural antibiotic (bottom) widens the population bottleneck and allows partially-resistant mutants to grow under drug 
selection, preserving a greater range of genetic diversity in the population. 
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Beyond P. aeruginosa and PYO, our proposed model for collateral benefits of exposure to 

natural antibiotics (Fig 7) potentially represents a broader phenomenon among human pathogens 

than has previously been appreciated. Many opportunistic pathogens originate in environments 

like soil [55,74], where they have evolved in the presence of diverse natural antibiotics [5,6], and 

P. aeruginosa is not the only pathogen with the capacity to synthesize its own antibiotics. For 

example, Burkholderia species possess the biosynthetic capability to produce a variety of 

compounds with antibacterial activity, whose potential clinical significance has not been explored 

[75]. If a given natural antibiotic induces expression of a molecular defense, the only requirement 

for a consequent increase in tolerance to a clinically-relevant drug would be that the induced 

defense has some efficacy against the drug—e.g. due to structural similarities like those shared by 

PYO and fluoroquinolones. This inference is supported by recent evidence that certain food 

additives and synthetic drugs antagonize the efficacy of specific clinical antibiotics by triggering 

stress responses in cells, including the induction of efflux pumps [76], and that exposure to a 

clinical drug to which a strain is already resistant can collaterally affect its development of 

tolerance and resistance to other drugs [77]. In fact, bacterially-produced toxic metabolites that 

promote antibiotic tolerance and resistance in human pathogens need not be limited to the types of 

molecules traditionally thought of as natural antibiotics. For example, indole secretion by highly 

antibiotic-resistant spontaneous mutants of Escherichia coli enables partially-resistant mutants 

within the same species to grow at drug concentrations above their own MICs, in part by 

stimulating efflux pump expression [78]. Unlike PYO, indole is generally thought of as a signaling 

molecule rather than a natural antibiotic [79], though it can likewise be toxic to bacteria at high 

concentrations [79,80]. Efforts to identify and characterize additional examples of such 

metabolites produced by opportunistic human pathogens could lead to an improved understanding 

of the modes of antibiotic treatment failure in clinics, and ultimately inform the design of more 

effective and longer-lived therapies.  
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Methods 

Culture media and incubation conditions 

Different culture media were used for different experiments as indicated throughout the 

Methods. Succinate minimal medium (SMM) composition was: 40 mM sodium succinate (or 20 

mM, if specified), 50 mM KH2PO4/K2HPO4 (pH 7), 42.8 mM NaCl, 1 mM MgSO4, 9.35 mM 

NH4Cl, and a trace elements solution [81]. Glucose minimal medium (GMM) was identical to 

SMM, except with 10 or 20 mM glucose (as specified for different experiments) instead of 

succinate. SMM and GMM were prepared by autoclaving all components together for 20 min at 

121�C, except for the carbon source and the 1000x trace elements stock solution, which were 

filter-sterilized and added separately; interestingly, we found that autoclaving MgSO4 with the 

other components was crucial for consistent PYO production by WT Pseudomonas aeruginosa 

UCBPP-PA14 in GMM. Luria-Bertani (LB) Miller broth (BD Biosciences) and BBL Cation-

Adjusted Mueller-Hinton II (MH) broth (BD Biosciences) were prepared according to the 

manufacturer’s instructions (notably with only a 10 min autoclave step for MH medium), with the 

addition of 1.5% Bacto agar (BD Biosciences) to make solid media. Synthetic cystic fibrosis 

sputum medium (SCFM) composition was prepared as described previously [36], with 1.355mM 

K2SO4 and no nitrate. In addition, 3.6 µM FeSO4.7H2O and 0.3 mM N-acetyl-glucosamine were 

added [82]. All components except for the latter two were dissolved together, sterilized by 

filtration through a 0.22 µm membrane, and stored for up to two weeks; FeSO4.7H2O and N-acetyl-

glucosamine solutions were prepared fresh each time or stored at -20ºC, respectively, and added 

to SCFM on the day of use. For SCFM agar, a 2x solution of the medium components was prepared 

and added to a separately autoclaved 3% molten agar solution, for a final concentration of 1x 

SCFM and 1.5% agar.  

Antibiotics were prepared in concentrated stock solutions (100x or greater) and stored at -

20ºC. Ciprofloxacin was dissolved in 0.1 M or 20 mM HCl, while levofloxacin, gentamicin, 

tobramycin and colistin were dissolved in sterile deionized water. Phenylalanine-arginine β-

naphthylamide (PAbN) dihydrochloride (MedChemExpress) was dissolved in sterile deionized 

water (50 mg/mL). Pyocyanin (PYO) was synthesized and purified as previously described [83,84] 
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and dissolved in 20 mM HCl to make 10 mM stock solutions. Experiments involving exogenous 

PYO always included negative controls to which an equivalent volume of 20 mM HCl was added. 

In addition, MH agar plates were buffered to pH 7 with 10 mM morpholinepropanesulfonic acid 

(MOPS) to avoid any pH changes upon addition of PYO or HCl; all other media used with 

exogenous PYO were already inherently buffered. Incubations were always done at 37ºC, with 

shaking for liquid cultures (250 rpm), unless mentioned otherwise.  

Strain construction 

 In this study, we use PA14 as an abbreviation for UCBPP-PA14. P. aeruginosa PA14 was 

used for all experiments unless otherwise noted. For a full list of strains made in this study, see S5 

Table. Three types of strains were made in different P. aeruginosa PA14 backgrounds: (i) 

unmarked deletions, used for Tn-seq validation experiments; (ii) fluorescent strains for time-lapse 

microscopy experiments; and (iii) strains overexpressing one of the following three systems: 

mexGHI-opmD, ahpB and katB. Established protocols were used for all these procedures [85].  

Briefly, for unmarked deletions, ~1kb fragments immediately upstream and downstream 

of the target locus were cloned using Gibson assembly into the pMQ30 suicide vector [86,87]. 

Fragments amplified from P. aeruginosa PA14 genomic DNA (gDNA) and cleaned up using the 

Monarch PCR Purification kit (New England Biolabs) were used for Gibson assembly together 

with pMQ30 cut with SacI and HindIII. The assembled construct was then transformed into 

Escherichia coli DH10B, with transformants being selected in LB with 20 µg/mL gentamicin. All 

correctly-assembled plasmids were identified by colony PCR and verified by Sanger sequencing 

(Laragen). Next, for the insertion of the constructs into P. aeruginosa PA14 genome, tri-parental 

conjugation was performed following Choi and Schweizer [88]. All unmarked deletions were done 

in the P. aeruginosa PA14 ∆phz background (both phzA-G1 and phzA-G2 operons are deleted in 

this strain [13]), allowing clean experiments by addition of exogenous phenazines. Merodiploids 

containing the construct integrated into their genomes were selected on VBMM medium (3 g/L 

trisodium citrate, 2 g/L citric acid, 10 g/L K2HPO4, 3.5 g/L NaNH4PO4·4H2O, 1 mM MgSO4, 100 

μM CaCL2, pH 7) with 100 μg/mL gentamicin following Choi and Schweizer [88]. Finally, 

merodiploids were then plated on LB lacking NaCl and containing 10% sucrose to select for 
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colonies resulting from homologous recombination. Colonies missing the target locus (unmarked 

deletions) were identified by PCR. For all primers used, see S5 Table.  

Fluorescent strains used in time-lapse microscopy were made using previously published 

plasmids [85,89]. Constructs containing GFP and mApple florescent proteins under the control of 

the ribosomal rpsG gene were inserted in the attTn7 site of P. aeruginosa PA14 ∆phz chromosome 

by tetra-parental conjugation, followed with selection on VBMM with 100 μg/mL gentamicin [88].   

Finally, overexpressing strains were made as previously described [85]. The previously-

made overexpression construct (pUC18T-miniTn7T-GmR vector containing the arabinose-

inducible promoter Para [85]) and the three different targets (mexGHI-opmD, ahpB and katB) were 

all amplified by PCR. Next, using Gibson assembly, the targets were cloned downstream of Para in 

the pUC18T-miniTn7T-GmR vector, resulting in the three different overexpression constructs: 

Para:mexGHI-opmD, Para:ahpB, and  Para:katB. The final constructs were introduced into the attTn7 

of the P. aeruginosa PA14 ∆phz background strain by tetraparental conjugation [88]. 

Transposon-sequencing (Tn-seq) experiment  

The Tn-seq experiment was performed following the design presented in Fig 1A. Two 

aliquots of the P. aeruginosa PA14 transposon library previously prepared [89] were thawed on 

ice for 15 min, diluted to a starting optical density (OD500) of 0.05 in 50 mL of SMM, and grown 

aerobically under shaking conditions (250 rpm) at 37ºC for ~ 4-5 generations to an OD500  of 0.8-

1. These growing conditions were used for all the stages of the experiment. After growth in SMM, 

each aliquot was considered an independent replicate. Cells from each replicate were pelleted, 

washed and resuspended (5 mL in 18 x 150 mm glass tubes, OD500 = 2) in minimal phosphate 

buffer (MPB - 50 mM KH2PO4/ K2HPO4[pH 7], 42.8 mM NaCl) with and without 100 µM PYO. 

Cells were then incubated for 26 hrs under shaking conditions at 37ºC. Therefore, the experiment 

consisted of four different samples that were later sequenced: (i) “R1 No PYO,” (ii) “R1 + PYO,” 

(iii) “R2 No PYO,” and (iv) “R2 + PYO.” After the incubation, cultures from all treatments were 

pelleted, washed again to remove PYO, and resuspended in fresh SMM. Immediately, an aliquot 

of each sample was diluted to a starting OD500 of ~0.05 in 25 mL SMM, followed by outgrowth 
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for ~4-5 generations to an OD500 of 0.8-1. After outgrowth, 2.5 mL of each sample was pelleted 

and stored at -80ºC.  

Genomic DNA was extracted from the pelleted samples using the DNeasy Blood & Tissue 

kit (Qiagen). All the steps for sequencing library preparation followed exactly the protocol used 

by Basta et al. [89], including (i) DNA shearing by sonication (to produce 200-500 bp fragments), 

(ii) end-repair, (iii) addition of poly(C) tail and (iv) enrichment of transposon-genome junctions 

and addition of adapter for Illumina sequencing by PCR [89,90]. The resulting amplified DNA 

samples were sequenced using 100 bp single-end reads on the Illumina HiSeq 2500 platform at 

the Millard and Muriel Jacobs Genetics and Genomics Laboratory at Caltech. Data analysis also 

followed Basta et al. [89]. In summary, sequences were mapped to the P. aeruginosa UCBPP-

PA14 genome sequence using Bowtie 2 [91] and were analyzed in MATLAB using the ARTIST 

Tn-seq analysis pipeline [92], with non-overlapping windows of 100 bp across the genome [89,92]. 

Using the Mann-Whitney U statistical test, the total reads mapping for each gene in the “+PYO” 

samples were compared to the corresponding reads in the “No PYO” control for each replicate 

independently [89,92]. Next, the read ratio for each replicate was calculated within ARTIST for 

each gene and then log2-transformed. Finally, the p-values for both replicates were combined using 

the Fisher’s combined probability test as done in Basta et al. [89], and the average of the log2-

ratios of the two replicates are also shown. For the log2-ratios and p-values for all PA14 genes, see 

S1 Table. For heatmaps shown in Fig 1A, the average log2-ratios (fitness) for the selected genes 

were plotted using the geom_tile() function from the ggplot2 package in R [93,94]. 

Tn-seq datasets correlation analysis 

To compare the results of this Tn-seq analysis with a previously published study [24] 

analyzing fitness determinants for survival during ciprofloxacin treatment in the P. aeruginosa 

PAO1 strain background (Fig 1E and S1 Table), the data from that study’s supplemental Table S1 

were used. The normalized average ratio of reads in the treated sample compared to reads in the 

input sample for each gene (geometric mean of 3 replicates) was log2-transformed for comparison 

to the Tn-seq data described above. The list of genes was filtered to include only genes for which 

ratios were reported in both our PYO Tn-seq experiment and the ciprofloxacin Tn-seq study, and 
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for which there are clear orthologs in both strains (n = 4209 genes). Orthologs were determined 

using the “pseudomonas.com” database [95]. 

Tn-seq validation experiments 

To validate the Tn-seq results (Fig 1C), experiments were performed by comparing the 

survival of four different mutants (∆phz∆ackA∆pta, ∆phz∆lptA, ∆phz∆mexS, and ∆phz∆dctBD) to 

the survival of the ∆phz strain upon exposure to PYO. The experimental design was very similar 

to the one used in for the Tn-seq, with minor adaptations. An overnight culture (5 mL) of each 

strain was grown in SMM (40 mM succinate) from LB plates. Cells were washed and re-suspended 

at an OD500 of 0.1 (or 0.25 for ∆phz∆dctBD) in the same medium to start the new cultures (5 mL), 

which were grown to OD500 ~0.8-1, pelleted, washed, and re-suspended in the same minimal 

medium without succinate (no carbon source) at OD500 of 1. For each strain, the culture was split 

across 8-12 wells (150 µL cultures) in a 96-well plate, with 100 µM PYO added to half of the 

cultures. 70 µL of mineral oil was added to the top of the wells to prevent evaporation. Propidium 

iodide (PI) at 5 µM was also added to the cultures to monitor cell death [16]. The plate was then 

moved to a BioTek Synergy 4 plate reader and incubated under shaking conditions at 37ºC for 24 

hrs. After incubation, cultures were serially diluted in buffer and plated for colony forming units 

(CFUs) on LB agar, and survival in the presence of PYO was compared to the no-PYO control. 

Plates were incubated at room temperature (RT) and CFUs were counted after 36-48 hrs. In this 

study, a stereoscope was always used to count the CFUs. Survival levels were calculated for each 

mutant (i.e. for each replicate, the % survival for “+PYO” was calculated based on CFUs for “No 

PYO”). Then, the survival levels for each mutant were normalized by the survival levels of the 

∆phz parent strain (i.e. % survival for “+PYO” for each mutant was divided by the average % 

survival for “+PYO” of the ∆phz strain); these “fitness” values were log2-transformed for plotting. 

PYO tolerance with efflux inhibitor  

Survival assays with efflux inhibition were performed to test the importance of efflux 

systems in P. aeruginosa for tolerance against PYO toxicity. From a ∆phz overnight culture pre-

grown in SMM (20 mM succinate), a new 7 mL culture was started in fresh SMM at an OD500 of 
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0.05 and was incubated for around 10 hrs (enough to reach stationary phase). Cells were then 

pelleted, washed and re-suspended in MPB at an OD500 of 1 (10 mL of culture was prepared). The 

culture was then split into four different treatments: (i) no PYO, no PAβN; (ii) 100 µM PYO, no 

PAβN; (iii) no PYO, with PAβN (50 µg/mL), and (iv) 100 µM PYO, with PAβN. Each of the 

treatments were split across 12 wells containing 150 µL of culture + 70 µL of mineral oil in a 96-

well plate. The plate was incubated at 37ºC under shaking conditions using a BioTek Synergy 4 

plate reader. Samples were serially diluted in MPB and plated for CFUs on LB agar after 12, 24, 

and 48 hrs. Survival for treatments containing PYO were calculated based on the CFUs counted 

for the negative control without PYO (Fig 1D). At each time point, four wells were sampled, with 

each well considered an independent replicate. The experiment was repeated twice with similar 

results. 

Antibiotic tolerance experiments using P. aeruginosa 

Tolerance assay for WT, ∆phz, and ∆phz + PYO. For most antibiotic tolerance assays 

(except for tolerance using cells harvested during log-phase, see below), the experimental design 

shown in S4A Fig was followed. WT and ∆phz cells were grown from a plate into overnight 

cultures in GMM with 20 mM glucose. Next, WT and ∆phz cells were pelleted, washed and re-

suspended at an OD500 of 0.05 in four independent new cultures (replicates) in GMM (10 mM 

glucose) per treatment. Three treatments were prepared: WT, ∆phz (no PYO), and ∆phz + 100 µM 

PYO, with four independent biological replicates for each. Each of the four individual cultures 

(replicates) were incubated for around 20 hrs, reaching stationary phase, in 7 mL cultures (18 x 

150 mm glass tubes). Each individual culture (replicate) was then split into a negative control (no 

antibiotic) or antibiotic treatment (2 mL of culture per each treatment, using plastic Falcon tubes, 

VWR Cat. No. 352059). After addition of the antibiotic from concentrated stocks, cultures were 

incubated for four hours, serially diluted in MPB and then plated for CFUs on LB agar. Unless 

stated otherwise, cells were not washed before plating. We observed that washing the cells did not 

make any difference in the outcome of the experiments. In addition, washing was not feasible for 

the tolerance assays using smaller volumes (i.e. in 96-well plates). The only two experiments 

where washing was performed are described below (“Tolerance assay with PAβN” and “Tolerance 
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assay to measure the lag in CFUs appearance”). In these cases, cells were washed because (i) the 

ciprofloxacin concentrations were higher (10 μg/mL) and more likely to affect P. aeruginosa cells 

on the plate, and (ii) for the case of the PAβN experiment, we wanted to avoid having cells be in 

contact with the inhibitor while growing on the plate. Antibiotics were used at the concentrations 

mentioned in figure legends. Plates were incubated at RT and CFUs were counted after 36-48 hrs. 

Plates were always checked again after seven days to count any late-arising CFUs. Importantly, 

for all tolerance experiments performed in this study (including this and all experiments described 

below), each experiment was repeated at least twice on different days, with similar results. 

The same protocol was followed for the experiment testing different concentrations of PYO 

(Fig 2H) and for the experiment testing how PYO impacts tolerance of different P. aeruginosa 

mutants with partial resistance to ciprofloxacin (CipR-21, 25, 33, and 40; S7E Fig). For the 

experiment testing tolerance after exposure to different phenazines (Fig 2E), all the phenazines 

were dissolved in a common solvent (DMSO), which was used as the negative control; these 

experiments were performed in a ∆phz* mutant lacking not only the phzA-G1 and phzA-G2 

operons but also all phenazine modification genes, to prevent the transformation of phenazine 1-

carboxylic acid (PCA) into the other phenazines (see S5 Table). For experiments performed in 

synthetic cystic fibrosis sputum medium SCFM (Fig 2D), the same experimental design was 

followed, with the exception that SCFM was used instead of GMM.  

Tolerance assay for strains with arabinose-inducible constructs. For these experiments (Fig 

2I and S6B Fig), the 20 hr cultures of each strain (∆phz Para:mexGHI-opmD, ∆phz Para:ahpB, and 

∆phz Para:katB) were grown with and without 20 mM arabinose for induction of the controlled 

systems, and then exposed to ciprofloxacin the same way described above. To rule out any non-

specific interference of the inducer, negative controls with and without 20 mM arabinose using the 

parent ∆phz strain (without the insertions in the attTn7 site) were also done. Adding arabinose to 

the ∆phz strain did not impact tolerance levels (S6 Fig).  

Tolerance assay with PAβN. Experiments using the efflux inhibitor PAβN (S4G Fig) were 

also performed similarly to the way as described above. The only differences were that after the 

20 hrs incubation and before the addition of the antibiotic, PAβN was added to the cultures at a 
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final concentration of 50 µg/mL. Cultures were incubated for 15 min and then ciprofloxacin was 

added, followed by a four-hour incubation. For these experiments, instead of plating cells directly 

on LB, 1 mL of culture of each replicate/treatment was pelleted (12500 rpm for 2 min), washed in 

MPB for removal of ciprofloxacin and PAβN, and only then serially diluted in MPB and plated on 

LB for CFU counting.  

Tolerance assay to measure the lag in CFUs appearance. This experiment (S4F Fig) 

followed the same general protocol described above (using 10 µg/mL of ciprofloxacin). The 

difference was that the reported CFUs were counted after incubation of LB plates for two days and 

seven days, whereas otherwise only the final counts from the seventh day were reported. This was 

done to quantify lag in the CFUs’ growth under the studied conditions. Similar to the tolerance 

assays with PAβN and ciprofloxacin described above, cells were pelleted and washed before 

plating on LB for CFU counting. 

Tolerance assay for cells harvested during log-phase. ∆phz cells were grown in overnight 

cultures in GMM (20 mM glucose). Next, cells were pelleted, washed, and re-suspended into two 

new cultures, one with PYO (100 µM) and one without PYO, at an OD500 of 0.05 in GMM (10 

mM glucose, 7 mL cultures). Cultures were grown until OD500 = 0.5 (around 5-6 hrs). Cells were 

then washed and re-suspended in the same medium at an OD500 of 0.5, but without the nitrogen 

source (i.e. no NH4Cl). PYO was re-added after washes to the culture that was pre-grown with 

PYO. The cultures, one with and one without PYO, were then split into different treatments: 

negative control (no antibiotic), ciprofloxacin (0.5 µg/mL), levofloxacin (1 µg/mL), gentamicin 

(16 µg/mL) and tobramycin (4 µg/mL). Then, they were all transferred to wells in a 96-well plate 

(three to four wells per treatment, with each well being considered an independent replicate). 

Cultures within wells contained 150 µL with an additional 70 µL of mineral oil on top to prevent 

evaporation. The depletion of nitrogen prevented growth in the negative control, which limited 

overestimation of the antibiotic killing effect (because survival rates were calculated relative to the 

negative control). The plates were incubated for four hours at 37ºC under shaking conditions (175 

rpm) using a benchtop incubator (VWR incubator orbital shaker). The 96-well plate was kept 

inside an airtight plastic container with several wet paper towels to maintain high humidity 
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attached to the shaker. After incubation, cells were serially diluted and plated on LB agar for CFU 

counting (S4B Fig). A similar experiment was also performed with the strains containing 

arabinose-inducible constructs (∆phz Para:mexGHI-opmD, ∆phz Para:ahpB and ∆phz Para:katB) and 

the ∆phz background control (S6A Fig), for which tolerance to ciprofloxacin (0.5 µg/mL) was 

tested. The experiment followed the same protocol described above, with the difference that, 

instead of presence or absence of PYO, strains were incubated in the presence or absence of 20 

mM arabinose.  

Time-lapse microscopy experiment and quantification 

Fluorescently tagged strains of WT or ∆phz were grown in GMM and tolerance 

experiments were performed as shown in S4D Fig using ciprofloxacin (10 µg/mL). After the four-

hour incubation with the antibiotic, cells were washed and re-suspended in GMM. The two 

different strains were then mixed and placed on an agarose pad containing GMM (no ciprofloxacin 

or PYO was added to the pad). Agarose pads were placed into a PELCO Clear Wall Glass Bottom 

Dish (Cat. No. 14023-20), and the dish was used for imaging within the microscope incubation 

chamber. Outgrowth was visualized using a Nikon Ti2E microscope with Perfect Focus System 4. 

Incubation proceeded for 12.5 to 15 hrs at 37ºC, with imaging every 15 min in bright field (phase 

contrast), green and red fluorescence channels (50 ms exposure with 470 nm LED lamp and a 

green-FITC filter [ex = 465-495nm, em = 515-555nm] for GFP; 50 ms exposure with 555 nm LED 

lamp and a quad band filter [red ex = 543-566nm, red em = 580-611nm] for mApple).  

For image analysis, a Fiji macro was used. Briefly, fluorescent channels (GFP/mApple) of 

the first and last time points were segmented using the “Auto Threshold” function and “Default” 

setting. The area of the segmented cells was then recorded using the “Analyze Particles” function 

in Fiji [96]. This allowed for quantification of the total area covered by cells within each channel, 

with each field of view being processed separately. After that, for each field of view, the total area 

covered by WT cells (or ∆phz + 100 µM PYO, depending on the experiment) was divided by the 

area covered by ∆phz cells to obtain the relative “growth area ratios.” This was done for first and 

last time points. Three experiments were performed, with different fluorescent protein/strain 

combinations: (i) WT::mApple/∆phz::GFP (n = 13 fields of view, Fig 2F-G, S1 Movie); (ii) 
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∆phz::GFP+PYO /∆phz::mApple (n = 19, Fig 2G); and (iii) WT::GFP/∆phz::mApple (n = 16, S4E 

Fig). GFP/mApple were controlled by the rpsG promoter for all of the strains (S5 Table).  

RNA extraction and quantitative reverse transcriptase PCR (qRT-PCR) 

Experiment 1 – measurement of PYO-induced gene expression. Six different treatments 

were prepared for this qRT-PCR experiment: (i) WT PA14, (ii) ∆phz, (iii) ∆phz + 1 µM PYO, (iv) 

∆phz + 10 µM PYO, (v) ∆phz + 100 µM PYO and (vi) ∆phz + 200 µM PYO. Cultures of WT or 

∆phz were grown overnight in GMM (20 mM glucose), then cells were washed and resuspended 

at an OD500 of 0.05 (three replicates) in fresh GMM (5 mL in culture tubes). Different 

concentrations of PYO were added to ∆phz cultures as mentioned and all cultures were incubated 

for around 8.5 hrs (until early stationary phase). This was enough time for WT to make PYO 

(around 50-70 µM, measured by absorbance at OD691 [97]). After incubation, cells were pelleted, 

immediately frozen using liquid nitrogen and stored at -80ºC. 

Experiment 2 – measuring arabinose induction of mexGHI-opmD, ahpB and katB. Eight 

different treatments were prepared for this qRT-PCR experiment, in which each of the four tested 

strains (∆phz, ∆phz Para:mexGHI-opmD, ∆phz Para:ahpB and ∆phz Para:katB) were incubated with 

and without 20 mM arabinose for artificial induction of the constructs. Cultures of the four strains 

were grown overnight in GMM (20 mM glucose), then cells were washed and resuspended at an 

OD500 of 0.05 (three replicates) in the same medium (5 mL in culture tubes), with and without 20 

mM arabinose (for conditions without arabinose, the respective amount of water was added). 

Cultures were incubated for around 8.5 hrs, then pelleted, immediately frozen using liquid nitrogen 

and stored at -80ºC. 

For RNA extraction, previously published protocols were followed [16,85]. Briefly, 

samples were thawed in ice for 10 min and re-suspended in 215 μL of TE buffer (30 mM Tris.Cl, 

1 mM EDTA, pH 8.0) containing 15 mg/mL of lysozyme + 15 μL of proteinase K solution (20 

mg/mL, Qiagen), and then incubated for 8–10 min. For lysis steps and RNA extraction the RNeasy 

kit (Qiagen) was used. Samples were then treated with TURBO DNA-free kit (Invitrogen) for 

removal of any contaminant gDNA. Next, cDNA was synthesized using iScript cDNA Synthesis 
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kit (Bio-Rad) (1 µg of total RNA was used). For these kits, the manufacturer’s instructions were 

followed. qRT-PCR reactions were performed using iTaq Universal SYBR Green Supermix (Bio-

Rad) in 20 µL reactions using a 7500 Fast Real-Time PCR System machine (Applied Biosystems) 

following published protocols [16]. Standard curves for each primer pair were prepared using P. 

aeruginosa gDNA and were used for calculation of cDNA for each gene studied. The house-

keeping gene oprI was used as a control gene for normalizations [85]. 

Data showing total oprI-normalized cDNA levels (i.e. cDNA measured for a certain gene 

in a certain sample, divided by the respective cDNA measured for oprI in the same sample) and 

the log2-fold change in expression are shown in Figs 2B and S1, S2, S3, and S5 Figs. Fold changes 

were calculated relative to the mean value for ∆phz samples without added PYO (Fig 2B and S1B 

and S3 Figs) or the mean value of samples from the same strain without added arabinose (S5B 

Fig). cDNA values for replicates within each efflux gene/treatment (shown in S2 Fig) were 

averaged and used with the geom_tile() function in R [93,94] for generation of the heatmap shown 

in Fig 2B. 

Stenotrophomonas and Burkholderia growth curves and antibiotic tolerance assays 

Stenotrophomonas maltophilia ATCC 13637, Burkholderia cepacia ATCC 25416, B. 

cenocepacia AU42085, B. multivorans AU42096 (B. multivorans 1), and B. gladioli AU42104 

were used in the growth experiments shown in Fig 5A (for strain details, see S5 Table). Each strain 

was grown overnight in GMM (20 mM glucose, 5 mL culture tubes) supplemented with 1x MEM 

amino acids (AA) (Sigma, Cat. No. M5550). Cells were pelleted, washed and re-suspended in new 

cultures at an OD500 of 0.05 in the same medium. Cultures were then split, different concentrations 

of PYO were added (0, 10, 50 or 100 µM for S. maltophilia; 0, 10 or 100 µM for all others), and 

moved to a 96-well plate (4 to 6 wells per treatment, with each well being considered an 

independent replicate). Cultures within wells contained 150 µL with an additional 70 µL of mineral 

oil on top to prevent evaporation. The plates were incubated at 37ºC under shaking conditions 

using a BioTek Synergy 4 plate reader with OD500 measurements every 15 min for 24 hrs to 

measure growth. Assays for tolerance to ciprofloxacin with or without exogenous PYO were 

performed for S. maltophilia (sensitive to PYO) and for four Burkholderia strains (all resistant to 
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PYO): B. cepacia, B. cenocepacia, B. multivorans 1 and B. multivorans AU18358 (B. multivorans 

4). The experiments followed exactly what was done for P. aeruginosa (S4A Fig), except that 

cultures were grown in GMM + AA, and are shown in Figs 4B and 4E. Finally, a tolerance assay 

in SCFM with and without PYO was performed for B. multivorans 1 (Fig 5H) and followed what 

was described for the SCFM experiments in P. aeruginosa (with the only difference being the 

ciprofloxacin concentrations, always mentioned in the legends). 

Co-culture antibiotic tolerance experiments 

To test how PYO produced by P. aeruginosa impacts tolerance to ciprofloxacin in other 

species, co-culture experiments were performed using membrane-separated 12-well tissue plate 

cultures containing 0.1 µm pore PET membranes (VWR Cat. No. 10769-226). Briefly, overnight 

cultures of the P. aeruginosa strain (WT/∆phz PA14 or PA 76-11) and the respective other species 

tested (S. maltophilia, B. cepacia, B. cenocepacia or B. multivorans 1) were prepared in GMM (20 

mM glucose) + AA. Cells were pelleted, washed and re-suspended to different ODs as follows: (i) 

for any P. aeruginosa-Burkholderia assay, P. aeruginosa starting OD500 = 0.05 and Burkholderia 

starting OD500 = 0.025; (ii) for the P. aeruginosa-S. maltophilia assay, P. aeruginosa starting 

OD500 = 0.01 and S. maltophilia starting OD500 = 0.1. P. aeruginosa was cultured in the bottom 

part of the well (600 µL), while the other species was cultured in the upper part of the well (100 

µL), as shown in Fig 5C. B. cepacia and S. maltophilia were cultured either with WT or ∆phz P. 

aeruginosa PA14 (with and without 100 µM PYO exogenously added).  

B. cenocepacia and B. multivorans 1 were cultured either with PA 76-11 (a P. aeruginosa 

strain isolated from CF sputum that produced 50-100 µM PYO in these assays) or alone in the 

presence or absence of 100 µM PYO. For cases where Burkholderia was grown alone, the strain 

tested was grown in both the bottom and top parts of the membrane-separated wells. In all 

experiments, co-cultures were grown for around 20 hrs at 37 ºC under shaking conditions (175 

rpm) using a benchtop incubator, followed by addition of ciprofloxacin (concentrations were either 

1 or 10 µg/mL, as specified in the figure legends) and incubation for four hours. The membrane-

separated plates were kept inside an airtight plastic container with several wet paper towels to 

maintain high humidity attached to the shaker. For every co-culture combination in the membrane-
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separated plate, three wells were used as a negative control (no antibiotic) and three wells were 

used for ciprofloxacin treatment; each well was considered an independent replicate. After 

incubation with ciprofloxacin, cells were serially diluted in MPB and plated for CFUs on LB. In 

most cases, only Burkholderia cells were plated (Fig 5F). However, to test if our P. aeruginosa 

WT strain was still more tolerant than the ∆phz strain when both were grown in the presence of a 

Burkholderia species, we performed an experiment with P. aeruginosa PA14 and Burkholderia 

multivorans 1 where we treated the co-cultures with ciprofloxacin 1 µg/mL and plated P. 

aeruginosa (Fig 5G). Finally, we also performed a co-culture experiment in SCFM (P. aeruginosa 

PA14 WT/∆phz with B. multivorans 1) to test if PYO produced by PA14 WT increases tolerance 

in Burkholderia in this medium (Fig 5I). This experiment in SCFM followed the same overall 

experimental design used before, except for using SCFM instead of GMM in all steps.  

Determination of minimum inhibitory concentrations  

The antibiotic concentrations used for selecting de novo antibiotic-resistant mutants in the 

fluctuation tests were chosen based on the results of a modified agar dilution MIC assay. Overnight 

cultures were grown for each strain in GMM (with 10 mM glucose) or GMM (10 mM glucose) + 

AA, respectively, then diluted to an OD500 of 0.5, from which 3 µL was spotted onto MH agar 

containing a 2-fold dilution series of the antibiotic. After the spots dried, the antibiotic plates were 

incubated upside down for 48 hrs at 37ºC before assessing the spots for growth. We considered 

the MIC to be the first concentration at which there was neither a lawn of background growth, nor 

dozens of overlapping colonies visible without magnification. We generally used 2x this MIC as 

the selection condition for fluctuation tests; for P. aeruginosa, this corresponded to the EUCAST 

[27] resistance breakpoints for ciprofloxacin and levofloxacin, while our chosen concentrations of 

gentamicin and tobramycin were two-fold higher than the EUCAST breakpoints [32]. EUCAST 

breakpoints are not available for Stenotrophomonas spp. or the Burkholderia cepacia complex. 

The appropriateness of the selection condition was additionally verified by performing a 

fluctuation test, as described below, and choosing the antibiotic concentration that reliably yielded 

a countable number of colonies (zero to several dozen, with at least several non-zero counts per 

44 parallel cultures) in each well.    
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Ciprofloxacin MICs for parent strains and isolated mutants from the fluctuation tests were 

determined according to standard clinical methods for broth microdilution assays [27]. In brief, 

cells from either overnight cultures in MH broth or fresh streaks on LB agar (14-16 hrs old) were 

resuspended to a density of 3-7 x 105 CFUs/mL in a two-fold dilution series of ciprofloxacin in 

MH broth, with or without 100 µM PYO. The dilution series were set up in a final volume of 100 

µL per well in 96-well microtiter plates, with appropriate no-antibiotic and cell-free controls. Three 

biological replicates (independent overnight cultures or cell suspensions) were prepared for each 

tested strain. Following inoculation, the microtiter plates were sealed with a plastic film to prevent 

evaporation and incubated in a single layer at 37ºC, without shaking. The wells were assessed for 

growth (turbidity) visible to the naked eye after 18 hrs of incubation.    

Fluctuation tests, calculation of mutation rates, and model fitting 

For all tested strains and conditions, fluctuation tests were performed by inoculating 200 

µL cultures in parallel in a flat-bottomed 96-well plate. All reported fluctuation test data for P. 

aeruginosa are from experiments using the ∆phz strain. We also performed fluctuation tests using 

the P. aeruginosa PA14 WT strain, and performed phenotypic and genotypic characterization of 

partially-resistant mutants detected in those experiments (see below); however, the effect of PYO 

on apparent mutation rates in WT was difficult to interpret due to inconsistent PYO production in 

the 96-well plates. For cultures that were grown with PYO (or arabinose in the case of strains with 

arabinose-inducible constructs), the PYO (or 20 mM arabinose) was added to the medium before 

inoculation. The cultures were inoculated with a 10-6 dilution of a single overnight culture 

(representing a biological replicate) that had first been diluted to a standard OD500 of 1.0, 

corresponding to an initial cell density of approximately 2000-2500 CFUs/mL (400-500 

cells/culture). Each treatment condition consisted of 44 such parallel cultures.  

The 96-well plates were placed inside an airtight plastic container with several wet paper 

towels to maintain high humidity, then incubated at 37ºC with shaking at 250 rpm. For plating 

during log-phase, the cultures were incubated until reaching approximately half-maximal density 

(OD500 of 0.4-0.7 for P. aeruginosa in GMM with 10 mM glucose, or 0.9-1.2 for P. aeruginosa in 

SCFM or B. multivorans in GMM + AA). For plating during stationary phase, the cultures were 
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incubated for 24 hrs. The cultures were then plated by spotting 40-50 µL per culture into single 

wells of 24-well plates (for any given experiment, the same volume was spotted for all parallel 

cultures); each well contained 1 mL of MH agar or SFCM agar plus an antibiotic, with or without 

100 µM PYO (or 20 mM arabinose for strains with arabinose-inducible constructs). In the case of 

B. multivorans cultures that were spotted onto antibiotic plates containing 100 µM PYO, the 

cultures were first diluted 1:10 (if not pre-treated with 100 µM PYO) or 1:100 (if pre-treated with 

100 µM PYO).  

At the same time as plating onto the antibiotic plates, six representative cultures from each 

treatment were serially diluted and plated on LB agar plates to assess total CFUs. The antibiotic 

plates were incubated upside down, in stacks of no more than eight, at 37ºC for 16-24 hrs for P. 

aeruginosa (except for gentamicin plates, which were incubated for 40-48 hrs) or 40-48 hrs for B. 

multivorans. Subsequently, colonies were counted under a stereoscope at the highest magnification 

for which the field of view still encompassed an entire well; occasionally, a well contained too 

many colonies to count (a so-called “jackpot” culture [98]), in which case that culture was 

discarded from further analysis. The LB agar plates for total CFU counts were incubated for 30-

36 hrs at RT before counting colonies at the same magnification.   

Mutation rates reported in the figures were calculated using the function newton.LD.plating 

from the R package rSalvador [99] to estimate m, the expected number of mutations per culture. 

This is a maximum likelihood-based method for inferring mutation rates from fluctuation test 

colony counts, based on the classic Luria-Delbrück (LD) distribution with a correction to account 

for the effects of partial plating (i.e. plating a portion of each culture rather than the total volume) 

[99]. We chose this method because it has been shown to be the most accurate estimator of m when 

partial plating is involved [99,100]. To get µapp (apparent mutation rate per generation) from m, 

we divided m by the total number of cells per parallel culture [99], as estimated from the mean 

number of CFUs counted for the six representative cultures.  

To compare the fits of different formulations of the LD distribution to our data, we 

generated theoretical cumulative distributions using the parameter values estimated for our data. 

Specifically, for the Hamon and Ycart version of the LD model [44], we estimated m and w 
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(relative fitness of mutants compared to the parent strain in the non-selective pre-plating liquid 

growth medium) using the function GF.est from the R script available at 

http://ljk.imag.fr/membres/Bernard.Ycart/LD/ (version 1.0; note that in the script, m is called alpha 

and 1/w is called rho); then, we used the function pLD from the same script to generate the 

theoretical distribution. For the mixed LD-Poisson and basic LD models, we wrote and used an R 

translation of the MATLAB code written by Lang et al. [45]; the original code is available at 

https://github.com/AWMurrayLab/FluctuationTest_GregLang. The basic LD model used by Lang 

et al. [45] is equivalent to that available in the rSalvador package (using the function newton.LD), 

except without the correction for partial plating; the latter is only important when using the 

estimate of m to infer the mutation rate, not when comparing the fits of different models to the 

empirical cumulative distribution of the raw colony counts.  

Plots of the empirical cumulative distributions of our data against the theoretical models 

showed that the Hamon and Ycart model was a visually good fit in all cases (see Figs 4B, 6C, and 

S9 Fig for examples). To further assess goodness-of-fit of the Hamon and Ycart model, we 

performed Pearson’s chi-square test in R after binning the data and theoretical distribution such 

that the expected number of cultures in each bin of mutant counts was at least five [101]. To 

compare the goodness-of-fit of the Hamon and Ycart model to the basic LD model, we calculated 

the negative log-likelihood for each model and performed the likelihood ratio test. To compare the 

Hamon and Ycart model to the mixed LD-Poisson model, we simply compared the negative log-

likelihoods (smaller values indicate a better fit); the likelihood ratio test was not applicable as these 

two models contain the same number of parameters. Note that although the Hamon and Ycart (or 

in some cases, LD-Poisson) models were often better fits than the basic LD model, we still used 

the basic LD model for statistical comparison of mutation rates between conditions, because an 

accurate method to account for partial plating has not yet been developed for the cases of post-

plating mutations or differential fitness between mutants and parent strains [99]. Nevertheless, 

similar patterns in mutation rates were observed when using an older method of accounting for 

partial plating to derive µapp from the Hamon and Ycart model [102]; the Pearson correlation 

coefficient was 0.98 for mutation rates calculated with the newton.LD.plating function in 

rSalvador versus the partial-plating-corrected Hamon and Ycart method (S3 Table). We also 



 

 

130 

separately performed non-parametric statistical analysis of the raw mutant frequencies (i.e. mutant 

colony counts divided by the number of cells per parallel culture), as such analysis is agnostic to 

any assumptions about the biological processes underlying the data. The statistical significance of 

this analysis generally corresponded with the statistical significance of a likelihood ratio test based 

on the newton.LD.plating model of mutation rates, indicating that the effects of PYO were robust 

to different mathematical approaches to analyzing the fluctuation test data (S2 Table). 

Characterization of antibiotic resistance phenotypes 

We defined putative ciprofloxacin-resistant mutants as “enriched” by PYO in the 

fluctuation tests if colonies with a given morphology were at least 2x more numerous on the PYO-

containing ciprofloxacin plate than the respective non-PYO-containing ciprofloxacin plate derived 

from the same 200 µL culture. These putative mutants could be either from the PYO pre-treated 

or non-PYO pre-treated branches of the fluctuation test. Putative mutants that were seemingly 

enriched by PYO were restreaked for purity on PYO-containing agar plates at the same 

ciprofloxacin concentration on which they were selected in the fluctuation test (0.5 µg/mL for PA, 

8 µg/mL for B. multivorans). Putative mutants that were not enriched by PYO were restreaked on 

ciprofloxacin agar plates without PYO. Frozen stocks of each restreaked, visually pure isolate were 

prepared by inoculating cultures with single colonies in 5 mL of liquid LB, incubating to stationary 

phase, mixing 1:1 with 50% glycerol, and storing at -80ºC.  

The levels of ciprofloxacin resistance of selected isolates, as well as the parent strains, were 

assessed using a CFU recovery assay as follows. For each isolate, four 5 mL cultures in GMM (for 

P. aeruginosa) or GMM + AA (for B. multivorans) were inoculated directly from the frozen stock, 

to minimize the number of generations in which secondary mutations could be acquired. The 

cultures were grown to stationary phase overnight, then subcultured to an OD500 of 0.05 in 5 mL 

of fresh GMM (for P. aeruginosa) or GMM + AA (for B. multivorans), with or without 100 µM 

PYO. The new cultures were grown to mid log-phase, then serially diluted in GMM or GMM + 

AA (+/- 100 µM PYO as appropriate) and plated for CFUs (10 µL per dilution step) on 1) plain 

MH agar, 2) MH agar + ciprofloxacin, and 3) MH agar + ciprofloxacin + 100 µM PYO. The lowest 

plated dilution was 10-1, making the limit of detection approximately 1000 CFUs/mL.  
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Identification of mutations by whole-genome sequencing 

Genomic DNA was isolated from selected putative mutants and the parent strains using the 

DNeasy Blood & Tissue kit (Qiagen). Library preparation and 2x150 bp paired-end Illumina 

sequencing was performed by the Microbial Genome Sequencing Center (Pittsburgh, PA), with a 

minimum of 300 Mb sequencing output per sample (~50x coverage). Forward and reverse 

sequencing reads were concatenated into a single file for each isolate and quality control was 

performed using Trimmomatic (version 0.39) [103] with the following settings: LEADING:27 

TRAILING:27 SLIDINGWINDOW:4:27 MINLEN:35. Mutations were then identified using 

breseq (version 0.34.1) [104]. The annotated reference genome for P. aeruginosa UCBPP-PA14 

was obtained from BioProject accession number PRJNA38507. For B. multivorans AU42096, no 

reference genome was available from NCBI. Therefore, a genome scaffold was assembled from 

the paired-end sequencing data for the parent strain using SPAdes (version 3.14.0) with default 

parameters [105]. This scaffold was then used as the reference for breseq. Differences between the 

parent strain and isolates were identified using the gdtools utility that comes with breseq to 

compare the respective breseq outputs. All sequenced P. aeruginosa mutants were derived from 

the ∆phz strain except for CipR-33 and CipR-40, which were derived from the WT strain. In the 

case of B. multivorans, several dozen putative mutations were identified that were common to all 

three sequenced putative mutants. We assumed that these represented assembly errors in the parent 

strain genome scaffold, but even if they were genuine mutations, these would not account for the 

phenotypic differences between the isolates; therefore, S6 Table reports only mutations that were 

unique to each isolate. The genomic loci containing each putative mutation for the B. multivorans 

isolates were identified by retrieving the surrounding 200 bp from the parent genome scaffold and 

using the nucleotide BLAST tool on the MicroScope platform [106] to find the closest match in 

the B. multivorans ATCC 17616 genome.   

Growth curves with propidium iodide 

To verify that PYO did not increase the population turnover rate (i.e. cell death) in our log-

phase fluctuation tests prior to the antibiotic selection step, we performed growth curves in the 

presence of different concentrations of PYO, with the addition of propidium iodide (PI) as a 
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fluorescent marker for cell death. The use of PI as a marker for PYO-induced cell death has 

previously been validated under similar conditions (Meirelles and Newman, 2018). The growth 

curves were performed in GMM and SCFM for P. aeruginosa ∆phz, and GMM + AA for B. 

multivorans 1. The cultures were prepared and incubated in the same manner as the fluctuation 

tests, except that 5 µM PI was added at the beginning of the experiment, and measurements for 

OD500 and PI fluorescence (ex = 535 nm, em = 617 nm) were taken periodically using a Spark 

10M plate reader (Tecan). Importantly, PI stock concentration (5 mM, 1000x) was prepared in 

DMSO, and the final concentration of DMSO in the cultures did not exceed 0.1%. In addition, 

black 96-well plates with clear bottoms were used to minimize the effects of adjacent wells on 

fluorescence readings. 

Statistical analyses 

All statistical analyses were performed using R [94]. Welch’s unpaired t-tests or one-way 

ANOVA with post-hoc Tukey’s HSD test for multiple comparisons were used for tolerance assay 

data. The likelihood ratio test as implemented by the rSalvador function LRT.LD.plating was used 

to compare mutation rates, alongside the alternative criterion of non-overlapping 84% confidence 

intervals as a proxy for the p < 0.05 threshold for statistical significance. The Mann-Whitney U 

test was used to compare the distributions of mutant frequencies. Welch’s unpaired t-tests were 

used for comparisons of CFU recovery on ciprofloxacin plates under different PYO treatments. 

Benjamini-Hochberg corrections were used in all cases to control false discovery rates, except 

where Tukey’s HSD test was performed. For all antibiotic tolerance assays measured by CFUs, 

survival data were log10-transformed before statistical analyses. 
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Supporting information 

 
S1 Figure. Effects of different concentrations of PYO on the expression of the P. aeruginosa oxidative stress 
response genes ahpB and katB. A. Normalized cDNA levels measured by qRT-PCR. cDNA measurements were 
normalized by levels of the housekeeping gene oprI (see Methods). B. Fold change in expression upon PYO treatment, 
relative to the measurements in untreated ∆phz. ahpB: alkyl hydroperoxide reductase B; katB: catalase B. Black 
horizontal lines mark the mean value for independent biological cultures (n = 3).  
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S2 Figure. Effects of PYO on the expression of P. aeruginosa RND efflux systems (normalized cDNA levels). 
The normalized cDNA levels for genes within operons coding for the 11 main RND efflux systems in P. aeruginosa 
are shown. cDNA levels for each gene were measured by qRT-PCR during early stationary phase and normalized by 
the levels of the housekeeping gene oprI (see Methods). This dataset was used to make the heatmap presented in Fig 
2B. Black horizontal lines mark the mean value for independent biological cultures (n = 3).  
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S3 Figure. Effects of PYO on the expression of P. aeruginosa RND efflux systems (fold change). The PYO-
induced changes in expression for genes within operons coding for the 11 main RND efflux systems in P. aeruginosa 
are shown. These plots are derived from the normalized cDNA dataset shown in S2 Fig. Here, the values for ∆phz 
were used as the basis for calculation of changes of expression (shown as log2 fold change). Black horizontal lines 
mark the mean value for independent biological cultures (n = 3).   
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S4 Figure. Effects of PYO on P. aeruginosa tolerance to different antibiotics. A. Experimental design for survival 
assay to measure tolerance to clinical antibiotics. In conditions with exogenous PYO, the PYO was added when 
cultures were inoculated. PYO itself was not lethal under these experimental conditions (see panel C in this Fig). B. 
Tolerance levels of ∆phz cells harvested in log phase, following growth in the presence or absence of PYO (100 µM), 
to different aminoglycosides and fluoroquinolones (GEN = gentamicin, TOB = tobramycin, CIP = ciprofloxacin, and 
LVX = levofloxacin). Data points represent replicates (n = 4 for all except tobramycin, for which n = 3). Stationary 
phase tolerance experiments are not shown for the aminoglycosides (gentamicin and tobramycin), as treatment with 
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tobramycin in stationary phase under our conditions at this clinically-relevant concentration [32] did not result in cell 
death, regardless of the presence of PYO. However, for experiments performed with stationary phase cells in SCFM, 
killing did happen (see Fig 2D). C. Representative data showing CFUs counted for ∆phz grown for 20 hrs (glucose 
minimal medium, see Methods) in the presence and absence of PYO in our tolerance assays, showing that PYO itself 
was not toxic under the studied conditions (n = 4). These are the CFUs for the negative control (no antibiotic) for the 
experiment performed with CIP in Fig 2C. D. Experimental design for time-lapse microscopy experiments, in which 
cells were grown on agarose pads after exposure to CIP (10 µg/mL). The strain/fluorescent protein examples shown 
(i.e. WT::mApple, ∆phz::GFP) are the ones used in the images of Fig 2F and S1 Movie. E. Quantification of 
microscopy data as done in Fig 2G, but for the experiment with swapped fluorescent proteins. F. Experiment 
quantifying how PYO affects lag for CFUs appearing after treatment with CIP (10 µg/mL, see Methods). Treating P. 
aeruginosa cells with 10 µg/mL resulted in high killing levels (see panel G), and we observed an increased lag in the 
absence of PYO (this supports microscopy data presented in Figs 2F-G and S4E Fig). The survival levels were 
calculated for CFUs counted after two days (too early, since more CFUs appeared later, changing the calculated 
survival levels) and seven days (no CFUs appeared after this time point; correct survival rate) of the LB plates 
incubation. Few new CFUs arose for WT and ∆phz+PYO treatments after two days, while several appeared for ∆phz. 
Numbers represent the mean survival ratio of WT/∆phz and ∆phz+PYO/∆phz. For survival calculated after two days, 
PYO's presence gave the impression of a ~10-fold higher survival rate. However, this was mostly due to lag of ∆phz, 
and the real survival difference was around ~2-3-fold (calculated after seven days) (n = 4). G. Effects of the efflux 
inhibitor PAβN on tolerance levels to CIP of ∆phz cells grown in the presence or absence of PYO (100 µM). Cultures 
were treated with low (left) and high (right) CIP concentrations. Experiments for all the conditions were done in 
parallel (see Methods for full protocol) (n = 4). Statistics: B, C, E, G – Welch’s unpaired t-tests. F – One-way ANOVA 
with Tukey’s HSD multiple-comparison test, with asterisks showing the statistical significance of comparisons with 
the ∆phz (no PYO) (* p < 0.05, ** p < 0.01, *** p < 0.001, n.s. p > 0.05). Black horizontal lines mark the mean value 
for independent cultures (or fields of view, for E).   
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S5 Figure. Artificial induction of mexGHI-opmD, ahpB and katB. A. Normalized cDNA levels measured by qRT-
PCR. cDNA levels were normalized by the housekeeping gene oprI. B. Fold change in expression upon arabinose 
induction. This dataset can be compared to the PYO-mediated induction of the same genes as shown in Figs. 2B, and 
S1, S2 and S3 Figs. The four strains shown are: 1) the parent ∆phz (white background), 2) ∆phz Para:mexGHI-opmD 

(magenta background), 3) ∆phz Para:ahpB (green background) and 4) ∆phz Para:katB (blue background). +/- represent 
addition or not of 20 mM arabinose to the cultures for the artificial induction of expression. For additional experimental 
details and strain information, see Methods and S5 Table. Black horizontal lines mark the mean value for independent 
biological cultures (n = 3).   
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S6 Figure. Effect of artificial induction of PYO-induced genes on tolerance to ciprofloxacin. Survival relative to 
the no-antibiotic control is shown for the parent ∆phz strain and the three arabinose-inducible strains (in which the 
PYO-inducible genes mexGHI-opmD, ahpB, or katB are under control of an arabinose-inducible promoter) grown in 
the presence or absence of 20 mM arabinose, without exposure to PYO. The tolerance experiments were performed 
for cultures in both log phase (A, n = 3) and stationary phase (B, n = 4). In B, the experiment for mexGHI-opmD is 
the same as in Fig 2I, but is also shown here for ease of comparison. Statistics: Welch’s unpaired t-tests (* p < 0.05, 
** p < 0.01, *** p < 0.001, n.s. p > 0.05). Black horizontal lines mark the mean value for independent cultures.  
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S7 Figure. Effect of PYO or PYO-induced genes on apparent mutation rates in P. aeruginosa. A. Apparent 
mutation rates of stationary-phase ∆phz grown in liquid minimal medium and plated onto MH agar containing 
ciprofloxacin (CIP, 0.5 µg/mL), with or without pre- and/or co-exposure to 100 µM PYO relative to the antibiotic 
selection step (n = 8). B. Apparent mutation rates of log-phase cells grown in glucose minimal medium and plated 
onto MH agar containing CIP (0.5 µg/mL), with or without pre- and/or co-exposure to 20 mM arabinose relative to 
the antibiotic selection step. Data are shown for ∆phz Para:mexGHI-opmD (B, left, n = 4), ∆phz Para:katB (B, center, n 
= 4), and ∆phz Para:ahpB (B, right, n = 4). In all panels, each data point represents 44 parallel cultures from a single 
biological replicate, and the vertical lines represent 84% confidence intervals, for which lack of overlap corresponds 
to statistical significance at the p < 0.05 level [99]. The PYO treatments correspond to the following: -/- denotes no 
PYO pre-treatment (in the liquid culture stage) or co-treatment (in the antibiotic agar plates), +/- denotes PYO pre-
treatment but no co-treatment, -/+ denotes PYO co-treatment without pre-treatment, and +/+ denotes both PYO pre-
treatment and co-treatment.  
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S8 Figure. Effect of PYO on resistance phenotypes and antibiotic tolerance of P. aeruginosa mutants. A. The 
percentage of CFUs recovered on CIP (0.5 µg/mL) either with or without 100 µM PYO in the agar, for log-phase 
cultures of representative resistant mutants of P. aeruginosa (P.a.) that were not enriched by exposure to PYO in the 
fluctuation tests. The mutants were pre-grown with or without 100 µM PYO in glucose minimal medium before 
plating. On the x-axis, “pre” denotes the presence of PYO in the liquid cultures and “co” denotes the presence of PYO 
in the agar plates. Percentage recovery was calculated relative to total CFUs counted on non-selective plates (n = 4). 
B. Tolerance to CIP (1 µg/mL) of partially-resistant mutants grown in glucose minimal medium to stationary phase 
with or without 100 µM PYO (n = 4). Experiments were performed as shown in S5A Fig. C. The percentage of CFUs 
recovered on CIP (0.5 µg/mL) for log-phase cultures of representative resistant mutants that were enriched by 
exposure to PYO in the fluctuation tests (n = 4). Experiments were performed in the same way as in panel A. D-E. 
Growth curves performed for P. aeruginosa ∆phz (P.a.) and B. multivorans 1 (B.m.) in glucose minimal medium (with 
the addition of amino acids for B. multivorans; see Methods) or SCFM, with different concentrations of PYO in the 
presence of 5 µM propidium iodide (PI), which is a fluorescent marker for cell death. OD500 (cell density) is plotted 
in G, while PI fluorescence is plotted in H. Gray shaded regions represent the standard deviation of four biological 
replicates. In G, the dashed horizontal lines mark the cell density at which P. aeruginosa (lower line in left panel) or 
B. multivorans (upper line in left panel) would have been plated in our fluctuation tests. Note that these OD500 values 
differ from those reported in the Methods section for fluctuation tests due to the use of a microtiter plate reader in this 
experiment, whereas a different spectrophotometer was used in the fluctuation tests. In H, the vertical dashed lines 
mark the time at which the cultures would have been plated in the fluctuation tests (in the left panel, left line = B.m. 
sampling time, right line  = P.a. sampling time). The increase in fluorescence seen for B. multivorans prior to stationary 
phase likely reflects the production of a fluorescent metabolite rather than early cell death, as fluorescence was initially 
higher for the cultures not treated with PYO and the exponential phase growth rates were identical regardless of PYO 
treatment. Statistics: A-C – Welch’s unpaired t-tests (* p < 0.05, ** p < 0.01, *** p < 0.001, n.s. p > 0.05). Unless 
indicated otherwise with brackets, statistical significance is shown for the comparison with the untreated (no PYO) 
condition. In A-C, data points represent independent biological cultures, with horizontal black lines marking the mean 
value for each condition.  
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S9 Figure. Goodness-of-fit of different mathematical models for P. aeruginosa ∆phz fluctuation test data. Data 
are plotted for different combinations of PYO in liquid (pre-treatment) and PYO in agar (co-exposure to antibiotic 
selection). LVX = levofloxacin, GEN = gentamicin, and TOB = tobramycin. The empirical cumulative distribution 
functions of the data (black) are plotted against 1) a variation of the Luria-Delbrück model fit with two parameters, m 
(the expected number of mutations per culture) and w (the relative fitness of mutant cells vs. WT), as implemented by 
Hamon & Ycart [44] (pink); 2) a mixed Luria-Delbrück and Poisson distribution fit with two parameters, m and d (the 
number of generations that occur post-plating), allowing for the possibility of post-plating mutations, as implemented 
by Lang et al. [45] (blue); 3) the basic Luria-Delbrück distribution model fit only with m, as implemented by Lang et 
al. [45] (gray). In each condition, the plotted data represent the biological replicate with the lowest chi-square 
goodness-of-fit p-value (i.e. least-good fit) for the Hamon & Ycart model.  
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S1 Table. Read ratios for each gene (PA14 genome) in the PYO tolerance Tn-seq experiment. Analysis was done 
using ARTIST software (see Methods). Ratios = reads + PYO conditions / reads no PYO condition (log2-transformed), 
where high ratio values = increased fitness, and low ratio values = decreased fitness. Ciprofloxacin Tn-seq values are 
from: Cameron et al. [24] (see Methods). NA = not applicable. NR = not reported, meaning that there were no reads 
from the gene/locus within the replicate (or in at least one of the replicates, when displayed in the “average log2-
tranformed ratio” column).  

S2 Table. Statistical significance of comparisons of mutation rates and mutant frequencies. Mutation rates 
reported in this table were calculated using the rSalvador function newton.LD.plating and were compared using the 
LRT.LD.plating function to determine statistical significance. Mutant frequencies were compared using the Mann-
Whitney U test. Reported p-values were adjusted with the Benjamini-Hochberg correction to control the false 
discovery rate. 

S3 Table. Fluctuation test analysis results for all log-phase experiments conducted in minimal medium. Model 
parameters: µ = apparent mutation rate per generation; m = expected number of mutational events per cultures; w = 
fitness ratio of mutants/WT; d = number of post-plating generations. Abbreviations: HY = Hamon & Ycart; LD = 
Luria-Delbrück; score = negative log likelihood; LRT = likelihood ratio test; CIP = ciprofloxacin; LVX = levofloxacin; 
GEN = gentamicin; TOB = tobramycin. See Methods for details on the different mathematical models. 

S4 Table. Mutations detected in ciprofloxacin-resistant isolates of Pseudomonas aeruginosa PA14. Mutations 
were detected using breseq, with the reference set as the P. aeruginosa UCBPP-PA14 genome obtained from 
BioProject accession number PRJNA38507. Pseudogenes and synonymous substitution mutations were omitted from 
the table. 

S5 Table. Strains, plasmids, and primers used in this study. This table contains a list of the strains, plasmids, and 
primers used in this study. 

S6 Table. Mutations detected in partially ciprofloxacin-resistant isolates of Burkholderia multivorans AU42096. 
Mutations were detected using breseq, with a draft assembly of the genome for B. multivorans AU42096 as the 
reference. Only mutations unique to each isolate are included. 

S7 Table. Ciprofloxacin MICs for fluctuation test isolates and parent strains. MICs were determined in a 
microbroth dilution assay according to standard clinical methods (see Methods). Where a range of values is presented, 
this indicates that the observed MIC sometimes varied depending on the initial cell density of the inoculum, even 
within the clinically-acceptable range of 3-7 x 105 CFUs/mL. 

Note about tables: Due to their size/format, supplementary tables mentioned in this chapter were not included in this 
document. These tables are linked to this thesis and available through CaltechTHESIS. 
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C h a p t e r  5  

THE CONSEQUENCES OF BEING IN A COMMUNITY: 
Redox-active metabolites as interspecies modulators of antibiotic resilience 

This chapter has been posted on bioRxiv and has been submitted for peer review as: 

Meirelles, L.A., and Newman, D.K. (2021) Redox-active secondary metabolites act as interspecies 

modulators of antibiotic resilience. bioRxiv. 

https://doi.org/10.1101/2021.12.01.470848 

Abstract 

Bacterial opportunistic pathogens make a wide range of secondary metabolites both in the natural 

environment and when causing infections, yet how these molecules mediate microbial interactions 

and their consequences for antibiotic treatment are still poorly understood. Here, we explore the 

role of two redox-active secondary metabolites, pyocyanin and toxoflavin, as interspecies 

modulators of antibiotic resilience. We find that these molecules dramatically change 

susceptibility levels of diverse bacteria to clinical antibiotics. Pyocyanin is made by Pseudomonas 

aeruginosa, while toxoflavin is made by Burkholderia gladioli, organisms that infect cystic 

fibrosis and other immunocompromised patients. Both molecules alter the susceptibility profile of 

pathogenic species within the “Burkholderia cepacia complex” to different antibiotics, either 

antagonizing or potentiating their effects, depending on the drug’s class. Defense responses 

regulated by the redox-sensitive transcription factor SoxR potentiate the antagonistic effects these 

metabolites have against fluoroquinolones, and the presence of genes encoding SoxR and the 

efflux systems it regulates can be used to predict how these metabolites will affect antibiotic 

susceptibility of different bacteria. Finally, we demonstrate that inclusion of secondary metabolites 

in standard protocols used to assess antibiotic resistance can dramatically alter the results, 

motivating the development of new tests for more accurate clinical assessment.  
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Introduction 

The use of antibiotics revolutionized medicine in the 20th century, but the evasion of 

antibiotic treatment by pathogens is a pressing health concern in the 21st century [1–3]. Without 

new approaches, it is estimated that by 2050 our ability to treat infections with antibiotics will 

dramatically decrease, resulting in up to 10 million deaths per year [4]. Bacteria can withstand 

antibiotic treatment in many ways, including by acquiring resistance mutations and/or by 

developing physiological tolerance, which together enable antibiotic resilience [5–8]. Following 

recent terminology guidelines [9–11], we define (i) antibiotic resistance as “the ability to grow in 

the presence of an antibiotic at a given concentration”; (ii) antibiotic tolerance as “the ability to 

survive transient antibiotic exposure”; and (iii) antibiotic resilience as “the ability of a bacterial 

population to be refractory to antibiotic treatment” [12]. When physicians face situations where 

treatments do not work in the clinic, this is typically caused due to increased tolerance and/or 

resistance levels [7].  

One important and underappreciated factor that promotes both resistance and tolerance is 

the production of secondary metabolites [12]. These are a broad category of molecules generally 

produced under slow-growth conditions (i.e., “stationary phase” in the laboratory batch cultures) 

that are secreted extracellularly or kept inside the cell [13,14]. When secreted, secondary 

metabolites have the potential to affect their surroundings, including other microbes [13,15]. Even 

though it is well known that microbes can influence each other through secondary metabolite 

production [15], only recently has this concept been considered in the context of antibiotic 

susceptibility [12,16,17]. Secondary metabolites typically affect antibiotic susceptibility by (i) 

inducing efflux systems or (ii) modulating redox homeostasis or oxidative stress responses [12,17]. 

It stands to reason that they might significantly affect our ability to treat polymicrobial infections.  

Certain secondary metabolites are redox-active molecules that promote multifaceted 

benefits for their producers, from acquiring nutrients to controlling redox homeostasis and 

promoting anaerobic survival [14,18,19]. Because they readily react with oxygen (leading to 

reactive oxygen species generation) and with Fe-S clusters inside the cells (directly oxidizing 

proteins), redox-active secondary metabolites also display high toxicity levels [20–23]. For this 
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reason, they are often called “natural antibiotics.” Their toxicity puts selective pressure on 

producers and other microbes that are commonly found together with producing species to develop 

defense mechanisms against their toxic effects [24–26]. We have recently proposed that, through 

the induction of such defense mechanisms, redox-active metabolites can promote collateral 

resilience to certain clinical drugs [17]. This is particularly relevant when the redox-active 

metabolite shares structural similarities to the drug used [17]. It is still unclear, however, how 

broad this phenomenon is when considering distinct redox-active secondary metabolites, the 

molecular mechanisms involved, and the drugs affected.  

Here, we explore the role of two redox-active secondary metabolites as modulators of 

antibiotic resilience. We focus on pyocyanin and toxoflavin, structurally similar compounds made 

by diverse opportunistic pathogens, including Pseudomonas aeruginosa and Burkholderia species. 

Our mechanistic investigation of representatives of strains that are commonly co-isolated from 

clinical infections reveals that the production of these metabolites and conserved machinery that 

senses them can affect the antibiotic susceptibility levels of neighboring species in a significant 

and predictable fashion. Our findings motivate the development of new approaches to improve the 

accuracy of antibiotic resistance diagnostics, which is necessary to optimize the use of available 

drugs.  

Results 

Pyocyanin produced by Pseudomonas aeruginosa induces complex defense responses in 

Burkholderia 

To investigate how redox-active secondary metabolite producers might affect antibiotic 

susceptivity levels in polymicrobial infections, we started by exploring interactions between two 

opportunistic pathogens relevant to the cystic fibrosis (CF) lung environment: Pseudomonas 

aeruginosa and Burkholderia multivorans. P. aeruginosa is a global opportunist pathogen that 

causes serious infections in patients with CF, chronic wounds, and compromised immune systems 

[27]. B. multivorans is part of the Burkholderia cepacia complex (Bcc). Species in this group can 

cause severe chronic infections and are associated with dire prognoses in patients with CF [28,29]. 
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Even though P. aeruginosa and Bcc species already display high levels of antibiotic resistance 

[27,30], recent evidence indicated that the production of pyocyanin (PYO) by P. aeruginosa can 

modulate susceptibility levels to fluoroquinolone antibiotics in Bcc [17] (Fig. 1A), but the 

mechanisms involved in this process were unknown. PYO is part of a diverse group of molecules 

classified as phenazines, which are important virulence factors during P. aeruginosa infections 

and have been detected in patients [31–33].  

To screen PYO-mediated molecular responses induced in B. multivorans, we first 

performed RNA-seq experiments either by (i) exposing the cells to exogenously added PYO or (ii) 

by co-culturing B. multivorans with P. aeruginosa (Fig. 1B-left). Control treatments involved 

sequencing RNA of B. multivorans alone or in co-culture with a P. aeruginosa strain that cannot 

make phenazines (∆phz), including PYO. We used the B. multivorans strain AU42096 (referred to 

here as B. multivorans 1, see Table S1 for details). Notably, when in the presence PYO-producing 

P. aeruginosa, B. multivorans 1 is highly tolerant of fluoroquinolones such as ciprofloxacin (Fig. 

1B-right). We found that PYO, either when added directly or when produced by P. aeruginosa, 

induces a set of responses in B. multivorans 1 (Table S2) that can be grouped into two broad 

classes: (i) induction of specific efflux systems, including a resistance-nodulation-division (RND) 

efflux system and a potential major facility superfamily (MFS) transporter, and (ii) oxidative stress 

responses, including alkyl hydroperoxide reductases (Fig. 1C). These results were confirmed by 

qRT-PCR (Fig. 1C-D). Not surprisingly, exposing B. multivorans to P. aeruginosa lead to more 

complex transcriptional responses than exposure to PYO alone, likely due to the wide variety of 

molecules secreted by P. aeruginosa [34].  
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Figure 1. PYO produced by P. aeruginosa induces complex defense responses in B. multivorans. A. Left: Model 
of secondary metabolite-mediated induction of survival against antibiotics in microbial populations. Blue dots 
represent secondary metabolites made by producer species (green cells); red dots represent the antibiotic. Right: one 
example of such metabolites is PYO, a redox-active molecule produced by P. aeruginosa. B. Left: Conditions used 
during RNA-seq and qRT-PCR experiments (1 to 4). In all cases, responses were measured using B. multivorans 1 
WT (see Materials and Methods). The strain was either grown as a single-species culture and exposed or not to PYO 
(conditions 1 and 2), or co-cultured with P. aeruginosa that can (WT) or cannot (∆phz) make the phenazine (conditions 
3 and 4). Right: B. multivorans 1 tolerance against ciprofloxacin (CIP, 10 µg/mL) when in co-culture with WT or 
∆phz P. aeruginosa (n = 4). C-D. Representative genes highlighting the responses induced by exogenously added 
PYO (C) or by co-culturing with PYO-producing P. aeruginosa (D). RNA-seq and qRT-PCR results are shown as bar 
(left) and strip (right) plots, respectively. Genes are displayed in two categories (efflux and oxidative stress) and named 
accordingly to their draft annotation or to their respective homolog in the P. aeruginosa genome. For qRT-PCR data, 
n = 3 in panel C, and n = 2 in panel D (see “experiment 1” in the Material and Methods). For full dataset for each 
comparison that includes transcriptional changes across B. multivorans genome and their respective loci tags, see 
Table S2. For additional qRT-PCR results, see Fig. S1. 

Despite the complexity of the B. multivorans transcriptomic responses, the induction of 

one operon called our attention: an efflux system commonly known as RND-9 [35]. All the genes 

of this operon (Bmul_3930, Bmul_3931, and Bmul_3932) were induced in the presence of PYO, 

either when added exogenously or via production by co-cultured P. aeruginosa WT (Figs. 1C-D, 

Fig. S1, Table S2). Given the importance of RND efflux systems in antibiotic tolerance and 

resistance [36], especially when these systems are induced by PYO [17], we were motivated to 
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investigate whether the RND-9 efflux system in B. multivorans and other Burkholderia species is 

required to confer antibiotic tolerance in the presence of PYO.  

Redox-regulated efflux mediates Burkholderia susceptibility to pyocyanin and its collateral effects 

on antibiotic resilience 

 The PYO-mediated induction of RND-9 in Burkholderia multivorans seen in our RNA-seq 

and qRT-PCR experiments led us to investigate this efflux system more carefully. When searching 

the genomic region where RND-9 is present, we noticed a flanking gene annotated as a “MerR 

family transcriptional regulator” (Bmul_3929, Fig. 2A). BLASTing the Bmul_3929 protein 

sequence from our B. multivorans 1 strain against proteins encoded in the P. aeruginosa PA14 and 

P. aeruginosa PAO1 genomes [37] resulted in their respective SoxR as first hits (gene locus tags 

PA2273 and PA14_35170, respectively, Table S3). SoxR is primarily studied in P. aeruginosa and 

E. coli; in both cases, the transcription factor contains a Fe-S cluster that can be directly oxidized 

by redox-active molecules, such as PYO (Fig. 2A) [22,38]. This results in an induction of stress 

responses, including efflux systems [17,38,39]. However, the role of SoxR in other organisms is 

much less understood.  
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Figure 2. Redox-regulated efflux mediates Burkholderia susceptibility to PYO and its collateral effects on 
antibiotic resilience. A. SoxR-mediated regulation of RND-9 in Bcc. The example is based on the B. multivorans 
ATCC 17616 genome locus structure and orientation. SoxR is oxidized by redox active metabolites (RAMs), 
triggering its activation (left) [12,20,40]. In Bcc, SoxR is commonly found adjacent to the RND-9 efflux system; the 
SoxR box [40] is found upstream to RND-9 genes, and the sequence displayed is the consensus found in this genomic 
region for the Bcc strains studied (center). Following other examples of RND efflux systems, proteins derived from 
Bmul_3930 and Bmul_3931 are likely associated with the inner membrane, while the one from Bmul_3932 is likely 
an outer membrane protein [41]. SoxR-mediated induction of the system allows efflux of toxic molecules by the 
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bacterial cell (right). B. Expression levels of the second gene in the RND-9 operon (Bmul_3931) measured by qRT-
PCR in different B. multivorans strains in the presence or absence of PYO (n = 3). ∆soxR comp means 
complementation of ∆soxR. Data is shown as normalized cDNA (see Materials and Methods). For additional qRT-
PCR results, see Fig S2. C. Effect of PYO on tolerance to ciprofloxacin (CIP, 10 μg/mL) in the same three B. 
multivorans strains (n = 4). D. Phylogenetic relationship between the Burkholderia species used in this study (gray 
shading highlights species within the Bcc group). For full tree detailing different strains, see Fig. S4. For broader 
phylogenetic placement of these species within the Burkholderia genus, see ref. [42]. E. PYO effect on growth rates 
of distinct strains of the different Burkholderia species studied. Data for three different concentrations are shown (10, 
100 and 200 µM). The results are shown as a ratio of the growth rates for each strain under different PYO 
concentrations by their growth rates in the “No PYO” condition (i.e. values close to 1 mean no inhibition, while values 
close to 0 mean severe growth inhibition by PYO). Presence or absence of the genomic locus containing SoxR and 
RND-9 in these strains is indicated by the grey or white boxes, respectively. Growth rates were estimated based on 
growth curves under the different conditions (Fig. S5). In panels B and C, the black dots mark the means and error 
bars represent 95% confidence intervals. 

First, we hypothesized that, by sensing redox-active metabolites such as PYO, SoxR might 

regulate the expression of RND-9, which is then used to export them. We confirmed that in our 

model Bcc strain, B. multivorans 1, the RND-9 promoter region has a SoxR box (Fig. 2A). The 

SoxR box has been shown to be a strong predictor for the operon’s regulation by SoxR [40], 

suggesting that SoxR regulates RND-9 expression in B. multivorans. To confirm that SoxR is 

necessary for PYO-mediated increase in RND-9 expression in B. multivorans 1, we made a ∆soxR 

deletion mutant. As predicted, PYO did not increase RND-9 expression in the ∆soxR strain to the 

extent it did in the WT, and overall expression levels were significantly lower and comparable to 

background levels (i.e., no PYO in the WT) (Fig. 2B, Fig. S2). Complementation of the soxR gene 

restored PYO-mediated activation of RND-9 (Fig. 2B, Fig. S2).  

We hypothesized that the PYO-mediated increase in resilience against fluoroquinolones in 

B. multivorans was mediated by SoxR-induction of RND-9. Supporting our hypothesis, the ∆soxR 

strain was much less tolerant to ciprofloxacin in the presence of PYO than the WT (Fig. 2C). Even 

though there was an apparent slight increase in the survival percentage for ∆soxR when PYO is 

present, we attribute this to a normalization artifact: because PYO affected the growth of ∆soxR, 

the strain reached a lower cell density when PYO was present, causing the normalization (i.e., % 

survival) to be calculated by a smaller CFU number. Raw CFU values showed that PYO only 

mildly increased the number of surviving cells upon treatment with ciprofloxacin in the ∆soxR 

strain, while the effect was significantly higher in the WT strain (Fig. S3). Complementation of 

soxR in the mutant restored WT levels of tolerance (Fig. 2C and Fig. S3). 
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Because PYO significantly increased the expression of RND-9 in B. multivorans, we 

decided to investigate the importance of this system for PYO resistance in other Burkholderia 

species. Specifically, we hypothesized that the presence of the SoxR-regulated RND-9 efflux 

system might be used to predict how well different Burkholderia species can manage PYO toxicity. 

Export is crucial for handling PYO’s toxic effects [17,38,39]. In this scenario, Burkholderia 

species containing SoxR-mediated RND-9 would sense the presence of PYO secreted by P. 

aeruginosa and quickly induce the efflux system, increasing their fitness in the presence of the 

molecule. We searched the Burkholderia Genome Database (www.burkholderia.com) [43] for 

species commonly found in CF patients as well as in the environment (e.g., plant-associated 

strains). These included species within the Bcc (such as B. multivorans, B. cepacia, B. 

cenocepacia) and non-Bcc species (such as B. glumae and B. gladioli). We obtained several strains 

within these species, many of which are clinical isolates from lung respiratory infections (see Table 

S1), compared their phylogenetic relationship (Fig. 2D, Fig. S4), and assessed whether the SoxR-

regulated RND-9 efflux system was present (Fig. 2E). The system’s presence was determined by 

(i) directly inspecting the genome (available in databases or through whole-genome sequencing), 

by (ii) PCR-amplifying a fragment containing part of the SoxR/RND-9 genome locus, or by (iii) 

by inference based on the genomic content of closely-related strains within the same species in 

genome databases, such as the Burkholderia Genome Database [43] and Integrated Microbial 

Genomes and Microbiomes IMG/M [44,45] (see Materials and Methods for details). In parallel, 

we measured the growth rates of these strains in the presence of different concentrations of PYO 

(Fig. 2E and Fig. S5). We saw a strong correlation between the presence of SoxR/RND-9 locus 

and the strain’s ability to handle PYO toxicity. The system was present in all Bcc species tested, 

and growth of these strains was only mildly affected by PYO, even at concentrations as high as 

200 µM (Fig. 2E and Fig. S5). However, growth of strains lacking the regulator/efflux system (B. 

glumae, different B. gladioli strains, and the B. multivorans ∆soxR) was dramatically inhibited by 

PYO (Fig. 2E and Fig. S5). This indicates that SoxR-regulated efflux plays a conserved role in 

how well Burkholderia species can tolerate PYO, potentially affecting their ability to inhibit 

habitats where P. aeruginosa is present. Moreover, this system also modulates P. aeruginosa’s 

impact on Burkholderia susceptibility to antibiotics because the P. aeruginosa-mediated increase 

in antibiotic tolerance on B. multivorans is SoxR dependent (Fig. S6). 



 

 

160 

Overall, these results highlight the importance of SoxR and its redox-regulated efflux 

systems during interspecies interactions mediated by redox-active secondary metabolites, 

demonstrating their antagonistic effect on fluoroquinolone susceptibility. 

Redox-active secondary metabolites as interspecies modulators of antibiotic susceptibility: the 

toxoflavin example 

Our results with PYO motivated us to ask whether other redox-active secondary 

metabolites might similarly be capable of modulating antibiotic susceptibility in polymicrobial 

infections [12]. Accordingly, we searched for other potential candidate molecules known to be 

made by pathogens that have been found infecting CF patients. We found that phenazine-1-

carboxylic acid (PCA), another phenazine made by P. aeruginosa, also dramatically increased B. 

multivorans tolerance against ciprofloxacin in a SoxR-dependent manner (Fig. S7). But to test the 

generality of the phenomenon, we looked for non-phenazine molecules made by species other than 

Pseudomonas. One example we found was toxoflavin (TOX) (Fig. 3A). TOX is made by different 

Burkholderia species, including B. glumae and B. gladioli, and has been proposed to increase the 

fitness and virulence of its producers when infecting plants [46–48]. B. glumae is a plant pathogen, 

while B. gladioli can cause disease in plants and humans [28,49,50]. In fact, B. gladioli is among 

the most prevalent Burkholderia species in CF patients [28]. Though TOX detection in CF sputum 

has not been attempted to our knowledge, clinical B. gladioli strains commonly produce TOX in 

vitro [50]. TOX is redox-active and thought to induce efflux and oxidative stress response in 

bacteria (Fig. 3A-B) [51,52]. Therefore, TOX is a potentially clinically-relevant molecule and a 

good candidate for testing the hypothesis that redox-active secondary metabolites have broad 

potential to modulate antibiotic resilience. 

We started by determining whether TOX can increase ciprofloxacin tolerance in the 

producing species B. glumae, just like PYO does in P. aeruginosa [17,53]. TOX induces the efflux 

system ToxFGHI in B. glumae [54], and we confirmed that the WT strain makes TOX under the 

studied conditions (Fig. S8). However, when comparing WT ciprofloxacin survival levels to a 

∆toxA strain that cannot make TOX [55], we did not see a significant increase in tolerance (Figs. 

3C); similarly, adding TOX exogenously to ∆toxA did not significantly increase tolerance (Fig. 
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3C). Although we observed a slight tolerance increase trend when TOX was present, the magnitude 

of the effect is much smaller than what PYO provides to P. aeruginosa [17], revealing that 

ToxFGHI and the overall responses induced by TOX in B. glumae do not confer ciprofloxacin 

tolerance to this strain.  

Even though TOX does not provide significant protection against ciprofloxacin in B. 

glumae, we reasoned that it might act as an interspecies modulator of antibiotic resilience in 

another organism. For example, B. gladioli strains (potentially TOX producers) [50,56] can infect 

CF patients together with other Bcc pathogens [57]. We thus decided to test if Bcc species might 

benefit from the presence of TOX when treated with ciprofloxacin. Tolerance assays using our 

Bcc model organism, B. multivorans 1, showed that TOX increased its survival against 

ciprofloxacin in a concentration-dependent manner (Fig. 3D). Levels of 50 µM or above made the 

strain completely tolerant to the antibiotic treatment (Fig. 3D). Importantly, concentrations of TOX 

within the 10-100 µM range are physiologically relevant since they fall within the amounts 

produced by B. gladioli and B. glumae under the studied conditions (Fig. S8). We next 

hypothesized that this tolerance phenotype is mediated by the SoxR-regulated RND-9 efflux 

system, like it is for PYO. Consistent with this prediction, the TOX-mediated increase in tolerance 

against ciprofloxacin disappeared in the ∆soxR strain, but was restored in the SoxR-complemented 

strain (Fig. 3E). Moreover, using qRT-PCR to quantify the expression of RND-9 in B. multivorans 

1, we observed that TOX increased transcription of RND-9 in B. multivorans 1 and its induction 

disappeared in the ∆soxR mutant, but was restored in the SoxR-complemented strain (Fig. 3F, Fig. 

S9). This indicates that SoxR in B. multivorans 1 works as a broader sensor for a wide range of 

redox-active molecules, with direct consequences for antibiotic efficacy.  
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Figure 3. TOX increases tolerance against ciprofloxacin in Bcc. A. TOX molecule and its redox states. B. Genomic 
structure of the tox operon present in the TOX producer B. glumae [47,54]. Similar genomic context is found in other 
TOX producers [50]. C. Effect of TOX on tolerance to ciprofloxacin (CIP, 1 µg/mL) in different B. glumae strains (n 
= 4). TOX was either produced endogenously by the WT strain or added exogenously (50 µM) to the ∆toxA mutant. 
D. Effect of different TOX concentrations on tolerance to CIP (10 µg/mL) in the B. multivorans 1 WT strain (n = 4). 
E. Effect of TOX on tolerance to CIP (10 µg/mL) in the B. multivorans 1 ∆soxR or ∆soxR comp strains (n = 4). This 
experiment was performed separately from that shown in panel D. F. Expression levels of the second gene in the 
RND-9 operon (Bmul_3931) measured by qRT-PCR in different B. multivorans strains in the presence or absence of 
TOX (n = 3 for all except “∆soxR + 0 µM TOX,” where  n = 2). Data is shown as normalized cDNA (see Materials 
and Methods). Also, see Figs. S9 additional qRT-PCR data. G. Experimental design used during the co-culture 
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antibiotic assays (see Materials and Methods for details). H. Effect of TOX produced by different producer species 
(B. glumae WT, and several B. gladioli strains) on the tolerance of B. multivorans 1 to CIP (10 µg/mL). Conditions 
where TOX was not produced were: “none” (i.e. only B. multivorans 1 is present) or co-culture with the B. glumae 
∆toxA strain that cannot make TOX. B. glumae was originally isolated from environmental sample [47], while B. 
gladioli strains are derived from CF patients (see Table S1). Only the top part of the co-culture plate (i.e. containing 
B. multivorans 1) was plated for CFUs for survival assessment (n = 3). I. Effect of TOX produced by B. gladioli 1 on 
the tolerance of multiple Bcc species (isolated from environmental and clinical samples) to CIP (10 µg/mL, n = 3). 
Note that the scales on the two plots assessing tolerance in B. cenocepacia (two on the right) are different from the 
ones on the left, since the background tolerance levels in these strains are much higher than the ones in B. cepacia or 
B. multivorans 4 (left). In panels C-F and H-I, the black dots mark the means and error bars represent 95% confidence 
intervals. Panel G was adapted from [17], CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/). 

We next evaluated the effect of TOX in co-culture assays (Fig. 3G). First, we tested if B. 

multivorans 1 becomes more tolerant to ciprofloxacin when grown with environmental or clinical 

TOX producers (Fig. 3H). Co-culture with B. glumae WT (i.e., TOX present) increased B. 

multivorans 1 tolerance to ciprofloxacin. The phenotype disappeared when the strain was co-

cultured with the B. glumae ∆toxA (i.e., no TOX). Notably, co-culture with two different clinical 

strains of B. gladioli isolated from CF patients dramatically increased tolerance against 

ciprofloxacin by B. multivorans 1 (Fig. 3H). These two clinical strains produce TOX (Fig. S8), 

and the molecule was present in the co-cultures, evident by its yellow pigmentation. To evaluate 

the generality of these results, we compared the ciprofloxacin tolerance of multiple Bcc strains 

from different species (B. cepacia, B. multivorans, and B. cenocepacia) to that seen when they 

were co-cultured with a TOX-producing clinical strain of B. gladioli. These Bcc strains were 

derived either from environmental samples or from patients. In all cases, co-culture with B. gladioli 

increased ciprofloxacin tolerance levels in the Bcc species (Fig. 3I). All co-cultures were yellow, 

indicating TOX was present. The effect was dramatic for B. cepacia and B. multivorans, increasing 

tolerance levels more than an order of magnitude; although B. cenocepacia strains showed higher 

background tolerance levels when grown alone in the absence of TOX, co-culturing these strains 

with TOX-producing B. gladioli still made them more tolerant of ciprofloxacin (Fig. 3I).  

Overall, our results show that phenazines made by P. aeruginosa are not the only redox-

active secondary metabolites that can modulate antibiotic resilience. TOX, a redox-active molecule 

produced by different Burkholderia species, can do the same, suggesting generality for the 

phenomenon. 
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Assessing the effects of redox-active secondary metabolites on antimicrobial susceptibility testing 

These mechanistically-oriented laboratory results raised an important practical question: 

how might redox-active secondary metabolites impact standard clinical antibiotic susceptibility 

testing (AST)? Current AST methods are blind to potential modulating effects of redox-active 

secondary metabolites. This happens because the synthesis of these metabolites is usually 

controlled by quorum sensing, being made only at cells densities that are much higher than what 

is used for typical AST inocula [13,58]. However, redox-active secondary metabolites have been 

detected in infections [32,33] and presumably could dramatically change the performance of 

certain drugs during treatment [12]. To take this into account, we modified the protocol of a 

traditional AST assay that determines the minimum inhibitory concentration (MIC) for specific 

drugs. Using PYO and TOX as examples, we tested how these metabolites affect susceptibility to 

several antibiotics from different classes. 

Our experimental design is shown in Fig. 4A and Fig. S10A. In brief, MIC assays following 

the EUCAST guidelines (see Materials and Methods) were performed in the absence or presence 

of exogenously added PYO or TOX. For these assays, we used our model organism, B. multivorans 

1. We tested several different (sub)classes of drugs, including fluoroquinolones (ciprofloxacin and 

levofloxacin), tetracyclines (tetracycline and doxycycline), amphenicols (chloramphenicol), 

sulfonamides (sulfamethoxazole in combination with trimethoprim), aminoglycosides 

(tobramycin), carbapenems (meropenem), cephalosporins (ceftazidime), and polymyxins 

(colistin). PYO and TOX altered the MIC of B. multivorans for several types of drugs. Both PYO 

and TOX had overall antagonistic effects on fluoroquinolones, tetracyclines, and chloramphenicol, 

increasing their MICs (Figs. 4B-C). In some cases, although not enough to change the MIC, PYO 

and TOX had drug-antagonistic effects that could be measured by an increase in optical density at 

the pre-MIC concentration (see antibiotics marked with “+” in Figs. 4B-D). Examples include 

exposure to PYO together with tetracycline or sulfamethoxazole/trimethoprim (Fig. 4D). Similar 

antagonistic effects were observed for cells exposed to TOX and levofloxacin (Fig. 4D). On the 

other hand, PYO and TOX acted synergistically with other drugs, potentiating their toxicity, 

resulting in lower MICs or lower optical densities at the pre-MIC concentrations when the 



 

 

165 

metabolites were present. This was the case for tobramycin and meropenem in the presence of 

PYO (Figs. 4B, 4D), and for sulfamethoxazole/trimethoprim, tobramycin, meropenem, and 

ceftazidime in the presence of TOX (Figs. 4C-D). Cases where the synergistic effect was only 

visible at the pre-MIC concentrations are marked as “-” in Figs. 4B-D. We also tested the effect of 

PYO and TOX on colistin susceptibility, with both enhancing its toxicity. In the absence of these 

metabolites, B. multivorans 1 was completely resistant to colistin at all the concentrations tested 

(MIC > 4.096 mg/mL, Table S4), and therefore colistin is not included in Figs. 4B-C. However, 

addition of PYO caused a decrease in optical density (Fig. S11C), and TOX caused a dramatic 

drop in the MIC (Table S4), indicating that these metabolites can act synergistically with 

polymyxins [17,53,59]. Overall, these results show that the effects of redox-active secondary 

metabolites on antibiotic susceptibility can be dramatic and are distinct for different classes of 

drugs. 
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Figure 4. Assessing the effects of secondary metabolites on antimicrobial susceptibility testing. A. Experimental 
design used during MIC tests that account for the effect of secondary metabolites on resistance levels. B. Effects of 
PYO (100 µM) on B. multivorans 1 MICs (for each antibiotic, n = 3). C. Effects of TOX (50 µM) on B. multivorans 
1 MICs (for each antibiotic, n = 3). In B and C, symbols above the antibiotic names represent effects of PYO and TOX 
on growth density displayed in D (“+” represents increase in density, “-” represents decrease in density, and “=” 
represents no consistent change in density). D. Effects of PYO (two plots on the left) and TOX (right) on the growth 
density at the pre-MIC antibiotic concentrations during MIC assays. Antibiotics shown are the ones previously 
highlighted by the symbols in panels B and C. Note that scales are different for each plot. For normalized absorbance 
values, see Fig. S11A-B. E. Effects of P. aeruginosa WT supernatant (i.e. PYO present) on B. multivorans 1 MICs 
(for each antibiotic, n = 3). For experimental design, see Fig. S10B. Grey shading in B, C and E represent antibiotics 
for which metabolite-mediated increase in resilience was not observed under the studied conditions. In panels D, the 
black dots mark the means and error bars represent 95% confidence intervals. CIP, ciprofloxacin; LVX, levofloxacin; 
TET, tetracycline, DOX, doxycycline, CHL, chloramphenicol, SXT, sulfamethoxazole/trimethoprim; TOB, 
tobramycin; MEM, meropenem; CAZ, ceftazidime.  
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Recognizing that these effects might be generalizable for a wide range of unknown 

molecules for which purified compounds are unavailable, we sought to determine whether 

modified MIC protocols could be agnostic to any specific metabolite secreted by a pathogen. 

Accordingly, we used spent media from grown cultures (i.e., containing secondary metabolites) 

mixed with fresh media (Fig. S10B and Materials and Methods for experimental design) to modify 

the traditional MIC assay. As proof of principle, we tested the susceptibility of our model 

organism, B. multivorans 1, to all the drugs mentioned above, using spent medium from P. 

aeruginosa WT (Fig. 4E). We predicted that the phenazine-producing P. aeruginosa cultures 

would change the MIC like exogenously added PYO did in the previous experiments. As expected, 

P. aeruginosa spent medium increased the MIC of B. multivorans against fluoroquinolones, 

tetracyclines, and chloramphenicol (Fig. 4E). We did not see changes in MIC against 

sulfamethoxazole/trimethoprim (Fig. 4E), likely because our experimental design led to a four-

fold dilution of the active metabolite(s) from its initial concentration in the spent medium. For 

instance, the PYO concentration was ~80-100 µM in the original culture from which the spent 

medium was taken, but only ~20-25 µM in the final assay (see Materials and Methods). Because 

the impact of exogenously adding 100 µM PYO was already small (Fig. 4D), it is not surprising 

that we observed no effect using the diluted spent media. Still, in agreement with our experiments 

using purified PYO, P. aeruginosa spent medium potentiated the efficacy of tobramycin, reducing 

the MIC (Fig. 4E). On the other hand, unlike our findings with purified PYO, P. aeruginosa spent 

medium decreased the MIC against ceftazidime (Fig. 4E). To evaluate if the results observed for 

P. aeruginosa spent medium were caused by phenazines, we also tested spent medium from the P. 

aeruginosa ∆phz mutant (Fig. S11D). We saw no significant increase in the B. multivorans MICs 

when ∆phz spent medium was used (Fig. S11D), suggesting that the antagonistic effects against 

these drugs were due to phenazines. Finally, we also tested the impact of spent medium from B. 

multivorans on its own MICs (Fig. S11E). We saw no effect on MICs for fluoroquinolones or 

sulfamethoxazole/trimethoprim, but we did see changes for the other drugs: B. multivorans spent 

medium increased MICs against tetracyclines, chloramphenicol, and meropenem but decreased 

MICs against tobramycin and ceftazidime (Fig. S11E). Altogether, our results suggest that 

metabolites secreted by opportunistic pathogens can substantially alter MIC levels in ways that are 

overlooked by current protocols. 
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Discussion 

Redox-active secondary metabolites, produced by organisms throughout the tree of life 

[60], are of particular interest due to their multifaceted and nuanced effects, which depend on the 

environmental and physiological conditions experienced by the cells when exposed to them 

[39,61]. Within the clinical context, their dynamic functions range from the support of biofilm 

development to serving as virulence factors that are toxic to host cells [31,62–65]. In this study, 

we found that these molecules can also modulate antibiotic resilience, altering susceptibility levels 

to drugs commonly used to treat infections. Together with recent evidence demonstrating that these 

molecules can increase mutation rates to antibiotic resistance against certain drugs [17], our results 

point towards the production of redox-active secondary metabolites by opportunistic pathogens as 

an underappreciated route for the evolution of antimicrobial resistance. 

To better predict contexts where redox-active secondary metabolites might affect 

antimicrobial susceptibility, it is necessary to understand the molecular mechanisms involved in 

the process. Our results support the role of SoxR as a broad redox sensor in nature [40]. This 

transcription factor has been primarily studied in enteric bacteria (E. coli and Salmonella sp.) and 

in P. aeruginosa, where it senses redox-active molecules through oxidation of its Fe-S cluster 

[22,23,38,66,67]. However, SoxR is widely distributed throughout the bacterial domain, with 

homologs enriched in the Actinobacteria and Proteobacteria [61]. Many of these organisms 

include well-established or emerging opportunistic pathogens, such as species within the genus 

Mycobacterium, Nocardia, Burkholderia (including the Bcc species studied here), Ralstonia, 

Acinetobacter, and Stenotrophomonas, among others [40,61]. However, we know little about the 

redox-active molecules SoxR might sense and the responses it might control in these organisms. 

Our work demonstrates that, if focused on antibiotic susceptibility, special attention should be 

given to SoxR-regulated efflux systems and to the drugs these systems might be able to transport. 

SoxR homologs in other pathogens might control the transport of yet-to-be-discovered redox-

active secondary metabolites that affect antibiotic susceptibility, whether the metabolite is 

produced endogenously or by a neighbor species.    
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While we have shown that certain secondary metabolites can dramatically modulate 

antibiotic susceptibility in vitro, it is important to recognize that these effects have yet to be 

confirmed in vivo. Testing the relevance of this phenomenon in the host context is an essential next 

step, and we hope our study will stimulate future work on this topic. Moreover, there is still a long 

path ahead when considering interspecies interactions during infections, mostly due to our still 

limited understanding of the colonization dynamics in polymicrobial infections. This is true even 

for CF, a well-studied infection context. Although we know certain species can be found infecting 

patients at the same time, our understanding of the frequency of these interactions is much less 

clear. For example, P. aeruginosa can be found with Staphylococcus or Bcc [28,68–70], but the 

prevalence of such co-infections among patients is not well documented. Similarly, B. gladioli is 

among the most common Burkholderia species isolated from CF sputum [28], but we do not know 

which other microbes typically co-reside with this species. Moreover, how these organisms co-

exist within infections is poorly constrained due to very limited data on their spatial distribution 

within patients, though methods for accessing this are improving [71–74]. While our study 

suggests that redox-active metabolites such as PYO and TOX may be broad modulators of 

antibiotic susceptibility, to accurately predict how/which neighboring species might be affected by 

such molecules, future work must characterize community dynamics and spatial proximity 

between co-infecting organisms within individual patients. 

Our results also highlight the need for redesign of antimicrobial susceptibility tests to make 

them more accurately mimic the context of infections. While there is room for improvement across 

a range of parameters, inclusion of secondary metabolites from spent supernatants of infecting 

strains in AST protocols could be a simple and constructive first step, even without knowledge of 

the identity of the metabolite(s) that impact the results. Because the vast majority of secondary 

metabolites are still uncharacterized [75], it is important to use phenotypic screens to identify the 

existence of an unknown whose identity can later be determined through follow-up research. Our 

case study using PYO and TOX as models for evaluating the impact of redox-active secondary 

metabolites on antibiotic resilience serves as a proof of principle that awareness and understanding 

of these interactions has the potential to inform drug selection for more effective treatment. For 

example, our results suggest that when in the presence of P. aeruginosa, treating Bcc with 
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fluoroquinolones, tetracyclines, chloramphenicol, or sulfamethoxazole/trimethoprim would likely 

be less effective, increasing the chances of the evolution of resistance [17]. For these situations, 

drugs like meropenem or ceftazidime would possibly be more appropriate. TOX-producing B. 

gladioli might also significantly impact Bcc susceptibility to antibiotics, mainly decreasing the 

efficacy of fluoroquinolones. Finally, B. multivorans appears to produce unknown metabolites that 

reduce its susceptibility to certain drugs, such as tetracyclines, chloramphenicol, and meropenem, 

which could be investigated in more detail in the future.  

More generally, we end by observing that approaches that have been employed to identify 

polymicrobial and/or microbe-host interactions mediated by secondary metabolites in the context 

of the gut microbiome [76,77] can and should be leveraged more strongly in the context of 

infectious disease. While some studies have begun to light the way [78,79], there remains 

tremendous potential for discovery of secondary metabolite-mediated effects that shape clinical 

outcomes. To identify endogenously produced molecules that impact antimicrobial susceptibility, 

we must ask: Who is there? What are they making? What are the responses induced in the 

community by the presence of specific molecules? And, finally, which drugs are affected by these 

responses? High-throughput methods combined with various “systems approaches” used for 

studying how drugs interact with the gut microbiome [80–83] could be adapted to study how 

metabolites produced by pathogens in different infection contexts might affect their interactions 

with each other and their susceptibility to antibiotics. We anticipate that our findings with PYO 

and TOX are likely just the tip of the iceberg, and we hope growing awareness of the potential 

ubiquity of these type of interactions will enhance our understanding of and ability to control 

polymicrobial infections.  

Materials and methods 

Media and incubation conditions 

Most of the media and conditions used followed previous descriptions [17]. The defined 

medium mostly used in this work was the glucose minimal medium (GMM), comprising 20 mM 

glucose (or 10 mM, if specified), 50 mM KH2PO4/K2HPO4 (pH 7.2), 42.8 mM NaCl, 9.35 mM 
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NH4Cl, 1 mM MgSO4, 1x MEM Amino Acids (AA) solution (MilliporeSigma, Cat. No. M5550), 

and a trace elements solution [84]. As described previously [17], the medium was prepared by 

autoclaving all the components together, except for the glucose and the 1,000x trace elements stock 

solution, which were sterilized through filtration and added after the autoclave step. Autoclave 

step proceeded for 20 minutes at 121°C. As previously noted [17], autoclaving MgSO4 together 

with other media components is essential for consistent production of PYO by our WT P. 

aeruginosa UCBPP-PA14 strain in this medium. Two other media were used: Luria–Bertani (LB) 

Miller broth (BD Biosciences) and BBL cation-adjusted Mueller–Hinton II (MH) broth (BD 

Biosciences). Their preparation followed the manufacturer’s instructions. Importantly, for the MH 

broth medium, the autoclave step was 10 min. 1.5% Bacto agar (BD Biosciences) was used for 

solid media unless mentioned otherwise (see strains construction section below). Pyocyanin (PYO) 

was synthesized and purified following published protocols [85,86], and 10 mM stock solutions 

were prepared using 20 mM HCl and stored at −20°C. Toxoflavin (TOX) (MedChemExpress) was 

dissolved in dimethyl sulfoxide (DMSO) to make 10 mM stock solutions that were prepared on 

the same day of the experiment. Phenazine-1-carboxylic acid (PCA) (Princeton Bio) was dissolved 

in 20 mM NaOH and stored at −20°C. Finally, experiments using PYO, TOX or PCA always had 

negative controls with equivalent volumes of the solvents used (20 mM HCl, DMSO, or 20 mM 

NaOH, respectively). Unless otherwise specified, incubations were performed at 37°C, with 

shaking for liquid cultures at 250 rpm. 

Strain construction  

We performed genetics in the B. multivorans AU42096 strain, our model Bcc organism. 

We refer to this strain as B. multivorans 1 [17] (Table S1). An unmarked deletion of the 

Bmul_3929 gene (soxR homolog) was made through homologous recombination using the 

pEX18Tc plasmid [87,88]. Briefly, ~800 bp fragments upstream and downstream of the gene were 

amplified and cloned into the pEX18Tc suicide vector using Gibson assembly [89]. Amplifications 

were done using B. multivorans 1 genomic DNA (gDNA, extracted with DNeasy Blood & Tissue 

Kit, Qiagen), cleaned up using the Monarch PCR Purification kit (New England Biolabs), and used 

in a Gibson assembly reaction (New England Biolabs) together with a PCR-amplified fragment 
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containing the entire pEX18Tc sequence. The assembled construct was transformed into E. coli 

S17 [90], with selection in LB with 10 µg/mL tetracycline and incubation at 30ºC. The assembled 

plasmid was identified by colony PCA, verified by Sanger sequencing (Laragen), and inserted into 

B. multivorans 1 genome by biparental conjugation using a modified version of previously 

published protocols [91,92]. Briefly, E. coli S17 (containing the pEX18Tc-based deletion plasmid) 

and the B. multivorans 1 WT strain were grown overnight in LB (with 10 µg/mL tetracycline for 

the E. coli strain) and then diluted in the same medium to OD600 of 0.05 and 0.025, respectively. 

Cultures were grown until OD600 of ~0.5; if one of the cultures reached the final OD earlier, this 

culture was moved to a non-shaking incubator (also 37ºC) until the other was ready for the next 

steps. When ready, 400 µL of each culture were mixed into a Falcon tube and left stand (non-

shaking) for 1 hour. Next, 100-200 µL of the mixed cultures were plated on top of polycarbonate 

membranes (MilliporeSigma, Cat. No. WHA10417006) on LB plates, followed by an incubation 

step of ~15 hours at 37ºC. Next, cells were scrapped from the filters, resuspended in 0.9% NaCl, 

plated on to VBMM agar plates (3 g/L trisodium citrate, 2 g/L citric acid, 10 g/L K2HPO4, 3.5 g/L 

NaNH4PO4·4H2O, 1 mM MgSO4, 100 μM CaCl2, pH 7) containing 100 µg/mL of tetracycline 

[92], and incubated for 24-48 hours at 30ºC. This resulted in colonies of B. multivorans 1 that were 

merodiploids containing the construct integrated in their genomes, which were then plated on to 

LB containing 10% sucrose. Importantly, LB plates lacked NaCl and contained only 1.05% agar. 

This was relevant because we noticed that even though pEX18Tc contains a sacB cassette, the 

sacB counter selection was not effective in our B. multivorans 1 strain, as has been observed for 

other Burkholderia strains [93]. However, these conditions still allowed the screening of colonies 

that lost the integrated plasmid. We noticed that such colonies presented a spreading “flat” 

morphology under these conditions, while the merodiploids were round “thick” colonies (Fig. 

S12). The flat colonies were rare (roughly 1 in ~200 colonies) and, as expected, ~50% of them 

were WT genotype and ~50% were unmarked deletions. These were screened by PCR and verified 

by both Sanger sequencing and whole-genome sequencing.  

Complementation of the ∆soxR mutant was also done through homologous recombination 

with the re-insertion of the gene in its native site following the same protocols described above. 

The only difference was that, in this case, a unique fragment from ~800 bp fragments upstream to 
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~800 downstream region of soxR (i.e., containing the soxR gene) was amplified from B. 

multivorans 1 WT gDNA and cloned into the pEX18Tc. This was then inserted in the ∆soxR 

mutant through homologous recombination was described above, with PCR and whole-genome 

sequencing verifications. Information on all primers and strains used is available in Table S1. 

Whole-genome sequencing and draft genome assembly and annotation 

Genomic DNA (gDNA) was extracted from the following strains using the DNeasy Blood 

& Tissue kit (Qiagen): B. multivorans 1 WT;  B. multivorans 1 ∆soxR; B. multivorans 1 ∆soxR 

comp (complementation of soxR in the ∆soxR background). Library preparation was performed by 

the Microbial Genome Sequencing Center (MiGS) (Pittsburgh, Pennsylvania, USA) and included 

(i) 2 x 150 bp paired-end Illumina sequencing for all these strains (minimum of 400-Mb 

sequencing output per sample, with approximately 50-60x coverage), and (ii) an additional 

Nanopore sequencing for the B. multivorans 1 WT strain (minimum of 300 Mb Long Reads) for 

draft genome assembly and annotation of this strain.  

Draft genome assembly and annotation of the  B. multivorans 1 WT strain was performed 

by the MiGS analysis pipeline, and included: (i) quality control and adapter trimming performed 

using bcl2fastq (for Illumina reads) and porechop (for Nanopore reads, available at: 

https://github.com/rrwick/Porechop); (ii) assembly (using both Illumina and Nanopore reads) 

performed using Unicycler [94]; (iii) assembly statistics assessed using QUAST [95]; and (iv) draft 

assembly annotation performed using Prokka [96].  

To check for the ∆soxR and ∆soxR comp strains, quality control was performed using 

Trimmomatic (version 0.39) [97] with the following settings: LEADING:27 TRAILING:27 

SLIDINGWINDOW:4:20 MINLEN:35. Mutations were then identified using breseq (version 

0.35.7) [98] using the draft annotation we described above. This was important because we 

observed dozens of potential non-related mutations that appeared in the genome during the process 

of making these strains. This was not surprising since B. multivorans 1 is a clinical strain that has 

not been extensively used in the laboratory, with the exception of our previous work that did not 

include genetic manipulation [17]. Despite these additional potential mutations, we were able to 
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confirm the correct soxR deletion and complementation, which resulted in the phenotypes 

described in our results. Whole-genome sequence data for the strains studied was submitted to the 

NCBI Sequence Read Archive under the accession number TBD. 

Assessment of the presence of SoxR/RND-9 locus in the studied strains 

The SoxR/RND-9 locus presence was determined by three complementary methods. First, 

we directly inspected the genomes of the Burkholderia species studied that are available at the 

Burkholderia Genome Database (BGD) [43] and Integrated Microbial Genomes and Microbiomes 

IMG/M [44,45]. These included B. cenocepacia J2315, B. cenocepacia K56-2, B. cepacia ATCC 

25416, and B. glumae 336gr-1. We also inspected the draft genomes for the strains we performed 

whole-genome sequencing, which included all the genotypes of our B. multivorans 1 strain. 

Second, we performed PCR amplification attempts for a fragment containing part of the 

SoxR/RND-9 genome locus in all strains. Primers were designed using consensus sequences of 

the region known from the available genomes (see primers in Table S1). As positive controls for 

this screen, we used primers for 16S rRNA amplification. For all PCRs, overnight cultures for all 

strains were grown in LB and 1 µL of the cultures were used during amplification attempts. Finally, 

we also checked annotated genome of closely-related strains available at the BGD or IMG/M. We 

could not find strains of B. glumae or B. gladioli that had the SoxR/RND-9 genome locus. 

Phylogenetically analyses 

Phylogenetic analysis included 15 Burkholderia strains for which 16S sequences were 

either generated by Sanger sequencing (Laragen; primers available in Table S1) or retrieved from 

the BGD database or GenBank. For generated sequences, contigs were prepared using MacVector 

(version 18.2.0). Sequences were aligned with MAFFT (version 7.490, alignment available in the 

supplementary material) [99,100], and phylogeny was reconstructed through Bayesian inference 

using MrBayes (version 3.2.7) [101]. Briefly, GTR was used as initial model for two independent 

analyses, each consisting of three heated chains and one cold chain. Markov Chain Monte Carlo 

sampling ran for one million generations (additional parameters: diagnfreq=1000; 

samplefreq=100; relburnin=yes; and burninfrac=0.25), which was enough to reach convergency 
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(i.e. average standard deviation of split frequencies < 0.01). The final tree was edited in FigTree 

(version 1.4.4, software available at: https://github.com/rambaut/figtree/releases) and polished in 

Affinity Designer (Serif, version 1.10.4). 

RNA-seq experiment and data analysis 

Four different conditions were prepared for the RNA-seq experiment: (i) B. multivorans 

(no PYO added); (ii) B. multivorans + 100 µM PYO; (iii) B. multivorans + P. aeruginosa WT (co-

culture, PYO and other phenazines produced); and (iv) B. multivorans + P. aeruginosa ∆phz (co-

culture, no PYO or phenazines produced). For these experiments, we used our B. multivorans 1 

WT strain. From freshly streaked LB plates (< 2 days old), overnight cultures of B. multivorans, 

P. aeruginosa WT and P. aeruginosa ∆phz were grown in GMM (20 mM glucose) + AA. Cells 

were washed (12500 rpm for 2 min) and resuspended in the same medium. OD500 values were 

measured and adjusted for the start of the experiment. Due to growth differences, the conditions 

involving co-cultures started with four times more Burkholderia cells than Pseudomonas cell. ODs 

used were as follows: conditions (i) and (ii) had initial OD500 = 0.04 (only Burkholderia was 

present); conditions (iii) and (iv) had final OD500 = 0.05, composed from 0.04 of Burkholderia 

cells and 0.01 of Pseudomonas cells. Cultures were prepared in 7 mL media using GMM (20 mM 

glucose) + AA, with either 100 µM PYO (used in condition 2) or the respective amount of HCl 

added to the cultures. The four tubes were incubated for ~9 hours, and then collected for RNA 

extraction. For this, 0.7 mL of cultures were spun down (14000 rpm for 2 min), supernatants were 

removed, and the pellets were immediately frozen using liquid nitrogen and stored at -80ºC. At 

this same time, PYO concentration produced by the co-culture containing the WT P. aeruginosa 

was measured from the supernatant using absorbance at OD691 [102], and ~ 60 µM was detected 

at the time of sampling. 

Next, RNA extraction was performed using the RNeasy kit (Qiagen) following the 

manufacturer’s instructions. Samples were thawed on ice and resuspended in TE buffer (30 mM 

Tris.Cl, 1 mM EDTA, pH 8.0) containing 15 mg/mL of lysozyme and proteinase K solution (20 

mg/mL, Qiagen), followed by an incubation with vortex and lysis steps described in the kit. 

Purified RNA was then sent for sequencing at the MiGS Center as done for whole-genome 
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sequencing. The facility pipeline included: (i) DNase treatment (RNAse free) (Invitrogen); (ii) 

library preparation using Qiagen FastSelect and Library Prep kits (Qiagen) and Ribo-Zero Plus kit 

(Illumina); (iii) sequencing using a NextSeq500, with 1 x 75 bp reads for the four conditions, with 

a minimum of 16M reads for conditions 1 and 2 (single Burkholderia cultures), or 24M reads for 

conditions 3 and 4 (co-cultures); (iv) demultiplexing and adaptors trimming using bcl2fastq 

(version 2.20.0.422). Next, low-quality bases were removed using Trimmomatic (version 0.39) 

with the following settings: LEADING: 27 TRAILING: 27 SLIDINGWINDOW: 4:20 MINLEN: 

35 [97]. Genome mapping and calculation of number of reads per gene was performed through 

Rockhopper (version 2.03) [103] using the Burkholderia multivorans ATCC 17616 genome 

available in the software as reference. Mapping was done against all three chromosomes 

(NC_010084; NC_010086; NC_010087), as well as against the pBMUL01 and pTGL1 plasmids 

(NC_010070 and NC_010802, respectively). Settings within the software were: 0.15 for allowed 

mismatches; 0.33 for minimum seed length; 500 for max bases between paired reads; 0.5 for 

minimum expression of UTRs and ncRNAs; and the “strand specific” option was unmarked. Even 

though the library preparation pipeline included an rRNA depletion step, we retrieved a large 

amount of rRNA sequences, which were manually deleted from the read-count table exported by 

Rockhopper. Data exploration and analysis were performed using the online Degust tool [104]. 

With Degust, counts per million (CPM) for each gene were used for sequencing depth 

normalization and log2 fold changes are presented for two different comparison. In comparison 1, 

condition 1 (B. multivorans - no PYO added) was used as a baseline control during fold-changes 

calculation detected for condition 2 (B. multivorans + 100 µM PYO). In comparison 2, condition 

4 (B. multivorans + P. aeruginosa ∆phz) was used as baseline control during fold-changes 

calculation detected for condition 3 (B. multivorans + P. aeruginosa WT). See Table S2 for the 

full results. Because our samples consisted of one replicate, no statistical tests were performed. 

Instead, we used this RNA-seq data as a screen where specific genes of interest (particularly related 

to efflux) were next explored by qRT-PCR experiments. RNA-seq sequence data was submitted 

to the NCBI Sequence Read Archive under the accession number TBD. 



 

 

177 

Quantitative reverse transcription PCR (qRT-PCR) 

Experiment 1: validation of RNA-seq. The set up for this experiment was exactly the same 

as the RNA-seq described above, with the exception that three independent replicates were 

prepared. For each strain used in this experiment (B. multivorans 1, P. aeruginosa WT, P. 

aeruginosa ∆phz), three independent overnight cultures were grown in GMM (20 mM glucose) + 

AA. Each of overnights were inoculated from three different spots from the freshly streaked LB 

plates of each strain. Next, each one of these overnight cultures was used in the inoculum 

preparation of the four different conditions, as described in the RNA-seq section. Again, the 

conditions were: (i) B. multivorans (no PYO); (ii) B. multivorans + 100 µM PYO; (iii) B. 

multivorans + P. aeruginosa WT (co-culture, PYO and other phenazines produced); and (iv) B. 

multivorans + P. aeruginosa ∆phz (co-culture, no PYO or phenazines produced). A total of 12 

tubes were prepared (three for each conditions). These were grown for ~9 hours, after which the 

pellets were collected (from 0.7 mL of culture), immediately frozen using liquid nitrogen, and 

stored at -80ºC for later RNA extraction.  

Experiment 2: measuring the SoxR effect on PYO-mediated induction of RND-9. Four 

different conditions were prepared for this qRT-PCR experiment: (i) B. multivorans ∆soxR; (ii) B. 

multivorans ∆soxR + 100 µM PYO; (iii) B. multivorans ∆soxR comp; (iii) B. multivorans ∆soxR 

comp + 100 µM PYO. Three independent overnight cultures of each strain were grown in GMM 

(20 mM glucose) + AA, cells were then washed and resuspended at an OD500 of 0.04 in fresh 

GMM (20 mM glucose, 7 mL culture). Three replicates were prepared for each condition, with a 

total of 12 samples. Depending on the condition, either 100 µM PYO or the respective amount of 

HCl was added to the cultures. Cultures were then incubated for ~10 hours, after which the pellets 

were collected (from 0.7-1 mL of culture), immediately frozen using liquid nitrogen, and stored at 

-80ºC for later RNA extraction.  

Experiment 3: measuring the SoxR effect on TOX-mediated induction of RND-9: Six 

different conditions were prepared for this qRT-PCR experiment. Each of the three tested strains 

(B. multivorans WT, ∆soxR and ∆soxR comp) were grown with and without 50 µM TOX. Three 

independent overnight cultures of each strain were grown in GMM (20 mM glucose) + AA, cells 
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were then washed and resuspended at an OD500 of 0.05 in fresh GMM + AA (20 mM glucose, 5 

mL culture). Again, three replicates were prepared for each condition, with a total of 18 samples. 

Either 50 µM TOX or the respective amount of DMSO was added to the cultures. These cultures 

were incubated for ~20 hours, cells were pelleted (from 0.7 mL of culture), immediately frozen 

using liquid nitrogen, and stored at -80ºC for later RNA extraction.  

For the next steps, we followed previously published protocols [17,39,105]. RNA 

extraction was performed as described in these studies and in the RNA-seq experiment using the 

RNeasy kit (Qiagen). Contaminant gDNA was removed using TURBO DNA-free kit (Invitrogen, 

Waltham, Massachusetts, USA), and cDNA was synthesized using the iScript cDNA Synthesis kit 

(Bio-Rad, Hercules, California, USA) (a total of 0.8 μg of total RNA was used), following the 

manufacturer’s instructions. Then, qRT-PCR reactions were performed using iTaq Universal 

SYBR Green Supermix (Bio-Rad) (total of 20 μL per reaction) using a 7500 Fast Real-Time PCR 

System machine (Applied Biosystems, Waltham, Massachusetts, USA). For additional details on 

the protocol, see [39]. Finally, within each run, standard curves for each primer pair were prepared 

using known concentration of B. multivorans WT gDNA to calculate amounts of cDNA for each 

of the target genes. The gene Bmul_2161 (annotated as uvrC, coding for excinuclease ABC subunit 

C) was used as housekeeping gene during normalizations. As an additional control, we also ran 

reactions with the housekeeping gene Bmul_1456 (annotated as rumA gene, coding for the 23S 

rRNA 5-methyluridine methyltransferase) [106]. Primer pairs sequences are available in Table S1. 

Data showing total uvrC-normalized cDNA levels and/or the log2 fold change in expression 

are shown in Fig. 1C-D, Fig. 2B, Fig. 3F, Fig. S1, Fig S2, and Fig. S9. Normalizations for cDNA 

measurement followed what we have previously described for oprI-normalized cDNA in P. 

aeruginosa [17], but using the uvrC gene instead. In brief, the cDNA estimated for a certain gene 

in a certain sample was divided by the respective cDNA estimated for uvrC in the same sample 

[17]. In some occasions, we also present the data as fold changes. These were calculated for each 

replicate relative to the mean cDNA value of the replicates within the negative control. The “no 

treatment” samples (i.e. “no PYO” or “no TOX”) were used as negative controls for conditions 

where B. multivorans was in single-species cultures (in experiments 1, 2 and 3); meanwhile, the 
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“B. multivorans + P. aeruginosa ∆phz” samples was used as negative control for the “B. 

multivorans + P. aeruginosa WT” condition (in experiment 1). Importantly, we noticed the one 

replicate for three following conditions had significantly lower amounts of cDNA by the end of 

our qRT-PCR protocol: “B. multivorans + P. aeruginosa WT” and “B. multivorans + P. 

aeruginosa ∆phz” within experiment 1, and “∆soxR no TOX” in experiment 3. These were 

removed from the analysis as noted in the legends of figures where this data is displayed. 

Antibiotics used for tolerance and resistance assays 

The following antibiotics were used in this study: ciprofloxacin (Fluka), levofloxacin 

(Sigma-Aldrich), tetracycline (tetracycline hydrochloride, Sigma-Aldrich), doxycycline 

(doxycycline hyclate, Sigma-Aldrich), tobramycin (TCI), colistin (colistin sulfate salt, Sigma-

Aldrich), ceftazidime (TCI, containing ca. 10% Na2CO3), chloramphenicol (Sigma-Aldrich), 

meropenem (meropenem trihydrate, Sigma-Aldrich), trimethoprim (Sigma-Aldrich), and 

sulfamethoxazole (Sigma-Aldrich). Stock solutions of the antibiotics used were prepared in 

different solvents. Ciprofloxacin was dissolved in 20 mM HCl; levofloxacin, tetracycline, 

doxycycline, tobramycin, colistin and ceftazidime were dissolved in deionized water; 

chloramphenicol, meropenem and trimethoprim-sulfamethoxazole (mixed at 1:1 ratio) were 

dissolved in DMSO. Stock concentrations used were of 1 mg/mL for ciprofloxacin and 

levofloxacin, and 10 mg/mL for all other antibiotics. 

Antibiotic tolerance assays with single species 

A growth curve assay was used to measure resistance levels to PYO, following a previously 

described protocol [17]. Briefly, cells of the respective strain used were grown from a fresh plate 

into overnight cultures in GMM + AA with 20 mM glucose. Cells were then pelleted, washed, and 

resuspended in four independent cultures per treatment at an OD500 of 0.05 in GMM + AA, with 

10 mM glucose. Treatments involved addition or not of the redox-active secondary metabolite 

(PYO, PCA or TOX, at the respective concentration displayed in the figures). These four 

independent replicates were prepared in 7 mL (for PYO and PCA) or 5 mL cultures (for TOX), 

always using 18 × 150 mm glass tubes, and incubated for around 20 hours. This was enough for 



 

 

180 

cells to reach stationary phase. Next, each individual culture was then split into a “no antibiotic” 

negative control, or an “+ antibiotic” treatment as done before [17], using 2 mL of culture per 

treatment in plastic Falcon tubes (VWR, Cat. No. 352059). After antibiotic treatment was added, 

cultures were then incubated for four hours under shaking conditions. Finally, cultures were 

serially diluted using Minimum Phosphate Buffer (50 mM KH2PO4/K2HPO4, 42.8 mM NaCl, pH 

7.2) and plated for CFUs using LB agar plates. These plates were then incubated at room 

temperature, with CFUs counted after 36-48 hours. To check for slow-growing/late-arising 

colonies, plates were also checked after 5-7 days. This protocol was used for all the strains 

mentioned in the figures containing antibiotic assays with single species cultures. These included: 

B. multivorans 1 (WT, ∆soxR or ∆soxR comp strains), and B. glumae (WT and ∆toxA strains). The 

antibiotic used was ciprofloxacin (at 10 µg/mL), as indicated in the figure legends. 

Growth curves for measuring resistance to PYO and data analysis 

A growth curves assay was used to measure resistance levels to PYO, following conditions 

previously described [17]. Briefly, the several Burkholderia strains listed in Figs 2E and S4 (also 

see Table S1 for additional details) were used in this experiment. Each strain was grown overnight 

from a fresh plate in GMM with 20 mM glucose + AA. Cells were then pelleted, washed, and 

resuspended at an OD500 = 0.05 using the same medium (this was the initial OD used in the 

experiment). The experiment was set up in 96-well plates, with different concentration of PYO 

being used (0, 10, 100, or 200 µM). Three wells were prepared for each treatment, and each well 

was considered an independent replicate. The total volume within each well contained 150 µL of 

culture and 70 µL of mineral on top (used for evaporation prevention). Incubation proceeded for 

24 hours at 37ºC under shaking conditions. A Spark 10M plate reader was used (Tecan), with 

absorbance readings at an OD500 every 15 minutes.  

Data analysis was performed using a custom Python software containing tools for data 

processing/analysis/visualization designed for the datasets exported from our plate readers 

(available at: https://github.com/jciemniecki/dknlab_tools, version 1.1.0). Growth curves for all 

the strains and treatments can be seen in Fig. S5. Next, growth rates were determined using linear 

fits of the linear range of these growth curves (time range used: 3-8 hours for all strains except the 
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slow growers B. cenocepacia J2315 and B. gladioli 3; for which a range of 3-15 hours was used). 

This was done using a linear regression function (also available at the same GitHub repository). 

Means of the growth rates were calculated for each strain/treatment based on the data from the 

three replicates. Finally, for each strain, these growth rate means obtained for treatments 

containing the different concentrations of PYO (10, 100 and 200 µM) were normalized (i.e. divided 

by) the growth rate means obtained for the “No PYO” control to calculate the “growth rate ratio” 

displayed in Fig. 2E.  

Antibiotic tolerance assays with co-cultures 

Antibiotic tolerance assays using co-cultures were performed using a membrane-separated 

12-well tissue plate cultures containing 0.1 μm pore PET membranes (VWR, Cat. No. 10769–

226), following previously protocols [17]. These were used (i) to study how P. aeruginosa can 

have affect antibiotic tolerance levels of different strains B. multivorans 1; (ii) to study how 

multiple TOX producers (B. glumae and B. gladioli strains) can affect antibiotic tolerance levels 

of several Bcc species. Overnight cultures were grown for each strain in GMM (20 mM glucose) 

+ AA, cells were pelleted, washed, and resuspended in the same medium at different OD500: 0.05 

for redox-active metabolites producers; and 0.025 for the Bcc species (in which antibiotic 

susceptibility was evaluated). Producers (P. aeruginosa, B. glumae and B. gladioli strains) were 

cultured in the bottom part of the well using a volume of 600 µL, while Bcc were cultured in the 

upper part of the well using a volume of 100 µL. The experimental design can be seen in Fig. 3G. 

When grown alone (i.e., no producer), the Bcc strain was added to both bottom and upper part of 

the well. Cells were grown under shaking conditions (175 rpm) for ~20 hours at 37ºC, with the 

plates placed within airtight plastic container. Several wet paper towels were used to maintain 

humidity. Next, ciprofloxacin was then added (10 µg/mL), and cultures were incubated for 

additional four hours. Within each plate, three replicates (wells) were used for “no antibiotic” 

(negative control) and three replicates for “+ ciprofloxacin” treatment. After incubation, the upper 

part of the co-cultures (containing the Bcc cells) was plated for CFUs on LB agar plates using 

serial dilution as described above. 
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In addition to the co-cultures grown on the membrane-separated 12-well tissue plate, we 

also performed a co-culture assay using 18 x 150 mm glass tubes (Fig. 1B, right). Here, B. 

multivorans 1 WT was grown together with P. aeruginosa WT or ∆phz in 7 mL cultures with a 

total starting OD500 of 0.05 (0.025 for each species). Four independent replicates were prepared, 

cultures were grown for 20 hours, treated with ciprofloxacin (10 µg/mL), and plated for CFUs as 

described before. Differently from the membrane-separated plates used before, the two species 

were mixed in this assay. However, P. aeruginosa and B. multivorans colonies display different 

morphologies and growth rates, allowing for visual distinction in the “no antibiotic” control 

treatment. Moreover, P. aeruginosa is orders of magnitude more susceptible to the drug than B. 

multivorans under the concentration used (10 µg/mL), allowing for easy counting of the B. 

multivorans colonies in the “+ ciprofloxacin” treatments (Fig. 1B). 

Determination of minimum inhibitory concentrations (MICs) 

MIC assays using pure redox-active molecules: MICs were determined following the 

EUCAST standard clinical methods suggested for broth microdilution assays [107], with 

modifications to account for the effects of redox-active molecules (e.g., PYO or TOX). Briefly, B. 

multivorans 1 cultures was grown from a fresh LB plate into MH broth, and were then diluted 

1:100 into three independent replicates (5 mL) and grown for 14-18 hours until stationary phase. 

These three independent replicates were individually resuspended and used as inocula in 2-fold 

dilution series assays using 96-well microtiter plates, the 10 antibiotics mentioned before, and the 

redox-active molecules. The final concentrations used for PYO and TOX were 100 µM and 50 

µM, respectively; controls involved adding the equivalent amount of the solvents used to solubilize 

these molecules (20 mM HCl for PYO, or DMSO for TOX). One antibiotic was used per plate, 

and the plate design can be seen in Fig. S10A, with each well having a final volume of 100 μL. 

Appropriate “no antibiotic” and “no cells” controls were always prepared (Fig. S10A). After 

inoculation, the microtiter plates were sealed with a plastic film (to avoid evaporation), wrapped 

in aluminum foil, and incubated without shaking at 37ºC for 18 hours. Microtiter plates were 

always incubated in a single layer. After incubation, the wells were assessed for growth (turbidity) 

using a BioTek Synergy 4 plate reader (BioTek) or a Spark 10M plate reader (Tecan). Growth 
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assessment was also done by naked eye as suggested by the reading guide for broth microdilutions 

by EUCAST (version 3.0, January 1st, 2021), and used for the OD500 thresholding (see the data 

analysis section below). 

MIC assays using spent media from pathogens’ cultures: these assays followed the same 

design described above, with the exception that instead of using pure redox-active molecules, a 

filtered-sterilized spent media from stationary cultures was mixed to fresh media and used during 

2-fold dilution series assays. In summary, cultures of the strains in which spent media were 

analyzed (P. aeruginosa WT, P. aeruginosa ∆phz, and B. multivorans WT) were grown in MH 

broth, diluted back 1:100 into 50 mL cultures (initial OD500 = ~0.05), and grown for around 12 

hours for metabolite production. Cells were then spun down (5000 rpm for 10 minutes, twice), and 

the supernatant containing the spent media was collected and filter-sterilized through a large bottle 

top filter (Millipore, Cat. No. SCGPS02RE). The filtered spent media samples were plated on LB 

agar for contamination verification. Then, spent media samples were mixed with fresh MH broth 

(1/4 of the final volume was spent media) during 2-fold dilution series assays using the antibiotics 

indicated in Fig. 4E and Fig. S11D-E. Importantly, spent medium from P. aeruginosa WT 

contained ~80-100 µM PYO measured by absorbance at 691 nm, meaning that the final PYO 

concentration on microtiter plates were around 20-25 µM. Incubation and growth assessment 

protocol followed what was described above. 

Data analysis: after turbidity measurements by OD500 absorbance and inspection by naked 

eye, we adopted OD500 = 0.11 as a threshold value for the indication of growth in the microtiter 

plates. This means that this was the lowest absorbance where growth could be detected by naked 

eye; any reading value lower than this was determined “no growth.” This threshold was applied to 

the raw absorbance values, and no normalizations by the “no cells” controls wells were done at 

this stage. MIC values for each treatment tested are available in Table S4. Next, calculation of the 

molecules’ “Effect on MIC (log2 fold change)” in Figs. 4B-C were performed as follows: for each 

antibiotic, MIC values detected for treatments containing PYO or TOX were divided by the MIC 

detected in respective negative controls (where HCl or DMSO were added, respectively). The plate 

design was always the same, and individual ratios were calculated within each replicate (for each 
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antibiotic, all replicates were prepared in parallel on the same day and plate – see Fig. S10A for 

design). These ratios were then log2-transformed and are shown in Figs. 4B-C. Finally, for MICs 

detected in experiments containing spent media (from the P. aeruginosa strains or from B. 

multivorans), the plates were prepared on different days from the original experiments with the 

pure molecules. However, because MIC values were consistent (i.e. HCl or DMSO did not seem 

to affect the MICs measured at the amounts used), the same negative controls used for ratios’ 

calculation in the experiments with pure molecules were also used for the ratios’ calculation in 

experiments with spent media. Specifically, the “No PYO” controls (i.e. where HCl was added) 

were used for this purpose. Again, these ratios were log2-transformed and are shown in Fig. 4E 

and Fig. S11D-E. 

Finally, we realized that sometimes, even though the MIC detected itself did not change, 

treatments could alter the growth detected at the pre-MIC concentrations. For this reason, we have 

also included plots with the OD500 absorbance measurements and the log2 fold change for OD500 

absorbances between different treatment. For this, the absorbances measurements were normalized 

by their respective “no cells” control wells within the same plate. Then, as done for the MICs 

values, the fold changes were determined by calculating the ratio for each treatment (PYO or TOX) 

by their respective negative control within each replicate (e.g. absorbance for condition “+PYO 

replicate 1 in TET” divided by “+HCl replicate 1 in TET”), and these values were log2 transformed. 

This was only done for experiments using pure molecules, since these were performed in parallel 

(i.e. same day) with their respective solvent control. Both OD500 normalized absorbance 

measurements and their log2 fold change are shown (Fig. S11A-B and Fig. 4D, respectively). 

Measurements of PYO and TOX concentrations 

PYO concentrations in cultures containing P. aeruginosa WT were estimated by 

absorbance of the culture supernatant at 691 nm [102] using standard curves with the pure 

molecule. A similar approach was used for estimation of TOX concentrations within cultures 

containing B. glumae and B. gladioli. UV-Vis spectra (200-800 nm) were recorded using a 

spectrophotometer (Beckman Coulter DU 800) for solutions containing pure TOX (100, 50, 25 

µM), and supernatants of overnight cultures (grown GMM, 20 mM glucose + AA) of the following 
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strains: B. glumae WT, B. gladioli 1 and B. gladioli 2. Moreover, supernatants of B. glumae ∆toxA 

and B. multivorans 1 strains grown in the same medium were used as negative controls since these 

strains cannot make TOX. Concentrations estimations were done for each sample based on 

characteristic absorbance of the molecule at 393 nm [47,54], calibrated by the absorbance values 

obtained for the standards using the pure molecule. Because only oxidized TOX absorbs at 393 

nm, after being taken out of the shaking incubator, cultures were immediately spun down for 

supernatant collection. Absorbance spectra within the 300-500 nm range for these samples are 

shown in Fig. S8. 

Data wrangling, analysis, and visualization 

Data wrangling and analysis involved a combination of processing in (i) Python (version 

3.8), using the Pandas (version 1.3.1) [108,109] and NumPy (version 1.20.3) [110] libraries; or in 

(ii) Microsoft Excel (version 16.39), as described throughout the Materials and Methods section. 

All the visualization presented in the manuscript was performed using Matplotlib (version 3.4.2) 

[111] and Seaborn (version 0.11.1) [112]. 95% confidence intervals presented in the figures were 

estimated with Seaborn while plotting the respective data using 10,000 bootstraps. Plots legends 

and their display organization within each figure were adjusted using Affinity Designer (Serif, 

version 1.10.4). The same software was used for drawing all the illustrations shown in the 

manuscript. 
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Supplementary information 

 

 
Figure S1. Results for qRT-PCR experiment 1 (normalized cDNA levels). Data for each gene show in Fig. 1C-D, 
displayed as normalized cDNA for comparison. Normalizations were done by the housekeeping gene uvrC (see 
Materials and Methods). Data for genes RND9_2 and RND9_3 (only for B. multivorans treatments with and without 
PYO) is also shown in Fig. 2B and Fig. S2, respectively, for comparison with other B. multivorans strains. Black dots 
mark the means and error bars represent 95% confidence intervals. 
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Figure S2. Expression levels of the third gene in the RND-9 operon (Bmul_3932) in the presence or absence of 
PYO. Values measured by qRT-PCR in different B. multivorans strains (n = 3). ∆soxR comp means complementation 
of ∆soxR. Data is shown as normalized cDNA. Normalizations were done by the housekeeping gene uvrC (see 
Materials and Methods). Data for the B. multivorans WT strain is the same as in the experiment displayed in Fig. S1, 
but is shown here for comparison. Black dots mark the means and error bars represent 95% confidence intervals. 
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Figure S3. Raw colony forming unit (CFU) numbers during ciprofloxacin (CIP) tolerance experiments with 
WT, ∆soxR and ∆soxR comp strains. In these experiments, the No CIP controls (“-”) were used as the baseline for 
calculation of survival rates displayed in Fig. 2C (n = 4). Notice that the ∆soxR strain was more sensitive to PYO than 
the other strains, visible by its lower CFUs in the “No CIP control + PYO.” This resulted in the apparent PYO-
mediated slight increase in tolerance for this strain shown for this strain in Fig. 2C. However, comparisons of the raw 
CFUs after treatment with CIP (“+”) show that PYO did not have a meaningful effect on the CIP tolerance of this 
strain. Black dots mark the means and error bars represent 95% confidence intervals. 
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Figure S4. Full phylogenetic tree of Burkholderia species used in the study. Phylogeny is based on 16S rRNA 
sequences. Strains highlighted in bold were used in experiments throughout the study, and gray shading highlights 
species within the Bcc group. Posterior probabilities of Bayesian analysis are shown in the nodes. For sequences 
retrieved from the BGD database, the respective locus tag is given in parenthesis. B. sordicula, a Burkholderia species 
from the “B. gathei group” [42], was used as an outgroup (for this sequence, the number in parenthesis corresponds 
to its GenBank accession number). The alignment used during the phylogenetic analysis is available as supplementary 
material.  
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Figure S5. Growth curves for different Burkholderia species (all strains studied are included) under different 
concentrations of PYO. Notice accentuated growth defects for B. gladioli, B. glumae and B. multivorans 1 ∆soxR 
under high concentrations of PYO (100 µM or higher). Plotted lines represent means of three replicates, and shaded 
areas represent the standard deviations. This dataset was used to calculate the growth rates used in Fig. 2E. 
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Figure S6. Tolerance of B. multivorans WT and ∆soxR when alone or in co-cultures with P. aeruginosa. PA14 = 
P. aeruginosa PA14 (PYO producer). PYO produced by P. aeruginosa induced tolerance to CIP (10 µg/mL) in B. 
multivorans 1 WT, but not in B. multivorans 1 ∆soxR (n = 3). Black dots mark the means and error bars represent 95% 
confidence intervals. 
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Figure S7. Effect of phenazine-1-carboxylic acid (PCA) on tolerance in B. multivorans 1. Results for WT and 
∆soxR strains are shown (n = 4) after exposure to ciprofloxacin (CIP, 10 µg/mL). Black dots mark the means and error 
bars represent 95% confidence intervals. 
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Figure S8. Toxoflavin (TOX) production by the B. glumae and B. gladioli species studied. Absorbance spectra 
for wavelengths between 300-500 nm are shown for culture supernatants of Burkholderia strains together with 
different standard concentrations of pure TOX. Absorbance at 393 nm (dashed line) is commonly used for TOX 
quantification [47,54]. Concentrations for cultures are estimations based on standards using the pure molecule. B. 
glumae WT is a validated TOX producer, and the B. glumae ∆toxA strain cannot make the metabolite [55]. Tube 
pictures on the top left show yellow pigmentation produced by the B. glumae WT strain culture in comparison to the 
∆toxA. Cultures shown in the picture were not the same used during UV-Vis spectra collection. Picture saturation was 
increased for better visualization of the yellow pigmentation in the tubes. 
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Figure S9. Expression levels of the third gene in the RND-9 operon (Bmul_3932) in the presence or absence of 
TOX. Values measured by qRT-PCR in different B. multivorans strains (n = 3 for all except “∆soxR + 0 µM TOX,” 
where n = 2). ∆soxR comp means complementation of ∆soxR. Data is shown as normalized cDNA. Normalizations 
were done by the housekeeping gene uvrC (see Materials and Methods). Black dots mark the means and error bars 
represent 95% confidence intervals. 
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Figure S10. Additional information on experimental design during MIC assays. A. Example of experimental 
plate testing the effect of PYO on B. multivorans 1 WT resistance to MIC ciprofloxacin (CIP). Three replicates were 
prepared (R1-R3), with and without PYO added to the fresh medium. Cells always grew in the “no antibiotic” controls, 
independently of the presence of PYO (or other secondary metabolite tested). No growth was observed in the “no 
cells” controls. Red circles marks MICs detected based on analysis as described in the Materials and Methods. B. 
Cartoon describing the protocol for MIC experiments using spent media. Spent media were four-fold diluted into fresh 
media before the experiments (see Materials and Methods). 
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Figure S11. Additional MIC results. A-B. Normalized absorbance measurements (OD500) used for the calculation 
of the fold changes on growth density caused by addition of PYO (A) or TOX (B) displayed in Figs. 4D. C. Effects 
of PYO on growth in the presence of colistin (CST, 4,096 µg/mL, a concentration still not enough to completely 
inhibit growth under these conditions). D. Effects of P. aeruginosa ∆phz supernatant (i.e. no PYO present) on B. 
multivorans 1 MICs for three antibiotics where PYO had increased MICs (for each antibiotic, n = 3). E. Effects of B. 
multivorans 1 supernatant on its own MICs (for each antibiotic, n = 3).  In panels A-C, the black dots mark the means 
and error bars represent 95% confidence intervals.  
CIP, ciprofloxacin; LVX, levofloxacin; TET, tetracycline, DOX, doxycycline, CHL, chloramphenicol, SXT, 
sulfamethoxazole/trimethoprim; TOB, tobramycin; MEM, meropenem; CAZ, ceftazidime; CST, colistin. 
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Figure S12. Colony screen in B. multivorans 1 during strains construction. The desired “flat” colonies were rare 
(the picture in the bottom part shows one that had been picked for later analysis). These “flat” colonies had lost the 
construct originally inserted during homologous recombination and had either the mutant or WT genotype, screened 
by PCR. Abundant “thick” colonies were merodiploids still containing the construct with tetracycline resistance 
marker integrated in the genome. While we do not know why merodiploids present as round, but “cured” strains 
present as flat, this phenotype is convenient for mutant identification. This screen was done using LB plates (no NaCl) 
containing only 1.05% agar (see Material and Methods). 
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Table S1. Strains, plasmids, and primers used in this study. 

 

Table S2. Full results of the RNA-seq experiment. See information within each tab for distinct 

comparisons between treatments. A tab is also included with the information about the loci tags 

and gene names used in Fig. 1.  

 

Table S3. BLASTP results for the protein sequence of Bmul_3929 (SoxR) from B. multivorans 1 

against Pseudomonas aeruginosa PA14 and PAO1 database of protein sequences. 

 

Table S4. MIC values measured in B. multivorans 1 for all the antibiotics and conditions tested in 

the study. 

 

Note about tables: Due to their size/format, supplementary tables mentioned in this chapter were 
not included in this document. These tables are linked to this thesis and available through 
CaltechTHESIS. 

 



 

 

207 

C h a p t e r  6  

CONCLUSIONS 
 

Summary 

In this thesis, I have explored the multifaceted and nuanced effects that redox-active 

secondary metabolites produced by bacteria can have on the physiology of these organisms, with 

a particular focus on the role of these molecules as modulators of susceptibility to antibiotics. The 

consequences of exposure to these metabolites are complex, which often leads to different 

(apparently contradictory) conclusions based on the specific conditions studied. One of the main 

messages from this thesis is that the conditions matter, and understanding the nuances posed by 

the particular conditions studied is essential for interpreting how the results fit into a broader and 

more relevant biological context. As discussed in Chapter 3, the production of redox-active 

metabolites can have profoundly distinct physiological effects on the producers and other 

organisms exposed to them within the microbial community, ranging from “beneficial” (i.e., 

support of biofilm development, nutrient acquisition, competitive advantage) to “detrimental” (i.e., 

self-poisoning). Moreover, their effects on the susceptibility to clinical antibiotics are also complex 

and depend on the specific drug and conditions studied. Although apparently contradictory, these 

distinct outcomes make complete sense within the dynamic biological context that these molecules 

exist. The beauty of these molecules is in the complexity of their effects. Microbial populations 

are heterogeneous, and redox-active metabolites will affect distinct groups of cells in different 

ways. Understanding such effects at the molecular level is critical for accurate predictions of how 

these molecules act in contexts relevant for humans, from agriculture to health. 

Within the human health context, Chapters 2, 4, and 5 explore the consequences of redox-

active secondary metabolites on opportunistic pathogen’s susceptibility to clinical antibiotics. 

Metabolites such as pyocyanin (PYO) and toxoflavin (TOX), made by Pseudomonas 

aeruginosa and Burkholderia gladioli, can modulate resilience levels to commonly used drugs. 

Specifically, the production of PYO by P. aeruginosa not only increases the organism’s tolerance 

and resistance to fluoroquinolones, but also affects how susceptible other microbes found in the 

vicinity are to these drugs. For instance, PYO production by P. aeruginosa dramatically increases 
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fluoroquinolone resilience in species within the Burkholderia cepacia complex (Bcc) group. 

Similar effects happen when Bcc is exposed to TOX, another metabolite that antagonizes 

fluoroquinolone efficacy. In both cases, the mechanism mainly involves the induction of redox-

regulated efflux systems. These transport systems, which likely evolved as a mechanism to avoid 

toxicity by metabolites such as PYO and TOX, can also transport certain drugs (e.g., 

fluoroquinolones), making treatment less effective. This brings another main message from this 

thesis: understanding the defenses evolved by opportunistic pathogens to handle the toxicity of 

their “natural antibiotics” could help us manage antibiotic resistance in the clinic. PYO and TOX 

are just two examples of molecules made by opportunistic pathogens in natural environments, such 

as the soil, that display toxicity to their producers and to microbes found in their vicinity. The soil 

is also the source of many of the clinical antibiotics used to treat infections, and some of these 

drugs share structural similarities to microbial metabolites such as PYO and TOX. Perhaps not 

surprisingly, these are the drugs against which the defenses induced by the redox-active 

metabolites seem to provide more effective protection. Yet, the implications of this phenomenon 

for drug efficacy and the evolution of resistance in the clinic remains mainly overlooked. My work 

suggests that redox-active metabolites and other yet-to-discover natural antibiotics made by 

pathogens might affect treatment efficacy during infections. A better understanding of the 

generality of this phenomenon could ultimately lead to more effective treatment strategies. 

Future directions 

- Searching for other secondary metabolites with implications for antibiotic susceptibility. 

We have reasons to believe that the examples studied here (PYO and TOX) are only the 

tip of the iceberg. Because most secondary metabolites are still uncharacterized, it would 

not be surprising to discover that other metabolites made by pathogens during infections 

could have consequences for their susceptibility levels against antibiotics. Notably, one 

might leverage recent tools developed by the gut microbiome research field when searching 

for new candidate molecules. As discussed at the end of Chapter 5, we believe there is an 

enormous potential for applying these approaches in the context of infectious disease. For 

example, metabolomics coupled with high-throughput methods for phenotypic 

characterization of microbial community’s susceptibility profile could unravel relevant 

candidate metabolites. In combination with careful profiling of species/strains that are 
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clinically relevant (see below), these tools could be used to identify and develop 

synthetic communities that better capture polymicrobial infections found in patients. These 

synthetic communities could then be used as a model system to study the effect of 

interspecies interactions on drug efficacy at the molecular level. 

- Investigating the relevance of redox-active metabolite-mediated antibiotic resilience in 

vivo. A critical limitation of the work I present here is that all the results are from assays in 

vitro. Although these are essential when studying complex molecular mechanisms, a 

natural next step is to investigate if metabolites such as PYO and TOX modulate resilience 

to clinical antibiotics in vivo. One option is to use animal models, such as mice, for this 

purpose. In addition, as mentioned above, the results presented throughout Chapters 4 and 

5 point towards an immediate need for a better characterization of the community dynamics 

during the development of infections within individual patients. A relevant example in this 

scenario is chronic lung infections. Some unanswered questions are: what pathogens 

commonly co-occur within individual patients, and what is the prevalence of such co-

infections among patients? Also, how are these pathogens spatially distributed within the 

infected tissue? As a specific example within this thesis context, we can ask: which species 

are more commonly found with P. aeruginosa and B. gladioli within infections? How 

often metabolites such as PYO/TOX are produced, and which species (based on spatial 

distribution) are affected by them in vivo? These same questions would be appropriate for 

any infection context where the goal is to investigate how metabolites might alter antibiotic 

susceptibility. Answering these questions would require extensive collaboration with 

clinicians and close monitoring of the infection development in patients. Constant 

isolations (or monitoring through sequencing) of relevant strains from different species 

within these communities combined with high-resolution tissue imaging would provide 

important colonization dynamics that would be foundational for our understanding of in 

vivo polymicrobial communities. Such information could later be leveraged in experiments 

using animal models. 

- Optimizing antimicrobial susceptibility testing (AST). Chapter 1 provides ideas for using 

recent evidence of secondary metabolite-mediated modulation of antibiotic susceptibility 

to optimize AST in the clinic. Chapter 5 includes a proof-of-principle for some of these 
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ideas, using PYO and TOX as examples. However, this is only an initial step towards 

optimizing such tests to better account for the complexity found during infections. Future 

work should develop high throughput AST that incorporates secondary metabolites into 

the protocol. Such an approach would be directly applicable to the characterization of 

infection dynamics proposed above.  

- Investigating the broader role of SoxR in pathogens. Results from Chapters 4 and 5 indicate 

that SoxR may play a relevant clinical role in additional opportunistic pathogens. Through 

redox sensing, this transcription factor regulates efflux both in P. aeruginosa and in Bcc. 

Surprisingly, efflux-mediated increase in antibiotic resilience is remarkably higher in Bcc 

than in P. aeruginosa. As discussed in Chapter 5, several other pathogens have 

a soxR homolog in their genome, but the defenses controlled by these homologs and their 

consequences for antibiotic resilience are uncharacterized. Moreover, there also seems to 

be significant differences in the specificity of the redox sensor. For example, in P. 

aeruginosa, SoxR is thought to only be activated by methylated phenazines such as PYO 

or 5-methylphenazine-1-carboxylate (5-Me-PCA). Non-methylated phenazines such as 

phenazine-1-carboxylic acid (PCA) do not oxidize the sensor. However, in Bcc, SoxR 

seems to be more promiscuous and susceptible to oxidation by a broader range of 

molecules. These differences are probably due to dissimilarities in the protein structure, 

affecting reactivity with molecules from different redox potentials. This observation raises 

an interesting hypothesis: is the specificity or generality of SoxR linked to its biological 

role? For example, Bcc does not seem to make metabolites that activate SoxR (at least 

under the studied conditions), but its SoxR is reactive to a broader range of molecules. In 

contrast, SoxR in P. aeruginosa seems to be more specialized to respond to specific toxins 

that this bacterium makes (PYO and 5-Me-PCA are the more toxic phenazines made by 

this organism). Does the transcription factor work as a broader stress response in organisms 

that cannot make redox-active metabolites themselves, but specialize in controlling the 

defenses against specific molecules in redox-active metabolites producers? This is purely 

speculation at this point, but I believe there is a lot to learn on how SoxR (and the efflux 

systems it controls) works in a wider range of organisms. Focus on pathogens could unravel 

new mechanisms affecting susceptibility and the evolution of resistance to clinical drugs. 
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- Using toxoflavin (TOX) as a complementary model to study the physiological effects of 

redox-active metabolites. A significant part of the work done in the Newman Lab involves 

using phenazines, such as PYO, as models for redox-active metabolites and their 

consequences for their producers. Phenazines have been model systems for the study of, 

for example, energy conservation, extracellular electron shuttling, and their implications 

for biofilm development. However, we still lack complementary model systems to assess 

the generality of the effects caused by this class of molecules. I believe TOX could be an 

ideal molecule for such case because: (i) there is significant work done on its biological 

effects for one of its producers, the plant pathogen Burkholderia glumae; (ii) the producer 

is genetically tractable and easy to grow in the lab; (iii) the pure molecule is commercially 

available and could also be chemically synthesized in the lab. Future work should test to 

which extent the physiological effects found for phenazines apply to TOX. Examples of 

questions that could be explored are: can TOX promote energy conservation under anoxic 

conditions as phenazines do? Is the production of TOX also a “double-edged sword,” with 

the molecule causing self-poisoning and extracellular DNA release during biofilm 

formation? Can TOX sustain metabolism within anaerobic regions of biofilms? Answering 

these and other related questions will help us draw a complete picture of the role of this 

class of molecules in bacterial physiology.  

 


