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ABSTRACT

Radiation, propagating through Earth’s atmosphere, plays an important role in the
Earth system. Solar radiation is the major source of energy, followed by thermal
infrared radiation emitted by the Earth. The total radiative energy budget affects
dynamic, thermodynamics, photochemical and biological processes. In addition,
by measuring the reflected and emitted radiation at a distance (e.g., satellite or
aircraft), we can detect and monitor the physical characteristics of a region which
can help researchers get a better understanding of Earth’s atmosphere. Therefore,
radiation-based analytic approaches are powerful tools in Earth Science. This thesis
focuses on using radiation-based analytic tools to study the Earth’s atmosphere and
to understand human impacts on the Earth system.

First, we develop novel machine learning methods for hyperspectral radiative transfer
simulations. Hyperspectral technique is one of the most popular and powerful meth-
ods for atmospheric remote sensing and is widely used for temperature, gas, aerosol,
and cloud retrievals. However, accurate forward radiative transfer simulations are
computationally expensive since they require a larger number of monochromatic
radiative transfer calculations. We, therefore explore the feasibility of machine
learning techniques for fast hyperspectral radiative transfer simulations that perform
calculations at a small fraction of hyperspectral wavelengths and extend them across
the entire spectral range. The machine learning-based approach achieves better
performance than the traditional principal component analysis (PCA) method.

Second, we evaluate modeled hyperspectral infrared spectra against satellite all-sky
observations. The national weather centers obtain data from hyperspectral infrared
sounders on a global scale. The cloudless scenario of this data is used to initialize
weather forecasts, including temperature, water vapor, water cloud, and ice cloud
profiles on a global grid. Although the data from these satellites are sensitive to the
vertical distribution of ice and liquid water in the clouds, this information is not fully
utilized. In this study, we evaluate how well the modeled spectra compare to AIRS
observations using different cloud overlap models. We hope that this information
can be used to verify clouds in the National Meteorological Center model and to
initialize forecasts in the future .

In the last chapter, we use radiation-based analytic approaches to study human
impacts on the Earth system. In the first study case, we show that the radiative
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forcing due to geospatially redistributed anthropogenic aerosols mainly determined
the spatial variations of winter extreme weather in the Northern Hemisphere during
1970-2005, which is a unique transition period for global aerosol forcing. In the
second case, we review satellite and ground-based observations and conduct state-
of-art atmospheric model simulations during the COVID-19 lockdown period. The
halted human activities during the COVID-19 pandemic in China provided a unique
experiment to assess the efficiency of air-pollution mitigation.
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C h a p t e r 1

INTRODUCTION

1.1 Background
Since the beginning of atmospheric science, the study of atmospheric radiation
and radiative transfer has been of great importance since radiative transfer is a
fundamental factor affecting the atmospheric circulation and climate of the planet.
It’s also widely used in many other areas, including planetary science, astrophysics,
applied physics, optics, and engineering disciplines.

At the beginning of the 20𝑡ℎ century, astrophysicists pioneered the field of radiative
transfer research. Schuster (1905) first studied radiative transfer in foggy atmo-
spheres [1], in which he considered the contribution of two separate beams, upward
and downward, which was the origin of the two-stream approximation. In 1906,
Schwarzschild substituted the two-beam solution in the integral equation to explain
the limb darkening of the Sun and used this method to determine the continuous
distribution of the radiation field [2]. In Schwarzschild (1914), he proposed that a
medium can be both an absorber and an emitter in thermal equilibrium and used
this as a basis for the Schwarzschild equation [3]. In 1916, Eddington first used
the Legendre polynomial to treat the physical structure of the interior of a star and
thus developed an intensity expansion, which formed the Eddington approximation
in radiative transfer [4].

Before 1950, the subject of the radiative transfer problem was mainly studied by
astrophysicists, although it was also an important field of research in nuclear and
applied physics related to neutron migration. In Chandrasekhar’s landmark book
"Radiative Transfer", which was published in 1950, he pointed out that the problem
of radiative transfer in plane-parallel atmospheres should be a branch of mathemat-
ical physics [5]. Since then, the radiative transfer problem has received attention
from theoretical physicists.

The above papers and works laid a solid theoretical foundation for the basic prin-
ciples of radiative transfer. In the 1960s, the rapid development of remote sensing
by meteorological satellites and Mainframe computers significantly promoted the-
oretical and experimental research on atmospheric radiative transfer, which led to
the flourishing of atmospheric radiative transfer science [6, 7]. Another important
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reason for the development of atmospheric radiative transfer is that people pay more
and more attention to global climate change and the impact of human activities
on the future climate environment, and in these topics, radiative transfer plays an
important role. Specifically, it is important for the planetary energy budget and
remote sensing.

Figure 1.1: Earth’s energy budget(Credit:NASA)

The Earth radiation budget accounts for the balance between the incoming solar
radiation and outgoing thermal infrared radiation from the Earth (Figure 1.1). An
unbalanced radiation budget will cause the temperature of the Earth’s atmosphere
to rise or fall, and ultimately affect our climate through dynamic, thermodynamics,
photochemical and biological processes [8, 9]. To understand climate change, we
must determine what drives the changes within the Earth radiation budget first.

High quality observations are the key to understanding the fundamental physical
processes underlying radiative transfer through the atmosphere. Remote sensing
techniques take advantage of wavelength-dependent absorption and scattering pro-
cesses by gases and particles to retrieve the physical properties and chemical com-
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positions of the atmosphere (e.g., temperature, moisture content, CO2, O3, CH4,
NO2, aerosols), which serve as inputs to climate models.

1.2 Hyperspectral remote sensing and modeling
With an increasing need for detection and monitoring of land surface, atmosphere,
ocean, and space targets, scientists are paying more and more attention to the re-
search and development of instruments with both high spatial resolution and high
spectral resolution. Hyperspectral remote sensing is a technique of continuous re-
mote sensing imaging of ground objects with very narrow and continuous spectral
channels, which is developed on the basis of imaging and spectroscopy. It has the
unique advantages of high spectral resolution, which is a revolutionary leap in the
development history of remote sensing technology. Unlike ground-based spectro-
radiometer, hyperspectral remote sensing acquires not spectral measurements on
points, but spectral measurements on continuous space so that it can obtain image
information and spectral information of the target at the same time. Compared
with traditional remote sensing, hyperspectral remote sensing provides very narrow
imaging bands for each imaging image element, with resolution is up to the order
of nanometers, and the number of spectral channels is up to tens or even hun-
dreds. As a result, it obtains more spectral information, which can provide a wider
range of applications in earth observation and environmental investigation. Instru-
ments using hyperspectral technique include the the Atmospheric Infrared Sounder
(AIRS) onboard the Aqua satellite, the Cross-Track Infrared Sounder (CrIS) onboard
the Suomi-NPP satellite, the Orbiting Carbon Observatory-2 (OCO-2), the Ozone
Monitoring Instrument (OMI), and its successor, the TROPOspheric Monitoring
Instrument (TROPOMI).

A large number of satellite and ground-based hyperspectral measurements require
forward radiation transfer models for instrument calibration and retrieval applica-
tions. Due to the significant spectral variation of molecular absorption, hyperspectral
radiative transfer model has to be performed at a fine spectral resolution that is typi-
cally significantly better than the instrument resolution. The rigorous approach is to
use line-by-line RT calculations; however, this requires a large number of computa-
tionally expensive simulations, making it impractical for satellite applications. As a
result, significant effort has been devoted to the development of fast hyperspectral ra-
diative transfer models. Previous studies found that by using a Principal Component
Analysis based method, they can achieve a speedup of more than 50 times compared
to the line-by-line monochromatic simulations [10, 11, 12, 13, 14]. However, this
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method relies on a linear procedure for the extension, which lacks theoretical basis
given the highly nonlinear variation of gas absorption with wavelength. Therefore,
a nonlinear regression method is needed.

1.3 Outline of this thesis
This thesis work is composed of three parts. In Chapter 2, A neural network
model is used as an example for the development of the fast hyperspetral radiative
transfer, and its results are compared with those from a principal component analysis
model. In Chapter 3, we evaluate modeled hyperspectral infrared spectra against
satellite all-sky AIRS observations using different cloud overlap assumptions. We
also present two example cases to study the human impacts on the Earth system
by using radiation-based analytic tools in Chapter 4. More specifically, one studies
the radiative forcing due to geo-spatially redistributed aerosols, and the other uses
hyperspectral satellite retrieved NO2 and model simulations to understand haze
formation.
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C h a p t e r 2

APPLICATION OF MACHINE LEARNING TO
HYPERSPECTRAL RADIATIVE TRANSFER SIMULATIONS

[1] T. Le, C. Liu, B. Yao, V. Natraj, and Y. L. Yung. “Application of ma-
chine learning to hyperspectral radiative transfer simulations”. In: Journal
of Quantitative Spectroscopy and Radiative Transfer 246 (2020), p. 106928.
doi: 10.1016/j.jqsrt.2020.106928.

2.1 Introduction
Spectral variation of radiance provides rich information for remote sensing of at-
mospheric temperature, gas, aerosol, and cloud [15, 16]; hyperspectral radiative
instruments have, therefore, become essential tools for atmospheric monitoring and
measurements [17, 18]. Instruments employed for atmospheric profile retrieval in-
clude the Atmospheric Infrared Sounder (AIRS) onboard the Aqua satellite, which
has 2378 channels covering the spectral region from 3.7 to 15.4 𝜇m [19], and
the Cross-Track Infrared Sounder (CrIS) on-board the Suomi-NPP satellite, which
measures radiance spectra in 1305 channels between 3.92 and 15.38 𝜇m [20, 21].
The Infrared Atmospheric Sounding Interferometer (IASI) has even higher spec-
tral resolution with 8461 channels covering wavelengths from 3.62 to 15.5 𝜇m
[22]. A hyperspectral sounder, the Geostationary Interferometric Infrared Sounder
(GIIRS), is on the Chinese Fengyun-4A geostationary satellite [23]. Instruments
with higher spectral resolutions are frequently utilized for atmospheric trace gas
retrievals. The Ozone Monitoring Instrument (OMI) has 740 spectral channels
ranging from 0.27 to 0.5 𝜇m [24], and its successor, the TROPOspheric Monitor-
ing Instrument (TROPOMI), measures key atmospheric constituents in over 900
channels from 0.27 up to 2.385 𝜇m [25]. The Ozone Mapping and Profiler Suite
(OMPS) on board Suomi-NPP and the NOAA-20 (JPSS1) operational satellite cover
the wavelength ranges from 250–310 nm (Nadir Profiler) and 300–380 nm (Nadir
Mapper) with a spectral resolution less than 1.1 nm [26]. The Global Ozone Mon-
itoring Experiment-2 (GOME-2) on METOP-A and METOP-B senses the Earth’s
backscattered radiance and extraterrestrial solar irradiance from 240–790 nm with
4096 spectral channels [27]. Satellites monitoring CO2, such as the Orbiting Carbon
Observatory-2 (OCO-2) and TanSat, include 3000 channels covering the oxygen

https://doi.org/10.1016/j.jqsrt.2020.106928
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A-band and strong and weak CO2 absorption bands from 0.76 to 2.08 𝜇m [28, 29].
Meanwhile, some ground-based hyperspectral instruments have also been devel-
oped, such as the Total Carbon Column Observing Network [30] and the California
Laboratory for Atmospheric Remote Sensing [31, 32]; the latter covers the spectral
range between 0.66 and 2.5 𝜇m with a resolution of 0.06 cm−1.

The large number of satellite- and ground-based hyperspectral measurements ne-
cessitates forward radiative transfer (RT) models for instrumental calibration and
retrieval applications. Due to the significant spectral variation of molecular absorp-
tion, hyperspectral RT (HRT) has to be performed at a fine spectral resolution that is
typically significantly better than the instrument resolution. The rigorous approach
is to use line-by-line (LBL) RT calculations; however, this requires a large number
of computationally expensive simulations, making it impractical for satellite appli-
cations. As a result, significant effort has been devoted to the development of fast
HRT models.

By separating the single and multiple scattering contributions and treating multiple
scattering with a double-k approach, Duan et al. developed a fast RT model for
simulating the oxygen A-band spectrum [33]. Zhang et al. used pre-computed look-
up tables (LUTs) of bidirectional reflectance/transmission distribution functions and
effective emissivity of scattering layers to alleviate the computational burden for
multiple scattering [34]. Wang et al. used LUTs for clear layer effective temperature
as well; their improved LUT-based model is four to five orders of magnitude faster
than a 32-stream discrete ordinates RT model in the infrared spectral region [35].
Natraj et al. found that the differences between approximated radiances efficiently
given by a combination of two-stream and single-scattering simulations and those
from numerically exact simulations can be quantified using principal component
analysis (PCA) [10]. The PCA model achieved a speedup of more than 50 times
compared to monochromatic simulations, and has been significantly improved since
then [10, 11, 12, 13, 36, 37].

The aforementioned models improve the computational efficiency by accelerating
every single RT simulation. A different category of fast HRT models performs a
reduced number of RT simulations, and extends the resulting radiances at a limited
fraction of wavelengths to the complete hyperspectral wavelength grid. Since little
computational time is required for the extension procedure, significant improvement
in computational efficiency is achieved. Examples of this approach include the
PCRTM model [38, 16] and the optimal spectral sampling (OSS) method [39].
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The essential difference between the PCRTM and OSS models is in how radiances
at the carefully chosen monochromatic wavelengths are used to obtain the full
channel radiances. PCRTM calculates the principal components (PC) of the full
spectral radiances for a large number of different atmospheric scenarios, and uses PC
scores predicted from the limited set of monochromatic radiances for the extension.
The OSS approach directly generates weighting factors for each monochromatic
wavelength and corresponding channels. It should be noted that both PCRTM and
OSS rely on a linear procedure for the extension, which lacks theoretical basis given
the highly nonlinear variation of gas absorption with wavelength.

Machine learning (ML), which is an interdisciplinary subject and approach [40,
41], has been applied in various research areas, e.g., image detection [42] and man-
ufacturing. ML has also been found to be an effective approach for atmospheric
research, e.g., cloud parameter retrieval [43] and numerical weather prediction [44].
Methods such as neural network (NN) have also been applied to RT calculations,
especially for approximating solar irradiance [45, 46, 47]. These models employ
ML to learn the relationship between atmospheric parameters (as well as surface
and incident solar information) and radiances or irradiances [45, 48]. Input data for
ML models are normally essential parameters in the Earth-atmosphere system, e.g.,
atmospheric, cloudy, surface, and solar variables, because they all have significant
influences on RT processes. However, these parameters are often of different dimen-
sions and with different variations, which renders the data training, i.e., ‘learning’,
difficult.

Unlike the aforementioned ML RT models that use atmospheric parameters to
estimate radiances, this study introduces a NN-based fast HRT model where the
training is performed in the radiance domain. A small number of representative
accurate RT simulations is performed, and the resulting radiances are used as inputs
for the NN model to calculate the full hyperspectral radiances. The paper is organized
as follows. The general procedure and idea for the NN HRT model is introduced in
Section 2. Section 3 compares results given by the NN and PCA HRT models, and
Section 4 summarizes conclusions from this study.

2.2 Methods
Accurate HRT models use a LBL approach, in which rigorous RT simulations
are performed independently for each wavenumber/wavelength; the computational
burden is therefore proportional to the number of wavenumbers/wavelengths needed.
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Due to the spectral variation of gaseous absorption, high spectral resolution is
required for the RT calculations. On the other hand, the information content of
a spectrum is typically much smaller than the number of absorbing lines. This
implies that radiances at different wavelengths should be correlated to each other
to some degree. This principle has been used in the development of the fast PCA
HRT model by [38], which uses radiance training data to calculate PC vectors and
then uses a linear combination of a limited number of PC vectors to approximate
radiances across the whole spectral range.
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Figure 2.1: Schematics of the Neural-network (NN) based and principal component
analysis (PCA) based models for fast hyperspectral radiative transfer simulations.

We first introduce the PCA model [16, 38] that will be used to evaluate our ML
model. The right panel of Fig.2.1 is a schematic of the PCA HRT model. If we
have radiances at n monochromatic wavelengths for m atmospheric scenarios as our
training set 𝑋𝑚×𝑛, the first k PC vectors of 𝑋𝑚×𝑛 can be given as 𝑉𝑘×𝑛. The PCA
model uses these k PC vectors to approximate any new 𝑋𝑛 using the weights Wk
of each PC vector (i.e., PC scores). To get the PC scores 𝑊𝑘 , only 𝑝 radiances
𝑋

′
𝑝 within the spectrum are calculated using rigorous RT simulations(p is normally

much smaller than n, but larger than k, i.e., 𝑘 < 𝑝 < 𝑛) according to the following
formula:

𝑊𝑘 ×𝑉
′

𝑘×𝑝 = 𝑋
′
𝑝 (2.1)

𝑉
′

𝑘×𝑝 is a subset of 𝑉𝑘×𝑛 obtained by choosing values for the appropriate p channels.
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Since𝑉 ′

𝑘×𝑝 is not a square matrix, we use the pseudoinverse (𝑉 ′

𝑘×𝑝)
+ to find the least

squares solution of Eq. (2.1); the dimension of this pseudoinverse matrix is 𝑝 × 𝑘 .
Then, we have:

𝑊𝑘 ≈ 𝑋
′
𝑝 × (𝑉 ′

𝑘×𝑝)
+ (2.2)

Hence, the full spectral matrix 𝑋𝑛 (here it is a 𝑛 × 1 vector) can be calculated by:

𝑋𝑛 = 𝑋
′
𝑝 × (𝑉 ′

𝑘×𝑝)
+ ×𝑉𝑘×𝑛 (2.3)

which, in principle, is a linear combination of inputs (𝑋 ′
𝑝), which can be given by

any monochromatic RT model for the given atmospheric scenario.

However, the gas absorption coefficients are highly nonlinear functions of wave-
length. Thus, the linearity between radiances at different wavelengths may not
always be satisfied, and it may be more reasonable to develop a non-linear transfor-
mation from 𝑋

′
𝑝 to 𝑋𝑛 for fast HRT models.

This study focuses on the procedure of extending a small number of radiances to a
larger number of hyperspectral radiances based on a ML technique; we use neural
network (NN) as an example. We employ pre-calculated or observed radiance
datasets (i.e., 𝑋𝑚×𝑛 as discussed above) directly; the basic RT calculations themselves
will not be discussed here. The actual observational data is from the OCO-2
measurements, and the synthetic hyperspectral radiance dataset is from [49]. The
efficiency gained by applying the NN or PCA model can be simply expressed as
the ratio of the total number of required radiances to the number of channels or
monochromatic wavelengths needed for the prediction (i.e., 𝑛/𝑝).

We use NN to find a non-linear relationship between radiances at the selected
channels and those on the entire spectral grid. The goal here is to demonstrate the
difference between the PCA and NN models. In this context, it is important to use
the same set of channels for the two models. For the sake of simplicity, we select
channels (for both NN-based and PCA-based models) using an equally-spaced grid.
Optimizing the channel selection will be the subject of future research. The inputs
for the NN (essentially a nonlinear regression model) are radiances at a selected
fraction of channels; the outputs are NN predictions for the entire wavelength range.
According to the universal approximation theorem [50, 51], a feed-forward NN with
a single hidden layer is already good enough to approximate continuous functions on
compact subsets of high-dimensional real space. This theorem shows the capability
of the NN to perform non-linear regression with non-linear activation functions. We
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use a fully connected three-layer NN model (the choice of three layers is based on
hyperparameter optimization and computational efficiency considerations); the NN
structure is shown in the left panel of Fig.2.1. The input layer consists of p neurons,
i.e., the set of input spectral radiances. 𝐿1 and 𝐿2 are the hidden layers, consisting of
𝑝1 and 𝑝2 neurons respectively. 𝑌 is the third/output layer consisting of 𝑛 neurons,
i.e., the radiances over the entire spectral region. Note that in the schematic the bias
unit is not shown; this is an extra neuron added to each hidden layer that has a value
of 1.

The following five equations (in matrix form) illustrate how NN works.

𝐿1 = 𝑊1𝑋 (2.4)

𝑂1 = 𝑓1(𝐿1) (2.5)

𝐿2 = 𝑊2𝑂1 (2.6)

𝑂2 = 𝑓2(𝐿2) (2.7)

𝑌 = 𝑊3𝑂2 (2.8)

Here, 𝑋 stands for the input parameter, and𝑊1,𝑊2, and𝑊3 are the synaptic weights
of hidden layer 1, 2, and the output layer respectively. 𝑓1 and 𝑓2 are the activation
functions for each hidden layer. L and O are the input and output of the hidden layer,
respectively. 𝑌 is the output. The nonlinearity of the NN arises from the usage of
the nonlinear activation function. If 𝑓1 and 𝑓2 are both linear activation functions,
the whole system is still linear. Nonlinear activation functions are preferred since
they allow the NN to find more complex structures in the data.

The logistic function (sigmoid) and hyperbolic tangent function (tanh) are popular
activation functions for the NN. However, if the input value of the activation function
is extremely small or large, their derivatives would be close to zero. Thus, it
becomes difficult to update the weights due to the problem of “vanishing gradients”.
In our NN, we use the Rectified Linear Unit (ReLu) as the activation function
to avoid the vanishing gradients problem [52]. Furthermore, compared to the
expensive operations (e.g., exponentials) of sigmoid and tanh, the ReLu function is
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computationally more efficient and can therefore accelerate the convergence rate for
the training.

We also need to choose the loss function (henceforth annotated Δ) and the opti-
mization algorithm. To minizine the absolute difference for channel radiances, Δ is
defined as the mean absolute error (MAE):

Δ =

∑
𝑖 |𝑡𝑟𝑢𝑒(𝑖) − 𝑝𝑟𝑒𝑑 (𝑖) |

𝑛
, 𝑖 = 1, 2, · · · , 𝑛 (2.9)

Here, 𝑛 is the total number of total channels within the band and 𝑖 is the channel
index. The choice of the optimizer will be discussed in Section 2.3.

There are also other parameters for NN training, such as dimensions of the hidden
layers and the corresponding neuron numbers (i.e., 𝑝1 and 𝑝2). However, there is
no unique formula that dictates how to choose them for HRT radiance simulations.
We consider parameter sweep, based on the rate of convergence as well as the
value of the loss function to perform hyperparameter optimization of 𝑝1 and 𝑝2.
The optimal parameters for the four NNs trained in this study are reported in
Table 2.1. The first three models represent OCO-2 band observations in the O2-
A, strong CO2, and weak CO2 bands, each of which include 1016 independent
channels. Observations from polar orbiting satellites provide global coverage and
thereby constitute a thorough and complete dataset for NN training. Observations
from 50,000 atmospheric scenarios are used as the training set, and 20,000 other
scenarios are chosen for validation. We also consider simulated monochromatic
reflectances between 0.75 and 0.92 𝜇m (at a spectral resolution of 0.05 cm−1 for a
total of 50,000 wavelengths) for the fourth NN test; these RT simulations account
for gaseous absorption, and scattering by air molecules and aerosols. We use an
atmospheric profile dataset developed by the Copernicus Atmospheric Monitoring
Service (CAMS) of the European Centre for Medium Range Weather Forecasts
(ECMWF), which is a collection of representative model atmospheres [53]. The
profiles are on a 60-level vertical grid from the surface to 0.1 hPa, covering realistic
annual and diurnal variations in temperature, specific humidity, and the mixing ratios
of ozone, carbon monoxide, nitrogen dioxide, sulfur dioxide, and formaldehyde. For
this case, we use 5,000 atmospheric scenarios as the training set and another 2,000
scenarios for validation. More details can be found in [49]. Note that the training and
RT models presented in this study are independent of the spectral response function.
For the OCO-2 cases, the prediction is directly performed from selected instrument
channel radiances to radiances on the full channel grid. For the monochromatic
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radiance case, it is done from selected monochromatic radiances to the full set of
monochromatic radiances over the entire wavelength range. This indicates that the
ML and PCA procedures can be applied both for channel-based radiances and for
monochromatic radiances.

Number of scenar-
ios

Number of chan-
nels (N) 𝑃1 𝑃2

O2-A band 70,000 1,016 50 200
CO2 Strong band 70,000 1,016 50 200
CO2 Weak band 70,000 1,016 50 150
Monochromatic
RT simulations 7,000 50,000 500 6,000

Table 2.1: Parameters of the NN-based model for the four cases considered in
this study, including the number of scenarios used for training and validation, total
number of channels, and dimensions of the hidden layers. The MAE and ReLu
are used as the loss and activation function, respectively, and Adaptive Moment
Estimation (AdaM) is used as the optimizer.

To improve NN performance, scaled variables are used for data training, so that
all input parameters are of similar magnitude. In this study, we perform the data
transformation according to Eq.(2.10) using the mean over the training dataset for
the channel of interest and the mean of the specific input parameter over the selected
p channels.

𝑖𝑛𝑝𝑢𝑡 (𝑖, 𝑗) = 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 (𝑖, 𝑗)
𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑚𝑒𝑎𝑛( 𝑗) × 𝑚𝑒𝑎𝑛(𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 (𝑖, :)) (2.10)

Here, 𝑖 and 𝑗 are the indices for the scenarios and selected input channels, respec-
tively.

We implement our NN in Keras, a high-level NN application programming interface
(API) written in Python. It is capable of running on top of TensorFlow, and can
run on both central processing unit (CPU) and graphics processing unit (GPU). On
average, the model performs 2000 iterations over entire training sets (e.g., 50,000
scenarios × 1016 channels) within less than 10 minutes on a NVIDIA TITAN Xp
GPU, i.e., < 0.3 seconds per iteration over 50 million channel computations.

Once the PCA-based and NN-based HRT models are trained, the computational time
for both models is proportional to the number of selected input channels, since the
prediction takes negligible time (more than 99% of the time is spent on computing
the radiances).
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2.3 Results

(a)

(b)

Figure 2.2: (a) Training and (b) validation losses of the four different optimization
algorithms for simulations of the OCO-2 O2-A band radiances.

We compare the performance of four widely used optimizers for the minimiza-
tion of Δ, i.e., Stochastic Gradient Descent (SGD), Root Mean Square Propagation
(RMSprop), Adaptive Moment Estimation (AdaM), and Adadelta [54]. SGD is
an iterative method based on a stochastic approximation of gradient descent opti-
mization. Adadelta is an algorithm for gradient-based optimization using adaptive
learning rates; large (small) learning rates are dynamically chosen for parameters
associated with infrequent (frequently occurring) features. RMSProp is similar to
Adadelta, except for a slightly different parameter update rule [54]. AdaM combines
the ability of Adadelta to deal with sparse gradients and that of RMSProp to handle
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non-stationary cases. AdaM can be easily implemented, requires little memory,
and is well suited for problems that are large in terms of data size [55]. Fig.2.2
illustrates the training and validation loss given by the four optimization algorithms
for the same OCO-2 O2 A-band radiance dataset. Although both training loss and
validation loss of the four algorithms reach steady states after 2000 iterations, clear
differences are discernible. The best performance is achieved by the AdaM algo-
rithm, which has the largest convergence rate and smallest loss for both the training
and validation datasets. AdaM also works well for the other datasets we considered
in this study. Therefore, we choose AdaM as the NN optimizer for all simulations.

(a)

(b)

Figure 2.3: (a) Sample OCO-2 O2 A-band observation; (b) Accuracy of PCA-
based and NN-based HRT simulations using 50 channel radiances as inputs. The
normalized photon number is defined as the ratio of the photon number to its
maximum value over the entire spectral range.

Fig.2.3 compares the accuracy of NN-based and PCA-based HRT simulations for
a sample OCO-2 O2 A-band observation. The relative errors (REs) are calculated
as defined in [13], i.e., relative to the largest value over the entire spectral region.
The top panel shows a radiance spectrum; we use 50 equally-spaced observations to
predict the radiances in all 1016 channels. The REs of the two fast HRT methods
are given in the bottom panel. Both methods result in REs less than 0.5% for
most channels, with only a few PCA-based results having REs around 1%. The
mean absolute REs of the NN-based and PCA-based results are 0.5% and 0.6%,
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respectively. Note that, if simulated monochromatic radiances, (instead of channel-
averaged radiances), are used, the errors for channel radiances (integrated over
channel response functions) will be even smaller (similar to the treatment presented
by [16]).

(a) (b)

(c) (d)

Figure 2.4: Same as Fig.2.3 but for the two CO2 absorption bands measured by
OCO-2.

Fig.2.4 is similar to Fig.2.3 but for the two CO2 absorption bands measured by OCO-
2. Again, both the NN-based and PCA-based methods provide accurate results, with
maximum REs are less than 1% and 3%, respectively. Overall, the NN-based results
for all three OCO-2 bands are slightly better than those given by the PCA-based
model.

The NN-based and PCA-based methods discussed here use a small fraction ( 5%,
using 50 channels out of 1016 for the examples in Figs.2.3and 2.4) of channel
radiances to predict radiances over the entire hyperspectral range. There is, of
course, a balance between the computation burden and accuracy depending on the
number of input radiances used for the prediction. The accuracy increases with
the number of input radiances/channels, but at the cost of more independent RT
simulations.

Fig.2.5 shows the mean absolute relative errors of the two HRT models over 20,000
atmospheric scenarios as a function of the number of input channels (N). Overall, the
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Figure 2.5: Mean absolute relative errors given by the PCA-based and NN-based
fast HRT models as a function of the number of input channel radiances. The results
are ensemble averaged over 20,000 tests.

NN-based model gives smaller mean errors compared to the PCA-based simulations,
especially for models with small numbers of channel. As expected, the mean
errors given by both methods decrease initially as more channels are included.
However, a plateau is reached when N is around 50–100. This indicates that
there is a lot of redundancy in the spectral information. LBL simulations for
each of the 1016 channels are not necessary; instead, only 5% of those channels
require simulations, with results for the rest obtained using NN-based or PCA-based
simulations. Another advantage of the fast HRT models discussed here is that they
can be easily coupled with LBL RT simulations or other fast RT models that directly
solve the RT equations.

Fig.2.6 shows a comparison of the NN-based and PCA-based HRT models for
simulation of radiances at 50,000 monochromatic wavelengths between 0.75 and
0.92 𝜇m. The NN-based HRT model introduces maximum REs less than 0.3%.
On the other hand, the PCA-based HRT model has large errors ( 5%) at several
wavelengths, with most of them corresponding to intermediate absorption features
(gas absorption optical depth between 1–10). Note that we calculate radiances at
200 wavelengths to predict 50,000 radiance values over the entire grid, i.e., only
0.4% of full LBL RT simulations are needed for the NN or PCA models; this results
in a speedup of 250 compared to rigorous LBL simulations.

Fig.2.7 shows cumulative probability distributions of spectrally averaged REs, max-
imum REs and mean of largest-500 REs over 2000 validation scenarios. Over 90%
of PCA-based HRT results have mean REs less than 0.15% while over 80% of NN-
based HRT results have similar errors, which is slightly worse than the PCA-based
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(a)

(b)

Figure 2.6: Same as Fig. 2.3 but for monochromatic RT simulations over the solar
spectral range from 0.75–0.92 𝜇m.

(a) (b) (c)

Figure 2.7: Cumulative probability distributions of (a) spectrally averaged mean
absolute REs, (b) maximum REs and (c) mean largest-500 REs for 2,000 atmospheric
scenarios.
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results. However, for maximum absolute REs and mean largest-500 REs, the PCA-
based results are much worse than NN-based results. Overall, the NN-based HRT’s
results are more robust, perhaps because the NN model enables deeper learning
and approximation of the nonlinearity between channel radiances, especially for the
intermediate to strongly absorbing channels where the PCA-based HRT model is
less effective.

2.4 Conclusions
This study introduces a NN-based fast RT model for hyperspectral radiance simula-
tions. The NN is tested for both synthetic (monochromatic) and observed (channel-
averaged) radiances; the excellent results indicate that ML techniques have great
potential for fast HRT model development. By providing relationships between
different radiances (that have the same dimension), rather than between atmospheric
variables (temperature, gas profiles) and radiances, our model makes the NN train-
ing easier and more robust. Compared with a PCA-based model, the NN-based
model provides higher accuracy for OCO-2 simulations when the same fraction of
radiances is used for the ‘prediction’.

The ML technique shows great promise for fast HRT simulations. However, several
questions naturally arise from our results. First, to what extent can we identify
redundant information in our input data? Fig.2.5 implies that only a small fraction of
input channels is necessary for accurate radiance prediction. However, it is important
to keep in mind the training process as well. This process identifies patterns and
features that allow the NN to perform effective predictions from limited information.
Hence, the apparent compression given by the model is only possible when the NN
can first identify the patterns in the data. This pattern recognition is precisely what
occurs when the NN interacts with the training data. We know that similar data
would also be effectively compressed by the NN. However, input data that is too far
from what the network was trained with may produce less accurate predictions. This
issue has nothing to do with our approach, but is instead a fundamental problem in
ML (see, e.g., [56]). Future advances in the field are likely to improve the ability of
NNs to generalize to situations beyond those they were trained on.

Second, is it possible to quantitatively assess the requirements for future measure-
ment protocols such that the compression illustrated in Fig.2.5 can be exploited? In
other words, under what circumstances could we use lower resolution measurements
to make similarly accurate predictions? This is a difficult and subtle question, since
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it cuts to the core of ML theory. In lieu of new frameworks in this area, one could
attempt to synthesize artificial datasets with which the NNs could be tested. In
principle, one could track the prediction accuracy as a function of distance from
training data and find out the point at which the NN fails due to it being ’out of its
depth’. This could also be carried out by another NN, using the rapidly-growing
approach of generative adversarial networks (GANs).

For remote sensing and assimilation problems, the RT models are also required to
provide Jacobians (i.e., partial derivatives of radiances with respect to atmospheric
temperature, gas concentration, and other parameters); the NN-based model may
also accelerate such calculations. For this purpose, here we briefly explain how to
calculate Jacobians in the NN-based HRT model. Assume that input variables and
model predictions are denoted as 𝑥𝑖 and 𝑦 𝑗 , respectively, and we want to calculate the
Jacobians with respect to variable 𝜉. According to the chain rule for multi-variable
functions (i.e., 𝜕𝑦 𝑗

𝜕𝜉
=
∑

𝑖
𝜕𝑦 𝑗

𝜕𝑥𝑖
× 𝜕𝑥𝑖

𝜕𝜉
). The partial derivative term between the NN input

and prediction 𝜕𝑦 𝑗

𝜕𝑥𝑖
can be pre-calculated and saved in a LUT. The 𝜕𝑥𝑖

𝜕𝜉
term can be

directly calculated by the RT model (e.g., LIDORT [57]).

The accuracy and structure of the NN-based model make it amenable to coupling
with existing fast RT models (e.g., CRTM [58], RTTOV [59], and ARMS [60]) to
further improve computational efficiency. This study is only intended to present
representative examples of the method. In order to reach the full potential of such
ML-based approaches, more effort is required to optimize the training procedure
and hyperparameter selection; this will be the subject of future studies. Further,
equally spaced channels were employed in this study; using radiances from a more
representative unequally spaced wavelength grid could conceivably improve model
performance. Future studies are also envisaged to test and extend the models to wider
spectral ranges and for scenarios with more complicated atmospheric temperature,
gas, aerosol, and cloud structures.
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C h a p t e r 3

EVALUATION OF MODELED HYPERSPECTRAL INFRARED
SPECTRA AGAINST ALL-SKY AIRS OBSERVATIONS USING

DIFFERENT CLOUD OVERLAP MODEL

T. Le, V. Natraj, H. H. Aumann, Y. L. Yung "Evaluation of modeled hyperspectral
infrared spectra against all-sky AIRS observations using different cloud overlap
model", in prep

3.1 Introduction
Clouds and their feedbacks play a fundamental role in climate change (see, e.g.,
[61, 62, 63, 64]). Advancements in hyperspectral infrared sounding have provided
us with a rich dataset of daily global radiance measurements since the turn of
the century, with information content to sense cloud properties. The Atmospheric
Infrared Sounder (AIRS) is a hyperspectral infrared sounder on board NASA’s
Aqua satellite in sun-synchronous orbit [19] that makes more than two million
observations each day. The atmospheric state (profiles of temperature, humidity,
trace gas concentration, and cloud parameters) can be retrieved from the radiance
spectrum, which can then be used in weather forecasting [65].

However, data from hyperspectral infrared sounders appear to be underutilized for
the study of clouds. One of the reasons for this is that modeling cloud radiative
transfer (RT) effects is complicated since clouds reflect solar radiation and emit
longwave radiation. Further, the radiative effect of clouds depends on the cloud
altitude, type, particle size and overlap details [66, 67]. Another reason is that for
use in data assimilation, RT require a combination of sufficient accuracy, efficiency,
and Jacobian, tangent-linear and adjoint model capability.

Uncertainties in RT modeling of cloudy atmospheres arise not only from lack of
adequate knowledge of the cloud optical properties, but also because the vertical
distribution of liquid and ice clouds is not known. The vertical cloud distribution
is modeled by making assumptions about cloud overlap. Typical cloud overlap
assumptions include maximum, random and maximum-random overlap. Geer et al.
2009 developed an average overlap scheme for microwave radiative transfer which is
weighting by the hydrometeor [68]. In all cases, radiances are computed for several
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atmospheric “columns”, with the effective radiance calculated using a weighted
average of the individual column radiances. The columns are constructed from the
horizontal cloud fraction at each atmospheric level (which is assumed to be known).
Different overlap assumptions then determine how the cloudy layers are stacked in
the vertical. In the case of maximum overlap, all the cloudy layers are concentrated
in the same columns as much as possible. For random overlap, the cloudy layers are
distributed randomly across the columns. Maximum-random overlap assumes that
the cloudy columns are maximally overlapped in adjacent vertical layers that are
both cloudy, but randomly distributed where there is a cloud-free layer in between.

The drawback of the maximum and random overlap methods is that they are based
on geometric assumptions that are too simplified to handle multi-layered clouds
[69]. Maximum-random overlap, on the other hand, is more realistic; however,
about 10–100 columns are required to accurately represent typical cloudy atmo-
spheric scenarios [70]. Therefore, using the maximum-random overlap assumption
significantly increases the runtime of RT models, necessitating the use of fast and
accurate cloud overlap methods. Hydrometeor-weighted average overlap approach
has been shown can reduce the errors by 40% in areas of cloud and precipitation
[68] by using only two columns.

Recent studies have made great progress in using all-sky microwave and infrared
radiances assimilation [71, 72]. Geer et al. 2019 tested a multiple independent
columns approach under maximum-random overlap assumption in RTTOV model
(Radiative Transfer for TOVS) [72] . However, this approach is computationally
demanding. The cost is about 34 times more than clearsky radiative transfer in the
ECMWF system. Therefore, we need to find a balance between the computation
burden and accuracy for all-sky infrared radiance assimilation. In this study, we
evaluate the Community Radiative Transfer Model (CRTM) with four different cloud
overlap schemes.

In order to evaluate CRTM performance for all-sky radiance simulations, we sim-
ulate tens of thousands of scenarios and compare against AIRS observations by
looking at the probability distribution function of the difference between the surface
temperature (obtained from European Centre for Medium-Range Weather Fore-
casting (ECMWF) model estimates) and the brightness temperature (𝑇𝐵) in several
atmospheric window channels. This difference is a measure of the radiometric
effect of clouds. Aumann et al. 2018 used Pearson correlation of 𝑇𝐵 histograms
to evaluate RT model performance [73]. However, this is not an ideal approach to
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compare probability distributions, as will be discussed in Section 2.4. Here, we uti-
lize a statistical metric, called Wasserstein distance, to quantitatively measure how
far model probability distributions deviate from AIRS observations. Compared to
simple correlation techniques, the Wasserstein distance is less sensitive to the choice
of histogram bins and provides a better characterization of the overall shape of the
distribution. We also perform the model-observation comparison on 846 selected
AIRS channels between 790 cm−1 to 1231 cm−1.

The paper is organized as follows. In Section 2, we describe the dataset and relevant
models used in this work. We also introduce the Wasserstein distance statistical
metric, which is used for our model-measurement inter-comparison. Section 3 first
summarized the day/night and different latitude regions for more than 80 thousand
cases we used in this study. Then we evaluate all-sky CRTM simulated radiances
under different cloud overlapping schemes against AIRS observations. Finally, we
summarize our major findings in Section 4.

3.2 Relevant datasets and methods
3.2.1 AIRS
AIRS is a grating array spectrometer covering the thermal infrared and shortwave
infrared spectral range with 2378 channels. The instrument spectral resolving power
is 𝜈

𝛿𝜈
= 1200. The noise is typically smaller than 0.2 K. The nadir footprint of AIRS

is 13.5 km from a 705 km orbit, with scans of about ±49.5 degrees from nadir [19].
AIRS observations in the infrared region enable the atmospheric temperature and
water vapor vertical profile retrieval.

We used AIRS observations within 12 hours between 2018/10/31 21:00 UTC to
2018/11/01 21:00 UTC. The land or frozen oceans cases are excluded to avoid
the possibility of introducing additional surface effects since they are difficult to
accurately calculate the surface albedos. We only use non-frozen ocean cases
(82,271 cases) in this study, more details can be found in Table 1.

3.2.2 ECMWF
The model profiles are generated by the ECMWF operational global weather fore-
casting system [74]. The best available estimate of the atmospheric state is taken
from a combination of short-range forecast and analysis observational information
(such as satellite radiances, satellite-retrieved atmospheric motion vectors, near-
surface wind vectors from scatterometers, Global Navigation Satellite System radio-
occultation measurements, and so on). The original ECMWF atmospheric states
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are estimated using 3 hours and 0.25◦ horizontal resolution ( 25 km at the equator)
time/space interpolation, which created a matchup error for the comparison with
AIRS observations [73]. In study, ECMWF provided a higher time/space interpola-
tion estimation by the ECMWF internal 15 minutes and 9 km operational ingest sys-
tem. For 82,271 non-frozen ocean AIRS observations from 2018/10/31 21:00 UTC
to 2018/11/01 21:00 UTC, we get atmospheric state profiles at 137 vertical levels for
these cases, including pressure, temperature, O3, H2O, liquid/ice cloud content and
cloud cover. All AIRS observations and ECMWF vertical profiles used in this study
can be downloaded from https://airsteam.jpl.nasa.gov/ftp/hha/ECMWF20181101/.

3.2.3 Community Radiative Transfer Model
The Community Radiative Transfer Model, CRTM is a fast-radiative transfer model
developed by the Joint Center for Satellite Data Assimilation in the United States
[75]. The CRTM simulates satellite infrared and microwave radiances with respect
to the atmospheric state variables (e.g., temperature, pressure, humidity, water and
ice cloud content, trace gas concentrations). It consists of the following key modules:
gaseous transmissions, surface emission and reflection, cloud and aerosol absorption
and scattering, and radiative transfer solver. The default radiative transfer algorithm
used for scattering calculation is the Advanced Doubling-Adding (ADA) algorithm.
CRTM also contains a k-matrix module for Jacobian calculations, tangent-liner
module and adjoint module, which are important in the radiance assimilations and
inversion part in retrieval problems [76, 77, 72, 78].

In this study, we use CRTM version 2.4.0. Its cloud module has six cloud types:
water, ice, rain, snow, graupel and hail which defined by the cloud particle densities.
We only use water and ice clouds in our calculations. The cloud optical properties
(i.e., mass extinction coefficient, single-scattering albedo, and asymmetry factor)
data we used in this study is the default CloudCoeff.bin (version 3.0.4). The ice
cloud optical properties of this version are based on MODIS collection 5 ice model
[79].

The CRTM also requires cloud particle effective radius vertical profile. To obtain
the effective radius, we use equation (2) in [80] for water clouds, and temperature-
depended equation from [81, 82] for ice cloud. Four cloud overlapping schemes
(i.e., Maximum overlap, random overlap, maximum-random overlap, and average
overlap) are available in CRTM for all-sky radiation calculations [83]. They use
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two-column radiance approach, which can be expressed by the following formula.

𝑅 = (1 − 𝑡𝑐𝑐) · 𝑅𝑐𝑙𝑟 + 𝑡𝑐𝑐 · 𝑅𝑐𝑙𝑑 (3.1)

where 𝑅𝑐𝑙𝑟 is the clear sky Top Of the Atmosphere (TOA) radiance, 𝑅𝑐𝑙𝑑 is the
cloudy sky TOA radiance where both water and ice cloud are included and tcc is the
total cloud fraction. To be noticed, the value of 𝑅𝑐𝑙𝑑 and 𝑡𝑐𝑐 are both depend on the
selected cloud overlapping scheme. Maximum-random overlap scheme in CRTM
only use two columns, any this may reduce its accuracy compare with using more
columns.

The CRTM calculated radiance spectra for all two sub-columns and then averaged
to obtain the simulated AIRS radiances using ECMWF temperature, cloud, water,
and ozone profiles as input. CO2 concentration is fixed using U.S. 1976 Standard
Atmosphere profile, but be scaled to 405 ppmv for Year 2018.

3.2.4 Wasserstein Distance
Aumann et al. (2018) use Pearson correlation to compare the model and mea-
surement probability distributions [73]. However, while the Pearson correlation
coefficient is a measure of the linear correlation between two variables, it is not
suitable for comparing probability distributions. A high degree of correlation does
not necessarily imply high causal relationship. For example, for the two distribu-
tions shown in Figure 3.1, the Pearson correlation coefficient is 1.0, despite clear
differences between the distributions. Instead, we employ the Wasserstein distance,
which is a measurement of the distance between two probability distributions.

Figure 3.1: Two probability distributions that have a Pearson correlation coefficient
of 1.0 and yet are clearly very different.

The Wasserstein distance is used to measure how far away two probability distribu-
tions are from each other. The nth Wasserstein distance for two distributions p and
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q is defined as:

𝑊𝑛 (𝑝, 𝑞) = ( inf
𝛾∈Π(𝑝,𝑞)

E(𝑥,𝑦)∼𝛾 [|𝑥 − 𝑦 |𝑛])1/𝑛 (3.2)

where Π(𝑝, 𝑞) is the collection of all possible joint distributions combined with the
distributions 𝑝 and 𝑞. For each possible joint distribution 𝛾 ∈ Π(𝑝, 𝑞), we calculate
the expected value of the distance of all pair of samples from 𝑝 and 𝑞. The lower
bound is the n𝑡ℎ Wasserstein distance.

The first Wasserstein distance is also known as the Earth Mover’s Distance (EMD),
which has important applications in the field of computer science [84, 85]. Intu-
itively, if one thinks of two probability distributions as two different ways of piling
up a certain amount of dirt, then EMD is the minimum cost of turning one pile into
the other, where cost is assumed to be the product of the amount of dirt moved and
the distance by which it is moved.

For discrete distributions, the first Wasserstein distance can be calculated using the
following formula:

𝑊 (𝑝, 𝑞) = inf
∀ 𝑓

∑𝑀
𝑖=1

∑𝑁
𝑗=1 𝑑𝑖 𝑗 𝑓𝑖 𝑗∑𝑀

𝑖=1
∑𝑁

𝑗=1 𝑓𝑖 𝑗
(3.3)

where 𝑑𝑖 𝑗 is the distance between 𝑝𝑖 and 𝑞 𝑗 , and 𝑓 is any possible way to move 𝑝 to
𝑞. 𝑓𝑖 𝑗 is the amount that should be moved from 𝑝𝑖 to 𝑞 𝑗 .

The first Wasserstein distance is a natural way to compare two probability distribu-
tions where one is derived from the other by making small perturbations.

3.3 Results
Day Night Total

|lat| ≤ 30 19,537 17,343 36,880
|lat| ∈ (30,60] 19,263 17,095 36,358
|lat| > 60 2,677 6,356 9,033
All 41,477 40,794 82,271

Table 3.1: Summary of all 82,271 non-frozen oceans AIRS observations from
2018/10/31 21:00 UTC to 2018/11/01 21:00 UTC. We denote |lat| ≤30, |lat| ∈
(30,60], and |lat| > 60 are tropical zone, mid-latitude zone, and polar zone, respec-
tively.

Table 3.1 summarizes the day/night and different latitude regions for all 82,271
AIRS observations. In this study, we denote |𝑙𝑎𝑡 | ≤ 30, |𝑙𝑎𝑡 | ∈ (30, 60], and
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|𝑙𝑎𝑡 | > 60 as tropical zone, mid-latitude zone, and polar zone, respectively. The
daytime and nighttime cases are roughly balanced in the whole dataset. Both the
tropical zone cases and mid-latitude zone cases count for 44% of all 82,271 cases.
However, because the majority of high latitude region is covered by ice, only 11%
of our cases are in the polar zone. We evaluate the CRTM simulated radiances
against observations of all 82,271 cases by setting different day/night conditions and
latitude regions.

In this study, we choose three atmospheric window channels (901 cm−1, 1231 cm−1

and 2615 cm−1). The first two are in the thermal infrared spectral range while the last
one is in the shortwave infrared range (where effects due to reflection and scattering
of solar radiation need to be considered). Figure 3.2 shows probability distribution
plots of the difference between surface temperature (ST) and channel brightness
temperature for AIRS observations (dashed black), CRTM with average overlap
scheme (red), CRTM with maximum-random overlap scheme (blue), CRTM with
random overlap scheme (green), and CRTM with maximum overlap scheme (orange)
in these three channels for non-frozen ocean day and night cases. On each curve,
there are 60 points from -30 K to 90 K. with a 2 K temperature interval. The peak of
the probability distribution in all infrared channels (i.e., 901 cm−1 and 1231 cm−1)
are near 5 K, which suggests, relatively little cloudiness or low clouds. We only
observe daytime cases in 2615 cm−1 channel with negative (ST-𝑇𝐵) values, which
show surface reflectance effect. CRTM with average overlap not only successfully
simulates the peak of the probability distribution in all scenarios, but are also in
reasonably close agreement with the AIRS observations in terms of the overall shape
of the distribution. By contrast, CRTM with maximum-random overlap, random
overlap, and maximum overlap fail to simulate the distributions. Maximum overlap
gives relatively better simulations among these three overlap schemes, with random
overlap being the worst.

Table 3.2 summaries the first Wasserstein distances as well as the Pearson correlation
coefficients of the simulated radiances in Figure 3.2 against observations. The
models with best performance for each scenario in Table 2 are marked in red. To be
noticed, smaller first Wasserstein distance or larger Pearson correlation coefficient
indicates better agreement with AIRS observations. In most cases, CRTM with
the average overlap scheme is shown to give the best simulations as evaluated by
both the first Wasserstein distance and the Pearson correlation coefficient. However,
daytime 2615 cm−1 for all zones is a special case. The Pearson correlation coefficient
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Figure 3.2: Probability distributions of the difference between surface temperature
and brightness temperature at three atmospheric window channels. (901 cm−1,
1231 cm−1 and 2615 cm−1) for the non-frozen ocean day and night scenarios. The
AIRS observations, CRTM with average overlap scheme, maximum-random overlap
scheme, random overlap scheme, and maximum overlap scheme results are shown
in dashed black, red, blue, green, and orange lines, respectively.
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All (Day & Night)
901
(Pear-
son)

1231
(Pear-
son)

2615
(Pear-
son)

901
(EMD)

1231
(EMD)

2615
(EMD)

Avg 0.97 0.98 0.99 0.001010 0.001288 0.001009
Maxrand 0.94 0.92 0.93 0.002848 0.003309 0.003016
Rand 0.87 0.83 0.84 0.004107 0.004635 0.004349
Max 0.95 0.95 0.96 0.002268 0.002642 0.002237

Day
Avg 0.96 0.96 0.95 0.001325 0.001604 0.001829
Maxrand 0.92 0.92 0.94 0.003079 0.003681 0.002643
Rand 0.86 0.84 0.83 0.004238 0.005055 0.005064
Max 0.94 0.87 0.98 0.002283 0.002695 0.003146

Night
Avg 0.98 0.99 0.94 0.000824 0.001117 0.002043
Maxrand 0.94 0.93 0.84 0.002838 0.003106 0.003727
Rand 0.87 0.83 0.72 0.003974 0.004292 0.004700
Max 0.96 0.96 0.88 0.002202 0.002366 0.003091

Table 3.2: Comparison of performance of CRTM with average overlap, maximum-
random overlap, random overlap, and maximum overlap scheme for non-frozen
ocean all (day and night), day only, night only scenarios using the first Wasserstein
distance. The best performance models for each column are marked in red.

suggests that the maximum overlap scheme is the best in this case, while the first
Wasserstein distance votes for the average overlap scheme. From the daytime all
zone 2615 cm−1 subplot in Figure 3.2, we can easily conclude that the average
overlap results (red) match the AIRS observations more closely. The maximum
overlap simulations find many more cases with (ST– 𝑇𝐵) between -20 K and -5K,
and fewer cases for the peak near 0 K. This suggests that the maximum overlap
scheme underestimates the low cloud effects. Hence, this special case indicates that
the first Wasserstein distance is more robust than the Pearson correlation coefficient
for the comparison between two probability distributions.

Figure 3.3, 3.4, 3.5 are similar to Figure 3.2, but for tropical zone (|𝑙𝑎𝑡 | ≤ 30), mid-
latitude zone (30 < |𝑙𝑎𝑡 | ≤ 60), and polar zone (|𝑙𝑎𝑡 | > 60), respectively. Overall,
the average overlap scheme still gives the best simulations among all four cloud
overlap schemes. The CRTM with average overlap scheme can provide roughly
accurate estimations of the peak and shape of the probability distributions. The
model performance is relatively worse in the polar zone compared to the other two
zones (Figure 3.5). Although CRTM with all four cloud overlap schemes are able
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Figure 3.3: Same as Figure 2, but for tropical zone only.

to simulate the two peaks for the daytime case in the polar zone, the secondary
peak for daytime 2615 cm−1 case has been shifted left for all cloud overlap schemes
(for nearly -5 K compared to AIRS observations). CRTM fails to simulated the
nighttime case for the polar zone in all three window channels. The simulations are
colder than the real AIRS observations.

In addition to these three window channels, we also evaluate the simulated radiances
using a wide range of channels that cover CO2, H2O and O3 absorption regions.
Figure 3.6 shows the mean of 𝑇𝐵, mean absolute difference of 𝑇𝐵 and the first
Wasserstein distance between simulated radiances and AIRS observations for 846
channels between 790 cm−1 to 1231 cm−1. The channels with noise level > 1 K
have been removed before calculations. Again, the average overlap simulations are
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Figure 3.4: Same as Figure 2, but for mid-latitude zone only.

shown to be in reasonably close agreement with observations (the discrepancies are
within 0.7 K in terms of 𝑇𝐵) for all 846 channels, including the O3 absorption band
around 1040 cm−1.

Figure 3.7 illustrates the pairwise comparison of the observed AIRS 901 cm−1

brightness temperature with the CRTM average overlap scheme simulations on a
global map. In general, the simulated radiances agree well with AIRS radiances
on a global scale, the absolute difference is less than 2 K in most cases. However,
it shows a clear regional pattern, especially for the Intertropical Convergence Zone
(ITCZ) where the absolute difference can be greater than 30 K.
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Figure 3.5: Same as Figure 2, but for polar zone only.

3.4 Conclusions and Discussion
In this study, we employ the CRTM models with four different cloud overlap schemes
to calculate the TOA radiation field in three atmospheric window channels (both in
the thermal and shortwave infrared spectral regions) for a large number of cloudy
atmospheric scenarios, and compare the results against AIRS observations using the
Wasserstein distance statistical metric. We use 137 vertical levels atmospheric state
profiles from ECMWF as the inputs for CRTM. Our results show that CRTM with
average overlap scheme successfully predicts the overall probability distribution of
clouds over a wide range of spectral channels between 790 cm−1 to 1231 cm−1 for
all 82,271 cases.

CRTM simulations have zone-dependent biases, especially for the polar zone. It has
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Figure 3.6: (a) Mean brightness temperature, (b) mean absolute difference of bright-
ness temperature, and (c) the first Wasserstein distance between CRTM radiance
simulations and all 82,271 AIRS observations for 846 selected AIRS channels be-
tween 790 cm−1 to 1231 cm−1. The AIRS observations, CRTM with average overlap
scheme, maximum-random overlap scheme, random overlap scheme, and maximum
overlap scheme results are shown in dashed black, red, blue, green, and orange lines,
respectively.

difficulty reproducing the secondary peak of the probability distribution function
for the 2615 cm−1 channel. Moreover, the pairwise comparison between CRTM
average overlap simulations and AIRS radiances shows a regional pattern, there
are three possible error sources: (1) random and systematic error from ECMWF
cloud profiles (e.g., water/ice cloud content, cloud cover), (2) error due to the
oversimplified assumption of cloud overlap scheme, and (3) error from the cloud
optical property coefficients. Our approach of comparing the overall probability
distribution functions between models and observations can mostly cannel out the
random errors in the ECMWF profiles, but not the systematic ones.

Further investigations are required to evaluate the best cloud overlap assumption for
different scenarios. One approach could be to use a cloud resolving model (CRM)
to create a large number of scenarios with different vertical cloud distributions, with
a statistical analysis then performed using the CRM results as the “truth”. It is
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(b)

(a)

(c)

Figure 3.7: Visualization of all 82,271 cases on a global map of 901 cm−1 for
(a) AIRS observations, (b) CRTM with average overlap scheme, and (c) difference
between AIRS observations and CRTM-avg.

also critical to minimize the spatiotemporal mismatch between ECMWF and AIRS
locations. Clouds vary a lot in space and time and it is very easy for biases to creep
in simply because of errors in characterizing a scene as clear when it is cloudy and
vice versa. Finally, the Wasserstein distance is a more superior statistical metric
(compared to traditionally used metrics such as the Pearson correlation coefficient)
to evaluate the fidelity of RT models with respect to observations, and should
be used in future RT model inter-comparisons. The importance of such studies
is clearly stated in the recently released Earth Science Decadal Survey (National
Academies of Sciences, Engineering, and Medicine, 2018), which recommends a
set of observation capabilities that will enable substantial progress in (a) providing
critical information on the make-up and distribution of clouds, and (b) addressing
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key questions about how changing cloud cover and precipitation will affect climate,
weather, and Earth’s energy balance in the future.
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C h a p t e r 4

UNDERSTANDING HUMAN IMPACTS ON THE EARTH
SYSTEM

[1] T. Le, Y. Wang, L. Liu, J. Yang, Y. L. Yung, G. Li, and J. H. Seinfeld. “Un-
expected air pollution with marked emission reductions during the COVID-
19 outbreak in China”. In: Science 369.6504 (2020), pp. 702–706. doi:
10.1126/science.abb7431.

[2] Y. Wang, T. Le, G. Chen, Y. L. Yung, H. Su, J. H. Seinfeld, and J. H.
Jiang. “Reduced European aerosol emissions suppress winter extremes over
northern Eurasia”. In: Nature Climate Change 10.3 (2020), pp. 225–230.
doi: 10.1038/s41558-020-0693-4.

4.1 Introduction
The environment on Earth changes constantly, and living systems (including hu-
mans) evolve within it for most of history. Since the Industrial Revolution, however,
humans have played a dominant role in altering and often destroying the Earth’s
environment and living systems in ways never seen before.

Human activities are a series of activities of different scales and types, including
agriculture, industry, transportation, and various engineering constructions, which
are continuously carried out by humans in order to survive and improve their living
standards. Human-made disasters, including pollution and global environmental
changes (such as global warming, air pollution, and ozone layer depletion), often
lead to environmental degradation, making the environment significantly vulnerable
on the one hand, and decreasing the resilience of human beings to disasters on the
other. With the effect of these factors, the frequency of natural disasters has grown
rapidly as expected.

Greenhouse gases emission is one issue that is of most concern. Starting from the
Industrial Revolution, the burning of fossil fuels has been altering the carbon cycle,
primarily by increasing CO2 concentration in the atmosphere. The atmospheric CO2
concentrations have risen by about 40% compared with pre-industrial revolution
levels and are now disrupting the Earth’s climate. Methane (CH4) is the second
most important long-lived greenhouse gas, contributing about 17% of the radiative
forcing. About 40% of methane is emitted to the atmosphere through natural
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sources (e.g. wetlands and termites), and about 60% of emissions come from
human activities such as livestock, rice cultivation, fossil fuel use, landfills, and
biomass burning.

Anthropogenic aerosol is another major issue caused by human activities. Aerosols
are small particles that exist in the atmosphere in a variety of sizes, concentrations
and chemical compositions. Some aerosols are emitted directly into the atmosphere,
while others are formed by the reaction of other compounds emitted. Aerosols in-
clude both naturally occurring compounds and those formed by anthropogenic emis-
sions. Natural aerosols include mineral dust released from the earth’s surface, sea
salt aerosols, biological emissions from land and sea, and sulfate and dust aerosols
from volcanic eruptions.Anthropogenic emissions include sulfur-containing com-
pounds, organic compounds, and black carbon from the combustion of fossil fuel
and biomass and dust from human activities such as open-pit mining and industrial
processes. Together with various greenhouse gases, aerosols represent the most
significant anthropogenic forcing responsible for climate change. On one hand, the
absorbing aerosols such as black carbon can reduce the effective albedo and increase
solar forcing over clouds and snow. On the other hand, non-absorbing aerosols such
as sulfate can enhance the effective albedo and reduce solar forcing over dark sur-
faces. Also, aerosols can affect the cloud number density and cloud droplet size
indirectly, and thereby affect cloud radiative forcing.

Practically speaking, aerosols are linked to air quality, visibility,and human health.
Aerosols limit visibility and cause haze in the cities. In addition, aerosols inhaled
by people can damage lung tissue and cause lung disease. Therefore, understanding
the aerosol’s impact on the Earth’s system and designing the emission control plans
are critically important for society.

In this chapter, we work on two more realistic problems than what we were dealing
with in the previous chapters. In Section 4.2, we study the relationship between
radiative forcing due to anthropogenic aerosols and winter extreme weather in the
Northern Hemisphere during 1970-2005, which is a unique transition period for
global aerosol forcing. In Section 4.3, we review hyperspectral satellite and ground-
based observations and conduct state-of-art atmospheric model simulations during
the COVID-19 lockdown period.



37

4.2 Signature of Anthropogenic Aerosols on Winter Extreme Weather
4.2.1 Introduction
Wintertime extreme cold temperature, frost, and blizzard impact billions of people
living in the mid-latitude regions, especially the populous Northern Hemisphere
(NH). However, an understanding the decadal and interdecadal trends of winter
extreme events remains elusive, as studies based on data from different sources
(reanalysis, surface stations, etc.) over varying time periods show large disparity
in trend assessments [86, 87, 88]. More fundamentally, the lack of consensus
on changes of winter extreme weather stems from the intrinsic complexity of the
physical basis for mid-latitude weather systems as well as the rapidly changing
environmental factors causing the winter extremes. From the climate perspective,
a significant portion of the complexity can be attributed to the tangled natural
variabilities in the Earth system, such as the Northern Annular Mode (NAM) [89].
The role of anthropogenic forcing in winter extremes is also highly uncertain, as
the dynamical responses tend to be multifaceted and nonlinear. For example, a
warming climate characterized by polar amplification is believed to reduce the
meridional temperature gradient and result in a slower, but more complex mid-
latitude jet stream that steers synoptic cyclones and blocking anticyclones [90, 91].
On the other hand, air advected from the polar region to the mid-latitudes can become
less cold as a result of a warmer Arctic, reducing the possibility of extreme cold
temperatures [92]. Moreover, the tropical expansion of the Hadley cell in response
to global warming can move the jet streams pole-ward and counteract the influence
of Arctic sea ice loss [93], forming a “tug-of-war” paradigm [94].

As the second largest climate forcer in the Earth system, atmospheric aerosols
have been linked to climatic changes in both mean state and extreme events via
their effects on radiation fluxes as well as cloud microphysics [95, 96, 97]. The
global distribution of anthropogenic aerosols (AA) is highly heterogeneous spatially,
and, more importantly, anthropogenic emission sources have changed notably and
distinctively over different regions on the decadal time scale. Since the 1970s, the
global focus of aerosol emissions has migrated from the developed countries in
Europe and North America to the developing countries like China and India [98].
Consequently, an overall positive radiative forcing has emerged out of the reduction
in AA in Europe and North America, along with a strong negative forcing in China
and India. Such a “see-saw” radiative forcing pattern was further found to regulate
the large-scale circulation, alter the hydrological cycle, and even have the potential
of interfering with the pace of Arctic sea ice melting [99].



38

The extent to which such a characteristic AA forcing pattern shift modulates extreme
weather events by changing the dynamics of circulation systems and mid-latitude
Rossby waves has not been investigated. Therefore, the present study aims to unravel
the historical impacts of anthropogenic aerosol forcing on weather-scale atmospheric
circulation systems and winter extremes by examining long-term reanalysis data and
conducting numerical simulations using a state-of-the-art global climate model. To
assess precisely the impacts of the anthropogenic emission shift, we confine our
analysis period to 1970-2005, during which the geospatial contrast of AA trends
was the largest and occurred contemporaneously with greenhouse gas accumulation.

4.2.2 Methods and data
4.2.2.1 Local Wave Activity (LWA)

LWA is used to characterize the midlatitude extreme weather events by jointly
considering their frequency as well as intensity [100]. It captures the meridional
eddy fluxes that produce meridional areal displacement of geopotential height (𝑧)
isopleth at 500 hPa (𝑍500):

𝐿𝑊𝐴(𝜆, 𝜙𝑒) ≡
𝑎

cos 𝜙𝑒
( |
∫
𝑧≤0,𝜙≤𝜙𝑒 (𝑧),𝜆=𝑐𝑜𝑛𝑠𝑡

𝑧 cos 𝜙𝑑𝜙|

+ |
∫
𝑧≥0,𝜙≥𝜙𝑒 (𝑧),𝜆=𝑐𝑜𝑛𝑠𝑡

𝑧 cos 𝜙𝑑𝜙 |)
(4.1)

where 𝜆 is longitude, 𝜙 is latitude, 𝑎 is the radius of Earth, 𝑧 = 𝑧 − 𝑍̄ is the eddy of
geopotential height, and 𝜙𝑒 is the equivalent latitude bounding the same area toward
the North Pole as of that by a certain 𝑧 isopleth. We calculate LWA based on 6-hour
data.

4.2.2.2 Jet Stream Sinuosity Analysis

The transient sinuosity of the meandering jet stream provides a direct description of
the ongoing weather systems in mid-latitudes. The slower but wavier jet stream is
generally accompanied by more extreme weather systems, such as low/high pressure
and strong frontal systems. The sinuosity of the jet stream is typically defined as the
ratio between the length of a trajectory and the length of the shortest straight line
between two points. We derive the transient sinuosity of the jet stream (abbreviated
as sinuosity hereafter) based on the 6-hourly geopotential height at 500 hPa from
the reanalysis data. We first calculate 𝑍500 mean value (𝑍̄) for a mean latitude (𝜙)
over a certain latitude zone in NH (20-80◦ in this study), and then find the contour
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line of 𝑍 in the 2-D map of 𝑍500. The sinuosity is the ratio between the length
of the contour line and the length of the latitude circle for 𝜙. Such an index was
developed to study the jet stream response to global warming [101].

4.2.2.3 Removing Natural Variability by Multi-linear Regression

We apply a multivariate linear regression model to extract the anthropogenic influ-
ence from natural impacts on the winter extreme weather. The model has a form:

𝐿𝑊𝐴 = 𝑎 · 𝐴𝑂 + 𝑏 · 𝑃𝐷𝑂 + 𝑐 · 𝑆𝑡𝑟𝑎𝑡𝑜 + 𝑑 · 𝐸𝑁𝑆𝑂 + 𝑒 · 𝑄𝐵𝑂 + 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠 (4.2)

where 𝑎 − 𝑒 are regression coefficients. The LWA values going into the regression
are the winter means at each grid point in NH. Five climate indices are considered
here, including the Arctic Oscillation (AO), Pacific Decadal Oscillation (PDO),
stratosphere variability (Strato), El Niño–Southern Oscillation (ENSO) and Quasi-
Biennial Oscillation (QBO). They are calculated over the boreal winter (December
to February) of each year as well. Rossby wave activity can be influenced by
stratospheric variability (for example, ref [102]), especially in the winter when the
stratospheric polar vortex is strong. Hence, we derive an index (Strato) using the
monthly mean zonal wind at 10 hPa and 60◦ N to account for such stratospheric
variability.

4.2.2.4 Reanalysis Data

6-hourly geopotential height and surface temperature data during 1970-2005 are
used from the Japanese 55-year Reanalysis (JRA55)[103] which is one of very few
datasets tracing back beyond 1979.

4.2.2.5 Global Aerosol-Climate Model Simulations

The National Center for Atmospheric Research–Department of Energy CESM (ver-
sion 1.2.2)—an updated version of CESM 1.0 participating in the Coupled Model
Intercomparison Project Phase 5—is used in this study to simulate the historical
variations of winter extreme weather and to conduct attribution analyses. The atmo-
spheric circulation model (Community Atmosphere Model 5.4) fully interacts with
an ocean circulation model (Parallel Ocean Program 2), a sea ice model (CICE)
and a land-surface model (Community Land Model) through a central coupler. The
model is 1◦ horizontal resolution in both atmosphere and ocean models. Six types of
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aerosols (sulfate, black carbon, primary organic matter, secondary organic aerosol,
sea salt and dust) are considered in the three-mode version of Modal Aerosol Mod-
ule 3. The aerosol interactions with atmospheric radiation fluxes, aerosol–cloud
interaction (grid-scale stratiform clouds) and the effect of absorbing aerosols (black
carbon and dust) deposited in the snowpack are explicitly considered in the physics
of CESM 1. More details regarding the treatments of aerosol, clouds and convection
in CESM 1 can be found in our previous work [99].

To precisely assess the impacts of the anthropogenic emission shift, we confined
our analysis period to 1970–2005, during which time the geospatial contrast of
anthropogenic aerosol trends was the largest and occurred contemporaneously with
greenhouse gas emissions. To minimize the spread of internal model variability from
transient radiative forcing before 1970, one historical simulation was first created
from 1850–1970, and then ensemble sensitivity simulations branched out for another
36-year integration. Two emissions scenarios were considered during 1970–2005:
ALL and NO_AERO. Considering the significant nonlinearity in certain climate
responses to different external forcings [104, 105, 106], such as the wave activity
in the present study, the differences between those two experiments can only be
interpreted as the qualitative importance of aerosol effects for those results. We
prefer this method to aerosol only simulations that ignore all other forcings and
deviate from the real climate state. Accounting for the dependence of aerosol forcing
on all other forcings is especially important in the transient forcing experiments that
aim to mimic the real world.

4.2.3 Results
To examine variations of winter extreme events at each individual region, we employ
here the local Rossby-wave activity (LWA) index. LWA has been developed and
used to quantify the frequency and intensity of synoptic weather systems influencing
individual locations in mid-latitudes [100]. A larger LWA indicates more severe
weather events, either extratropical cyclone or blocking anticyclone. The observed
long-term wintertime LWA trends are derived based on the 500 hPa geopotential
height from reanalysis.

A spatial map of LWA trends during 1970-2005 (Figure 4.1(a)) shows the existence
of geospatial variations of winter weather systems behind an overall declining LWA
trend. The major reductions in LWA occurred in the northern part of the Eurasian
continent and Eastern Canada, with varying statistical significance in the trends.
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a)

b)

c)

d)

Reanalysis

Reanalysis w/o COI

CESM ALL

CESM DIFFe)

CESM NO_AERO

Figure 4.1: CLWA trends from reanalysis and model simulation over December to
February during 1970–2005. a–e, Spatial patterns of LWA trends (left column) and
their zonal mean distribution (right column) for: JRA55 (a); JRA55 with removal
of trends in major known climate oscillation indices (b); CESM ALL results (c);
CESM NO_AERO results (d); and CESM ALL – NO_AERO (DIFF) (e). Black dots
(each representing 16 grid points) indicate that the local linear trend is significant at
the 90 % confidence level using a Student’s t-test. Shading in the zonal mean plots
indicates spread of the LWA trend at the same latitude. The red vertical bars denote
latitude zones with significant LWA trends (shades do not overlap with the 0 m2 per
decade line).
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Western Europe, Western Canada, and the Northwest Pacific are the regions where
synoptic weather systems became more frequent from 1970 to 2005, however, all
of those increasing trends are insignificant at the 95% significance level. When we
further decompose the LWA into cyclone and anticyclone events, it is found that the
LWA trends near the western coasts of the Eurasia and North America continents
are all related with cyclones, while those near the eastern coasts are caused by
anticyclones (Figure 4.2). Those agree with the climatological locations of the NH
winter cyclone/anticyclone.

Climatology of LWA - Cyclone

Climatology of LWA - Anticyclone

Trend of LWA - Cyclone

Trend of LWA - Anticyclone

a)

b)

c)

d)

Figure 4.2: Climatology and trends (1970-2005) of cyclonic and anticyclonic wave
activities based on JRA-55.

The zonal means of LWA trends show no significant trend over the latitude bands
south of 50°N. The most prominent change in LWA occurred near 65° N with the
largest declining trend. Similar with the sinuosity of the jet stream, NH mean of LWA
shows an insignificant negative trend during 1970-2005 (Figure 4.3). Considering
that in this period, significant global warming with about +0.12 ◦𝐶 per decade
surface temperature increase occurred, the existing theory that enhanced jet stream
sinuosity and LWA follow the polar amplification is not capable of explaining such
an interdecadal trend. There must be other factors at play.

To better characterize the variation of extreme weather, we also examine the top 10%
in wave amplitude of LWA during each season and their trends (Figure 4.4). The
spatial patterns of the extreme LWA trends resemble well with the seasonal mean
LWA trends, showing a consistent and significant reduction over Northern Eurasia.

By individually correlating the time series of seasonal Northern Hemisphere mean
LWA with six climate oscillation indices, we are able to identify those that ex-
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a)

b)

Figure 4.3: Northern Hemispheric trends of jet stream sinuosity and local wave
activity (LWA) during 1970-2005 based on JRA55 Reanalysis. The bottom panel
shows the results with removal of natural variability (NAT) by the multivariate linear
regression method.

a)

b)

c)

d)

Figure 4.4: Same with Figure 1 but for top 10% LWA during each season. They
indicate the extreme LWA cases and strongest cyclonic/anticyclonic events.
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plain the weather extreme variability on the interannual time scale. The Arctic
Oscillation (AO, or NAM) and the North Atlantic Oscillation (NAO) are the two
most pronounced climate variabilities exhibiting close relationships with LWA over
Northern Hemisphere mid-latitudes, with correlation coefficients about -0.83 and
-0.66, respectively. The anti-correlations agree with previous studies that analyzed
those relationships in different time periods4. The PDO exhibits a much weaker
correlation with LWA, with a coefficient of +0.33. The Stratospheric variability
(Strato.), El Niño- Southern Oscillation (ENSO), and Quasi-Biennial Oscillation
(QBO) play even smaller roles in the year-to-year variability of LWA, with the
coefficients < 0.1. To extract the possible influence of the natural variabilities on
the decadal trend detected above, we performed a multivariate linear regression of
LWA on those five natural variability indices. The trends in the residues after the
regression better reflect the anthropogenic influence on the weather variability. By
removing the natural variability over each location of NH, the overall spatial distri-
bution of LWA trends still hold, even with increases in the statistical significance
over Northern Eurasia and northern Atlantic (Figure 1b). Similarly, the declining
trends of LWA extremes over Northern Eurasia remain robust after removing the
possible influence from the natural variabilities (Figure 4.4). These results corrob-
orate the assertion that anthropogenic influence is critical in regulating the Rossby
waves over NH mid-latitudes during the wintertime from 1970 to 2005. Moreover,
the trends based on the reanalysis data remain robust even with an analysis period
starting from 1979, the beginning of the satellite era.

a)

b)

c)

d)

Figure 4.5: Comparison of climatological geopotential height at 500 hPa (Z500) and
local wave activity (LWA) between JRA-55 and the CESM all forcing experiment.
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To further attribute the observed trends of LWA, we perform transient-forcing sen-
sitivity simulations using a fully coupled global climate model with comprehensive
representations of radiative forcings in the Earth system. Ensemble climate simula-
tions were conducted by the NCAR/DOE Community Earth System Model (CESM)
Version 1.2.2, which simulates reliable climatology of geopotential height and LWA
(Figure 4.5). To simulate the AA shift since the 1970s, two groups of ensemble
simulations were performed with and without transient variations of AA emissions
from 1970 to 2005. The differences between those two groups emerge as aerosol
impacts (hereafter denoted as AERO). All-forcing CESM simulations (hereafter
denoted as ALL) show quite similar trends of winter LWA in NH by reproducing
the most significant LWA decreasing region over Northern Eurasia as well as in-
creasing regions like Western Europe and Western Canada (Figure 4.1(c)). Such
a consistency supports the fidelity of CESM in reproducing the past climate and
justifies use of such a model in the attribution analysis. Nevertheless, some model
discrepancy exists in the trends of LWA over the Northwest Pacific and Eastern
Canada, even though those trends are not statistically significant in the reanalysis
data. Note that a previous study10 suggested that the intensified Pacific storm track
as a result of Asian pollution outflow cannot be reproduced in a conventional global
climate model in which the convective parameterizations do not include the aerosol
effect on cloud microphysics for deep convective clouds. More importantly, the
spatial patterns in AERO largely resemble those in ALL (Figure 4.1(e)), as both
show a reduction of winter extremes in Northern Eurasia and increases in Western
Europe and western coasts of US and Canada. The resemblance of LWA trend
patterns among reanalysis, ALL, and AERO indicates the AA historical variations
as a dominant factor to explain the changes in winter extreme events over Eurasia
from 1970 to 2005.

4.2.4 Conclusion
In contrast to previous studies on aerosol effects on the mean state changes in climate
and circulation, the present study focuses on a unique period of transient aerosol
forcing on the weather extremes and the resulting decadal trends. By combining
long-term observational data and a state-of-the-art climate model, the unambiguous
signature of anthropogenic aerosols on the wintertime jet stream and Rossby waves
on the interdecadal time scale is confirmed, which alters day-to-day surface tem-
perature variability. Compared with previous studies focusing on greenhouse gas
forcing and its consequence on Arctic amplification [91, 92, 94, 107, 108, 90], the
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current study provides a new perspective on spatially inhomogeneous aerosol forc-
ing when explaining the trends of winter weather extreme events. The magnitude of
future anthropogenic aerosol reduction in Europe and US is not anticipated to be the
same as that in 1970-2005. Moreover, Asian aerosol levels are projected to decrease
in the next few decades. The anticipated pattern of aerosol forcing will result in
different perturbations on the jet stream and LWA. To what extent future aerosol
changes will be distinguished from the ever-growing greenhouse gas concentration
is still an open question. It has been suggested that future NH aerosol reductions
will be linked to a slowdown of the increase in summer extreme weather[109]. The
accuracy of this present detection and attribution study draw upon the robustness of
the unique JRA55 reanalysis dataset.

4.2.5 Appendix
4.2.5.1 Recipe for the calculation of local wave activity

We illustrate the calculation of LWA using the weather map on 1200 UTC 13 Feb
1983. The calculation is performed for the latitudes of 20N-90N. The detailed
calculation procedure is listed below.

1 Choose a latitude of interest, 𝜙. Use 50 N for example.

2 Determine the corresponding 𝑍500 contour such that the equivalent latitude of
the contour satisfies 𝜙𝑒 = 𝜙 equivalent latitude is obtained from the area from
the 𝑍500 contour to the North Pole via box counting and converting the area
to a hypothetical equivalent latitude such that the contour is zonally symmetric.
Figure 4.6(a) gives the Z500 contour (solid red) with the equivalent latitude of
50N (dashed red).

3 Compute the eddy term 𝑧 = 𝑧 − 𝑍500 or the calculation at each latitude, only the
values between the latitude 𝜙 and contour 𝑍500 will be used. See Figure 4.6(b).
Note that 𝑧 is the actual geopotential height, and 𝑧 is the difference between the
actual geopotential height and the 𝑍500 for the equivalent latitude.

4 The line integral for the southern cyclonic LWA is computed at the longitude 𝜆

by box-counting 𝑧 in the southern grid boxes relative to the latitude 𝜙𝑒 that satisfy
𝑧 ≤ 0. Similarly, the northern anticyclonic LWA is calculated for the northern
grid boxes satisfying 𝑧 ≥ 0. LWA at 𝜙 = 50N is shown in Figure 4.6(c). This is
compared with the product of the zonal amplitude 𝑧 and meridional amplitude 𝜙
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of a planetary wave described in [110], where 𝑧 is the deviation of the geopotential
height from the zonal mean, and 𝜙 is the meridional displacement of the contour.
In the small amplitude limit, 𝐿𝑊𝐴 = −0.5𝑎𝑧𝜙 ([100]), where 𝑎 is Earth’s radius.

5 Repeat steps 1-4 for all the other latitudes. The longitude by latitude map of LWA
is shown in Figure 4.6(d).

a) b)

c) d)

Figure 4.6: (a) 𝑍500 as a function of longitude and latitude. (b) The eddy term
𝑧 plotted between the latitude 50N and the contour with the equivalent latitude
𝜙𝑒 = 50𝑁 . (c) LWA at 50N as a function of longitude (red). The product of the
zonal amplitude 𝑧 and meridional amplitude 𝜙 of a planetary wave (blue). In the
small amplitude limit, 𝐿𝑊𝐴 = −0.5𝑎𝑧𝜙(d) -LWA as a function of longitude and
latitude. In (a), (b) and (d), the contour with the equivalent latitude 𝜙𝑒 = 50𝑁 shown
in solid red, and the latitude 50N is in dashed red.
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4.3 Unexpected air pollution with marked emission reductions during the
COVID-19 outbreak in China

4.3.1 Introduction
The abrupt outbreak of the Corona Virus Disease 2019 (COVID-19) pandemic pro-
duced unprecedented societal impacts in China. To curb the virus spread among
humans, a preventive lockdown was first implemented on January 23rd in Wuhan,
Hubei. Other major cities/counties in China subsequently followed suit, and the en-
tire nation’s lockdown lasted for at least three weeks (varying in different regions).
During the lockdown period, emissions from the traffic sector were drastically re-
duced. Such a shutdown serves as a natural experiment to evaluate air quality
responses to a dramatic emissions reduction and to assess the interplay between
emission, atmospheric chemistry, and meteorological conditions. Here, we syn-
thesize multiple-year satellite retrieved atmospheric compositions, national ground
station measurements of major pollutants, meteorology from reanalysis data, and a
suite of state-of-the-art online atmospheric chemistry model simulations to assess
the atmospheric influence of the COVID-19 outbreak in China and to reveal its
implications for air pollution control strategies.

China has continued to battle particulate haze pollution [111]. Long-term regulatory
plans targeting energy and industrial emissions have been implemented [112], and
nation-wide improvement of fine particulate matter levels has been reported [113].
Nonetheless, the key chemical and physical processes responsible for severe haze
formation in China remain elusive, including exacerbated ozone levels [114, 115],
pathways of secondary aerosol formation [116, 117], and emissions-meteorology in-
teractions [118]. Certain societal events in China with short-term stringent emission
controls have been studied as natural experiments, such as the “Olympic Blue” dur-
ing the 2008 Beijing Summer Olympic Games [119] and the “APEC Blue” during
the 2014 Asia-Pacific Economic Cooperation (APEC) Economic Leaders’ Meet-
ings in Beijing [120, 121]. Emission controls during these two events resulted in
40-60% reduction in SO2, NO2, non-methane volatile organic compounds (VOCs),
and particulate matter.

4.3.2 Methods and data
4.3.2.1 Satellite product

The TROPOMI instrument onboard the Copernicus Sentinel-5P satellite provides
daily global coverage of tropospheric column density of NO2 with a spatial resolution



49

3.5 × 7 km2 (3.5 × 5.5 km2 starting from August 6, 2019) with overpass time
around 13:30. The TROPOMI NO2 processing system is based on the algorithm
developments for the DOMINO-2 product and for the EU QA4ECV NO2 reprocessed
dataset for OMI, and has been adapted for TROPOMI. In this study, the tropospheric
NO2 column densities were taken from S-5P/TROPOMI Level 2 offline products.
The measurements with a Quality Assurance (QA) value less than 0.5 were omitted,
which removed the measurements with processing errors, anomalously high signals,
and sun glints. We re-gridded the Level 2 product on a 0.03◦ × 0.03◦ spatial grid
which corresponds to 3.3 km in latitude.

The MODIS Level 3 AOD datasets are from Aqua and Terra with 1◦ × 1◦ spatial
resolution. We generate the Level 3 daily map by using the average value of Aqua
and Terra measurements.

4.3.2.2 Ground station observations

Hourly air quality data have been obtained from the national urban air quality real-
time platform released by the China National Environmental Monitoring Station
(website: http://106.37.208.233:20035). The method of measuring air quality fol-
lows the national standard of GB 3095-2012. Measurement of PM2.5 was carried
out by the 𝛽 Ray absorption method and micro-oscillation balance method; mea-
surement of NO2 is by the Chemiluminescence method; measurement of SO2 and
O3 is by the UV fluorescence method; measurement of CO is by the non-dispersive
infrared absorption method and gas filter correlation infrared absorption method.
Monitoring stations usually avoid tall buildings, trees and other potential obstacles
that would impede air circulation. The surroundings of air monitoring site have
been guaranteed with stable electricity supplies and device maintenance service.
Sampling ports are 3 to 15 meters above the ground. The distance between each
sampling port exceeds 1 m. Temperature inside the monitoring stations is main-
tained between 15 and 35◦𝐶, relative humidity ≤ 85%, and atmospheric pressure
between 80 and 106 kPa.

4.3.2.3 Reanalysis data

The boundary layer height, precipitation, relative humidity at 1000 hPa and the
wind vector 𝑤 = (𝑢, 𝑣) at 10 meters above the ground were taken from the ERA5
reanalysis data with 0.25◦ × 0.25◦ spatial resolution. ERA5 combines historical
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observations into global estimates using advanced modelling and data assimilation
systems.

4.3.2.4 WRF-Chem model simulations

The model used in this study is based on a specific version of the WRF-Chem model
[122] with modification by [123, 124, 125, 126]. The specific WRF-Chem model
includes a flexible gas phase chemical module with consideration of different chem-
ical mechanisms and the CMAQ aerosol module (AERO5) developed by US EPA
[127]. The organic aerosols (OA) are simulated using the volatility basis-set (VBS)
modeling method, with the secondary OA (SOA) contributions from glyoxal and
methylglyoxal. ISORROPIA (Version 1.7) is used to predict the inorganic aerosols,
calculating the composition and phase state of an ammonium-sulfate-nitrate-water
inorganic aerosol in thermodynamic equilibrium with gas phase precursors [128].
Three major types of heterogeneous aerosol chemistry are considered: the heteroge-
neous hydrolysis of N2O5 on the surface of deliquescent aerosols to form nitrate, the
heterogeneous reaction of SO2 involving aerosol water to form sulfate, and the het-
erogeneous reaction of glyoxal and methylglyoxal to form SOA. The anthropogenic

2020 CLD 2019 CLIM

Figure 4.7: Accumulated fire counts based on MODIS Active Fire Products over
three-week periods during 2020-CLD and 2019-CLIM. Fire counts can be used to
indicate the biomass burning in the agricultural activities. Dots in the plots are with
confidence level larger than 80 in the MODIS product.

emission inventory is developed by [129] with the base year of 2020, including in-
dustry, transportation, power plant, residential and agriculture sources. The Model
of Emissions of Gases and Aerosols from Nature (MEGAN) is used to calculate
the biogenic emissions online [130]. Biomass burning emissions are potentially
important for Asian haze [131, 132, 133, 134]. Fire counts from satellites can partly
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reflect BB in agricultural activities and wildfires. In the Figure 4.7, we analyzed the
MODIS fire counts during the 2020 city-lockdown period and found very few fire
activities in the Beijing-Tianjin-Hebei area. Moreover, the fires were more frequent
in the same period of 2019 than that in 2020 over the whole nation. Therefore,
we conclude that BB from agriculture and wildfires did not contribute significantly
to the haze formation during the 2020-CLD, and we did not consider them in our
WRF-Chem simulations. A haze episode from 21 January to 16 February 2020 in
the North China Plain is simulated using the WRF-Chem model, and detailed model
configuration can be found in Table 4.1. A series of model sensitivity experiments
are conducted, and the experiment descriptions are provided in Table 4.2.

Region East Asia
Simulation period 2020-01-21 to 2020-02-16
Domain size 400 × 400
Domain center 35.0◦N, 114.0◦E
Horizontal resolution 12km × 12km

Vertical resolution

35 vertical levels with a stretched
vertical grid with spacing ranging
from 30m near the surface, to 500m
at 2.5km and 1km above 14km

Microphysics scheme WSM 6-class graupel scheme [135]
Boundary layer scheme MYJ TKE scheme [136]
Surface layer scheme MYJ surface scheme [136]

Land-surface scheme Unified Noah land-surface model
[137]

Long-wave radiation scheme Goddard longwave scheme [138]
Short-wave radiation scheme Goddard shortwave scheme [139]
Meteorological boundary and initial
conditions NCEP 1◦×1◦ reanalysis data

Chemical initial and boundary con-
ditions MOZART 6-hour output [140]

Anthropogenic emission inventory SAPRC-99 chemical mechanism
emissions [129]

Biogenic emission inventory MEGAN model developed by [130]
Model spin-up time 24 hours

Table 4.1: WRF-Chem model configurations.
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Experiments Configuration Purpose

Baseline Described in Table 4.1. To reproduce observed
pollution changes.

Clim_Met

Using Climatological me-
teorological initial and
boundary conditions aver-
aged over the same time pe-
riods during 2015 - 2019.

To assess the meteorolog-
ical influence on pollution
changes.

NO𝑥 _80

According to the satel-
lite observations, increas-
ing NO𝑥 emissions in all
sectors by 80% from the
baseline simulation to re-
flect the non-COVID19
scenario.

To assess effect of NO𝑥 re-
duction.

Heteoro_Chem

Turning off all heteroge-
neous chemistry processes
in our modified version of
WRF-Chem.

To assess the contribution
of heterogeneous chem-
istry to the haze formation.

VOC Increasing/Decreasing
VOC emissions by 30%.

To assess the sensitivity of
VOC emissions to the haze
formation.

Table 4.2: Model sensitivity experiment description.

4.3.3 Results
The primary focus period during the COVID-19 lockdown in China was from Jan-
uary 23 to February 13, 2020 (hereafter referred to as the 2020-CLD period). This
period encompassed a 7-day national holiday traditionally celebrating the Lunar
New Year, during which previous studies have noted the reduction in anthropogenic
emissions [141]. Nitrogen dioxide (NO2) is key in atmospheric chemistry and
serves as an important precursor for both ozone production and secondary aerosol
formation [116, 142]. Changes in NO2 during the lockdown period can be assessed
by comparing spaceborne NO2 measurements in the same time periods over differ-
ent years. The TROPOspheric Monitoring Instrument (TROPOMI) on board the
Copernicus Sentinel-5 Precursor satellite has provided key trace gas measurements
of high accuracy since 2018. TROPOMI data show quite low column-integrated
NO2 amount during the 2020-CLD, with a mean value of 1.72 mg m−2, and general
uniformity throughout the whole country (Figure 4.8(A)). By contrast, in the same
period in 2019, hot spots of NO2 were evident over eastern China, where the re-
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gional mean NO2 abundance was 4-5 times higher than that in other regions of China
(Figure 4.8(B)). Regional means over eastern China experienced a 5.70 𝑚𝑔 · 𝑚−2

reduction in NO2, corresponding to a -71.9% fractional change (Figure 4.8(C)). At
the peak of the disease outbreak, Wuhan experienced a 93% fractional reduction in
NO2. Such a short-term human-induced reduction in NO2 is unprecedented, well
exceeding the previous 2014 “APEC-Blue” with largest NO2 reduction of about
40% (10). Compared to a five-year climatology (2015-2019) based on the NASA
Aura Ozone Monitoring Instrument (OMI), the NO2 reductions mainly occurred
over the North China Plain.

A
2020-CLD

B
2019-LNY

C
DIFF

0.0 0.2 0.4 0.6 0.8 1.0
TROPOMI NO2 [DU]

0.0 0.2 0.4 0.6 0.8 1.0
TROPOMI NO2 [DU]

-100 -60 -20 20 60 100
%

Figure 4.8: Spaceborne measurements of NO2 from TROPOMI. (A) Column-
integrated NO2 averaged over the COVID19 lockdown period (CLD) for three
weeks during Jan. 23 to Feb. 13, 2020. (B) Column-integrated NO2 averaged over
the reference period in 2019. To account for the annual holiday, the 2019 reference
period we choose is the same as that in 2020-CLD in the Chinese lunar calendar,
starting from the two days before the Chinese Lunar New Year (2019-LNY). Note
that TROPOMI NO2 is available only starting from June 2018. (C) The fractional
changes between (A) and (B), calculated only for the regions with NO2 in 2019-LNY
greater than 0.2 DU. The symbols in the maps indicate the location of Wuhan, the
most affected city by the COVID-19 disease. 1 Dobson Unit (DU) = 0.4462 mmol
m−2.

In addition to spaceborne retrievals, we explore surface measurements of fine-mode
aerosols and trace gas species over entire eastern China. We calculate separately
the climatological means of the past five years (2015-2019) during the same three-
week period as the CLD, including the Lunar New Year (hereafter referred to as
CLIM-LNY) and the same three-week period in the Georgian Calendar (CLIM). The
difference between CLIM-LNY and CLIM is attributed mainly to the holiday effect.
In Wuhan, surface concentrations of NO2 and SO2 were the lowest compared with
the three-week means before the CLD as well as the climatological means over the
past five years. PM2.5 (particulate matter with aerodynamic diameter less than 2.5
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𝜇𝑚) was reduced by 23.2 𝜇𝑔𝑚−3 (-32.4%) and 37.4 𝜇𝑔𝑚−3 (-43.5%) as compared
to CLIM-LNY and CLIM, respectively (Figure 4.9(A)). In contrast to the changes to
the PM2.5, surface ozone mixing ratio showed a +5.0 ppb (+25.1%) enhancement
in Wuhan during the CLD as compared to CLIM-LNY. Ozone chemistry is highly
nonlinear, and in the wintertime urban areas in China, its production is in a NO𝑥-
saturated regime (NO𝑥 = NO + NO2) due to the relative lack of HO𝑥 radicals [142].
Besides, reduction of fresh NO emissions alleviates ozone titration [142, 143]. Thus,
a reduction of NO𝑥 leads to an increase in ozone. Previous studies also attributed
the anticorrelation between PM2.5 and ozone to the aerosol radiative effect on the
photochemistry of ozone formation [114, 144] as well as the aerosol sink for ozone
precursors [115]. Changes in gaseous and particulate levels in the major cities of
southern China, Guangzhou (Figure 4.9(C)) and Shanghai (Figure 4.9(D)), resemble
those of Wuhan during the city lockdown.

In contrast to southern and central China, PM2.5 in northern China during the out-
break period experienced remarkable increases (Figure 4.9(B)). During the three
weeks of 2020-CLD, several severe haze events occurred in Beijing with the maxi-
mum daily PM2.5 level of 273.8 𝜇𝑔𝑚−3 The CLD-mean surface PM2.5 in Beijing
increased by 16.3 𝜇𝑔𝑚−3 +23.4%) and 30.6 𝜇𝑔𝑚−3 (+55.1%) in comparison with
CLIM-LNY and CLIM, respectively (Figure 4.9(B)). Nonetheless, NO2 and SO2

remained the lowest among the past six years, similar to that of the southern cities.
Response of ozone concentration in Beijing followed a similar trend as that of
PM2.5, reaching a peak during the CLD. Daytime relationships between NO2 and
ozone concentrations in the winter of northern China show remarkable ozone titra-
tion during daytime, particularly with increasing PM2.5 which further attenuates
the incoming solar radiation, but the titration effect becomes considerably alleviated
during the city lockdown (Figure 4.10). Nationwide, 1515 state monitoring stations
show clear hot spots of surface PM2.5 over northern China during the 2020-CLD
(Figure 4.9(E)), although the national mean of the 2020-CLD PM2.5 was 52.1
𝜇𝑔𝑚−3 which falls in the 1-𝜎 range of variation of national climatology 54.7±6.1
𝜇𝑔𝑚−3. Satellite-observed aerosol optical depth (AOD) based on the Moderate
Resolution Imaging Spectroradiometer (MODIS) corroborates the persistent haze
over northern China. Significantly high levels of AOD (> 0.8) were present over the
North China Plain but did not occur in any previous year since 2015 (Figure 4.11),
leading to 40-100% increases in AOD during the city lockdown.

Possible factors that explain enhanced PM2.5 and ozone levels in the face of declin-
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E

Figure 4.9: Ground-based station observation of particulate matter (aerodynamic
diameter less than 2.5 𝜇𝑚, PM2.5), NO2, SO2, and ozone in eastern China including
four megacities (A. Wuhan, B. Beijing, C. Guangzhou, and D. Shanghai). The figure
compares the three-week averages during the city lockdown period (CLD), the three-
week averages before the city lockdown (pre-CLD), the five-year climatology for
2015-2019 during the same period with CLD in the Chinese lunar calendar that
covers the Lunar New Year (CLIM-LNY), and the five-year climatology for 2015-
2019 during the same period with CLD in the Gregorian calendar (CLIM). Error bars
indicate the standard deviations over multiple years. (E) The map of surface PM2.5
changes in 2020-CLD compared to CLIM-LNY based on the 1515 state monitoring
stations. The low-resolution patterns in the north and west are caused by the sparsity
of stations. Two boxes indicate the Beijing-Tianjin-Hebei and central China regions.
For ozone, 1 𝜇𝑔𝑚−3 is approximately about 0.47 ppb under a standard condition.

ing precursor gas emissions include the complex chemistry of secondary aerosols
and ozone [117, 142] as well as the meteorological influence [118]. Changes in
relative humidity (RH), near-surface wind speed and direction, planetary bound-
ary layer (PBL) height, and precipitation between the 2020-CLD and CLIM-LNY
are shown in Figure 4.12, based on fifth-generation ECMWF global atmospheric
reanalysis (ERA5). In northern China, which is climatologically dry during the
wintertime, a larger than usual amount of moisture accumulated near the surface
during the city lockdown, with a three-week mean RH of 55.2% and a maximum
of 100%. Compared to the climatology, RH increased by 30-50% (Figure 4.12(A)),
facilitating multiphase reactions for aerosol formation and growth [145]. Wind
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Figure 4.10: Daytime variation of ozone and NO2 (10:00 to 16:00 LST) as a function
of PM2.5 in the winter from 2015 to 2019 (A) and during 2020-CLD (B). During
wintertime in north China, the weak insolation slows the atmospheric photochem-
istry processes. Therefore, very high NOx emissions in the region cause remarkable
ozone titration even during daytime, as shown in A, particularly with increasing
PM2.5 which further attenuates the incoming solar radiation. However, during
2020-CLD, significant decrease in NOx emissions alleviates the ozone titration, and
during haze episodes, the ozone level is much higher than that during the winter
from 2015 to 2019. The ozone concentration fluctuates at around 65 𝜇𝑔𝑚−3 with
PM2.5 exceeding 35 𝜇𝑔𝑚−3, caused by complicated nonlinear ozone chemistry.
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Figure 4.11: MODIS L3 AOD from Terra and Aqua during the same three-week
period with 2020-CLD from 2015 to 2020.
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conditions were also favorable for haze formation; in Beijing, the mean wind speed
decreased by 20%, and winds switched to southerly that normally originate from
the polluted industrial regions in Hebei Province (Figure 4.12(B)). Consistent with
the increase in RH and the decrease in wind speed, PBL height in northern China
generally declined during the city lockdown, inducing a stable boundary layer and
stagnant air (Figure 4.12(C)). As a result, both ozone and PM2.5 increased in Bei-
jing. During the same period, as precipitation occurred mainly over southern China,
no significant wash-out occurred in northern China, conducive for haze development
during the city lockdown. Also note that, as positive feedback to the meteorological
variations [146], aerosols can reduce PBL height and stabilize lower atmosphere via
their radiative effects [147], and suppress light precipitation via their microphysical
effects [148].

A

Relative Humidity

B

Wind Speed

C

Boundary Layer Height

D

Precipitation
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Figure 4.12: Fractional changes (%) in meteorological conditions between the 2020-
CLD and the lunar new year climatology (CLIM-LNY) during 2015-2019 based on
the ERA5 reanalysis data. (A) 1000-hPa relative humidity, (B) 10-meter wind speed
(contours) and wind direction (vectors), (C) boundary-layer height, and (D) daily
precipitation. Symbols in the maps indicate the location of the four major cities in
Figure 4.9.

To reveal the physical and chemical mechanisms of the unexpected PM2.5 and
ozone enhancement in northern China during the COVID19, we have conducted
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atmospheric chemistry and transport simulations using the Weather Research and
Forecast model online coupled with full gaseous and aerosol chemistry (WRF-
Chem). The unusual particulate levels during the 2020 CLD in the Beijing-Tianjin-
Hebei area (BTH) are well reproduced in our baseline simulations, in terms of
consistent peak values about 200 𝜇𝑔𝑚−3, well simulated temporal evolution over
the three weeks, and small mean bias (MB) about 2.6 𝜇𝑔𝑚−3 (Figure 4.13(A)).
Surface ozone concentrations and diurnal cycles are comparable with ground-based
observations (Figure 4.13(B)). Predicted aerosol chemical composition shows that
organic aerosol (OA), nitrate, and sulfate are predominant species in BTH (Figure
4.14). When severe haze forms with a stable boundary layer and high humidity,
inorganic fractions significantly increase with reduced OA, consistent with previous
observations in the same area [149].

A B

C D

Figure 4.13: WRF-Chem simulated aerosol species and precursor gases during the
COVID-19 city lockdown period in the Beijing-Tianjin-Hebei region, and their sen-
sitivity to the altered emissions, meteorological conditions, and chemical pathways.
(A) Time evolution of surface PM2.5 concentrations in the ground-based observa-
tions (black dots), the baseline simulation (blue line), and the sensitivity simulation
with the climatological (2015-2019) meteorological conditions (red line, see details
in Table 4.2). (B) The same with (A) but for ozone. (C) The simulated fractional
changes in different aerosol species in response to changes in NO𝑥 emissions, mete-
orological conditions, and the representation of heterogeneous chemistry. (D) The
same with (C) but for gaseous pollutants including NO2, SO2, and O3.

A series of model sensitivity simulations were conducted using altered emission
rates, different meteorological conditions, and different sophistication of chemical
schemes. An 80% NOx emission reduction from all sectors in the model, consistent
with the observed NO2 reduction during the city-lockdown period, induces a 13.0%
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Figure 4.14: WRF-Chem simulated surface aerosol species over two characteristic
regions: Beijing-Tianjin-Hebei in northern China and Central China. OA and EC
are short for organic aerosol and elementary carbon, respectively.

reduction in nitrate aerosol but 26.3% and 15.1% increases in sulfate and secondary
organic aerosol (SOA), respectively (Figure 4.13(C)). The latter increases can be at-
tributed to the enhanced atmospheric oxidizing capacity following the 42.9% ozone
increase (Figure 4.13(D)). Interestingly, the net PM2.5 change by NO𝑥 reduction is
not evident because of the cancellation of changes in different aerosol components.
The meteorological influence on PM2.5 and ozone is assessed by comparing a pair
of simulations with the meteorological conditions from this year and a multi-year
climatology during the same period. It shows that due to the adverse ventilation
conditions and anomalously high humidity during the city-lockdown period, all
aerosol species are increased, with the largest fractional change of 63.5% for sul-
fate (Figure 4.13(D)). Total PM2.5 is increased by 31.3% accordingly. Moreover,
heterogeneous chemistry processes contribute positively to the aerosol formation
and haze development during the city-lockdown period, due to the concurrent high
humidity and aerosol water. Our model assessment shows a 12.0% increase in
PM2.5 contributed from heterogeneous chemistry in northern China. Comparisons
among the simulations altering emissions, chemistry, and meteorology reveal that
the unprecedented NO𝑥 reduction during the COVID 19 does not significantly re-
duce aerosol formation because of the non-linear ozone and aerosol chemistry. In
addition, meteorological variations are crucial in the haze formation in northern
China by trapping pollutants in the urban area and inducing more efficient aerosol
formation from heterogeneous chemistry. Because high humidity and atmospheric
stability were absent over central China, including Wuhan, a gradual decline of
PM2.5 during the lockdown period can be seen in both ground-based observations
and model simulations. An increasing trend of ozone can also be identified in the
temporal evolution. Aerosol chemical compositions generally are maintained, with
OA accounting for 36-40% of total aerosol mass, and sulfate-nitrate-ammonium for
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another 40% (Figure 4.14).

4.3.4 Conclusion
The COVID-19 outbreak led to unprecedented anthropogenic emission reductions
from traffic and manufacturing sectors and the consequent city lockdowns. Hence,
it offered a unique opportunity to assess the interplay between emissions, chemistry,
and meteorology. Our synergistic analyses of the spatio-temporal distributions of
PM and precursor gases, meteorological fields, and simulated PM formation path-
ways reveal a surprising PM exacerbation due to the unfavorable meteorological
conditions, invigorated heterogeneous chemistry, and enhanced secondary aerosol
formation with the elevated ozone oxidation capacity by NO𝑥 reduction. In partic-
ular, our work provides unambiguous evidence that reduction in aerosol precursor
emissions was compromised by multi-phase chemistry promoted by increased hu-
midity. The role of multi-phase chemistry in haze formation is presently uncertain,
and the findings here call for future research in this area.

Figure 4.15: Simulated sensitivity of aerosol species and precursor gases to the
VOC changes by 30%.

Reductions in NO𝑥 and SO2 from traffic and manufacturing sectors have long been
considered as the normal protocol in implementing regulatory policies. Our work
shows that such a protocol achieves only limited effects on PM and ozone levels,
without simultaneous emission controls from power plants and heavy industry, such
as petrochemical facilities. Therefore, we suggest a more comprehensive regulation
of precursor gases from all possible sectors when developing an emission control
strategy. For example, our model sensitivity experiments show 20% reduction
in ozone and 5% reduction in PM2.5 by implementing 30% reductions of VOCs
from all possible emission sources (Figure 4.15). As opposed to the previous
“Olympic Blue” and “APEC Blue” shutdowns, an unexpected increase in PM levels
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in northern China occurred in a three-week period during the COVID-19 pandemic.
The decisive role of meteorology in this unexpected haze formation in northern
China during this episode underscores the importance of taking meteorological
factors into account when short-term stringent emission controls are planned.

As the COVID-19 pandemic is still ongoing, the unexpected PM elevation has
potentially profound implications for the airborne transmission of virus. A new
emerging study shows plausible virus transmission via aerosols in populous areas
[150]. Meanwhile, an exposure to high levels of PM can cause adverse effects on
the respiratory and cardiovascular systems and possibly increase the fatality rate of
COVID-19 [151]. Therefore, future work is urgently needed to establish the causal
relationship between aerosol pollution and COVID-19.
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