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ABSTRACT

Electronic noise, or stochasticity in the current, voltage, and frequency of a carrier
signal is caused by microscopic fluctuations in the occupation of quantum electronic
states. In the context of scientific instrumentation, understanding the physical origin
of these fluctuations is of paramount importance since the associated stochastic-
ity ultimately limits the fidelity of information transmitted through electronically
processed-signals. The unifying theme of the work presented in this thesis is the
study of electronic fluctuations in semiconductor materials and devices. Our inter-
est in this topic is twofold. First, while the Nyquist law dictates the equivalence of
noise and transport properties for systems in thermal equilibrium, this relationship
breaks down for systems driven out of equilibrium by external forcing. Simulating
non-equilibrium electronic fluctuations can therefore provide new insights into the
microscopic processes that control energy and momentum relaxation which would
not be available from conventional studies of transport alone. Furthermore, be-
cause noise properties are sensitive to the microscopic details of the bandstructure
and scattering, ab initio simulations of noise observables provide a more rigorous
test of the accepted theory of charge transport and carrier scattering in materials.
Second, cryogenic low noise amplifiers based on high electron mobility transistors
(HEMTs) are widely used in electromagnetic detector chains in applications such
as radio astronomy, deep space communications, and quantum computing. The de-
sign and optimization of HEMT devices have conventionally relied upon empirical
circuit-level models of fluctuations in devices. As the noise performance of modern
low-noise amplifiers has saturated to levels five to ten times above the standard quan-
tum limit, these empirical models are unable to resolve the microscopic origin of the
limiting excess noise. Identifying the microscopic mechanisms underpinning noise
in modern amplifiers is therefore necessary to produce better devices for scientific
instrumentation. In this work, we investigate electronic noise in semiconductor ma-
terials and devices with a combination of first-principles simulations and Schottky
thermometry experiments in transistor amplifiers.

First, we present our work on the development of novel parameter-free simulations
of non-equilibrium noise in semiconductor materials. While the ab initio theory of
low-field electronic transport properties such as carrier mobility is well-established,
an equivalent treatment of electronic fluctuations about a non-equilibrium steady
state has remained less explored. Starting from the Boltzmann Transport Equation,
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we develop an ab initiomethod for hot electron noise in semiconductors. In contrast
with the typical numerical methods used for electronic noise such as Monte Carlo
techniques, no adjustable parameters are required in the present formalism with the
electronic band structure and scattering rates calculated from first-principles. Our
formalism enables a parameter-free approach to probe the microscopic transport
processes that give rise to electronic noise in semiconductors. Next, we apply
the developed method to compute the spectral noise power in two materials of
technological interest, GaAs and Si. In our first study in GaAs, we show that despite
the well-known dominance of optical phonon scattering, the spectral features in
AC transport properties and noise originate from a surprising quasi-elasticity in
the scattering of warm electrons with the lattice. In our second study, we apply the
method to Siwhich possesses amore complicatedmultivalley conduction band. This
study demonstrates that the widely-accepted one-phonon scattering approximation
is insufficient to reproduce the warm electron tensor and that incorporating second-
order mechanisms, such as two-phonon scattering, may be critical to obtain an
accurate description of noise in such materials.

Finally, we discuss our work on developing deeper understandings of electronic
noise in real devices with a focus on transistor amplifiers. While the first-principles
work described above is appropriate for evaluating noise in ideal materials, in real
semiconductor devices, charge carriers are influenced by mechanisms such as defect
scattering, size effects, and reflections at interfaces. Owing to the complexity of
these mechanisms, HEMT noise is typically treated with empirical models, where
the physical noise sources are reduced to fitting parameters. Existing models of
HEMT noise, such as the Pospieszalski model, are unable to resolve the mecha-
nisms that set the noise floor of modern transistor amplifiers. In particular, the
magnitude of the contribution of thermal noise from the gate at cryogenic temper-
atures remains unclear owing to a lack of experimental measurements of thermal
resistance under these conditions. We report measurements of gate junction tem-
perature and thermal resistance in a HEMT at cryogenic and room temperatures
using a Schottky thermometry method. Based on our findings, we develop a phonon
radiation model of heat transfer in the device and estimate that the thermal noise
from the gate is several times larger than previously assumed. Our work suggests
that self-heating results in a practical lower limit for the microwave noise figure of
HEMTs at cryogenic temperatures.
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C h a p t e r 1

INTRODUCTION

Information in an electronic signal is contained in variables such as current, voltage,
or frequency. The processing and detection of arbitrarily small electronic signals is
limited by the loss-of-information induced by electronic noise, observed as irregular
and spontaneous deviations in the current, voltage, or frequency of the carrier
signal. In the context of scientific instrumentation, noise is of paramount interest
because it sets the practically achievable lower limit for accuracy of any electronically
processed measurement [1]. The unifying theme of the work presented in this thesis
is the study of electronic fluctuations in semiconductor materials and devices. Our
interest in this topic is guided by two observations.

First, while fluctuations of an equilibrium system are completely specified by the
temperature and conductivity, this description is insufficient in hot electron systems,
in which charge carriers are driven from equilibrium by external forces. When
perturbed by forces such as an electric field, electrons heat to high energy states
and access new scattering mechanisms unavailable in equilibrium. Fluctuations
about this non-equilibrium state are uniquely sensitive to the material-specific band-
structure and the momentum and energy relaxation induced by various scattering
mechanisms. Consequently, studying hot electron noise characteristics such as the
current spectral density can provide new insights into charge transport and offers
a more rigorous test of the underlying physical theory than conventional studies of
low-field transport coefficients.

Second, we note that the design and optimization of important weak-sensing de-
vices, such as the transistor amplifiers commonly used in electromagnetic detectors,
is dominated by simple circuit models of electronic noise. Despite the remarkable
progress driven by empirical optimization in the past three decades, the noise perfor-
mance of these devices has saturated to a level five to ten times above the quantum
limit [2]. The development of more physically-motivated models for device noise is
needed to stimulate progress and improve weak-sensing scientific instrumentation.
In this thesis, we seek to contribute to a deeper fundamental and practical understand-
ing of electronic noise through both simulations of fluctuations in semiconductors
and experimental characterization of thermal noise in transistor amplifiers.
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1.1 Ab initio theory of non-equilibrium electronic fluctuations in semiconduc-
tor materials

The transport and fluctuation properties of a given semiconductor material can
be calculated with knowledge of the electronic bandstructure and the interactions
of charge carriers with phonons, impurities, and other electrons. At a microscopic
level, individual electronic states are characterized by state properties such as energy,
group velocity, and the scattering rates with other states. If the distribution of
electrons, subject to external influence, is known, averaging these state quantities
over the distribution yields useful physical quantities such as the carrier temperature,
optical absorption, and electrical conductivity [3].

For systems in thermal equilibrium, the Fermi-Dirac distribution 5_ describes the
occupation of charge carriers in a given state _. The Fermi-Dirac distribution
only specifies the mean occupation of the electronic state. At finite temperatures,
the instantaneous occupation of a given state spontaneously fluctuates around the
average value specified by Fermi-Dirac. Microscopically, these fluctuations arise
because of the stochastic nature of the scattering. In equilibrium, detailed balance
requires that the mean flux of particles into every quantum state is zero. However,
the flux of particles into or out of a quantum state is a Poissonian process and is
characterized by a variance. Therefore, the instantaneous net flux into a quantum
state is in general non-zero due to instantaneous imbalance between the incoming and
outgoing fluxes [4]. Consequently, the occupancy of quantum states fluctuates under
both equilibrium and non-equilibrium conditions. These occupation fluctuations are
the microscopic underpinning for what we observe macroscopically as electronic
noise — the stochastic variation of the current or voltage in an electronic signal.

A non-random characteristic of these fluctuations is the power spectral density (PSD)
of current fluctuations, which, by the Wiener-Khintchine Theorem, is related to the
single-sided Fourier transform of the autocorrelation of the current fluctuations [5].
For systems in thermal equilibrium, simple analytical expressions relate the current
PSD to the small-signal response of the system to external perturbations. In a system
of charge carriers, the prototypical example is the Nyquist Law, which states that
the spectral density of thermal current fluctuations at equilibrium is proportional to
the small signal conductivity of the material and the temperature [6]. The Nyquist
law is a specific application of the more general fluctuation dissipation theorems,
first outlined by Callen and Welton [7] and subsequently expanded by Kubo [8, 9]
and Lax [10] that provide the analytical link between the spectral noise power and
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the admittance of the system. Other famous realizations of fluctuation dissipation
theorems include the theory of Brownian motion [11] and Kirchoff’s law of thermal
radiation [12]. Conceptually, these theorems reflect a naturally intuitive concept:
particles in an equilibrium system that are excited by either nonrandom perturbations
or spontaneous fluctuations relax to equilibrium via the same kinetic mechanisms,
and consequently it is sensible that the response in both cases should be related.

Outside of equilibrium, the fluctuation dissipation theorems are no longer valid, and
the noise spectral density is no longer specified by the low-field conductivity and
temperature [13]. On one hand, this fact makes the calculation of non-equilibrium
noise difficult, since the noise power spectral density and the linear transport prop-
erties must be solved for separately. On the other hand, it means that simulating
noise characteristics such as the current PSD can provide new insights into the mi-
croscopic processes that set energy and momentum relaxation in materials, which
could not be obtained from the study of low-field transport alone.

Electron-phonon interactions from first-principles
One topic of particular interest is the study of how charge carriers in a semicon-
ductor interact with the lattice. Electron-phonon interactions (EPIs) underpin many
important phenomena such as the temperature dependence of carrier mobility, the
optical absorbance of indirect-gap semiconductors, and the formation of Cooper
pairs in conventional superconductors [14]. Early computational studies of EPIs
relied heavily on semi-empirical descriptions of the interaction [15–17]. Deforma-
tion potential theory, first developed in systems with isotropic bandstructures by
Shockley and Bardeen [18] and later generalized to anisotropic systems by Herring
and Vogt [19] provided a reasonable fit to empirical data but could not predict the
behavior of either novel materials or materials under conditions which had not been
experimentally tested. Despite these limitations, the simplicity of the semi-empirical
approach and the lack of more sophisticated alternatives left deformation potential
theory as the dominant means of calculating EPIs for nearly two decades.

The development of truly predictive simulations of EPIs began with the advent of ab
initio methods to calculate electronic wavefunctions, lattice dynamical properties,
and electron-phonon (e-ph) matrix elements. These methods are known as ab initio
because they can be executed without the use of ad-hoc parameters and in principle
require only the specification of atomic identities and locations [20]. A major
breakthrough in such first-principles methods was the development of Kohn-Sham
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density functional theory (DFT) [21]. Under thismethod, the numerically intractable
many-body Schrödinger equation for a coupled electronic system is simplified via
a mean-field approach to a set of Kohn-Sham equations of polynomial complexity
[22]. With the appropriate selection of exchange-correlation functional, the Kohn-
Sham equations can provide a description of the ground-state electronic system
in the form of electronic wavefunctions and charge density [23]. In parallel to
developments in DFT, methods to calculate lattice vibrations from first-principles
were formalized. Density functional perturbation theory (DFPT), first developed
by Baroni and coauthors in 1987 [24], provided a method to calculate phonon
dispersions and perturbation potentials of the phonons on the electronic system.

Individually, DFT and DFPT can provide descriptions of the ground-state electronic
and equilibrium lattice properties of the system. However, when combined, the
methods can also be used to calculate perturbed-system dynamics such as transport
andfluctuations [14]. The basis of such calculations is the FermiGoldenRule (FGR),
which specifies the transition rates between the Kohn-Sham electronic eigenstates
mediated by phonons in terms of the DFPT perturbation potentials [25]. Practically,
the FGR provides a framework to calculate electronic scattering rates [26]. These
transition rates can then be used to computationally simulate linear response charge
transport and fluctuations properties in the electronic system.

In principle, if the scattering interactions between electronic states are specified,
it is possible to trace the trajectories of each charge carrier in the system as is
done in molecular dynamics. In practice, such an approach is not computationally
feasible due to the large number of free carriers in even the most lightly doped
semiconductors. Consequently the dynamics of charge carriers in semiconductors
are usually described statistically, through the probability distribution function.
As mentioned previously, charge carriers in an equilibrium state are distributed
according to Fermi-Dirac statistics. The Boltzmann Transport Equation (BTE) is
a framework that describes the statistics of perturbed systems through the non-
equilibrium distribution function [27]. The BTE is an integro-differential equation
that describes the evolution of the particle distribution function in time, position,
and momenta in response to external perturbations such as a temperature gradient
or an electric field and internal transitions described by the FGR [3]. Once solved,
moments of the calculated distribution function can be performed over the Brillouin
zone to give macroscopic properties such as particle number, drift velocity, and
mean energy, and their variation in space and time.
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In recent years, spurred by the development and distribution of first-principles elec-
tronic structure codes [28–30], various studies have developed methodologies to use
the BTE with ab initio inputs from DFT and DFPT as a powerful tool for studying
charge transport phenomena in semiconductor materials. These computational stud-
ies supplement experimental characterization in two important ways. First, while
most experimental observables represent moments of the distribution function over
the Brillouin zone, ab initio simulations give access to the microscopic properties
andmechanisms that are difficult to access experimentally. The perspective obtained
from first-principles descriptions of charge transport has significantly enhanced our
understanding of the microscopic interactions that determine linear transport prop-
erties. Second, if reasonable agreement with experimental observables is obtained,
these studies provide evidence that the implemented theory is an accurate character-
ization of the material. On the other hand, discrepancies with measurements can be
used to identify missing mechanisms, which are subsequently incorporated into the
first-principles simulation, iteratively contributing to a new accepted level of theory
in the material. In well-studied materials such as GaAs and Si, the culmination of
years of study have enabled predictive calculations of quantities such as the phonon-
limited electrical conductivity [31, 32], Hall mobility [33], and electron mean free
paths [34].

While the ab initio theory of low-field electronic transport properties in semicon-
ductors is well-established, an equivalent treatment of hot electronic fluctuations in
semiconductors is lacking. While existing low-field transport theory fully specifies
the electronic noise in equilibrium systems via the Nyquist Law, for systems per-
turbed out of equilibrium, the Nyquist Law is invalid and the spectral noise power
is no longer specified by the conductivity and temperature [13]. Consequently, sim-
ulating the hot electron noise power spectral density can provide new information
about the timescales and magnitudes of non-equilibrium processes that would not
be available from the calculation of mean transport quantities alone.

Physical interpretation of spectral noise power
As an example, consider Fig. 1.1, which is a pedagogical illustration of the spectral
density of current fluctuations in a semiconductor material. When the system is
in an equilibrium state, although there is no bulk current flow, stochastic thermal
fluctuations in electron occupation manifest as electronic velocity fluctuations. In
the figure, the velocity fluctuations appear as the Lorentzian structure observed in the
equilibrium PSD, characterized by a single pole roll-off. The Nyquist Law specifies
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Figure 1.1: Representative schematic of the spectral density of current fluctua-
tions. The equilibrium spectral density (dashed line) contains only the information
provided by specification of the Ohmic conductivity of the material. In contrast,
the structures observed in the non-equilibrium spectrum (solid line) represent the
relaxation rates of various microscopic processes such as generation and recombi-
nation, electron-phonon velocity fluctuations, intervalley fluctuations, and flicker
fluctuations. The non-equilibrium spectral density provides information about the
timescales and magnitudes of non-equilibrium processes not available from low-
field transport quantities. Figure adapted from [35].

that the spectral noise power is characterized by the same momentum relaxation
time associated with the linear electrical mobility [36].

In contrast, outside of equilibrium, the PSD contains new spectral features associated
with non-equilibrium random processes. As seen in Fig. 1.1, each distinct feature
corresponds to a new noise mechanism such as 1/ 5 [37], electronic transitions
between inequivalent valleys [36], generation and recombination (G&R) processes
[5], or hot electron-phonon mediated velocity fluctuations [38].

As can be seen in the figure, certain noise mechanisms only appear in the spectral
density under non-equilibrium conditions. For example, the stochastic exchange of
electrons between the conduction and valence bands via generation and recombina-
tion causes resistance fluctuations as the conductivity depends on the number of free
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Figure 1.2: Macroscopic electronic noise is underpinned by microscopic scatttering
events between electrons and impurities, phonons, and other electrons. Modeling
electronic noise requires modeling microscopic scattering events. In this work, we
provide special emphasis on electron-phonon interactions (EPIs).

electrons. When the system is in equilibrium, there is no current flow and conse-
quently the G&R and fluctuations are not observed in the equilibrium current PSD.
In contrast, when voltage is applied across the semiconductor, these fluctuations in
resistance translate into current fluctuationswhich increase the noise spectral density
relative to equilibrium. In addition to the magnitude, the generation and recombi-
nation noise is characterized by a timescale that corresponds to the relaxation rate
of the G&R process. This example illustrates the value of fluctuation spectroscopy,
where underlying microscopic processes are studied through their influence on the
noise characteristics of a material. The timescales and relative magnitudes of each
of these processes can be extracted quantitatively from the shape of the spectral
density, allowing one to directly assess the contribution of different noise sources
in a given frequency range. Because the nonequilibrium spectral density contains
information about processes that are not observed in equilibrium, accurately simu-
lating hot electron noise is a more rigorous test of the underlying theory of charge
transport than the calculation of low-field transport quantities such as the linear
conductivity.

In this thesis, we outline a Boltzmann Transport Equation framework for the first
ab initio simulations of electronic noise in semiconductors. As seen in Fig. 1.1,
many microscopic mechanisms may contribute to the hot electron noise spectrum
of real materials. In many semiconductor materials, the relaxation time associated
with e-ph scattering is on the order of hundreds of femtoseconds and consequently
phonon-mediated fluctuations are typically dominant in microwave semiconductor
devices [38]. In our work, we provide special focus on the non-equilibrium velocity
fluctuations induced by one phonon-mediated scattering [39]. Our work represents
an important contribution to the ab initio study of electron-phonon interactions.
While conventional e-ph ab initio simulations are restricted to the "cold" regime,
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where carriers are only lightly perturbed from equilibrium, we have extended the the-
ory to enable simulation of hot carrier phenomena, where the electron temperature
can greatly exceed the lattice temperature. The magnitude and spectral characteris-
tics of the hot electron noise depends on the unique details of the bandstructure and
the kinetic processes that set the rates of momentum and energy exchange with the
lattice in the material. As a demonstration of our method, we compute the spectral
noise power of electrons in two semiconductors of technological interest, GaAs and
Si.

1.2 Experimental characterization of thermal noise in HEMT amplifiers
In the previous section, we discussed how studying electronic fluctuations can pro-
vide useful insight into fundamental microscopic processes in materials. A second
objective of this thesis is to develop better understanding of how these fluctuations
impact the development of real semiconductor devices, especially those used in
weak-sensing applications. At present, ab initio methods are capable of simulat-
ing fluctuations in simple systems such as atomically pure, spatially homogeneous,
semiconductor bars. These materials-level simulations will contribute to improved
understanding of fundamental mechanisms that determine noise properties of com-
monly used materials. Furthermore, as recent examples in the transport community
illustrate [40–42], the continued development of ab initio calculations may lead to
experimental realization of new materials with novel noise properties.

On the other hand, simulating fluctuations in semiconductor devices is far more
challenging since charge and heat carriers in real devices are influenced by complex
mechanisms such as defect scattering [43], size effects [44], and reflections at
interfaces [45]. Owing to these challenges, the design and optimization of many
important semiconductor devices has been guided by simple equivalent circuit-level
models of electronic noise such as the Pospieszalski model [46]. These models are
limited in their ability to identify the microscopic sources of excess noise, as will
be discussed in detail below.

In this thesis, we focus on the noise performance of semiconductor devices based
on high electron mobility transistors or HEMTs. Microwave low noise amplifiers
(LNAs) based on HEMTs are a cornerstone of high precision measurements across
diverse fields in science and engineering such as radio astronomy [47, 48] and quan-
tum computing [49–53]. In these sensitive measurements, a cryogenic microwave
amplifier is often the first stage of the signal processing chain, and consequently
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its noise performance sets the noise floor of the entire apparatus since the noise
contributions of subsequent stages are reduced by the gain of the first stage. The
noise performance of an amplifier is characterized by its noise temperature; the
ultimate lower limit is set by quantum mechanics and is around 0.3 K at 6 GHz [54],
a common frequency for microwave signal processing.

Figure 1.3: Noise temperature versus frequency of various state of the art technolo-
gies [47, 55–63]. The best modern devices have noise temperatures 3-5 times the
standard quantum limit. Several mechanisms have been proposed to set the practical
noise floor including suppressed shot noise, excess gate leakage, and self-heating.
Chapter 4 will cover our work on assessing the contribution of thermal fluctuations
in the gate to the noise figure of modern HEMT amlifiers. Image credit: Iretomiwa
Esho.

After decades of development in device fabrication techniques [64–66] as well as
optimization based on microwave circuit design [55, 60, 67–69], HEMT LNAs have
achieved cryogenic noise temperatures approximately 5-10 times the quantum limit
over frequencies from 1-100 GHz, as can be seen in Fig. 1.3. Despite this progress,
applications drive the development of amplifiers with ever-lower noise figures [70].
Consequently, identifying the origins of excess noise in HEMTs is of great practical
interest, as such understanding will enable the design of better devices.

Conventionally, the problem of minimizing noise in transistor amplifiers has been
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approached through the development of equivalent circuit models. The Pospeiszal-
ski FET model is the prototypical example for HEMTs [46]. Under this model, the
noise of the intrinsic HEMT is decomposed into two sources, an input source added
at the HEMT gate and an output source in the HEMT drain. The noise sources
are parameterized by equivalent noise temperatures )6 and )3 , respectively. Phys-
ically, the drain source is often interpreted as related to hot electron fluctuations
in the channel, while the gate noise is assumed to be a purely thermal source at
the ambient temperature )6 = ) [71]. According to the Pospieszalski model, for a
constant drain current, as the temperature of the device is reduced, the thermal noise
contributed by the gate should scale as

√
) .

Although the measured HEMT noise does decrease with base temperature over a
range of temperatures as predicted, at cryogenic temperatures below 50 K the noise
temperature is observed to plateau to values several times larger than expected [72–
75]. As the Pospieszlaski model relies on the simple fitting of empirical data, it
cannot provide any physical guidance on the mechanisms setting this saturation.
Consequently, at present, the precise origin of excess HEMT noise is an open
question. The observed noise temperature plateau has been attributed to a variety
of mechanisms including drain shot noise [76], gate leakage current [55], and self-
heating [72, 77]. In recent years, the self-heating mechanism has garnered particular
interest. The typical operating conditions of cryogenic HEMTs require milliwatts
of dissipation through the channel. Recent computational studies asserts that under
these conditions, the thermal resistance of the intrinsic device is substantially larger
than that predicted by diffusion theory, and consequently there may be significant
local heating in devices operated cryogenically [72]. The concomitant thermal noise
could be responsible for the observed noise plateau.

Predicting the temperature of the active gate region of HEMT devices is therefore
critical in quantifying the noise floor of modern devices. The small size (!6 ∼ 100
nm) and buried structure of HEMTs present unique challenges to conventional ther-
mometery techniques such as IR microscopy [78, 79], micro-Raman spectroscopy
[80–82], or liquid crystal thermography [83]. In particular, IR microscopy can-
not capture the temperature rise of buried layers in the HEMT structure, Raman
spectroscopy typically uses spot-sizes that are much larger than the sub-micron gate
lengths, and liquid crystal thermography requires the preparation of special samples.
In light of these difficulties, we employ a method utilizing the diode characteristics
of the HEMT to obtain the first in situ measurements of the gate temperature and
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thermal resistance as a function of the base temperature and bias. Themeasurements
indicate that at liquid helium temperatures the thermal noise from the HEMT gate
may be several times larger than predicted by ambient conditions. We conclude that
without improvements in thermal management, self-heating results in a practical
lower limit for microwave noise figure of HEMTs at cryogenic temperatures.
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1.3 Outline of thesis
In this thesis, we seek to expand upon the knowledge of electronic fluctuations in
semiconductor materials and devices through both simulations and experiments.

In Chapter 2, we present a novel framework for the first parameter-free calcula-
tion of electronic fluctuations about a non-equilibrium steady state. Prior to this
work, first-principles simulations of semiconductors have primarily focused on near-
equilibrium transport coefficients. This chapter builds upon the previous transport
theory, providing special emphasis on our extension of the typical "cold electron"
treatment to enable the simulation of carriers heated by an electric field. We con-
clude this chapter with critical details about the numerical implementation of the ab
initio technique.

In Chapter 3, we demonstrate the utility of our approach by simulating fluctuations
in GaAs and silicon. In our first study, we apply the method to the direct computa-
tion of the AC mobility and spectral noise power of warm electrons in GaAs using
first-principles electronic bandstructure and electron-phonon matrix elements cal-
culated from electronic structure codes. We demonstrate that the spectral features
in AC transport properties and noise originate from the disparate time scales of
momentum and energy relaxation, despite the dominance of optical phonon scatter-
ing. We then demonstrate the method in the more complicated case of hot electron
fluctuations in multivalley semiconductors, using silicon as an example material.
This application demonstrates that the accepted level of scattering theory, namely
one phonon-mediated scattering, cannot capture the warm electron tensor and that
incorporating additional mechanisms such as two-phonon scattering will be critical
to obtain an accurate description of noise in such materials.

In Chapter 4, we describe the Schottky diode method for the extraction of HEMT
gate temperature under cryogenic conditions and bias. In particular we demonstrate
evidence that phonon radiation is the dominant mechanism of heat transport in
cryogenic HEMTs rather than other mechanisms such as bulk diffusion. Under the
radiation regime supported by the measurements, we simulate the expected noise
performance of a typical device operating at liquid helium temperatures and evaluate
the thermal contribution of the gate in this limit.

Finally, Chapter 5 summarizes key findings from the above work and identifies areas
of potential future interest.
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C h a p t e r 2

AB INITIO THEORY OF ELECTRONIC FLUCTUATIONS IN
SEMICONDUCTORS

This chapter has been adapted, in part, from:

1. Choi†, AlexanderY., Cheng†, P. S., Hatanpää, B.&Minnich, A. J. Electronic
noise of warm electrons in semiconductors from first principles. Phys. Rev.
Materials 5, 044603. https://link.aps.org/doi/10.1103/PhysRevMaterials.5.
04460 (4 Apr. 2021).

Contributions A.Y.C. wrote the Python backend for Boltzmann Transport
calculations, performed the data analysis, made the paper figures, and wrote
a majority of the manuscript.

First-principles simulations are important tools in the study of charge transport and
carrier dynamics in semiconductor materials. The objective of many ab initio stud-
ies is to first build a basic model of the relevant physics in a given material, and then
to iterate on this model by comparing simulated observables to measurements. In
this strategy, more sophisticated mechanisms are incorporated consecutively until
the refined model of the physical processes in the material can reproduce all desired
observables. There are two principle advantages of performing ab initio simulations
in parallel to experiments. First, the computation provides access to microscopic
variables that would be difficult to access with measurements alone. As such,
these studies may contribute insights into the hidden microscopic mechanisms that
underpin observed phenomena in materials. Second, simulations that accurately
reproduce experimentally measured observables provide verification that the under-
lying physical model is an accurate representation of the transport processes in the
material. Therefore first-principles studies often set the standard for the accepted
level of theory of charge transport, bandstructure, and scattering in a given material.

In this chapter, we describe amethod for the ab initio computation of electronic noise
in semiconductors using the Boltzmann Transport Equation (BTE). We begin by
discussing the historical treatment of fluctuations that has culminated in our efforts.
Next, we outline our use of the BTE and derive transport quantities such as the AC
and DC electrical conductivities. Special emphasis is given to how our technique
moves beyond the "cold electron" approximation typical in previous ab initioworks.

https://link.aps.org/doi/10.1103/PhysRevMaterials.5.04460
https://link.aps.org/doi/10.1103/PhysRevMaterials.5.04460
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Finally, we obtain an expression for the current fluctuation autocorrelation function
in terms of the solution to the BTE and use the Wiener-Khintchine Theorem to
obtain the noise power spectral density. To conclude this chapter, details critical to
the numerical implementation of the method are provided.

2.1 Background
Charge transport in semiconductors is a topic of fundamental and practical interest
with a well-established theoretical foundation [84, 85]. In many cases, a sufficient
understanding of the relevant physics at both low and high fields can be achieved
using the Boltzmann equation with semi-empirical scattering rates [3, 26, 86, 87].
Unfortunately, in many other cases, these semiempirical descriptions can fail to
capture the complexity of real materials and often rely upon fitting parameters
of ambiguous physical interpretation. Under these circumstances, a more precise
description of the electronic transitions induced by phonons and other perturbations
is required. Such a description is now possible owing to advances in electronic
structure codes that enable the ab initio computation of the transitionmatrix elements
given by Fermi’s golden rule performed in conjunction with the numerical solution
of the Boltzmann equation describing carrier dynamics [14, 25, 88, 89]. While
method development is ongoing, these calculations are now routine for various
semiconductors including Si [31, 90, 91], GaAs [34, 92, 93], phosphorene [88], and
others [32, 94–97].

In contrast to transport, an equivalent treatment of fluctuations fromanon-equilibrium
steady-state is lacking, despite the experimental accessibility of electronic noise [38,
98] and its importance in applications [99]. One system of theoretical and prac-
tical interest is the nondegenerate free electron gas. In equilibrium, closed-form
analytical relationships link the Ohmic conductivity, free-electron diffusion, and
power spectral density of fluctuations. In particular, the Price relationship links the
free-electron diffusion and the spectral noise power [13] while the Nyquist Law,
which is a specific realization of the more general fluctuation-dissipation theorems,
relates the spectral noise power to the linear electrical conductivity of the material
[5, 6, 100].

Nyquist Law of thermal fluctuations from an equilibrium state
Nyquist’s original formulation of the law is the result of a simple thought experiment
based on lumped-element circuit models as shown in Fig. 2.1 [6]. In Circuit I,
Nyquist considered two identical resistors in thermal equilibrium and connected
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Figure 2.1: The original derivation of Nyquist’s Law is a thought experiment
utilizing three lumped element circuit models [6]. By combining Circuits I and
II with the Second Law of Thermodynamics, Nyquist inferred that the equilibrium
thermal noise power is a universal function of temperature, resistance, and frequency.
By applying the classical equipartition theorem to Circuit III, Nyquist derived the
specific form of the noise power for a single resistive element.

via lossless transmission lines. In such a case, because the resistors are in thermal
equilibrium, the emitted noise power from each resistor is identical to that received
through absorption from the other resistor. Nyquist then considered Circuit II, in
which a resonant circuit is introduced between the conductors such that the power
transmitted in a given frequency band is attenuated more than any other band. In
such a case, the addition of the circuit would create a mismatch between the power
received by the two resistors and one would heat the other. Since this situation
would violate the Second Law of Thermodynamics, the power exchanged between
the resistors must be equivalent in every frequency band. From Circuits I and
II, Nyquist concluded that the electromotive force due to thermal agitation in the
conductors is a universal function of temperature, frequency, and resistance alone.

Finally, to determine the form of the universal function, Nyquist considered the
network shown in Circuit III. At a specified temperature ) , each resistor generates
a noise voltage that propagates down the transmission lines of length ;. If the
transmission line is characterized by an impedance equivalent to the resistance
', the power emitted from each resistor is completely absorbed by the other and
standing waves form along the transmission lines with frequencies 5< = <E(2;)−1,
where< = 1, 2, 3... and E is the propagation velocity in the line. In a given frequency
interval Δ 5 , the number of vibrational modes can be expressed as = = E−12;Δ 5 .
Under the classical equipartition theorem, each degree of freedomcontributes energy
� = 1/2:�) , where :� is the Boltzmann constant. Accounting for both themagnetic
and electrical degrees of freedom, the noise power contributed by the two resistors
can be expressed as % = 2�=C−1 = 2:�)Δ 5 , where C = E−1;.
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From simple circuit analysis, the instantaneous current in Circuit III �, can be
expressed in terms of the noise voltage on a single resistor 8= = E=/2'. The
power contributed by the single resistor is therefore %= = E2

=/4'. Combining this
expression with that of the total noise power, the spectral noise power of a single
resistive element is expressed as [101]:

(E = E
2
=Δ 5

−1 = 4:�)'. (2.1)

This expression, commonly referred to as the Nyquist Law, specifies the spectral
density of thermal fluctuations in a conductor as the simple product of the resistance
and the temperature.

Fluctuations from a non-equilibrium steady state
Outside of equilibrium, Eqn. 2.1 no longer applies and kinetic coefficients such as
the spectral noise power must be computed with another approach. The theoretical
description of fluctuations about a non-equilibrium steady-state has a long history.
While the Nyquist and Einstein relationships are not valid outside of equilibrium,
for a certain class of systems, the link between transport and fluctuations persists.
In 1935, Leontovich used kinetic theory to examine velocity fluctuations of a non-
equilibrium gas [102]. Around 20 years later, studying the motion of forced gaseous
ions, Wannier established the definition of a diffusion coefficient for transport about
a non-equilibrium but steady state [103]. Hashitsume considered a microscopic
description of occupancy fluctuations about a steady distribution using the Fokker-
Planck equation with a random source term [104]. In analogy with earlier works
on fluctuational Maxwell equations, Kadomotsev introduced Langevin sources into
the Boltzmann equation [105]. Shortly thereafter, Price derived that for spatially
homogeneous fluctuations, a fluctuation-diffusion relation links Wannier’s diffusion
coefficient to the spectral density of current fluctuations even outside of equilibrium
[36]. For this reason, the non-equilibrium noise at frequencies small compared
to scattering rates is known as diffusion noise. In the same year, Lax formulated
preceding theory into a general kinetic theory of fluctuations for aMarkovian system
[106]. Throughout the 1960s, Gantsevich and co-workers applied Lax’s kinetic
theory to dilute gases for which the evolution of the one-particle distribution function
is governed by the linear Boltzmann Equation [107]. Their technique, termed the
“method of moments,” demonstrated how to compute the spectral density of current
fluctuations using only the solutions of the linear Boltzmann equation. Concurrently
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withGantsevich, starting fromKadomotsev’s Boltzmann-Langevin equation, Kogan
and Shul’man developed a Langevin treatment of the current density fluctuations
[108]. Lax, van Vliet, and Kogan and Shul’man independently confirmed that the
method of moments and the Langevin approach are equivalent [109–111].

As computational resources became increasingly available, numerical implementa-
tions of the methods described above permitted computations of electronic noise
for both warm (Δ)/)0 � 1) and hot (Δ)/)0 ∼ 1) electrons, where Δ) is the
steady-state temperature rise of the electrons and )0 is the lattice temperature. Due
to the lack of knowledge of the precise transition rates between electronic states,
these studies employed simplified band structures and parameterized models for
scattering such as deformation potential theory for acoustic phonon scattering [112,
113]. For example, Stanton and Wilkins obtained the Green’s function of the Boltz-
mann equation under the single-mode relaxation time approximation, demonstrating
qualitative agreement with experiment in GaAs for one [114] and two [115] val-
ley systems. Numerous Monte Carlo simulations reported calculations of current
spectral densities in Si [112, 116–120], GaAs [117, 121, 122], and other semicon-
ductors [123–126]. These works employed various approximations such as Debye
acoustic phonons, dispersionless optical phonons, and spherical approximations for
electron conduction bands. With empirical knowledge of band structure parameters
such as effective mass and approximate relaxation times, reasonable agreement with
experiments was reported [112, 116–121, 123, 127, 128]. More recently, these
methods have been extended to heterostructures and have provided insight into the
design of low noise devices [129–131]. While such semi-empirical studies with
parameterized models can provide an adequate description of the physics of interest
in certain cases, they suffer from restrictions not found in ab initio studies. The
principle limitation is that it can be difficult to dis-entangle the precise balance of
competing noise mechanisms in the high-dimensional parameter spaces common in
MC, as the parameters that drive the models are often chosen on an ad hoc basis
to provide the best match to experimental results. Consequently such studies are
not predictive and are necessarily restricted to materials for which mature empirical
models of the dominant scattering mechanisms are available. It is therefore natural
to consider how advances in the ab initio calculation of mean transport quantities
[14, 25] can be applied to the non-equilibrium steady state.
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In this chapter, we present an ab initio theory of electronic noise for non-degenerate
semiconductor materials. The formalism provides the spectral noise power and both
DC and AC transport quantities without any adjustable parameters. Our method
provides a parameter-free view of the microscopic transport processes responsible
for electronic fluctuations in semiconductors and will advance fundamental studies
of carrier transport and applications of low noise semiconductor devices.

2.2 The Boltzmann Transport Equation
A hierarchy of transport models is available for the simulation of carrier dynamics
in materials. At the atomistic extreme are molecular dynamics (MD) methods,
in which the positions and momenta of individual charge carriers are simulated
over time under a governing equation such as the many-body Schrödinger equation.
On the other hand, at the macroscopic extreme are continuum models such as the
drift-diffusion equations, which treat the bulk motion of carriers hydrodynamically
rather than the individual carriers themselves. Selecting the appropriate model often
constitutes a trade-off between the resolution of MD models and the computational
simplicity of hydrodynamic treatments. In the present study, we use the Boltzmann
Transport Equation as a mesoscopic intermediate between these extremes.

The BTE is a framework that describes the behavior of non-equilibrium particle
ensembles under external forcing [27]. In particular, the BTE tracks the evolution
of the non-equilibrium distribution function in time, space, and momenta. Because
the BTE simulates the statistics of a representative particle through its probability
distribution function rather than tracing the motion of each carrier in the population,
it can be used to model practical systems at carrier numbers that would be computa-
tionally infeasible for MDmethods. Simultaneously, the BTE provides resolution at
the level of the charge carrier, and quantifies the influence of microscopic quantities
such as the mean free paths and scattering rates which are inaccessible to hydrody-
namic methods. These qualities inform our choice of the BTE as the appropriate
governing equation to model electronic fluctuations in semiconductors.

The BTE is typically expressed as an integro-differential equation in space, time,
and momenta. A rigorous derivation of the BTE is beyond the scope of this thesis
but is available in the literature [132, 133]. For electrons in a semiconductor, the
BTE can be written:

m 5 (x, k, C)
mC

+ v · ∇x 5 (x, k, C) +
F
ℏ
· ∇k 5 (x, k, C) = I[ 5 ] (2.2)
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where 5 is the non-equilibrium particle distribution function, x is the position vector,
k is the crystal wavevector, and C is time. The left-hand side of the BTE describes the
kinematic evolution of the distribution function over time under spatial gradients
∇x and external body forces F. In addition to kinematics, scattering events and
collisions may also introduce changes to the distribution function. The influence of
these events is captured in the right-hand side of the BTE in the collision term I[ 5 ].
Although in general, the BTE is difficult to solve due to its high-dimensionality,
under the appropriate approximations, it can be a powerful tool for simulating
transport and fluctuations in semiconductor systems. In the next section, we derive
closed form expressions for transport and fluctuation observables in non-degenerate,
spatially homogeneous semiconductors in terms of solutions to the BTE.

2.3 Calculating steady-state transport observables with the BTE
We begin by reviewing the ab initio treatment of steady-state transport using the
BTE and set the notation to be used henceforth. Consider a non-degenerate, spatially
homogeneous electron gas subject to an external electric field E. The system is
governed by the following Boltzmann equation:

m 5<k
mC
+

∑
W

4EW
ℏ

m 5<k
m:W

= I[ 5<k] . (2.3)

Here, we have neglected the time and spatial derivatives of Eqn. 2.2 and shifted the
explicit dependence on band and wavevector to an index <k. 5<k is the distribution
function that describes the occupancy of the electron state with wave vector k and
band index <, 4 is the fundamental charge, ℏ is the reduced Planck constant, and
W = G, H, I indexes the crystal axes. In the steady case, the transient term vanishes,
and we denote the solution of the resulting equation as 5 B

<k. The collision integral,
I, describes the scattering rates between electronic Bloch states <k and <′k′. In
general, the collision integral is a nonlinear functional of the distribution function
given by Fermi’s Golden Rule [84].

In many problems, a good approximation is that the Boltzmann equation can be
linearized about an equilibrium distribution as 5 B

<k ≡ 5 0
<k + Δ 5<k, where Δ 5<k

is the change in occupation due to the electric field E relative to the equilibrium
distribution 5 0

<k. Under the non-degenerate assumption, 5 0
<k is well approximated

by the Maxwell-Boltzmann distribution. With this substitution and retaining only
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terms linear in Δ 5<k, the Boltzmann equation becomes [86]:

∑
W

[
4EW
ℏ

mΔ 5<k
m:W

]
+

∑
<′k′

Θ<k<′k′Δ 5<′k′ = −
∑
W

4EW
ℏ

m 5 0
<k
m:W

(2.4)

where Θ<k<′k′ is the linearized collision integral.

Θ<k<′k′ =
2c
Nℏ

∑
<′aq
|6<k,<′k+q |2

[
X(n<k−ℏlaq−n<′k+q)�4<+X(n<k+ℏlaq−n<′k+q)�01B

]
(2.5)

Here, 6<k,<′k′ is the electron-phonon matrix element coupling electron state <k to
another electron state <′k′ = <′k + q via emission or absorption of a phonon with
wave vector q, polarization a, and occupancy #aq given by the Bose distribution.
N is the total number of q-points. The linearized emission and absorption weights
are:

�4<B = Δ 5k(#q + 1 − 5 0
k+q) − Δ 5k+q(#q + 5 0

<k)

�01B = Δ 5k(#q + 5 0
<k) − Δ 5k+q(#q + 1 − 5 0

k+q).
(2.6)

The X-functions of Eqn. 2.5 are representative of the requirement for the conservation
of energy associated with the transition. The conservation of crystal momentum is
implicit in the sum over @ phonon wavevector, as only modes conserving momentum
are calculated. Note that in Eqn. 2.4, we have moved the collision integral to the
left-hand side and defined Eqn. 2.5 without the usual minus sign to simplify the
following expressions.

Warm electron scattering via one-phonon processes
As discussed in Ch. 1, in this thesis, we focus on the simulation of electronic fluc-
tuations induced by phonon-mediated scattering. The scattering matrix presented
above is calculated from the lowest-order terms in the perturbation expansion of
the electron-phonon interaction [25]. As formulated, Θ<k<′k′ represents the scat-
tering events mediated by a single phonon emission or absorption event, and is
therefore termed the 1ph scattering matrix. Although expansion to the leading order
is often sufficient to obtain reasonable approximation of the physics, and in many
well-studied materials such as Si [90], MoS2 [31], and GaN [94], 1ph scattering
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Figure 2.2: The scattering matrix used in this thesis is a lowest-order expansion
of the electron phonon interaction in solids and therefore accounts for the simplest
form of e-ph scattering, that mediated by the emission (1e) or absorption (1a) of a
single phonon with momentum q. Higher-order perturbation expansions are needed
to capture phenomena such as two-phonon (2ph), which include one emission, one
absorption (1e1a), two absorption (2a) and two emission (2e) transitions. Calcula-
tions of two-phonon processes are computationally challenging owing to the larger
phase space, as the intermediate states in the transition are not confined to the
bandstructure. Figure adapted from Ref. [93].

is conventionally understood to dominate charge transport processes On the other
hand, next-to-leading order effects such as two-phonon scattering are known to be
important in certain classes of materials such as polar semiconductors [39]. The
first-principles calculation of these higher-order processes is non-trivial. For exam-
ple, in the calculation of two-phonon mediated-processes, the number of Feynmann
diagrams expands to include the emission-absorption (1e1a), emission-emission
(2e), and absorption-absorption transitions (2a) depicted in Fig. 2.2. The phase
space associated with two-phonon scattering is much larger than that of one-phonon
processes, as the intermediate scattering state is not confined to the bandstructure
shell. To account for these new processes, one must perform computationally ex-
pensive Brillouin zone sums over two sets of crystal momenta corresponding to each
phonon (for more detail see the Results section of [93]). Owing to these challenges,
in the present study, we restrict ourselves to the investigation of fluctuations induced
by the 1ph scattering captured by Θ<k<′k′.

As a further simplification, one may restrict the electric field to values where
Δ 5<k � 5 0

<k so that the linearization of Eqn. 2.4 is valid. However, in the typical ab
initio treatment of transport, the electric field is further assumed to be small enough
such that m 5<k/m:W ≈ m 5 0

<k/m:W , allowingΔ 5<k to be obtained by an iterativemethod
with only knowledge of Θ<k<′k′ and the equilibrium distribution 5 0

<k [25]. In the
present problem, the field is sufficiently large such that mΔ 5<k/m:W ∼ m 5 0

<k/m:W and
the neglected derivative term, mΔ 5<k/m:W , must be included. This approximation
was originally denoted as the ‘warm electron’ approximation since the excess energy
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of the electrons over the thermal value can be non-zero while remaining small on that
scale [87]. Section 4.2 contains more information about the numerical evaluation
of the non-equilibrium drift operator in GaAs.

To treat the drift term numerically, we employ a finite difference approximation:

∑
W

4EW
ℏ

mΔ 5 B
<k

m:W
≈

∑
W

4EW
ℏ

∑
<′k′

�<k<′k′,W Δ 5<′k′ (2.7)

where the momentum-space derivative is approximated using a nearest-neighbor
central-difference scheme [134, 135]. Under this scheme, the momentum term can
be approximated to first order as:

∑
<′k′

�<k<′k′,W Δ 5<′k′ =
∑

b
(Δ 5<k+b − Δ 5<k)F1b (2.8)

where b is the distance vector linking the reference point to nearest neighbors and
F1 is a weighting factor that obeys:

F1

∑
8

18U1
8
V = XUV (2.9)

where U and V represent crystal axes of the system. A representation of the nearest
neighbors linked in the finite difference scheme is shown in Fig. 2.3.

With these definitions, the steady Boltzmann equation becomes:

∑
<′k′

Λ<k<′k′Δ 5<′k′ ≡
∑
W

∑
<′k′

[
4EW
ℏ
�<k<′k′,W+Θ<k<′k′

]
Δ 5<′k′ =

∑
W

4EW
:�)

E<k,W 5
0
<k.

(2.10)

Here, we have analytically expanded the gradient of the equilibrium Boltzmann
distribution on the right-hand side as:

m 5 0
<k
m:W

= −
ℏE<k,W

:�)
5 0
<k (2.11)

where E<k is the group velocity and :�) is the thermal energy. Λ<k<′k′ is de-
fined as the relaxation operator that combines the drift and scattering operators.
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Figure 2.3: The central difference scheme used to approximate the momentum
derivative in Eqn. 2.8 relates the local derivative to the value of the distribution
in the nearest neighbor states. The dashed lines represent the distance vector b.
The central difference approximation enables us move beyond the typical "cold-
electron" approximation and treat electrons that have been heated above the lattice
temperature.

Equation 2.10 shows that the steady Boltzmann equation is now a system of lin-
ear equations. The solution, Δ 5<k, can be written symbolically using the inverse
relaxation operator:

Δ 5<k =
∑
<′k′

Λ−1
<k<′k′

∑
W

(
4EW
:�)

)
E<′k′,W 5

0
<′k′ . (2.12)

Once the solution vector is calculated, transport properties such as the electrical
conductivity can be defined using the steady distribution. In particular, the linear
DC conductivity f;8=

UV
can be expressed as:

f;8=UV =
242

:�)V0

∑
<k
E<k, U

∑
<′k′
(Θ−1

<k<′k′ E<′k′, V 5
0
<′k′) (2.13)

where the factor of 2 accounts for spin degeneracy and V0 is the product of the
unit cell volume and the number of cells, or the supercell volume. The field
is applied along the V axis and the resulting current is measured along the U
axis. The conductivity of Eqn. 2.13 is typically calculated in the cold electron
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approximation for which mΔ 5<k/m:W � m 5 0
<k/m:W . This cold electron conductivity

is thus independent of the electric field and is only a valid description of transport
for small perturbations from equilibrium such that the above approximation is valid.

For sufficiently large fields that mΔ 5<k/m:W ∼ m 5 0
<k/m:W , the DC conductivity de-

pends on the electric field and is defined with the relaxation operator:

fUV (E) =
242

:�)V0

∑
<k
E<k,U

∑
<′k′

Λ−1
<k<′k′ E<′k′, V 5

0
<′k′ (2.14)

Another important transport quantity, the AC small-signal conductivity fl
UV
, de-

scribes the linear response of the system about a non-equilibrium steady-state to a
transient electric field [38]. With the steady distribution 5 B

<k being set by aDCfieldE
as described above, an AC field perturbation along crystal axis W, XEW (C) = XEW48lC ,
induces a fluctuation of the steady distribution X 5<k(C) = X 5<k(l)48lC . The re-
sponse of the system to such a fluctuation is governed by the Fourier transformed
Boltzmann equation:

∑
<′k′
(8l I + Λ)<k<′k′ X 5<′k′ = −

∑
W

4XEW
ℏ

m 5 B
<k
m:W

. (2.15)

Here, I is the identity matrix and l is the angular frequency. The fluctuation in the
distribution function induces a current fluctuation about the DC value, given as:

X 9U =
24
V0

∑
<k
E<k, U X 5<k. (2.16)

The small-signal AC conductivity is defined as the linear coefficient relating the
current density variation to the perturbation,fl

UV
≡ X 9U/XEV. An explicit expression

for AC conductivity can be obtained by combining the above expressions:

flUV =
24
V0XEV

∑
<k
E<k,U

∑
<′k′
(8l I + Λ)−1

<k<′k′

[∑
W

−
4XEW
ℏ

m 5 B
<′k′

m: ′W

]
. (2.17)

At equilibrium the steady distribution reduces to the equilibrium distribution 5 B
<k =

5 0
<k, the kinetic operator reduces to the scattering operator, Λ<k<′k′ = Θ<k<′k′. By
examining Eq. 2.13 and Eq. 2.17, we see that at equilibrium the zero-frequency
differential conductivity is equal to the linear DC conductivity fl=0

UV
(E = 0) = f;8=

UV
.
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2.4 Calculating fluctuations about a non-equilibrium steady state with the
BTE

The previous section demonstrates how theBTE can be used to compute the transport
quantities that characterize the bulk linear response of the system to the perturbations
induced by an electric field. In this section, we now extend this treatment to consider
fluctuations about a non-equilibrium steady state induced by the stochastic nature of
charge carrier scattering. Suppose that the steady state distribution 5 B

<k is known.
Just as in equilibrium, fluctuations in the instantaneous occupation of the quantum
states occur. Microscopically, these fluctuations arise because of the stochastic
nature of the scattering described by Θ<k<′k′. At steady state, detailed balance
requires that the mean flux of particles into every quantum state is zero. However,
the flux of particles into or out of a quantum state is a Poissonian process and is
characterized by a variance. Therefore, the instantaneous net flux into a quantum
state is in general non-zero due to instantaneous imbalance between the incoming
and outgoing fluxes [4]. Consequently, the occupancy of quantum states fluctuates
under both equilibrium and non-equilibrium conditions.

In the macroscopic limit at which fluctuations are observed in the laboratory, these
distribution function fluctuations appear as instantaneous current fluctuations, or
equivalently, as electronic noise. A non-random characteristic of these fluctuations
is the spectral density of current density fluctuations, which represents the squared
sum of the deviation’s Fourier components over an infinitesimal frequency range.
The Wiener-Khintchine Theorem relates the power spectral density to the single-
sided Fourier transform of the autocorrelation of the current density fluctuations
[38]:

( 9U 9V (l) ≡ (X 9UX 9V)l = 2
∫ ∞

−∞
X 9U (C)X 9V4−8lC3C (2.18)

where the overbar indicates ensemble average over all microscopic states in the
system.

Just as the macroscopic transport variables can be calculated in terms of the
mean occupation functions, one can express the fluctuations in the same macro-
scopic quantities to microscopic fluctuations in the distribution function. Following
Ref. [4], we now consider random fluctuations about the non-equilibrium steady
state, X 5<k(C) = 5<k(C) − 5 B<k. In contrast to the fluctuations associated with the
small signal conductivity described in Eqn. 2.17, these fluctuations are induced by



26

the stochastic nature of scattering rather than an external perturbation. The corre-
sponding current density fluctuations can be expressed in terms of the fluctuation in
the distribution function as in Eqn. 2.16.

It follows that the ensemble average of the correlation function of instantaneous
current fluctuations along axes U and V, X 9U (C)X 9V, can be expressed in terms of the
correlation function of the occupancy fluctuations, X 5<k(C)X 5<1k1:

X 9U (C)X 9V =
(

24
V0

)2 ∑
<k

∑
<1k1

E<k, U E<1k1, V X 5<k(C)X 5<1k1 . (2.19)

Equation 2.19 shows that computing the spectral density of current density fluctua-
tions requires calculating the correlations of single-particle occupancy fluctuations
X 5<k(C)X 5<1k1 . This function is known as the time-displaced, two-particle correla-
tion function [4]. Through a quantum statistical mechanical treatment, Gantsevich
and coauthors have demonstrated that the time-displaced, two-particle correlation
function obeys the same Boltzmann equation as the fluctuation itself [107]:

m

mC
X 5<k(C)X 5<1k1 +

∑
<′k′

Λ<k<′k′ X 5<′k′ (C)X 5<1k1 = 0. (2.20)

This result is surprising initially, but a simple physical interpretation helps to make
matters clear. The correlation X 5<k(C)X 5<1k1 is a smooth function of time that
describes the average time evolution of a fluctuation X 5<k1 . The system does not
distinguish between stochastic fluctuations and deviations from equilibrium induced
by macroscopic external perturbations. Therefore, it should not be surprising that
the regression to a steady state is governed by the Boltzmann Equation in both
cases. The importance of this result cannot be overstated. We have seen previously
that quantifying the noise of the system requires calculating the correlation of
occupancy fluctuations. Equation 2.20 indicates that the simulation of fluctuations
can be performed with only the information needed to describe the relaxation of
the carriers to a steady state [106]. The physical intuition behind this argument
is essentially an extension of Onsager’s regression hypothesis to non-equilibrium
systems (in particular, see Sec. 1 of Ref. [4]).

Solving Eqn. 2.20 requires the specification of an initial condition, X 5<′k′X 5<1k1 ,
which is known as the one-time, two-particle correlation function. For a non-
degenerate systemwith a fixed number of particles # , this requirementwas identified
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by Fowler [136] and Lax [106] as the standard problem of distributing indistinguish-
able balls into labeled boxes, and can therefore be described using the multinomial
distribution. For correlations between states labeled by band and wavevector, the
condition is expressed:

X 5<kX 5<1k1 = 5<kXkk1X<<1 −
5<k 5<1k1

#
(2.21)

where the second term on the right-hand side indicates that a correlation exists
between occupancies due to the fixed particle number. It should be noted that in the
degenerate limit, two-particle collisions among charge carriers introduce additional
correlation between the states. In principle, this correlation can be accounted for
through an additional term in Eqn. 2.21 (see Ch. 3 in [38]), but is beyond the
scope of present work. For the non-degenerate systems of present interest, one
cam combine the initial condition for the correlation, Eqns. 2.18, 2.19, and 2.20, to
express the spectral density of current fluctuations explicitly in terms of solutions to
the Boltzmann equation. For a single band, we drop the band index to get:

(X 9UX 9V)l =
(

24
V0

)2 ∑
k,k1

Ek,U Ek1,V (X 5kX 5k1)l. (2.22)

As with the current density, the spectral density of distribution function fluctuations
is related to its analagous correlation function by Fourier transform:

(X 5kX 5k1)l =
∫ ∞

−∞
X 5k(C)X 5k1 e

−8lC 3C. (2.23)

Constraining the solution to times C > 0 and employing the familiar stationarity
property of the correlation X 5<k(−C)X 5k1 ≡ X 5<k(C1 − C)X 5k1 (C) = X 5k1 (C)X 5<k, it
follows that the spectral density can be expressed as:

(X 5kX 5k1)l = 2<
[∑

k′
(8l I + Λ)−1

kk′ X 5k′ X 5k1

]
. (2.24)

Combining Eqns. 2.21, 2.22, and 2.24, we obtain the following expression:

( 9U 9V (l) = 2
(

24
V0

)2
<

[∑
k
Ek,U

∑
k′
(8l I + Λ)−1

kk′
∑
k1

Ek1, V

(
5 Bk′Xk′k1 −

5 Bk′ 5
B
k1

#

)]
.

(2.25)
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In practice, the numerical evaluation of Eqn. 2.25 is simplified by performing the
integral over the initial momentum state k1 analytically.

( 9U 9V (l) = 2
(

24
V0

)2
<

[∑
k
Ek,U

∑
k′
(8l I + Λ)−1

kk′

(
5 Bk′ (Ek′, V −+V)

)]
(2.26)

Here, +V is the drift velocity along the V axis defined as:

+V =
1
#

∑
k
Ek, V 5

B
k (2.27)

where # =
∑

k 5k is the total particle number.

From Eqn. 2.26, it follows that calculating the spectral density of the current fluc-
tuations requires solving the inhomogeneous Boltzmann equation twice. First,
the steady occupation function must be obtained using Eqn. 2.12. Then, the
Boltzmann equation is solved again with inhomogeneous term 5 Bk (Ek,V − +V) with
5 B
<k ≡ 5

0
<k + Δ 5<k. The appropriate Brillouin zone integrations are then performed

to calculate the power spectral density.

Recovering Nyquist Law from the BTE
As a check of the above derivation, consider an equilibrium system for which EW = 0
and +W = 0. The equation is simplified as 5 Bk = 5 0

k and Λkk′ = Θkk′. Then, we have:

( 9U 9V (E = 0) = 2
(

24
V0

)2
<

[∑
k
Ek, U

∑
k′
(8l I + Θ)−1

kk′ 5
0
k′ Ek′, V

]
. (2.28)

With the same simplifications, the equilibrium AC conductivity from Eqn. 2.17 is:

flUV (E = 0) = 242

ℏV0

∑
k
Ek, U (8l I + Θ)−1

kk′

[
−
m 5 0

k′

m: ′
V

]
. (2.29)

Combining the above expressions, we obtain the familiar Nyquist relationship [6]:

( 9U 9V (E = 0) = 4
:�)0
V0
<[flUV (E = 0)] . (2.30)

This relationship is formally valid only in equilibrium, but remains approximately
true in the ‘cold’ electron regime for which m 5 B

<k/mk ≈ m 5 0
<k/mk and Δ 5<k � 5 0

<k
such that Λkk′ ≈ Θkk′ and 5 B<k ≈ 5

0
<k.



29

The theory presented above represents a method for the first ab initio calculation
of the power spectral density of current fluctuations in semiconductors. Our tech-
nique moves beyond the "cold electron" approximation typical in previous ab initio
works by incorporating a finite difference approximation for the drift operator in
the Boltzmann Transport Equation, thus permitting the simulation of warm and hot
electrons. Briefly, this method is an appropriate description of fluctuations about the
nonequilibrium steady state under the same conditions for which the semiclassical
Boltzmann Equation is valid. These conditions can be summarized in two points
[27]. First, it is assumed that collision times are sufficiently brief such that they
may be considered instantaneous compared to any relevant time scale in the system.
Second, it is assumed that collisions are sufficiently infrequent such that they may
be considered statistically independent of each other. For the non-degenerate carrier
gas systems of present interest, these dilute gas assumptions are valid and the above
method is suitable. To conclude this chapter, we describe details critical to the
numerical implementation of the theory.

2.5 Numerical implementation of simulations
We now describe the implementation details to compute the spectral noise power
and other quantities using the theory from Ch. 2. In particular, in the next chapter,
we provide the results of these computations in GaAs and Si. The inputs to the
Boltzmann equation are the electronic structure and electron-phonon matrix ele-
ments 6<k,<′k+q calculated using electronic structure packages. First, the electronic
structure and electron-phonon matrix elements for both GaAs and Si are computed
on a coarse 8 × 8 × 8 grid using density functional theory (DFT) and density func-
tional perturbation theory (DFPT), respectively, withQuantum Espresso (QE) [29,
137]. These quantities are then interpolated to finer grids using Wannier interpola-
tion with Perturbo [30]. Perturbo includes corrections for polar materials that
are necessary in GaAs [138].

The electronic structure calculations using QE employ simulation parameters that
are routine in the literature as in Ref. [92, 139]. Briefly, in GaAs use a plane wave
cutoff of 72 Ryd and a relaxed lattice parameter of 5.556 Å while in Si we use a
cutoff of 40 Ryd and a relaxed lattice parameter of 5.43 AA. We set the Fermi
level to obtain a carrier concentration of 1015 cm−3 in GaAs and 1016 cm−3 in Si
corresponding to a non-degenerate electron gases. We consider only conduction
band electronic states within an energy cutoff above the conduction band minimum
(CBM) of 335 meV in GaAs and 300 meV in Si. These energy windows are larger
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than the window used in typical electron transport calculations since the present
calculations allow the electric field to heat the electrons, leading to occupation
at higher energy states. Further increasing the energy window by 50 meV had
negligible effect on the observables of interest like spectral noise power.

In Perturbo, we use a grid of 200 × 200 × 200 in GaAs and 100 × 100 × 100 in
Si for the Wannier interpolated electronic structures and electron-phonon matrix
elements. The transition rates of Eqn. 2.5 are calculated at 300 K. For warm
electrons in GaAs, we consider convergence by determining the change in the
spectral noise power at the maximum electric field for which the Δ 5<k � 5 0

<k
assumption is satisfied. Numerical experimentation shows that this condition is
satisfied for E . 800 V cm−1. The spectral noise power at 800 V cm−1 using the
200× 200× 200 grid differs by less than 1% from the value obtained on a grid with
twice the number of grid points. The delta function in the electron-phonon matrix
elements is approximated with a Gaussian with a 10 meV broadening parameter in
GaAs [92] and 5 meV in Si [30]. Decreasing the broadening to 6 meV in GaAs
changed the spectral noise power at 800 V cm−1 by less than 3%.

While Perturbo performs the Wannier interpolation for the electron-phonon inter-
action on fine grids [135], it does not explicitly construct the collision matrix of
Eqn. 2.5. Instead, the mobility is computed using an iterative scheme under the
cold-electron approximation [25]. We found that this iterative method was numeri-
cally unstable for the warm electron case. We instead solved the linear system using
the Generalized Minimal Residual (GMRES) algorithm as implemented in the Sci-
entific Python library [140]. The matrix was constructed by modifying Perturbo
to output the elements of Eqn. 2.5.

As described earlier in Ch. 2, the cold electron approximation that is typical in
previous works presumes that mΔ 5<k/mk = m 5 0

<k/mk. Numerical analysis in GaAs,
as shown in Fig. 2.4 has revealed that in the field range of present interest, the
momentum-space derivative of the deviational occupation, mΔ 5<k/mk, is large
compared to m 5 0

<k/mk. Consequently, as described in Sec. 2.4, the derivative
term corresponding to particle drift in an electric field E is approximated by a finite
difference matrix. In this treatment, boundary conditions must be applied to points
that do not have a full set of first-nearest neighbors. To do so, we assume that these
points have zero occupation by removing the contributions of these states to the
finite difference matrix. The energy window is selected to be sufficiently large such
that these boundary states indeed have negligible population, which ensures that
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Figure 2.4: Ratio of the non-equilibrium drift operator to the equilibrium drift
operator for GaAs at 300 K. The cold-electron approximation is appropriate in the
range of fields for which the ratio of the operators is much smaller than one. At
even modest fields such as 800 V cm−1, the non-equilibrium drift operator rapidly
exceeds its value in equilibrium, necessitating the warm electron-treatment applied
here.

scattering induced by the collision matrix Θ<k<′k′ for these states can be neglected.

With the collision and drift matrices computed, we then construct the relaxation
operator Λ<k<′k′, Eqn. 2.10. The steady-state distribution is obtained by solving
the resulting linear system given by Eqn. 2.12. We then solve Eqn. 2.26 with the
inhomogenous term constructed from the previously computed steady-state distri-
bution as input. For this second Boltzmann equation, we include an 8l term on the
diagonal of the linear system which corresponds to the Fourier transformed time
derivative. Finally, the spectral density is computed as a Brillouin zone integration
over the distribution that solves the second Boltzmann equation. The calculation of
the AC mobility proceeds in a similar way as for the steady distribution except with
the addition of the 8l term.
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Owing to computational limitations, we account for first-order electron-phonon
(1ph) processes and neglect higher-order interactions that are reported to play a role
in polar semiconductors [93]. Also, recent studies report the effect of quadrupole
electron-phonon interactions on electron transport [141, 142]. In particular, the
work of Ref. [142] predicted a significant correction to the mobility in GaAs limited
by acoustic mode scattering. Our calculations were performed at 300 K at which the
scattering is dominated by polar optical phonons, and so we neglected quadrupole
interactions. Further, we ignore the effect of spin-orbit coupling, as spin-orbit
interactions in silicon are weak and thus do not have a significant effect on transport
properties like mobility [90]. Similarly, for our work in Si, quadrupole electron-
phonon interactions were neglected, as they are reported to provide only a small
correction to silicon mobility at room temperature [143].
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C h a p t e r 3

FIRST-PRINCIPLES SIMULATIONS OF NONEQUILIBRIUM
ELECTRONIC FLUCTUATIONS IN GALLIUM ARSENIDE AND

SILICON

This chapter has been adapted, in part, from:

1. Choi†, AlexanderY., Cheng†, P. S., Hatanpää, B.&Minnich, A. J. Electronic
noise of warm electrons in semiconductors from first principles. Phys. Rev.
Materials 5, 044603. https://link.aps.org/doi/10.1103/PhysRevMaterials.5.
04460 (4 Apr. 2021).

Contributions A.Y.C. wrote the Python backend for Boltzmann Transport
calculations, performed the data analysis, made the paper figures, and wrote
a majority of the manuscript.

2. Choi†, Alexander Y., Hatanpää†, B., Cheng, P. S. &Minnich, A. J. Nonequi-
librium transport and fluctuations of hot electrons in Si from first-principles.
In preparation.

Contributions A.Y.C. wrote the Python backend for Boltzmann Transport
calculations, performed the initial set of calculations, performed data analysis,
and wrote half the manuscript.

As described in the previous chapter, computation of electronic noise in semicon-
ductors can provide useful information about materials that would not be available
from conventional simulations of low-field transport quantities. In this chapter, we
describe our calculations of both transport and fluctuation quantities using the theory
outlined in the previous chapter. Our work represents a substantial advancement in
ab initio studies of materials. In particular, we move beyond the "cold-electron" ap-
proximation typical in low-field studies and provide the first calculations of transport
and spectral noise power in carriers that are heated above the lattice temperature.
Further, our method provides a means to go beyond semi-empirical models for
electronic noise, allowing us to identify the microscopic mechanisms responsible
for electronic fluctuations in a predictive manner. By applying our method in
well-studied semiconductors and comparing simulated transport and fluctuation ob-
servables to experiment, we evaluate the standard for the accepted level of theory of
charge transport, bandstructure, and scattering in these materials.

https://link.aps.org/doi/10.1103/PhysRevMaterials.5.04460
https://link.aps.org/doi/10.1103/PhysRevMaterials.5.04460
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We present our results in two major parts. In the first section, we apply our method
to warm electrons in GaAs. Using the nonequilibrium distribution function, we
calculate the warm electron DC and AC mobilities and demonstrate that the method
provides good comparison to experimental measurements of the heating. By cal-
culating the fluctuations, we show that the anisotropy and spectral features of the
noise power in GaAs can be explained by the disparate timescales of momentum
and energy exchange with phonons, even though scattering is dominated by the
highly inelastic polar optical phonon scattering mechanism. Next, we extend the
methodology to hot electrons in silicon. In contrast to single valley, direct-bandgap
semiconductors such as GaAs, in multivalley semiconductors such as Si, intervalley
coupling plays a strong role for even low fields. We demonstrate the ability of our
method to resolve the contribution of heating and redistribution in the valleys to
both high field transport and fluctuations. Our analysis indicates that the widely-
accepted one-phonon approximation for the e-ph interaction is unable to reproduce
measurements of the warm electron tensor in Si. This result indicates that incorpo-
rating higher-level scattering mechanisms such as two-phonon may be necessary to
accurately simulate noise in Si.

3.1 Electronic transport in GaAs
Gallium arsenide (GaAs) is III-V compound semiconductor with zincblende crystal
structure. As depicted in Fig. 3.1, GaAs is a direct bandgap semiconductor with a
single conduction band minimum at the Γ point. To excellent approximation, the
Gamma valley is spherical with effective mass 0.063<0 [86]. Because of the high
mobility resulting from a light conduction band minimum, GaAs is a commonly
used material in high speed electronics operating at microwave frequencies [38].
Further up the conduction band, GaAs possesses eight degenerate valleys at the !
point and six degenerate valleys at the - point. The large energy separation between
the valleys Δ�Γ! = 300 meV and Δ�Γ- = 470 meV [145] means that at room
temperature and for typical doping levels, equilibrium electrons remain mostly in
the Γ valley (for 300 K and = = 1016 cm−3, over 99.9% of electrons are in Γ).

We begin this section examining the steady state distribution and associated transport
observables for the cold and warm electron regimes in room temperature GaAs.
Figure 3.2 plots the deviational steady state distribution functions Δ 5k = 5 Bk − 5

0
k

under the two approximations versus the wave vector parallel to the electric field, :G .
We refer to this direction as the longitudinal direction. At lowfieldsE < 100 V cm−1,
the cold electron approximation is accurate and the solutions are nearly identical.
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Figure 3.1: Conduction and valence band structure of GaAs with the �4̄3< [216]
HermannMauguin space group. Inset: Conventional cell of GaAs in the zincblende
structure. Data generated with the Materials Project [144].

In contrast, as the field increases, differences in the distribution functions emerge.
Under the cold electron approximation, Eqn. 2.12 shows that Δ 5k is required to
possess odd symmetry about the Brillouin zone center because the forcing gradient
m 5 0

k /mk is odd with respect to :G while the scattering matrix is even (Θkk′ = Θ−k−k′).
This symmetry is evident in the cold electron solutions at all fields in Fig. 3.2.
Physically, this symmetry indicates that in the cold electron case, states with negative
wavevector are depopulated to the exact same degree that the corresponding positive
wavevector are filled. Since the net population does not changewith energy, electrons
under this approximation do not heat with the field. This is in contrast to the warm
electron case, where the electronic distribution function develop asymmetrically
in momentum space as the non-equilibrium gradient modeled by Eqn. 2.8 grows
with the field. At E = 800 V cm−1, warm electrons reach comparatively high
wavevector states in the direction of the field as exhibited by the momentum-space
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Figure 3.2: Deviational occupation Δ 5: in GaAs at 300 K under the cold (dotted
lines) and warm (solid lines) electron approximations versus longitudinal wave
vector :G . Curves plotted for E = 100 V cm−1 (blue), and E = 800 V cm−1

(orange). The dashed black line is a guide to the eye. At the lower field, the two
approximations result in nearly identical distribution functions. At the higher field,
the cold-electron approximation fails to capture the assymetrical development of the
distribution function.

tail in Fig. 3.2. These electrons absorb energy from the field and are heated above
the lattice temperature.

The transport properties of the warm electron distribution differ from those of the
cold distribution because warm electrons in the highmomentum, high energy tail are
able to emit optical phonons and hence exhibit higher scattering rates. As reported
previously [92], the predicted mobility of GaAs exceeds the experimental mobility
owing to the exclusion of higher-order phonon scattering processes and the lower
calculated effective mass (0.055 <0) compared to experiment (0.067 <0) [93].

Therefore, to facilitate comparison, we examine the DC mobility normalized by its
low-field value in Fig. 3.3. The low-field value of the computed mobility is 17,420



37

Figure 3.3: Normalized longitudinal (‖) DCmobility versus electric field of the cold
(dashed blue line) and warm electrons (solid red line). The heating of the electrons
leads to a decreased mobility. The trend of the normalized mobility agrees well with
experiments: Figure 1, Ref. [146] (Upward black triangles) and Figure 4, Ref. [147]
(Downward black triangles).

cm2 V−1 s−1. At low fields E < 100 V cm−1, the mobility under the warm and cold
electron approximations agrees to within 1%. At higher fields E = 800 V cm−1, the
DC mobility of the warm electrons has decreased by more than 10%. This behavior
is qualitatively consistent with the sublinear current voltage characteristic (CVC) of
n-type GaAs [38], or a decrease in mobility with increasing electron temperature
caused by a concomitant increase in the average scattering rate. The field dependence
of the normalizedmobility shows favorable comparison to experiment, implying that
our calculation is properly capturing the heating with the field.

In addition to steady quantities, the small-signal AC mobility can be computed as in
Eqn. 2.17. Figure 3.4 presents the small-signal AC mobility for the warm electron
gas versus frequency for several electric fields. At zero frequency, the equilibrium
AC mobility is equal to the equilibrium DC mobility, as expected. The decrease of
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Figure 3.4: Real part of the longitudinal small-signal AC mobility versus frequency
for equilibrium (dashed black line), E = 100 V cm−1 (dash-dot blue line), and
E = 800 V cm−1 (solid orange line) under the warm electron approximation. The
AC mobility exhibits spectral features at frequencies that are characteristic of the
inverse momentum and energy relaxation times (see Section 3.3).

the AC mobility with electric field is also consistent with the trend observed in the
DC mobility. At 5 ∼ 1 THz, the AC field frequency exceeds the phonon-mediated
scattering rates which redistribute the electrons in response to the field, and thus
the AC mobility rolls off at all fields. This result reflects the electrical response
transitioning from a purely resistive to a purely reactive regime as the frequency
exceeds the highest scattering rates.

The frequency dependence of the AC mobility indicates the relevant timescales of
momentum and energy relaxation [148]. In particular, for 800 V cm−1, we observe a
lower value of the AC mobility at low frequency, followed by a maximum at around
100GHz. This feature is due to energy exchange with phonons and will be discussed
in Section 3.3.
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Figure 3.5: Spectral density of longitudinal current density fluctuations (solid red
line) normalized to the Nyquist value versus electric field along with Davydov
spectral densities calculated using an acoustic deformation potential (ADP) (dash-
dot blue line) and Fröhlich (dashed yellow line). At equilibrium, the noise agrees
with Nyquist-Johnson noise (dotted black line). The ab initio calculation predicts
a steeper decrease in current PSD with field compared to the approximations. The
symbols correspond to experimental measurements (Figure 11, Ref. [149]).

3.2 Diffusion noise in GaAs
Wenowcalculate the spectral density of current fluctuations from the non-equilibrium
steady state in GaAs. Figure 3.5 shows the spectral density of longitudinal current
fluctuations versus electric field at an observation frequency of 1 MHz, far smaller
than any scattering rate. At equilibrium, the noise is given by the Nyquist relation,
Eqn. 2.30. It is conventional to report the spectral density normalized to the Nyqist
value to allow comparison between samples of different carrier density, and we
follow this convention here [98].

As the electric field increases, the computed noise decreases below theNyquist value.
Few experimental studies of noise in GaAs cover the fields of present interest, but
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Figure 3.6: Relaxation time versus energy above conduction band minimum for
GaAs at 300 K using ADP (dash-dot blue line), Fröhlich potential (dashed yellow
line), and computed (red circles). The energy of the zone-center LOphonon is shown
for reference (dashed black line). The qualitative agreement between the Fröhlich
and computed first-principles relaxation times is an indication of the dominance of
the LO phonon mode in GaAs at room temperature.

reasonable agreement is observed with measurements by Bareikis et al. [149]. We
note that a decrease with field is observed in other studies in GaAs [146, 150] though
the sparsity of data in the relevant electric field range prevents direct comparison.

To better understand the decreasing trend, we use an approximate solution of the
Boltzmann equation for an electron gas interacting quasi-elastically with a thermal
phonon bath [5, 151]. Under the quasi-elastic approximation, the distribution func-
tion is expanded in momentum space using Legendre polynomials. Because the
distribution is nearly isotropic in momentum space under quasi-elastic scattering,
only the two lowest Legendre polynomials need be retained [152]. The zeroth-order
term gives the occupancy versus energy and is known as the Davydov distribution.
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Figure 3.7: Effective electron gas temperature versus electric field for ADP (dash-
dot blue line), Fröhlich (dashed yellow line), and computed (solid red line). The
magnitude of electron heating is similar among the various calculations, indicating
that heating alone cannot be responsible for the disparity in the power spectral
density.

The Davydov distribution can be expressed in terms of an integral equation:

�n = � exp
[
−

∫ n

0

3n ′

:�)0 + 242E2gn ′g
4=
n ′ /3<∗

]
(3.1)

where � is a normalizing factor for the particle number and<∗ is the effective mass.
TheDavydovmodel is parametrized by the energy dependence of themomentumand
energy relaxation times, g and gn , respectively, and the inelasticity ratio g/gn [38].
Once these parameters are specified, the Davydov distribution can be computed
and used with Eqn. 2.26 to calculate the PSD of current fluctuations [4]. The
Davydov distribution can be analytically expressed if the relaxation times exhibit
simple energy dependencies such as a power law-dependence on the carrier energy
[153].
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For gn = %0n−0.5 and g4=n = %1n
−0.5 the distribution is:

�n = � exp
[
− 3< n2

4 %0 %1 42 E2 2�1

(
1, 2, 3,

−3 n :�)0 <

2 %0 %1 42 E2

)]
(3.2)

where 2�1 is the Gauss Hypergeometric function. On the other hand, if the energy
and momentum relaxation times are constants with respect to energy, we obtain the
heated Maxwellian.

�n = � exp
[

−n
:�) + 2 %0 %1 42 E2/3<

]
. (3.3)

For the present study, we choose to use more physically motivated models of the
relaxation time as comparisons to the real ab initio calculations. Approximate
analytic expressions for the electron relaxation times in semiconductors are available
in the literature [86]. Previous works have calculated the Davydov distribution for a
power-law energy dependence of the relaxation times such as that from the acoustic
deformation potential (ADP) [154–156]. For scattering mediated by an acoustic
deformation potential ��, the relaxation times can be expressed as:

g−1 =
c�2

�
:�)

ℏ2;
62 (n) =

√
2<3�2

�
:�)

cℏ42;

√
n (3.4)

where 2; is the elastic constant and 62 is the density of states.

Although Eqn. 3.4 can provide a reasonable approximation to acoustic modes, stud-
ies have established that for polar materials such GaAs at room temperature, the
long-ranged Fröhlich interaction with longitudinal optical (LO) phonons is the dom-
inant scattering mechanism [34, 92]. A suitable expression for the relaxation times
associated with the LO mode can be obtained through the Fröhlich approximation:

g−1 = g−1
0

√
ℏl0
n

[
#0 arcsinh

(√
n

ℏl0

)
+ (#0 + 1) arcsinh

(√
n

ℏl0
− 1

)]
(3.5)

where ℏl0 is the optical phonon energy, #0 is the thermal occupation of the optical
phonon, and g−1

0 is the inverse Frölich time. Note that the second term in the sum
of Eqn. 3.5 describes the relaxation times for states with energy above the threshold
for LO emission ℏl0.
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In Fig. 3.5, we compare the ab initio longitudinal spectral density to that predicted
using the Davydov distribution with both the ADP and Fröhlich scattering rates.
In both of these approximations, the relaxation times have been scaled such that
the distributions produce the same low-field mobility as the full computed solution,
and the inelasticity ratio has been selected using an estimation of the energy and
momentum relaxation times (see Fig. 3.9 and Fig. 3.10). The spectral density from
the full simulation is observed to decrease monotonically with the electric field.
This decrease is captured qualitatively by the Fröhlich calculation. In contrast, the
ADP noise increases monotonically with field.

These trends can be understood in terms of the differing energy dependencies of the
relaxation times under the various approximations. Figure 3.6 shows the phonon-
mediated relaxation times versus energy for electrons in GaAs at 300 K for the three
cases. Below the zone-center LO phonon energy ℏl!$ ∼ 35 meV, the computed
relaxation times are set by LO phonon absorption [92]. Above the LO phonon
energy, LO emission becomes dominant and the relaxation times sharply decrease
to a value that remains roughly constant until electron energies are near the L-valley
minimum at ∼ 0.25 eV above the CBM. As one would expect, this absorption-to-
emission transition is qualitatively captured by the Fröhlich approximation. The
ADP relaxation times agree reasonably well with the computed relaxation times in
the emission-dominated region but clearly do not exhibit the absorption-to-emission
transition.

The electric field dependence of the spectral noise power reflects the balance between
the growth of scattering rates with electron energy and the heating of the electron
gas by the DC field [157]. To understand this balance, we examine the effective
electron temperature of the steady distribution for the three cases in Figure 3.7. The
energy density of the non-equilibrium distribution is defined as a Brillouin zone
sum over the distribution:

〈n〉 = 1
V0

∑
k
nk 5

B
k . (3.6)

The effective electron temperature is calculated as the temperature of a Maxwell-
Boltzmann distribution that yields the same energy density as the steady non-
equilibrium distribution. At low fields E < 100 V cm−1, the temperature is equal
to the lattice temperature. As the electric field increases, the effective temperature
increases, corresponding to occupancy at higher energies and increased scattering
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rates. Near equilibrium where the mobilities are equivalent, the temperature rise
predicted from each approximation is similar, but at higher fields, the ab initio
calculation predicts a slightly lower temperature than do either the ADP or Fröhlich
approximations, indicating a stronger energy coupling between charge carriers and
the lattice.

As the electron gas heats, higher energy states are occupied and thus the spectral
noise power, Eqn. 2.26, includes contributions from fluctuations in those states;
hence, the spectral noise power may increase on heating. On the other hand, at these
high energies, the scattering events which damp out fluctuations are more frequent,
tending to decrease the noise. The competition between these mechanisms sets the
trends shown in Figure 3.5. By calculating the spectral densities produced by the
acoustic deformation and Fröhlich potentials, we have the ability to directly assess
the impact of heating and scattering. For both Fröhlich and the present calculations,
the sharp increase in scattering rates associated with the absorption-to-emission
transition dominates, and the spectral density decreases monotonically with electric
field. In contrast, the ADP approximation shows increasing noise with electric field
as the heating of the electrons dominates the weak increase of the scattering rates.

The evolution of the spectral density with electric field demonstrates the sensitiv-
ity of the spectral noise power to the energy dependence of the scattering rates.
Although the mobility at equilibrium is equivalent for all three cases, the non-
equilibrium noise behavior exhibits qualitatively different trends depending on the
energy dependence and inelasticity of the scattering mechanisms. This sensitivity
illustrates that a rigorous treatment of the electron-phonon interactions is necessary
to produce accurate simulations of fluctuations in GaAs.

Another powerful utility of our method is the ability to differentiate the contribution
of individual electronic states to the overall noise. Figure 3.8a shows the state-by-
state decomposition of the DC longitudinal spectral density against the longitudinal
group velocity for different values of the electric field. The plotted quantity repre-
sents the contribution of a given state to the spectral density, which is obtainable as a
state-labeled vector by omitting the sum over k in Eqn. 2.26. The features of the two
curves in the figure can be understood as a balance between competing mechanisms
that set the noise. Two characteristics determine the contribution of a state to the
current spectral density. The first contributing factor is the occupation of the state,
specified by the distribution function. A higher occupation of electrons in a given
state increases the number of fluctuations out of the state and augments the noise.
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Figure 3.8: Kernel density estimate of the state-wise contribution to the (a) longitu-
dinal and (b) transverse current spectral density as a function of the group velocity at
equilibrium (blue volumes) and at 500 V cm−1 (red volumes). The noise contribu-
tion of each state is determined by the occupation and the magnitude of the induced
fluctuation. The drift velocity in either the longitudinal or transverse directions are
shown as dashed lines.

The second contributing factor is the magnitude of the current fluctuation induced
by a fluctuation in the state, specified by the difference between the longitudinal
group velocity and the drift velocity, |E‖ −+‖ |.

At the highest group velocity states |E‖ | > 1000 km s−1, the occupation is negligible
in the warm electron regime. In equilibrium, the low occupancy of these high
momentum states limits the contribution to the noise. However, as the field increases,
electrons shift from low energy states to the same high velocity, high momentum
tail observed in Fig. 3.2. Consequently at 500 V cm−1, states near E‖ = 1000 km s−1

contribute more to the noise. In contrast, the noise contribution to the transverse
spectral density shown in Fig. 3.8b remains symmetric in the transverse direction to
the field, since there is no redistribution of the population transversely. The maxima
in both plots represent the optimal balance of relatively high occupancy and large
velocity deviation |E‖,⊥ −+‖,⊥ |.
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3.3 Spectral noise power in GaAs

Figure 3.9: Computed power spectral density (PSD) of longitudinal (‖, dashed or-
ange line) and transverse (⊥, dashed-dotted blue line) current density fluctuations
versus frequency at E = 800 V cm−1, along with the Nyquist-Johnson prediction
for E = 0 (solid black line). In contrast to equilibrium, the non-equilibrium spec-
tral densities exhibit an energy-dependent time scale that manifests as anisotropy
between the longitudinal and transverse PSDs.

The non-equilibrium noise exhibits spectral features that are not present in the
Nyquist-Johnson case. Figure 3.9 shows the spectral density of longitudinal (L)
and transverse (T) current fluctuations (relative to the electric field axis) versus
frequency at E = 800 V cm−1. There are several notable features of the spectral
density in this figure. First, the spectral density is constant at low frequencies and
rolls off as frequency increases, decreasing to 50% of its low frequency value at
300 GHz. Secondly, an anisotropy exists between the longitudinal and transverse
spectral densities in terms of both the magnitude and the frequency dependence.
In both cases, the spectral density at low frequencies is suppressed relative to the
equilibrium value. Finally, the longitudinal noise exhibits a non-monotonic trend
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Figure 3.10: Spectral density of energy fluctuations versus frequency at equilibrium
(solid black line), E = 800 V cm−1 (dashed orange line). The time scale for
electron temperature fluctuations sets the upper frequency limit for the convective
mechanism.

for frequencies around 50 GHz, similar to that observed for the AC mobility in
Fig. 3.4. Spectroscopic measurements of the noise power at these frequencies have
not been performed, but these trends are qualitatively similar to those observed in
recent Monte Carlo simulations [131].

We discuss each of these points in turn. Consider first the noise at equilibrium.
The zero-field curve shows that the longitudinal and transverse spectral densities
are identical and coincide with the Nyquist-Johnson value, Eqn. 2.30, as one would
expect for an isotropic material in thermal equilibrium. As with the ACmobility, the
spectral density rolls off at frequencies exceeding the phonon-mediated scattering
rates because the electronic system cannot redistribute in response to the fluctuation
at such high frequencies. This roll-off behavior has been noted previously [87] and
has also been observed for phonon thermal conductivity (see Fig. 1b in Ref. [158]).
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Now consider the noise with E = 800 V cm−1. A similar roll-off with increasing
frequency as the equilibrium case is observed. At low frequency, both the longitu-
dinal and transverse spectral densities are lower than the Nyquist value because of
the increased electron temperature and the correspondingly lower mobility that is
observed in Fig. 3.3. However, an anisotropy exists in the spectral densities. The
origin of this feature is the ‘convective’ mechanism [5, 13, 38] and can be understood
by decomposing the non-equilibrium current fluctuations into two sources. The first
source is the fluctuation of the drift velocity, induced by stochastic transitions be-
tween states of differing group velocity. The second source is the fluctuation of the
electron temperature, induced by random energy exchange with the thermal phonon
bath. These fluctuations are present, but uncoupled in the equilibrium case. In
contrast, under non-equilibrium conditions, these fluctuations couple as the current
drives the energy exchange with the lattice. When the electron gas is heated by the
applied electric field, fluctuations in the current induce variations in the Joule heat-
ing. The resulting electron temperature fluctuations change the conductivity, which
in turn modifies the current in a positive feedback loop. This coupling only exists for
fluctuations longitudinal to the electric field because fluctuations transverse to the
field do not produce a mean current and consequently do not affect Joule heating.
In sublinear CVC materials such as GaAs, the conductivity decreases with electron
temperature, and the convective mechanism suppresses longitudinal fluctuations.
This feature is indeed observed in Fig. 3.9.

The convective mechanism is only present at frequencies lgn � 1, where gn is the
energy relaxation time. As discussed above, the local maxima from the convective
contribution appears at the timescale of the energy relaxation lgn = 1 in the
longitudinal direction (see Ref. [38], Chapter 7). The energy relaxation time can
also be directly extracted by calculating the spectral density of electron temperature
fluctuations versus frequency.

(X)4X)4 (l) = 2
(
24:�
V0

)2
<

[∑
k
nk

∑
k′
(8l I + Λ)−1

kk′
∑
k1

nk1

(
5 Bk′Xk′k1 −

5 Bk′ 5
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#

)]
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This calculation is the energy analogue of Eqn. 2.26, where the relevant state
quantity is the energy instead of the group velocity. Figure 3.10 shows the spectral
density of energy fluctuations versus frequency for several electric fields. At low
frequencies, 5 < 10GHz, the spectral density increases with field as the temperature
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fluctuations rise with higher current and the resulting increase in the Joule heating.
At higher frequencies, 5 ∼ 50 GHz, the energy fluctuations decrease to 50%
of their low frequency values and begin to converge for the two fields shown.
This convergence signifies that the temperature of the electron gas cannot change
sufficiently rapidly due to its finite thermal capacitance. Consequently, above these
frequencies the convective noise mechanism is removed and the anisotropy of the
densities in Fig. 3.9 also disappears; the longitudinal and transverse spectral densities
converge. The same convective mechanism described here is also responsible for
the non-monotonic trend of the AC mobility seen in Fig. 3.4.

3.4 Quasi-elastic scattering in GaAs

Figure 3.11: Probability histograms of longitudinal momentum loss 'k (blue bars)
and energy loss 'nk (yellow bars) normalized by the thermal averages at 800V cm−1.
The dashed lines represent the average transfer per scattering event. At this field,
the average fractional dissipation of longitudinal momentum is ∼ 3× larger than that
for energy.
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Figure 3.12: Deviational occupation Δ 5k in GaAs at 300 K versus energy calculated
under the RTA (dashed black line), hot Maxwell-Boltzmann (dashed-dotted grey
line), and ab initio warm electron approximation (solid orange line) at 800 V cm−1.
The dashed black line is added as a guide to the eye. Neither the RTA nor the
Maxwell-Boltzmann capture the hot electron tail.

In previous sections in this chapter, we have seen how the present formalism for
electronic noise permits the study of the microscopic processes responsible for
electronic noise in a manner that is difficult to obtain by other methods. In addition
to information about timescales, ourmethod can be applied to provide an explicit link
between individual microscopic processes and the energy and momentum coupling
in the system. As an example, consider the spectral features present in Figs. 3.9 and
3.10. Comparing the frequency where the current power spectral density and energy
power spectral density reach half of their low frequency values (300 GHz versus 50
GHz, respectively), the energy relaxation time is inferred to be around 6 times longer
than the momentum relaxation time, implying that the quasi-elastic assumption is
valid. This observation is surprising given the well-known dominance of high-
energy LO phonon emission in GaAs [92] and that inelasticity is expected only when
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the physical temperature is comparable to the Debye temperature [87]. Analytical
treatments of noise under dominant LO phonon coupling typically assume strongly
inelastic interactions between the electrons and lattice (see Sec. 3.8 of Ref. [5], Sec.
7.3 of Ref. [38], or Ref. [159]).

We identify the origin of this discrepancy by examining how individual scattering
events contribute to the momentum and energy relaxation of the electron system to
the phonons. These transfers can be expressed as sums over each of the electron-
phonon scattering processes in the collision integral weighted by the energy and
momentum of the mediating phonon. Every electronic state in the BZ is coupled
via phonons to other states; by summing over all possible scattering processes, we
obtain the average energy and momentum exchanged in a single scattering event for
every state in the BZ. More precisely, the state-wise fractional change in momentum
is calculated as:

':G =
1

Θkk〈|:G |〉
∑
k′
Δ:G Θk′k (3.8)

and the fractional change in energy as:

'nk =
1

Θkk〈|nk |〉
∑
k′
ΔnkΘk′k (3.9)

where ΔG = G − G′ is the difference in the state quantity :G or nk between k and
k′. 〈|G |〉 denotes the magnitude of the thermal average of the relevant quantity;
Θk′k represents the component of the diagonal element of the collision matrix (the
scattering rate) corresponding to scattering from k to k′; and other variables carry
the same meaning as defined in Section 2.4.

The state-wise fractional changes in the momentum and energy at 800 V cm−1 are
plotted as a probability histogram in Fig. 3.11. In this figure, we have binned each
electronic state in the BZ by the value of 'k and 'nk . For all the states in a given bin,
we calculate the probability of scattering in a unit time interval P ∝ ∑

binΘkk 5
B
<k

(the final quantity is normalized to unity). In this figure, the x-axis indicates the
average fractional change in energy or momentum induced by the scattering event.
Positive values of the fractional change correspond to net transfers of energy or
momentum to the lattice, or dissipation, while negative values correspond to net
transfers from the lattice to the electrons, or accumulation. The height of a given
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bar represents the population-weighted probability of scattering in the given time
interval.

Figure 3.11 reveals several features. First, energy transfers are clustered into two
groups. The grouping of accumulation events around −0.75 corresponds to the ∼ 35
meV energy gain associated with the absorption of LO phonons. These absorption
events constitute the dominant form of scattering for electrons below the emission
threshold ℏl!$ . At energies above the threshold, a relatively disperse grouping of
the dissipation events reflects a balance betweenLOemission and absorption for high
energy electronic states. Second, in contrast to energy transfers, momentum transfers
grow with the wave vector of the mediating phonon. Consequently, a broader and
more disperse distribution of momentum transfers is available compared to energy.
Finally, the net balance between dissipation and accumulation differs between energy
and momentum. In equilibrium, these processes are of course precisely balanced,
but at 800 V cm−1, the net transfers for both quantities are dissipative as the warm
electrons transfer excess momentum and energy from the field to the lattice. The
dashed lines in the figure represent the average transfer per scattering event and
indicate that the net momentum dissipation exceeds the energy dissipation by around
a factor of 3. This imbalance is partly responsible for the disparate time scales of
energy and momentum relaxation observed in Figs. 3.9 and 3.10.

The second contributing factor to the relatively long energy relaxation time in
room temperature GaAs is the presence of a hot electron tail in the calculated
distribution. In Fig. 3.12, we plot the steady deviational distribution, Δ 5B, calculated
under the warm electron approximation using the full e-ph scattering matrix versus
energy. For reference, we also calculate the corresponding distributions for a hot
Maxwell-Boltzmann distribution at the non-equilibrium electron temperature and a
‘relaxation-time distribution’ obtained under the warm electron approximation with
only the on-diagonal elements of the scattering matrix. The ab initio treatment
predicts a hot electron tail that is not observed with either approximate method.
Although representing only a small fraction of the population, these hot electrons
are at energies 5 − 10× the thermal average value. Consequently, many scattering
events are needed to return these electrons to equilibrium, and the correspondingly
the energy relaxation times associated with these processes are long. The result is
that the quasi-elastic approximation is unexpectedly accurate in room temperature
GaAs despite the inelastic nature of optical phonon scattering, thus explaining the
features in the spectral noise power and AC mobility.
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3.5 Hot electron phenomena in multivalley semiconductors
In the previous section, we have described the application of the method developed
in Chapter 2 to GaAs. In many ways, this application represents the simplest
implementation of the theory. GaAs is a direct bandgap semiconductor with cubic
symmetry. Under the warm electron constraint, carriers in GaAs are primarily
confined to the Γ valley at the conduction band minima which is isotropic and
spherical to excellent approximation. In single-valley materials such as GaAs, the
principle effect of the electric field is to raise the average energy of carriers by
heating, which biases the occupancy in k-space towards the direction of the field
and increases the interaction with the lattice.

Figure 3.13: Valley structure of the conduction band minima of (a) GaAs and (b)
Si plotted in Cartesian momentm space coordinates. Color indicates state energy
above the conduction band minimum. While GaAs is characterized by a single
spherical band at the Γ point, Si possesses six equivalent ellipsoidal bands in the
〈100〉. When Si is heated by an electric field, the redistribution of electrons among
the six valleys causes anisotropy in macroscopic observables such as the electrical
conductivity and power spectral density.

In contrast, a more complex situation arises for semiconductors that possess multiple
equivalent valleys at the conduction band minima. In these materials, even under
the warm electron constraint, the electric field alters not only the average energy
of the carriers but also the distribution of carriers among the different valleys.
Intervalley coupling, or scattering between different valleys, manifests as features
not seen in GaAs such as nonparalellism of the current with electric field [160],
anisotropic mobility [161] and spectral density [38], and hot carrier redistribution
among valleys [162]. Computing these properties can be accomplished with the
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same electron-phonon matrix elements used to calculate the mobility and noise
properties.

To investigate the more complex case of multi-valley semiconductors, we perform
calculations in silicon. Silicon is an elemental semiconductor with diamond cubic
crystal structure. As can be see in Fig. 3.13, in contrast to GaAs, Si is an indirect
gap material with six equivalent valleys along 〈100〉. These valleys are ellipsoidal
and well-approximated with effective masses <‖ = 0.98<0 and <⊥ = 0.19<0. As
electrons are driven out of equilibrium in Si, anisotropic redistribution in the valleys
creates anisotropy in the macroscopic quantities such as the conductivity and the
noise spectral densities. In this analysis, we extend the method to treat carriers in
the hot electron regime. In our previous study, the electric field was restricted to
values where Δ 5<k � 5 0

<k to ensure the linearization above was valid. However,
an important observation is that the linearization of the collision integral is valid
as long as 5 0

k � 1, corrresponding to non-degenerate occupation of the electronic
states. Under this less restrictive requirement, we are able to simulate the transport
and fluctuations of "hot electrons" in Si where Δ 5<k > 5 0

<k.

3.6 Electronic transport and fluctuations in Si
In Si, when the electric field is aligned along a high symmetry direction such as
the 〈111〉, the six valleys are oriented equivalently with respect to the electric field.
Each valley thus has the same population, and contributes equally to transport
properties. Even under non-equilibrium conditions, the valleys remain identical in
their contribution to macroscopic observables. Figure 3.14 shows the population of
a single representative valley when the field is oriented along 〈111〉. The population
in the valley is exactly one-sixth of the total population and that fraction is invariant
with respect to the field strength.

On the other hand, when the field is aligned along an arbitrary axis, the anisotropic
bandstructure breaks the equivalency among the valleys when the electrons are
heated by the field. For example, when a field is applied along 〈100〉 the valleys
are no longer equivalently oriented, but are rather split into two groups. The first
group is composed of the two valleys along 〈100〉 oriented longitudinally to the
field. Under these conditions, valleys of this type have a higher population in states
along the longitudinal axis, which presents a high effective mass (<‖ = 0.98<0).
Consequently, electrons in these valleys are harder to accelerate with the field.
Heating by the field is proportional to the electrical mobility, and so these valleys of
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Figure 3.14: Population of individual valleys for Si versus electric field. When
field is applied in the 〈111〉 direction, valleys are equivalent and population in each
remains constant with field. In contrast, for the inequivalent 〈100〉 case, two cold
valleys longitudinal to 〈100〉 form with increased population, and four hot valleys
with decreased population from equilibrium.

this type are termed "cold" valleys. The second group is composed of the four valleys
oriented transversely to the electric field, along 〈010〉 and 〈001〉. These valleys have
their longitudinal axes perpendicular to the electric field, and thus present a smaller
effective mass along this direction (<⊥ = 0.2<0) and consequently are termed
"hot." Figure 3.14 shows that for a field in 〈100〉, the valleys no longer remain
equivalent under non-equilibrium conditions. Figure 3.15 shows the equivalent
electron temperature of each valley type as a function of the electric field. When
the field is oriented along the high symmetry 〈111〉 direction, each valley heats by
an equivalent amount, proportional to the reciprocal of the effective mass along this
axis. In contrast, when the field is oriented along 〈100〉, in the "hot" valleys, the
heating is more efficient due to the lower effective mass than in the "cold" valleys.
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Figure 3.15: Equivalent electron temperature calculated for each valley type for
electric field applied in the 〈100〉 (solid lines) and 〈111〉 (dashed black line). When
the field is applied along the high symmetry direction, all valleys remain equivalent
and heat at a rate proportional to the inverse of the mean effective mass. On the
other hand, when the field is applied along 〈100〉 heating in the four transversely
oriented valleys at 〈010〉 and 〈001〉 is more efficient due to the lower effective mass
while the heating in the two heavy longitudinally oriented valleys is less efficient.

As the field increases, electrons evaporate from the 4 hot valleys and condense in
the 2 cold valleys as seen in Fig. 3.14.

The transfer of carriers between inequivalent valleys has important effects on ob-
servables such as the drift velocity. Figure 3.16 shows the drift velocity-field curves
for Si for electric field oriented along 〈111〉 and 〈100〉. When the field is along
〈100〉, the four hot valleys exhibit a higher mobility than in the equivalent valley
case, while the two cold valleys exhibit a lower relative mobility. Intervalley scat-
tering causes the population redistribution to the cold valleys seen in Fig. 3.14, and
the overall effect is a lower drift velocity when the field is applied in the 〈100〉.
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Figure 3.16: Drift velocity versus electric field for the cases of the field applied in
both the 〈111〉 and 〈100〉 directions. Election redistribution into the cold valleys
with lower mobility causes a lower drift velocity at high fields in the 〈100〉 case.
The symbols correspond to experimental measurements (Figure 6(a), Ref. [161]).

Warm electron tensor in Si
The above results illustrate that our simulations qualitatively reproduce the exper-
imentally measured variation of the mobility with field as well as the reported
anisotropy in the mobility for warm electrons in Si [161]. A more quantitative
analysis of the agreement can be obtained through direct calculations of the warm
electron conductivity tensor of the material. At very weak electric fields such that
)4 = ); , the current is expressed throughf0, the linear DC conductivity of Eqn. 2.13.
At intermediate fields for which )4 > ); , the current density vector j = 91, 92, 93 in
a semiconductor may be expanded as a power series of the electric field as:

98 = Ef048 + �3f8:;<4:4;4< + ... (3.10)
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where 48 represent the cubic axes of the material and f8:;< is the fourth-rank
warm electron conductivity tensor. The warm electron regime is the constrains the
electric field to the range for which the first two-terms of this expansion are a suitable
approximation of the conductivity. For cubic crystals with class 23 symmetry, the
81 components of the warm electron tensor can be reduced to three independent
constants f1111, f1122, f2211 through cyclic permutation and arbitrary permutation
of the last three subscripts. For elemental Si, which is characterized by the <3<
point group, the fourfold axis guarantees the equivalency of each coordinate axis
and consequently, the arbitrary permutation extends to all four subscripts such that
f1122 = f2211 [163].

For the definitionsf1111 = f0V andf1122 = f0(V−W)/3, Eqn. 3.10 can be expressed
in matrix notation as:

j = f0{[1 + (V − W)E2]Δ + WE2Γ1} · E (3.11)

where V and W are fitting parameters, Δ is the unit tensor, and Γ1 is:
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From these results, the longitudinal current in the field direction can be expressed
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and the transverse component 9C can be expressed as:
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These results indicate that owing to symmetry considerations, charge transport for
warm electrons in Si is fully defined by the coefficients V and W that describe the
rate change of the conductivity with heating and the non-parallelism of the field,
respectively. These quantities are macroscopic indicators of the energy coupling of
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Figure 3.17: Computed (black solid line) current non-parallelism ratio tan n versus
electric field strength at \ = 23◦. The simulated non-parallelism is in excellent
agreement with reported measurements of Ref. [164] in n-Si (red triangles), indi-
cating accurate calculation of anisotropy in the bandstructure. Inset: A common
experimental technique to quantify the anisotropy of the conductivity is to sweep
the orientation of the electric field \ with respect to 〈100〉 in the (110) plane and to
measure the non-parallelism angle n .

carriers to the lattice and the anisotropy of the electronic bandstructure. Computing
V and W allows for a more quantitative comparison of our ab initio simulations to
experiments that examination of the drift-field curves alone.

Equation 3.13 indicates that the coefficient W is a measure of the non-parallelism of
the electric field and the current in cubic semiconductors. A common experimental
technique to quantify this non-parallelism, also known as the Shibuya-Sasaki effect
[165], is to apply an electric field in the (110) plane and sweep the orientation \ of
the field from 〈100〉 to 〈111〉. Under such conditions, the current non-parallelism
is quantified by the angle n as seen in the inset of Fig. 3.17. In practice, it is
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Figure 3.18: Simulated longitudinal mobility as a function of electric field strength
along the 〈100〉 (solid blue line) and 〈111〉 (solid red line) axes along with the fitted
warm-electron model of Eqn. 3.11 for V. The V component of the warm electron
tensor describes the rate at which the mobility changes with the applied field, and
is a macroscopic descriptor of the energy exchange between charge carriers and the
lattice.

common to report measurements of tan n = 9C/ 9; , which by Eqn. 3.13 is equivalent
to W. Figure 3.17 shows the computed current non-paralellism tann at a fixed field
orientation versus electric field strength. The simulated non-parallelism exhibits ex-
cellent agreement with measurements in n-Si [164], indicating that our calculations
have correctly captured the anisotropy of the bandstructure over a broad range of
energies.

Simulations of the longitudinal mobility can be used to extract V for different
orientations of the electric field in the (110) plane. Figure. 3.18 shows computations
of the longitudinal mobility along the 〈111〉 and 〈100〉 axes. Fitting the data in the
warm electron regime, we can extract V by fitting the simulated mobility to the



61

Figure 3.19: Simulated anisotropy of V (black solid line) as a function of the field
orientation in the (110) plane \. Although the widely accepted 1-phonon scattering
theory in n-Si is capable of reasonable qualitative fitting of the velocity-field curve
shown in Fig. 3.16, the simulated V at all orientations is about twice as large as that
reported in measurements [166] (red triangles), suggesting that the present theory
is not accurately describing energy relaxation in Si.

parabola described by Eqn. 3.11. Figure 3.19 shows the extracted V for simulations
sweeping the electric field from the 〈100〉 to 〈110〉 axis with angle \. While the
simulated dependence of V on the orientation of the field captures the trend exhibited
in measurements [166], with an initial decrease to a minima from \ = 0 − 55◦

followed by an increase from 55 − 90◦, the computed values exceed measurements
by roughly a factor of two. This result, combined with Fig. 3.17 indicates that while
our simulations have correctly reproduced the anisotropy and non-parallelism of the
electrical conductivity in Si, our simulations fail to reproduce the energy coupling
of electrons to the lattice parameterized by V.
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Figure 3.20: Simulated longitudinal current density fluctuations in Si at 300 K
along the 〈100〉 (solid blue line) and 〈100〉 (solid orange line) axes, normalized
to the Nyquist value as a function of electric field. The symbols correspond to
experimental measurements (Figure 4, Ref. [167]).

Refinement of scattering theory in Si
The discrepancy between measurements and our simulations of the warm electron
tensor in Si illustrates the utility of the newly developed method. Si is an extremely
well-studied material in the ab initio community [31, 90, 95, 143, 168]. In re-
cent years, using the low-field phonon-limited mobility as a simulated observable,
first-principles studies in Si have generated increasingly refined models of charge
transport and scattering in Si. Recent works have identified the contributions of
various many-body quasiparticle corrections such as the long-range quadrupole in-
teraction [143, 168], spin-orbit coupling [90, 95], and of different approximations
to the exchange and correlation potential [90]. Despite this progress, owing to the
focus on the low-field mobility, there have been few efforts to investigate energy
relaxation between heated electrons and the lattice.
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Extending first-principles calculations to observables such as the warm electron
tensor therefore represents a more rigorous test of the accepted physical models of
scattering and bandstructure in Si. Calculations of the power spectral density in Si
confirm the qualitative picture outlined by Fig. 3.19. Figure. 3.20 shows compu-
tations of the longitudinal current spectral density in Si at 300 K as a function of
the electric field along the high symmetry axes 〈100〉 and 〈111〉. Our calculations
reproduce some qualitative features exhibited in measurements [167]. The com-
putations capture the monotonic decrease in the PSD up to 600 kV cm−1. Further,
the computations show that at sufficiently large fields, the spectral density along the
〈100〉 begins to exceed that along the 〈111〉 as inequivalency between hot and cold
valleys induces intervalley velocity fluctuations [38]. The electric field at which
the inequivalency between 〈100〉 and 〈111〉 becomes apparent is an indication of
the energy balance between electrons and the lattice, as the split-off only occurs
when the electrons are heated enough to redistribute asymmetrically into hot and
cold valleys as seen in Fig. 3.14. In the computations, the critical field is around 4
kV cm−1, which is substantially higher than the 2 kV cm−1 observed in experiments.
In confirmation of the qualitative picture outlined by Fig. 3.19, these results indicate
that the implemented theory is an insufficient description of the electron-phonon
interaction in warm Si.

A plausible explanation for the discrepancies of Figs. 3.19 and 3.20 is that mul-
tiphonon scattering mechanisms such as the 2ph processes described in Sec. 2.3
are needed to properly capture energy relaxation in Si. Recent ab initio studies
have highlighted the importance of 2ph processes in polar materials such as GaAs
[93], however in non-polar materials such as Si, the accepted level of theory for
first-principles transport calculations is the leading-order, 1ph expansion of the
electron-phonon interaction. [41, 90, 95, 139]. While the contribution of multi-
phonon processes to phenomena such as the infrared optical absorption [169, 170],
the second-order Raman spectrum [171, 172], or magnetophonon resonance [173]
in non-polar semiconductors has been well-characterized experimentally, the impact
of 2ph processes on the warm electron tensor remains less explored.

Promisingly, some early theoretical studies have identified scattering involving two
short-wavelength acoustic modes as a significant energy dissipation mechanism in
Si, comparable to that of 1ph acoustic scattering [174, 175]. Conducted prior to the
development of first-principles methods, these computations relied upon simplified
models of Si, utilizing parabolic bandstructure, deformation potential approxima-
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tions to the scattering, and heated Maxwellian distribution functions. Furthermore,
the magnitude of the contribution of 2ph scattering to energy dissipation in Si re-
mains a subject of open debate [176, 177]. Consequently, further ab initio studies
in Si are necessary to expound the contribution of 2ph processes to energy relax-
ation and accurately reproduce the measured electronic noise. These studies are the
subject of our ongoing work.

3.7 Summary of simulations
In the previous two chapters, we have described an ab initio theory of electronic
noise for hot electrons in semiconductors. In contrast to the typical Monte Carlo
approaches to hot electron noise [129–131, 178], the method requires no adjustable
parameters, with the phonon dispersion, band structure, and electron-phonon cou-
pling calculated from first-principles. Further, this method permits the study of
transport even when the electrons are not in equilibrium with the lattice, being
free of the cold electron approximation used in previous transport studies. To
demonstrate the method, we first performed calculations in GaAs, a technologically
relevant material, and demonstrated that the spectral features of the ACmobility and
current noise are linked to the disparate time scales of energy and momentum re-
laxation. The quasi-elastic approximation is unexpectedly accurate in GaAs despite
the dominance of highly inelastic polar optical phonon scattering. In our second
application, we investigated transport and fluctuations of hot electrons in Si. Our
computations reveal that the accepted level of 1ph scattering theory is unable to
reproduce measurements of the warm electron tensor and the current power spectral
density in Si. These results suggest that a higher level of scattering theory, possibly
incorporating 2ph processes, is necessary to accurately capture energy dissipation
in this material. Our work paves the way for first-principles studies of electronic
noise in other semiconductors that will advance the study of transport phenomena
and applications of low-noise semiconductor devices.
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C h a p t e r 4

CHARACTERIZATION OF SELF-HEATING IN CRYOGENIC
HIGH ELECTRON MOBILITY TRANSISTORS USING

SCHOTTKY THERMOMETRY

This chapter has been adapted, in part, from:

1. Choi, Alexander Y., Esho, I., Gabritchidze, B., Kooi, J. & Minnich, A. J.
Characterization of self-heating in cryogenic high electron mobility transis-
tors using Schottky thermometry. Journal of Applied Physics 130. https :
//doi.org/10.1063/5.0063331 (15 Oct. 2021).

Contributions A.Y.C. built the experimental setup, performed all Schottky
thermometry measurements, wrote the data analysis code, performed the data
analysis, made the paper figures, and wrote the manuscript.

A theoretical approach to fluctuations can provide deep insights into the physics
of noise in commonly used materials. One objective of our work, as illustrated
in Chapters 2 and 3, has been to use theory and simulations to understand the
microscopic mechanisms underpinning noise in semiconductor materials. A second
objective of this thesis is to contribute to the understanding of electronic noise in
the context of practical applications. To this end, targeted experiments on electronic
noise in cryogenic low-noise detectors can provide valuable information on the
mechanisms that set the performance limits of the best scientific instrumentation.

The overarching goal of this chapter is to develop an experimental technique to assess
the thermal contribution to themicrowave noise figure of aHEMTamplifier operated
at both room and cryogenic temperatures. We begin the chapter by discussing the
background of the field, culminating in the open question that motivates our study.
Next, we discuss conventional thermometry methods and the specific requirements
of our system that make such methods impractical. To address these requirements,
we describe the Schottky thermometry technique and how it enables the extraction
of gate temperature through simple DC and high-frequency (-Par measurements.
Following this, we provide information about our samples as well as the relevant
specifications necessary for the implementation of the technique. To conclude this
chapter, we will discuss the extracted temperature and thermal resistance and the

https://doi.org/10.1063/5.0063331
https://doi.org/10.1063/5.0063331
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implications of the measurement for amplifiers operating at the cryogenic low noise
operating point.

4.1 Background
In this work, we focus on improving the understanding of noise in high electron mo-
bility transistors (HEMTs). HEMTs are distinguished from themore commonly-used
MOSFETs in the method used to produce the conducting channel. The difference
can be best understood by examining the energy band diagrams as seen in Fig. 4.1.
In an n-channel MOSFET, the metal gate stack sits atop a doped p-type semicon-
ductor channel, with a thin oxide interface separating the materials. As positive bias
is applied to the gate, a depletion layer forms at the interface as holes are forced
away from the interface. At even higher voltages, above the threshold voltage, the
depletion layer reaches a maximum thickness and a thin inversion layer of electrons
forms at the interface. When the channel is biased, electrons in the inversion layer
provide a conducting channel through the device.

In contrast to the MOSFET, which use a planar MOS to create an inversion layer
in a doped semiconductor, the HEMT channel is formed by combining materials
with dissimilar bandgaps into a heterojunction. Specifically, the HEMT channel
is formed from a doped wideband semiconductor and an intrinsic narrow band
semiconductor. As seen in Fig. 4.1, band-bending in the dissimilar materials creates
a quantum well at the interface, and at sufficiently high biases, free electrons in
the doped semiconductor fall into the well of the intrinsic semiconductor, and are
confined as a two-dimensional electron gas (2DEG). In contrast to the MOSFET, the
charge carriers in the HEMT are spatially separated from the impurities. Due to the
associated reduction in impurity scattering, HEMTs possess significantly improved
mobility over MOSFETs, allowing for higher gain and faster switching [38].

These qualities make HEMTs particuarly suitable for precision instrumentation.
Microwave low noise amplifiers (LNAs) based on HEMTs are widely-used compo-
nents of scientific instrumentation in fields such as radio astronomy [47, 48], deep
space communication [179], and quantum computing [49–53]. After decades of
development [55, 60, 67–69], HEMT LNAs have achieved cryogenic noise tem-
peratures approximately 5-10 times the quantum limit over frequencies from 1-100
GHz [47]. Despite this progress, applications drive the development of amplifiers
with ever-lower noise figures.
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Figure 4.1: Representative energy band diagrams of n-channel metal oxide semi-
conductor field effect transistor (MOSFET) and high electron mobility tranistor
(HEMT). In a n-MOSFET, when sufficiently high bias applied to the metal gate,
holes are forced away from the interface and a thin inversion layer of electrons
serves as the conducting channel of the device. In contrast, in HEMTs, the con-
ducting channel is formed from the 2DEG produced at the heterojucntion of two
semiconductors, one wide and the other narrow bandgap.

Noise in HEMT amplifiers is typically interpreted using lumped-element circuit
models such as the Pospieszalski model [46]. As seen in Fig. 4.2, in this model
noise is decomposed into components associated with the drain conductance and
the gate resistance, parameterized by by equivalent noise temperatures )3 and )6,
respectively. These components have been ascribed to hot-electron noise in the
channel and thermal noise in the gate. The gate noise temperature )6 is typically
assumed to be the cryostat base temperature, )6 = ) , while the drain temperature is
fit to measured noise data. For a constant drain current, the hot electron contribution
is taken to be constant and the minimum noise figure then scales as)1/2

6 [48]. Owing
to this scaling, low noise amplifiers are typically operated at cryogenic temperatures
in weak-sensing applications.

Although the noise temperature does decrease with base temperature over a range
of temperatures as predicted, at liquid helium temperatures the noise temperature
is observed to plateau to a value several times the quantum noise limit [72–75].
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This noise temperature plateau has been attributed to a variety of mechanisms,
including drain shot noise [76], gate leakage current [55], and self-heating [72,
77]. In particular, Ref. [72] used measurements of microwave noise to conclude
that the thermal resistance associated with phonon radiation leads to non-negligible
self-heating at cryogenic temperatures. However, this conclusion is based on an
indirect estimate of the gate junction temperature using a noise model.

Measurements of the gate temperature at the low-noise bias and cryogenic tem-
peratures would provide more direct evidence that self-heating is the origin of the
noise temperature plateau. This measurement is challenging for conventional ther-
mometery techniques such as IR microscopy [78, 79], micro-Raman spectroscopy
[80–82], or liquid crystal thermography [83]. In particular, micro-Raman is chal-
lenging owing to the sub-micron dimensions associated with the HEMT structure.
Modern HEMTs typically possess gates with length on the order of 100 nm while
the spot-size for Raman is typically on the order of 500 nm. IR microscopy is
similarly limited by geometrical constraints; the HEMT gate junction is typically
buried under passivating oxide layers to form a dielectric barrier to the rest of the
device, preventing direct imaging of local hotspots. Finally, nematic liquid crystal
thermometers can only provide an averaged temperature over the film and cannot be
used to measure buried layers. Other methods such as resistance thermometry of
the gate require the fabrication of custom structures or the use of alternate metals
[180] which can be difficult to incorporate into the HEMT process [181].

Owing to these dificulties, self-heating in FETs is usually characterized with mea-
surements of other temperature-sensitive electrical parameters. Early semi-quantitative
studies of self-heating in CMOS estimated the temperature under bias using the
temperature-dependence of drain current [182–184]. However, these approaches
neglected a number of mechanisms relevant to the drain current in sub-micron de-
vices such as the bias dependence of threshold voltage, series resistances, and non-
stationary transport effects, which are known to be important in modern HEMTs and
could affect the extracted temperature rise. Later studies of self-heating in MOS-
FETs incorporated some of these effects and reported measurements of temperature
rise and thermal time constants [185]. Recent work in SOI MOSFETs reported that
the dominant thermal resistance is due to the buried oxide layer [186].

Self-heating studies in HEMTs have largely focused on GaN power FETs operated at
room temperature, where device lifetime is limited by channel heating [187]. In one
approach, the temperature rise is extracted from pulsed measurements on the gate
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Figure 4.2: Pospieszalski FET noise model. The extrinsic parasitic elements (blue)
such as the gate, source, and drain pad resistances as well as the various capacitances
are typically removed via a de-embedding procedure. Noise in the intrinsic device
(black) is disaggregated into a thermal source added at the gate input and a hot
electron source added at the channel output.

[188, 189], but this technique is generally unsuitable for lownoise cryogenicHEMTs,
where the thermal time constants are on the same order as the pulse duration [190].
Bautista and Long used calibrated measurements of gate leakage current for various
drain biases to conclude that the gate temperature in cryogenic InP HEMTs was
close to that of the base temperature. [75] However, the magnitude of the thermal
resistance was not reported, and the physical origin of the thermal resistance and the
impact of self-heating on the noise performance at liquid helium temperatures were
not discussed. As a result, self-heating in cryogenic III-V HEMTs and its impact on
noise remains a topic of interest.

In this work, we report measurements of the junction temperature and thermal resis-
tance of the gate in a low-noise metamorphic HEMT using a Schottky thermometry
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method based on the temperature-dependent forward diode characteristics of the
gate. At cryogenic temperatures, we observe a nonlinear trend of the thermal resis-
tance on dissipated power that is consistent with heat transport by phonon radiation.
Although the measurements are not performed at the low-noise bias, this finding
can be used to estimate the magnitude of self-heating at this bias. Using a radia-
tion circuit model, we find that at the low-noise bias the gate self-heats to a value
comparable to the physical temperature of the channel, contradicting the typical
assumption that the gate is isothermal with the base temperature. Our study thus
implies that without improvements to device thermal management to remove heat
from the gate, self-heating results in a practical lower limit for HEMT microwave
noise figure at cryogenic temperatures.

4.2 Schottky Thermometry technique
We measure temperature of the HEMT gate-barrier junction by utilizing the gate’s
diode characteristics. Under thermionic emission theory, the current in a Schottky
diode under forward bias is given by:

� = �( exp
(
@ (+ − �'()
[ :�)9

)
(4.1)

where @ is the elementary charge, :� is the Boltzmann constant, '( is the parasitic
series resistance, �( is the saturation current, [ is the ideality factor, and )9 is the
intrinsic junction temperature. In many previous diode characterization studies
[191–193], � − + characteristics at different base temperatures ) are fit to Eqn. 4.1
and the diode parameters '(, �(, and [ are extracted under two assumptions. The
first assumption is that the junction is at the base temperature )9 = ) , or that
the junction is isothermal with the rest of the device. The second assumption
is that the Schottky parameters are independent of temperature and consequently
have no bias dependence. These assumptions are only accurate when the power
dissipated as Joule heating is insufficient to cause substantial temperature rise during
measurement. In reality, as higher frequency performance drives miniaturization
of the HEMT gate, devices are subject to increasingly high power densities ∼
mW µm−2. With modern gate areas on the order of a square micron, these biases
can induce large temperature rises due to self-heating. Consequently in devices
where self-heating occurs, the conventional technique can lead large errors in the
characterization of the Schottky parameters, as each point on a typical � − + curve
is at a different temperature. To address this limitation, in this work, we employ a
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Figure 4.3: Extracted base temperature dependence (solid lines) for (a) the ideality
factor and (b) the saturation current of a typical HEMT gate Schottky diode from
cryogenic to room temperature. The fitted model shows excellent agreement with
the measured ideality factor and saturation current (markers) across the entire tem-
perature range. The uncertainty of the extracted quantities is sufficiently small that
error bars are not visible.

technique [194] that combines direct current � − + measurements at different base
temperatures with high-frequency scattering parameter measurements. This method
is free from the limiting assumptions of the conventional method and allows us to
extract the thermal resistance and temperature of the gate-barrier Schottky diode.

Two mechanisms contribute to charge transport across the Schottky barrier. The
first mechanism is thermionic emission (TE), in which carriers are thermally excited
over the Schottky barrier. Naturally, the magnitude of the thermionic emission is
temperature-dependant and in typical metal/n-GaAs junctions, TE tends to dominate
current at temperatures above 100 K [195]. The second mechanism is associated
with the quantum mechanical tunneling of electrons directly from the conduction
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band of the semiconductor into the metal. This mechanism is independent of
the temperature, and tends to dominate the forward diode characteriscs at low
temperatures below 100 K [196, 197]. Considering both thermionic emission and
tunneling, the temperate-dependence of the saturation current is expressed as [197]:

�B ()9 ) = (0�∗∗ )2
9 exp

(
−@Ψ1
[:�)9

)
+ �0 (4.2)

where (0 is the diode surface area, �∗∗ is the classical Richardson constant, Ψ1 is
the barrier height, and �0 is the temperature-independent tunneling current.

The ideality factor is expressed:

[()9 ) =
@

:�)9
�00 coth

(
@�00
:�)9

)
. (4.3)

To obtain )9 for a given bias, the temperature dependence of �( and [ is extracted
from DC �-+ characteristics by varying the cryostat base temperature at low bias
where self-heating is negligible and fitting to Eqn. 4.2 and 4.3. The extracted
temperature dependence for a typical measurement is shown in Fig. 4.3.

Next, the small-signal resistance about a DC bias is determined from the microwave
( parameters as:

A) = <(/11) = '( + A 9 = '( +
[()9 ):�)9

@�
(4.4)

where /11 is the complex input impedance of the gate and A 9 is the temperature-
dependent dynamic resistance. Equating expressions for the series resistance in
Eqns. 4.4 and 4.1 yields an equation including the measured Schottky and ( Param-
eters in which the only unknown is the junction temperature:

+

�
−
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= A) −
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. (4.5)

With the DC �-+ characteristics and ( parameters for different biases known, we
obtain the junction temperature at various base temperatures by numerically solving
Eqn. 4.5. Although this method was originally developed for THz Schottky diodes
at room temperature, the physical basis for the measurement is general and it can be
applied to the gate Schottky diodes of HEMTs at cryogenic temperatures so long as
the � −+ characteristics exhibit a dependence on temperature.
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Figure 4.4: Microscope images of probe station instrumentation. (a) Stage of the
cryogenic probe station used for DC and ( Par measurements of the cryogenic
HEMTs. (1) Brass mounting chuck (2) Lakeshore heater resistor (3) Lakeshore
temperature sensor (4) CPW to coaxial gate probe (5) CPW to coaxial drain probe
(6) coaxial thermal strap. (b) Magnified view of HEMT chip during probing. (7)
gate pad (8) drain pad (9) common source pads. Scalebars correspond to 10 mm
(left) and 100 µm (right).

4.3 Sample and method specification
We used this method to characterize the gate thermal resistance of an OMMIC
metamorphic HEMTwith 70 nm gate length and 200 µm gate width consisting of an
InGaAs-InAlAs-InGaAsInAlAs epitaxial stack on a semi-insulating GaAs substrate
over base temperatures from 20–300 K. Further details of the device are specified
in Ch. 5.1 of Ref. [198]. All measurements were performed in a custom cryogenic
probe station depicted in in Fig. 4.4 with cryostat base temperature (denoted base
temperature, )) controlled between 20 K and 300 K by a LakeShore 336 temper-
ature controller. The coplanar-waveguide (CPW) style probes are controlled with
independent precision translation stages to enable the user to position the probes
at specified x,y,z coordinates over the chuck, where the sample is mounted. The
apparatus is cooled using a Sumitomo RDK-415D Gifford McMahon cryocooler
and is capable of reaching 20 K from room-temperature within 8 hours. TheWR-10
style probes are manually adjusted by an operator monitoring the system through an
optical microscope positioned above vacuum windows in the radiation shield and
cryostat lid. A schematic of the transmission lines in the cryostat is depicted in
Fig. 4.5. Additional details of the measurement platform are available [199]. The
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Figure 4.5: Schematic of cryogenic probe station setup for Schottky thermometry
measurements. (1) WR-10 style coplanar-waveguide probes (2) internal SMA coax-
ial transmission lines (3) direct current transmission lines (4) external SMA coaxial
transmission lines. Figure adapted from Ref. [199].

HEMT was biased using a Minicircuits ZX85-12G-S+ bias-tee. (-parameter mea-
surements were performedwith a Rohde& Schwarz ZVA50 vector network analyzer
from 10 MHz to 18 GHz, calibrated with the through-reflect-match method.

The DC measurements were corrected for the parasitic resistance of the bias-tee
and coaxial lines. In particular, the resistance through the transmission lines is
measured by landing the CPW probes on a calibrated through pad. The temperature-
dependence of the Schottky parameters �B and [ were extracted in the log-linear
region at low bias � ∼ 100 `� so that self-heating can be neglected but at sufficiently
high bias so that the characteristic is still log-linear [200]. The saturation current
and ideality factor were fit to Eqns. 4.3 and 4.2. The saturation current expression
was modified by adding a temperature-independent term to Eqn. 3 in Ref. [194]
to account for the tunneling gate leakage current that is known to dominate in low
temperature Schottky diodes [197]. The numerical solution for Eqn. 4.5 is performed
using Broyden’s first Jacobian algorithm [201] from the SciPy optimization library.

After extracting the junction temperature, we verified that the self-heating can
be neglected in the fit range by confirming that the temperature rise induced by
the dissipation in the fit range at the highest extracted thermal resistance satisfies
)9 − ) � ) . For example, the power density of the diode at 20 K and at 75 µA is
≈ 3 µW µm−2. The highest thermal resistance extracted at 20 K is 800 µW µm−2.
The corresponding temperature rise is only 2 K, which satisfies Δ)/)0 � 1. The
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Figure 4.6: Measured forward �-+ characteristics of the HEMT at different base
temperatures (colored symbols). We fit the temperature-dependence of the Schottky
parameters for � . 100 µA for which )9 ≈ ) and the diode characteristics are log-
linear. The DC resistance is combined with (-parameter measurements to extract
the junction temperature at the 0.5-9 mA biases for which self-heating occurs.
Uncertainties in the measurements are sufficiently small that error bars are not
visible.

junction temperature was extracted at biases ranging from 0.5 to 9 mA for which
the capacitance of the channel depletion layer is negligible. In this current range,
the frequency dependence of A) is negligible up to 1 GHz, and the influence of the
parasitic capacitances is negligible. For the calculation of the thermal resistance,
we took the area of the gate to be 14 µm2 = 70 nm × 200 µm.

4.4 Schottky �-+ measurements
Figure 4.6 shows the measured forward bias DC �-+ characteristics at different base
temperatures. The form of the characteristic is qualitatively consistent with those
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Figure 4.7: Small-signal reflection coefficient extracted from (-parameters at differ-
ent bias points (colored markers) and ) = 20 K from 1-10 GHz. The small-signal
resistance is extracted by taking the real part of the input impedance.

from other low noise HEMTs reported in the literature (see Fig. 3c in Ref. [52]).
The gate current is larger than the typical HEMT leakage current because the
gate is forward-biased in the present experiments. As the device is cooled, the
characteristics shift to higher threshold voltages but still exhibit a clear dependence
on temperature. On a semilog plot such as shown here, the saturation current
is obtained from the H-intercept of a linear fit to the log-linear region while the
ideality factor is extracted from the slope @+/[:�) of the same region. The
measured Schottky parameters were then used to fit the temperature dependence of
the saturation current and ideality factor as discussed in Section 4.2.

Figure 4.7 shows the measured reflection coefficient (11 at various bias points at 20
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Figure 4.8: Small signal resistance extracted from (-parameters at different bias
points (colored markers) and ) = 20 K from 1-10 GHz. At low bias and high
frequencies, the effect of the parasitic gate-source capacitance becomes apparent
and the resistance drops off. To avoid this effect, the resistance is extracted only
below1GHzwhere the capacitance is negligible. Uncertaintities in themeasurement
are sufficiently small that error bars are not visible.

K from 1-10 GHz. The small signal resistance is obtained from the reflection coeffi-
cient through A) = Re[(1 + (11)/(1− (11)/0] where /0 = 50 Ω is the characteristic
impedance of the system. As seen in Fig. 4.8, at low biases such as 0.5 mA and high
frequencies > 2 GHz, parasitic capacitance in the gate manifests as a roll-off in the
small signal resistance. To mitigate the influence of this effect, we extract the small
signal resistance under 1 GHz where it is nearly frequency-independent. Combin-
ing the small signal resistance with the temperature-dependence of the Schottky
parameters, we may solve Eqn. 4.5 for the junction temperature.
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4.5 Qualitative modeling of �-+ characteristics
Even before direct extraction of the junction temperature, qualitative evidence of
self-heating can be obtained by inspecting the �-+ characteristics. Ideal Schottky
diodes exhibit log-linear �-+ characteristics, but in practice deviations are observed
owing to self-heating and parasitic series resistance. Series resistance leads to
a sublinear log �-+ while self-heating causes a superlinear trend (see Fig. 3 in
Ref. [194]). These effects depend on bias as well as temperature, and their balance
determines the trend of the measured �-+ characteristic.

Figure 4.9 compares the measured �-+ characteristics with those generated by an
ideal Schottky model, a cold-diode model, and a model including self-heating
with a constant thermal resistance 'Cℎ. The ideal Schottky model neglects series
resistance and self-heating and consequently exhibits log-linear DC characteristics
at all biases. The cold-diode model incorporates the series resistance but neglects
self-heating so that the junction temperature equals the base temperature at all biases,
)9 = ) . Finally, the linear-heatingmodel incorporates series resistance, temperature-
dependent Schottky parameters, and assumes that the junction temperature increases
linearly with the dissipated power, )9 = ) + 'Cℎ �+ , with thermal resistance 'Cℎ as
a fitting parameter. Through comparison to measured DC �-+ , we can infer the
magnitude and power dependence of the junction temperature )9 at different ) .

Figure 4.9a shows the model comparison to measurements at ) = 300 K. At low
biases below 1 mA the measured diode is nearly ideal and exhibits the expected
log-linear trend (Region A). At 1 mA, the cold-diode model, linear-heating model,
and measured current agree to within 3%, indicating that the temperature rise at this
bias is small compared to the base temperature. At high currents exceeding 1 mA,
the series resistance leads to a sublinear trend (Region B); however, the cold-diode
model including only series resistance underpredicts the measured current at high
biases (∼ 9 mA) by ∼ 25%. In contrast, the linear-heating model agrees with the
measured �-+ characteristics in Region B. From this comparison, we infer that at
300 K, self-heating is appreciable above 1 mA biases and that the thermal resistance
is constant with power.

Figure 4.9b shows the model comparison at ) = 20 K. As at 300 K, below 100
µA the diode is nearly ideal, but a super-linear trend associated with self-heating is
evident at biases between 100 µA and 1 mA (Region C), which is not observed at
300 K. At 1 mA, the measured current exceeds that of the cold-diode model by over
15%, indicating that the temperature increase due to self-heating is substantially
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Figure 4.9: Measured �-+ characteristics at (a) 300 K and (b) 20 K (red markers)
compared to the ideal diode (black dashed line), cold diode (blue dashed dotted
line), and linear-heating model (orange solid line). The cold-diode model captures
the data well at low biases under 1 mA. A calculation assuming constant thermal
resistance explains the high-bias measurements above 1 mA at 300 K but not at
20 K, implying the dominance of a different heat transfer mechanism at cryogenic
temperatures. See text for additional details. The curves for cold diode model and
linear heating model coincide with the ideal diode model below 0.5 mA and are
omitted for clarity.
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larger at this bias than at 300 K. Furthermore, above 1 mA (Region B) the linear-
heating model at 20 K markedly overpredicts the measured current, indicating that
the thermal resistance must decrease as the bias increases at 20 K.

4.6 Junction temperature extraction

Figure 4.10: Junction temperature rise, )9 − ) , versus dissipated power density at
base temperatures 20 K (red circles), 40 K (yellow triangles), 60 K (blue triangles),
and 300 K (black squares). The temperature rise is approximately linear with power
at room temperature but nonlinear at cryogenic temperatures. Dashed black lines
are added as guides to the eye.

We now perform a quantitative analysis of the data by using the method in Sec. 4.2
to extract the junction temperature. Figure 4.10 shows the extracted junction tem-
perature rise versus power for ) = 300 K, 60 K, 40 K, and 20 K. The features
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Figure 4.11: Interpolated junction temperature, )9 versus base temperatures, )
at various power densities (colored lines). As the device is cooled, the junction
temperature begins to plateau due to self-heating.

of the temperature rise are consistent with the qualitative expectations developed
in Fig. 4.9. First, at ) = 300 K, the temperature rise is nearly linear with the
dissipated power, indicating that a constant thermal resistance can account for the
measurements. Second, at the low bias point of 1 mA and 40 µW µm−2, the junction
temperature rise is 3 K or 1% of the base temperature, confirming the qualitative
prediction of small temperature rise at this power shown in Fig. 4.9a. In contrast, at
cryogenic temperatures, the temperature rise exhibits a nonlinear trend with power,
with the temperature initially increasing rapidly but transitioning to a weaker in-
crease at higher powers. This observation is consistent with Fig. 4.9b and suggests
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that the thermal resistance decreases as the bias is increased. At ) = 20 K and
the same low bias point of 1 mA and 50 µW µm−2, the temperature rise is 29 K,
almost 10 times larger than the room temperature value of 3 K. This difference is
on the same order as the difference in heat capacity between these temperatures,
which decreases by over an order of magnitude from 300 K to 20 K [202]. At ) =
40 K and 60 K, the temperature rise exhibits the same qualitative features as those
seen at 20 K, but for the same power, the temperature rise is smaller at higher base
temperatures.

As described in Sec. 4.2, the junction temperature is extracted for fixed gate current
values. To extract the temperature dependence of the junction temperature at fixed
power instead of current, we linearly interpolate the junction temperatures for each
power density. This procedure is analogous to taking a vertical slice at fixed
power in Fig. 4.10. Figure 4.11 shows the interpolated junction temperature versus
the base temperature for various power densities applied to the gate. At base
temperatures near 80 K and all powers, the junction temperature decreases with base
temperature as Δ)9/Δ) ∼ 0.9 K/K, meaning that at these temperatures, a change in
base temperature is exhibited nearly completely in the junction temperature as well.
As the cryostat is cooled to 20 K, the cooling coefficient Δ)9/Δ) drops to ∼ 0.45
K/K, indicating that while the bulk device continues to cool, the gate temperature
cools less rapidly due to self-heating. The observed temperature plateau in Fig. 4.11
implies that the thermal resistance at all powers must increase nonlinearly as the
junction temperature decreases below ∼ 50 K.

4.7 Phonon radiation resistance
We now compute the thermal resistance 'Cℎ = Δ)/@ as the ratio of the junction
temperature rise in Fig. 4.10 and the power density. Figure 4.12 shows the thermal
resistance versus power density. At room temperature, the thermal resistance is
nearly constant with power, as expected from Figs. 4.9a and 4.10. As the device
is cooled to cryogenic temperatures, the thermal resistance increases at all powers.
At 1 mA and 40 µW µm−2, the thermal resistance increases by almost an order of
magnitude from 300 K to 20 K. Furthermore, at cryogenic temperatures the thermal
resistance exhibits a nonlinear power dependence.

The magnitude and trend of the thermal resistance with temperature are inconsistent
with a conduction thermal resistance associated with the thermal conductivity of
the epitaxial semiconductor materials. For example, the conduction thermal resis-
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tance based on the bulk thermal conductivity of GaAs at ) = 20 K is !/^ ≈ 0.5
K µm2 mW−1 for ^ = 2000 W m−1 K−1 [202] and ! = 1 µm, orders of magnitude
smaller than the observed resistance. If this thermal resistance was the dominant
contributor, the temperature rise at 20 K and 1 mW would be only 0.03 K, which
is far smaller than the extracted temperature rise. Even with accounting for large
thermal gradients by taking the value at an intermediate temperature of 100 K,
^ = 200 W m−1 K−1, the estimated temperature rise is only 0.3 K. The lower thermal
conductivity of the alloy is also unable to explain the discrepancy.

In addition to this magnitude discrepancy, bulk conduction cannot explain the tem-
perature trend exhibited in the measurements. While the conduction thermal resis-
tance is predicted to decrease by around an order of magnitude from 300 K to 20 K
based on the temperature dependence of the thermal conductivity (^20 /^300 ≈ 40
[202]), the opposite trend is observed in the measurements where the thermal re-
sistance actually increases at lower temperatures. This analysis indicates that the
measured thermal resistance is not associated with the thermal conductivity of the
semiconductors.

Instead, the resistance can be attributed to the thermal boundary resistance of the
gate-semiconductor interface. The HEMT gate is formed by depositing a metal-
lic stack consisting of metals such as Pt, Ti, and Au on the InAlAs barrier layer
that has been subjected to semiconductor processing steps such as wet etching. At
300 K, reported values of thermal boundary conductance for a soft metal such as
gold on semiconductor are in the range of 30-40 MW m−2 K−1 [203]. These studies
used pristine interfaces for which the metal is evaporated directly onto a high-quality
crystalline substrate. In contrast, the etching step in the fabrication of the gate leaves
an amorphous region several nanometers thick at the gate-semiconductor junction
(see Figure 4.11(a) in Ref. [204]). Prior measurements report that crystalline disor-
der can increase thermal boundary resistance by factors of approximately 3-4 (see
Figure 7 in Ref. [205]) as phonons with atomic-scale wavelengths are reflected at
the interface [45]. At 300 K, the average thermal resistance of the HEMT over all
power levels is 60 K µm2 mW−1. This value corresponds to a conductance of 17
MW m−2 K−1, which is consistent with the above values for thermal conductance of
a defective interface.

We next examine the origin of the nonlinear trend of thermal resistance versus
power in Fig. 4.12. Assuming the total gate thermal resistance is dominated by the
thermal boundary resistance, in principle a microscopic model of thermal bound-
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Figure 4.12: Thermal resistance of the junction versus power density at base tem-
peratures of 20 K (red circles), 40 K (yellow triangles), 60 K (blue triangles),
and 300 K (black squares). At room temperature, the thermal resistance is nearly
independent of power and thus junction temperature. At cryogenic temperatures,
the thermal resistance increases nonlinearly as the power and junction temperature
decrease. While diffusion theory is not able to explain these trends, the features
of the measurement are qualitatively consistent with the predictions of a simple
model assuming the thermal resistance is dominated by phonon radiation through
the interface (computed at 20 K, red solid line). Dashed black lines are added as
guides to the eye.

ary resistance could be constructed from thermal resistance versus temperature and
knowledge of the phonon density of states of the semiconductor and metal. However
in practice, the bake and passivation steps in the gate fabrication induce atomic dif-
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fusion and the formation of intermetallic compounds [204]. As a result, knowledge
of the atomic structure and vibrational modes of the interface required for such a
model is lacking.
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Considering these challenges, we instead construct a qualitative model for the ther-
mal resistance in which the phonons are assumed to follow a Debye model. The
heat flux through the interface can be expressed in terms of the Debye density of
states � (l) as:

@ =
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where b (l) is the frequency-dependent transmission through the interface and
5�� ()) is the Bose-Einstein distribution evaluated at temperature ) . With an appro-
priate change of variables D = ℏl/:�) , and assuming the temperature dependence
of the transmission can be neglected, the integral can be recast into amore convenient
form:
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where D� = \�/) is the ratio of the Debye temperature associated with atomic
vibrations at the interface and the temperature. Assuming that the temperature is
small compared to the Debye temperature such that the upper bound of the integrand
can be set to infinity, the integral becomes the Rienmann-Zeta function and can be
evaluated analytically. The resulting expression is the solid-state equivalent of the
Stefan-Boltzmann law [206]:

@ = nf? ()4
9 − )4) (4.8)

where n is the integrated transmission coefficient associatedwith phonons impinging
on the interface [207] and f? = c2:4

�
/40ℏ3E2

0E4 ∼ 600 W m−2 K−4 is the Stefan-
Boltzmann constant for phonons in GaAs. Here, E0E4 ≈ 3500 m s−1 is the Debye
velocity in GaAs computed from the average sound velocities [202]. If the gradient
of temperatures across the junction is small, that is if )9 − ) � ) , one obtains the
familiar)−3 dependence of the thermal resistance. However for the large temperature
rise depicted in Fig. 4.10, this linearization is inappropriate. Instead, a large signal
thermal resistance can be defined by factoring the quartic term [208]:
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Physically, the power dependence of the measured thermal resistance observed
in Fig. 4.12 can be interpreted microscopically through this model. The value
of the radiation resistance depends on the number of available heat conduction
channels, parameterized by the phonon occupation. At room temperature, where
phonon modes are classically occupied, the occupation of the modes does not
vary strongly with temperature and consequently, the thermal resistance is nearly
constant with power. In contrast, at sufficiently low temperatures, the phonon Bose-
Einstein occupation depends strongly on temperature and consequently the observed
resistance is a strong function of the dissipated power. Applying this model to the
datameasured at 20K,we obtain the curve shown in Fig. 4.12. Despite the simplicity
of the phonon radiation model, it qualitatively captures the nonlinear variation of
thermal resistance with power with n ∼ 0.02 as the best fit parameter. The physical
picture of heat dissipation from the gate that emerges is therefore the radiation of
phonons from the gate with a heat flux that is smaller than the pure radiation value
owing to phonon reflections at the gate-semiconductor interface.

4.8 Phonon radiation at the low noise operating point
We now discuss the implications of heat dissipation by phonon radiation on the
self-heating and microwave noise figure of HEMTs. In the present experiments, the
gate was forward-biased while the drain was grounded so that heat was generated
by the emission of phonons by hot electrons in the gate metal. However, under
the typical low noise operating conditions for depletion-mode HEMTs, the gate
and drain are reverse and forward biased, respectively, and heat is generated by the
emission of phonons from hot electrons flowing through the channel. Despite these
differences, the identification of the phonon radiation mechanism supported by the
measurements in this study allows us to assess the magnitude of self-heating at the
low-noise operating bias. Considering heat transport to occur by phonon radiation,
at the low-noise bias phonons generated in the channel radiate to the gate which then
radiates phonons to the substrate to balance the incoming heat flux. The steady-state
temperature of the gate is set by the radiation space resistances between the gate,
channel, and substrate.

An equivalent radiation circuit model for the system, as shown in Fig. 4.13, can
be used to predict the temperature rise in the gate from the radiative phonon flux
originating at the drain (see Eqn. 6.48 and Fig. 6.12 of Ref. [209]). In this model,
the three nodes in the circuit are the channel (c), gate (g), and substrate (s) linked by
space radiation resistances. We assume that all surfaces are black for simplicity. The
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Figure 4.13: Equivalent thermal circuit model of the cryogenic HEMT at the low
noise operating point. Under the phonon blackbody regime, the source, gate, and
channel are linked by radiation space resistances. Under the appropriate approxima-
tions, this circuit can be solved for the gate and channel temperatures as a function
of channel dissipation and substrate temperature.

gate node is assumed to be adiabatic such that all absorbed radiation is re-emitted.
This assumption is well-justified since the only other mode of heat transfer available
to the gate is conduction through the thickness of the gate itself. The contribution
of this path can be easily estimated by Fourier’s Law with the cryogenic thermal
conductivity of gold as ^ ≈ 10 W m−1 K, the cross sectional area of the gate as 0.15
µm2, and a relevant length scale on the order of 50 µm. With these values, we predict
a conductive heat loss out of the gate of ∼ 150 nW, which is indeed significantly
smaller than the typical dissipation in HEMTs of order ∼ mW (see Supplementary
Information in Ref. [72]).

Under these assumptions, the gate emissive power �6 can be expressed as:

�6 =
�3'26 + �2'6B
'26 + '6B

(4.10)



89

Figure 4.14: For a given substrate temperature and channel dissipation, the radiation
circuit is solved for the gate and channel temperatures, here plotted as temperature
increase relative to the substrate. At high substrate temperatures > 50 K, the tem-
perature rise at all biases is a small fraction of the substrate temperature. However at
liquid helium temperatures, the temperature rise at even small biases may be several
times the substrate temperature. For typical HEMT parameters, the temperature rise
in the gate is approximately 2/3 of that in the channel.
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Figure 4.15: The simulated gate temperature under low noise bias conditions for
the typical HEMT geometry. At high temperatures > 50 K, decreasing the substrate
temperature by 1 K produces almost an equivalent decrease in the gate thermal
noise. However as the substrate temperature continues to decrease, the gate becomes
thermally decoupled from the substrate. At liquid helium temperatures, the thermal
noise from the gate may be several times larger than that predicted by the substrate
temperature.
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where '8 9 = �8�8 9 is the space resistance between nodes 8 and 9 , �8 is the emitting
line length, �8 9 is the view factor, and �8 = f?)4

8
is the blackbody emissive power

from node 8 at temperature )8. Balancing the heat fluxes in the equivalent circuit
model, we obtain an expression for the the heat flux &2 in the channel:

&2 = (�2 − �6)/'26 + (�3 − �B)/'2B . (4.11)

For a specified substrate temperature)B = ) and power density from Joule heating in
the channel, Eqns. 4.10 and 4.11 can be solved for the gate and channel temperatures
)6. Based on typical HEMT geometry, we estimate emitting line lengths as �6 =
�2 ∼ 70 nm. The view factor is estimated from the intercept of the 2D solid angle
of the gate from the emitter region in the channel. For a typical HEMT gemometry,
we obtain �26 ∼ 0.3. The results of the calculation for different power dissipations
are shown in Fig. 4.14.

At a typical low-noise bias, the dissipated power is ∼ 30 mW mm−1 [72]. Note that
this dissipated power is that at the low noise bias, which is distinct from the powers
used in the experiments of Sec. 4.2. As seen in Fig. 4.15, for a base temperature
) = 20 K, numerical solution of Eqn. 4.10 predicts a gate temperature ∼ 24 K,
consistent with the finding of Ref. [75]. However, taking ) = 4 K, the temperature
rise in the gate is ∼ 16 K and consequently, the gate temperature is predicted to
equal 20 K. As is apparent from Fig. 4.15, the trend is not specific to a particular
choice of dissipation. At high temperatures ) > 50 K, the temperature rise is small
relative to the substrate and cooling the substrate produces an almost equivalent
decrease in the gate temperature. In contrast, at low temperatures < 30 K, the
gate thermally decouples from the substrate due to self-heating and indeed at liquid
helium temperatures, saturates altogether. Consequently, at the typical operating
point for low noise amplifiers, the gate is predicted to be several times hotter than
the substrate.

The self-heating of the gate affects the microwave noise of HEMTs because the
thermal noise associated with the gate resistance is added at the input. If the steady-
state gate temperature exceeds the base temperature, the microwave noise will be
larger than predicted based on the base temperature. The above analysis implies that
the thermal noise contribution of the HEMT gate at liquid helium temperatures is
several times larger than previously assumed. An incorrect gate temperature directly
affects the extracted drain temperature and consequently the interpretation of the
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Figure 4.16: The simulated dependence of the Pospieszalski minimum noise tem-
perature )<8= on the gate temperature of the amplifier at substrate temperature 100
mK. Linear transistor model available from OMMIC D007IH PDK. Small-signal
transistor elements obtained from [198]. Improvements in thermal management will
be necessary to reduce the contribution of the gate to theminimumnoise temperature
of the transistor.

physical origin of noise in HEMTs. We note that previous work has interpreted
noise saturation at liquid helium temperatures to the saturation of the drain noise
added at the output (see Fig. 1d of Ref. [72]). Our measurements indicate that the
observed noise saturation is in fact due to elevated thermal noise at the input as the
gate temperature plateaus with base temperature.
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Figure 4.16 shows the simulated dependence of the Pospiszalski minimum noise
temperature for the transistor as a function of the gate temperature for different
values of the drain temperature. This figure indicates that self-heating will limit the
minimum noise temperature of cryogenic HEMT amplifiers without decreases in
power consumption or improvements in device thermal management that decrease
the physical temperature of the gate. Recently, LNAs with power consumption of
hundreds of µW were reported, a value that is several times lower than those of
typical HEMTs [52]. While these reductions can reduce gate heating, the quar-
tic dependence associated with phonon radiation means that even at 300 µW and
) = 100 mK, the gate temperature is predicted to be ∼ 10 K. Therefore, additional
considerations for thermal management are necessary to reduce the excess thermal
noise resulting from self-heating. A possible strategy is to introduce an additional
thermal path above the gate using direct immersion in normal or superfluid liq-
uid helium, which is routinely done for thermal management of superconducting
magnets in high-energy physics experiments [210].

We have presented measurements of the gate junction temperature and thermal
resistance of a low-noise HEMT from cryogenic to room temperature obtained using
a Schottky thermometry method. The magnitude and trend of the extracted thermal
resistance versus power and base temperature are consistent with heat dissipation
by phonon radiation through an interface. Considering phonon radiation as the
dominant mechanism of heat transfer, we estimate the intrinsic temperature of the
gate at the low-noise operating bias using a radiation circuit. The model predicts
that at liquid helium temperatures, the gate will self-heat to a temperature several
times that of the base temperature. Our measurements thus indicate that self-
heating constitutes a practical lower limit for the minimum microwave noise figure
of cryogenic HEMT amplifiers unless thermal management strategies to remove
heat from the gate can be identified.
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C h a p t e r 5

SUMMARY AND OUTLOOK

The overarching goal of this thesis has been to contribute to the development of physi-
cal models for electronic fluctuations in semiconductormaterials and devices. In this
thesis, we have studied electronic noise in semiconductors through a combination
of first-principles simulations and experiments in HEMT transistor amplifiers. Our
work has provided new and unique perspectives on both the physics of fluctuations
in materials and how fluctuations in devices limit modern scientific instrumentation.
In this chapter, we highlight the key contributions of this work and identify areas of
future interest.

In Chapter 2, we introduced a new ab intitio theory of fluctuations in semiconductors
through the framework of the Boltzmann Transport Equation. In contrast to earlier
simulation techniques used to study noise, our method is truly first-principles and
therefore requires no ad hoc parameters. Therefore our method provides a means
of moving beyond the phenomenological descriptions of materials allowing us to
identify the microscopic mechanisms responsible for electronic fluctuations in a
predictivemanner. Building on earlier work developed for the prediction of transport
properties, our method moves beyond the typical warm electron approximation to
permit the calculation of transport and fluctuation properties for charge carriers that
have been excited well above the lattice temperature. The key output of the method
is the fluctuation power spectral density. Under non-equilibrium conditions, this
observable contains information about the magnitude and timescales of competing
microscopic processes that are not accessible through transport studies alone.

In Chapter 3, we demonstrate the method by simulating noise in two technologically
relevant semiconductors. In the first study in GaAs, we investigate the transport
and fluctuation properties of warm electrons in GaAs. The method enables a
unique modal perspective of electronic noise in semiconductors and in this study,
we have resolved the contributions of individual electronic states to current noise
and identified the mechanism underpinning these contributions as the disparate time
scales of energy and momentum relaxation between electrons and the lattice. In our
second study in Si, we simulate transport and fluctuations of hot carriers and find that
the widely-accepted 1ph scattering theory is insufficient to reproduce measurements
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of the warm electron tensor and the PSD.The simulation work presented in Chapters
2 and 3 is an advance in the state of art for the numerical description of electronic
noise relative to the Monte Carlo method that has dominated the field for the past 40
years. Just as ab initio methods have stimulated new research directions for linear
transport, so too will our method enable microscopic insights on electronic noise in
semiconductors that are not possible with traditional methods.

In Chapter 4, we investigate the role of heat dissipation as a fundamental mechanism
limiting the noise performance of high electronmobility transistors at cryogenic tem-
peratures. We address this important question using a Schottky thermometrymethod
that combines DC and high frequency (-parameter measurements to characterize
the junction temperature and thermal resistance of the gate in a cryogenic HEMT.
Our measurements support the physical picture of heat transported by phonon ra-
diation through a defective interface at the gate-semiconductor interface, resulting
in a thermal resistance that is orders of magnitude larger than that predicted by
Fourier’s Law. Importantly, this result implies that self-heating will be appreciable
for any realistic low-noise bias at liquid helium temperatures, limiting the minimum
thermal noise and hence overall noise figure of modern cryogenic HEMTs.

5.1 Future work
The ab initio theory of electronic noise and the applications inGaAs and Si presented
in this thesis may be used as a baseline for the development of more sophisticated
simulations. The theory presented in this dissertation is developed for the study of
spatially homogeneous fluctuations driven by phonon-mediated scattering events.
Incorporating the real-space dependence of fluctuations can enable the prediction
of the charge density fluctuations that drive phenomena such as light scattering. In
the case of electronic noise, our computed observable was the spectral density of
fluctuations in the electronic current. The analogous quantity in a light scattering
study would be the fluctuations of the dielectric constant of the material. In such
a study, the incorporation of carrier-carrier interactions is necessary to reproduce
experimental measurements. In principle, such calculations are an extension of the
presentmethodwith an additional term in both the one-time, two-particle correlation
function and in the collision operator of the BTE and with the full spatial derivative
included in the kinematic portion of the equation (see Ch. 2 of [4]).

Another potentially interesting extension of the method is the inclusion of impurity-
mediated scattering. This effect is particularly relevant formodeling doped semicon-
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ductors at low temperatures, where electrons scatter from the local charge imbalances
induced by ionized impurities. Traditionally, the influence of ionized impurities has
been treated using semiempirical models such as Brooks-Herring [19]. Suchmodels
fail to incorporate important effects such as anisotropy and energy dependence of
the scattering rates. Recently published work has developed a framework for the ab
initio computation of electron-defect scattering rates [211, 212] and demonstrated
that in contradiction to previous assumptions, these rates are highly energy and
temperature dependent. Incorporating these calculations with the present method
could potentially lead to better understanding of fluctuations in real devices such as
MOSFETs and bipolar junction transistors that rely heavily on doping to promote
charge transport.

At present, the developed method simulates the dynamics of the charge carriers in-
teracting with a reservoir of phonons in thermal equilibrium. This approximation is
likely appropriate when the electron heating is limited or for simulations in materials
where the time-constants of phonon-phonon scattering are substantially faster than
the analogous electron-phonon processes. In real devices, charge carriers are rou-
tinely excited many :�) above the conduction band edge. Under such conditions,
the energy transferred to the lattice may be sufficient to drive phonons out of equilib-
rium. Since the primary mode of electron energy dissipation is optical phonons, the
buildup of non-thermal optical phonon occupation can present a significant bottle-
neck to carrier cooling [213]. Consequently, in systems such as the 2DEG channels
of HEMT amplifiers, onemay need to incorporate hot phonon effects to fully capture
energy transfer rates [214]. One method to incorporate hot phonon effects is the
simultaneous solution of coupled electron and phonon Boltzmann Equations [215].
Conventionally, such methods have been computationally expensive, but recently
developed numerical simulators may enable direct calculations [216].

The present method may also be applied to study other interesting materials. In
Chapter 3 of this dissertation, we demonstrated that the properties of the conduction
band structure in a given material are an important determinant of the presented
noise characteristics. The conduction band of graphene is characterized by a linear
Dirac cone and a gapless transition to the valence band at the minima. The unique
structure of graphene is thought to contribute to novel transport properties [217, 218]
and it may have similar influence over fluctuations in the material. A recent study
[219] based on the Boltzmann-Greens functionmethod of Stanton andWilkins [114]
simulated the current spectral density of graphene at room temperature. However,
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this study used a toy-model band structure and a relaxation time approximation of the
scattering. As such, the insights derived from this study are necessarily qualitative
and no comparison to experiment was attempted. As first-principles calculations
of the electronic structure and lattice dynamical properties of graphene are now
available [220], the present theory can be easily applied to further understanding of
fluctuations in graphene.

Finally, it is natural to consider how our findings may contribute to the develop-
ment of next generation low noise amplifiers. The Schottky thermometry methods
presented in Chapter 5 suggest that at under the conditions typical for low noise
operation, excess thermal noise in the gate will limit the overall noise performance
of HEMT amplifiers. Further improvements to HEMTLNAswill require changes to
the device structure or operating conditions that mitigate the self-heating of the gate.
The analysis presented in Fig. 4.14 suggests that minimizing the power dissipation
in the channel will reduce the thermal contribution of the gate. In recent years, much
effort has been dedicated to reduce HEMT power dissipation, largely motivated by
a desire to reduce heat load on the cryogenic stages of quantum computing and
radio astronomy measurement platforms. For example, a recent study has demon-
strated that tuning the composition of the alloy channel can improve HEMT noise
performance at sub-mW dissipation [52]. While the study has attributed the low
noise temperature to increase in the threshold frequency and reduction in the drain
temperature, employing the Schottky thermometry method proposed in this thesis
would allow a direct breakdown of the measured noise into thermal and hot electron
components. Repeating the analysis performed in our study can therefore contribute
to greater understanding of the present noise sources and inform future optimization
steps.
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