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ABSTRACT

Materials that are atomically thin behave substantially different than those of their
bulk counterparts. However, when most materials become thinner, their surface-to-
volume ratio increases and the number of unpassivated dangling bonds at the surface
approaches the number of internal crystalline bonds, which prevents examining the
intrinsic properties of most ultrathin materials. The recent discovery of layered
materials, whose crystal structures have naturally passivated basal planes, has en-
abled the possibility to examine materials’ thicknesses that approach a single atomic
layer. In this thesis, we examine and explore the consequence of this new regime of
thickness for active layers in photovoltaic applications. Specifically, we focus on the
three aspects that define photovoltaic operation and explore their differences in these
ultrathin materials: optical absorption of photons, subsequent carrier generation and
transport, and finally, free energy extraction of collected carriers. We first discuss
the implications of band-edge abruptness on the maximum efficiency of a solar cell.
Then, we show that optical absorption in these ultrathin materials is dominated by
cavity wave optics, and design structures that enable near-unity absorption in both
ultrathin (∼10 nm) and atomically-thin (∼7 Å) active layers. Using these optical
design rules, we design heterostructures with record incident photon to electron
conversion efficiency (>50%). Next, we examine new methods of creating electrical
junctions by using thickness to vary the amount of band bending in a material. We
spatiotemporally image these ‘band-bending junctions’ for the first time. Finally,
we argue that photoluminescence can be used as a direct readout of the open cir-
cuit voltage potential, and motivate examination of monolayer materials which have
substantially higher radiative efficiency. We therefore examine the strain tuning of
photoluminescence properties of both monolayer TMDC and heterobilayer TMDC
systems. This work illustrates that van der Waals materials are an ideal system for
examining the novel optoelectronic physics of atomically thin photovoltaics.
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C h a p t e r 1

INTRODUCTION

“You don’t have to be great to get started, but you
have to get started to be great.”

— Les Brown

1.1 Physics and Engineering of Conventional Photovoltaics
Photovoltaic devices are systems that convert incident radiation (typically sunlight,
in which case is referred to as a solar cell) into electrical energy. In many ways,
photovoltaic systems are essentially light-powered batteries where load matching
is necessary to maximize the output power of the solar cell. In this section, we
first introduce the internal physics that is common to the operation of every solar
cell. Next, we introduce and describe the typical current-voltage behavior of solar
cells in the form of the modified diode equation. We then connect the three main
factors that make up the solar cell power conversion efficiency to internal physical
processes and discuss how they are conventionally engineered. Finally, we describe
the efficiency limits of a solar cell by invoking detailed balance arguments, which
motivates and further elucidates the behavior of a conventional solar cell.

Current Voltage Characteristics of a Typical Solar Cell

The current-voltage (� −+) characteristics of solar cells can be typically represented
with an equivalent circuit model:

� (+) = �0
(
exp

(
@(+ − �'B)
=83:1)

)
− 1

)
+ + − �'B

'Bℎ
− �! (1.1)

where @ is the fundamental unit of charge (= 1.6 × 10−19 C), :1) is the thermal
energy (= 25.8 meV at room temperature), �0 is the recombination current prefactor,
=83 is the diode ideality factor, 'B is the equivalent internal series resistance of the
solar cell, 'Bℎ is the equivalent internal shunt resistance, �! is the photogenerated
current, and �, + is the output current, voltage of the solar cell, respectively. Because
the current-voltage curves are strongly asymmetric with voltage (as opposed to the
symmetric case of an ideal resistor), the current-voltage relation is rectifying and
therefore reminescent of a diode, where current flows nearly entirely in one direction.
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The power % generated from the solar cell can be found by the usual expression

%(+) = � (+)+ (1.2)

where we note that the expressions for the power is dependent on the voltage across
the solar cell. Note that Equation 1.2 has powers that are negative, since the current
itself is negative, i.e., the power is generated from the solar cell, as opposed to the
current through a resistor where the power is dissipated. The maximum power point
of the solar cell is denoted by %<?? = �<??+<??, which specifies a specific load
condition to maximize the energy harvested from a solar cell. For a given load '! ,
the output current is given by:

− � (+) = +

'!
(1.3)

where the current � (+) from the solar cell is now dissipated in the resistive load,
so the negative sign in front of the current accounts for this factor. The specific
current and voltage for a given load resistance can be solved graphically, as shown
in Figure 1.1. Thus, it is clear that the load that maximizes the energy harvested is
given simply by

'2ℎ =

����+<??�<??

���� (1.4)

Therefore, once the current-voltage relations of a solar cell is carefully characterized,
we canmaximize its output power bymatching the load resistance to its characteristic
resistance. To note, the maximum power point can also be written as

%<?? = �<??+<?? = �B2+>2�� (1.5)

which separates the power generation of the solar cell into three distinct but inter-
related terms. Here, �B2 refers to the short circuit current, which describes the
photogenerated current of the solar cell under short-circuit conditions (i.e., when
the external load is '! = 0), +>2 is the open-circuit voltage, which describes the
photovoltage when the solar cell is under open-circuit conditions (i.e., when the
external load is '! = ∞), and �� is the fill factor, which describes the square-ness
of the � −+ curve and can be seen as being equal to

�� =
�<??+<??

�B2+>2
(1.6)

Thus, the power conversion efficiency [ can be calculated as

[ =
%<??

%BD=
=
�B2+>2��

%BD=
(1.7)
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where %BD= is the incident power from the sun. The above terms are typically
normalized to the area of the solar cell so that the terms are not a priori dependent
on cell size. Therefore, currents are typically referred to as current densities (e.g.
�B2 is the short-circuit current density, in units of mA/cm2), resistances are typically
quoted as sheet resistances (AB and ABℎ, in units of Ω-cm2), and incident power %BD=
is typically quoted in units of power density (e.g. W/m2).

Photogenerated Current

𝑽𝒎𝒑𝒑, 𝑰𝒎𝒑𝒑

Dark Current

Under 
Illumination

𝑽𝒐𝒄

𝑰𝒔𝒄

Figure 1.1: Typical Solar Cell IV Curves. Typical current-voltage curves of a
solar cell under illumination (blue) and in the dark (orange), along with its power-
voltage (yellow) curve. Here, we plot the generated current and power as a positive
quantity. The purple curve corresponds to the current-voltage curve of a resistive
load '! . In this case, the load resistance is matched to the characteristic resistance,
'! = '2ℎ =

��+<??/�<?? ��, which maximizes the energy harvesting of the solar cell,
i.e., it operates at its max power point. The short-circuit current �B2 and open-circuit
voltage +>2 points are also labelled.

Engineering for Maximum Efficiency

Since solar cells are made to generate electrical power, the power conversion ef-
ficiency [ becomes an important figure of merit to describing the technological
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potential of a solar cell technology as well as a method to reducing the overall capi-
tal cost of commercializing solar cell modules. Since 1976, NREL has kept track of
the maximum efficiencies achieved in different solar cell technologies, reproduced
in Figure 1.2. Here, we briefly discuss the typical engineering considerations in
maximizing the efficiency potential of a solar cell material, which involves simulta-
neously optimizing the �B2, +>2, and �� of the solar cell.

Figure 1.2: NREL Efficiency Chart. Maximum power conversion efficiencies
achieved in different photovoltaic technology, plotted as a function of the year the
record was achieved.

Jsc

The short circuit current density �B2 describes the photogenerated current when
the solar cell is shorted as illustrated in Figure 1.3a. Thus, to maximize �B2, we
must optimize both the optical absorption (generation of electron-hole pairs) and
subsequent collection of the electron-hole pairs. To see this more explicitly, the
short circuit current density can be written a

�B2 = @

∫ ∞

0
�&� (�)(BD= (�)3� (1.8)

where � is the energy of the incident photon, (BD= (�) is the incident spectral solar
flux (in units of photons/m2/sec), and �&� (�) is the external quantum efficiency,
which defines the number of incident photons that are converted to collected elec-
trons. Therefore, the maximum �&� is unity, and given the typical solar fluence
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𝐸𝑐

𝐸𝑣

𝐸𝐹𝑛

𝐸𝐹𝑝

𝐸𝑐

𝐸𝑣

𝐸𝐹𝑝

𝐸𝐹𝑛

𝑅𝐿 = 0 𝑅𝐿 = ∞

a b

Figure 1.3: �B2 vs. +>2. Schematic depiction of the solar cell under short-circuit a
and open-circuit b conditions.

(BD= (�) (specified as AM 1.5G), the maximum short circuit current density achiev-
able is ∼70 mA/cm2.

The �&� is a product of two terms:

�&� (�) = 0(�)�&� (�) (1.9)

where 0(�) describes the probability of a photon to being absorbed at photon
energy � , and �&� (�) describes the internal quantum efficiency, or the probability
of the generated electron-hole pair to be collected. Therefore, �&� is purely a
description of the electronic geometry, and is wavelength-independent a priori.
However, different photon energies may result in different amounts of generation
and recombination in different places, and therefore there is a subtle photon energy
dependence1.

To maximize absorbance, it is necessary to engineer the optical configuration and/or
thickness of the active layer. Absorption in the ray-optics regime (i.e., ! � _) is
typically described by the Beer-Lambert law:

0(�) = (1 − '(�)) (1 − exp(−U(�)!)) (1.10)
1For example, in a typical solar cell, bluer photons are absorbed closer to the surface due to the

increased absorption coefficient at higher energies, and therefore the generated electron-hole pairs
with that energy are less likely to collected due to their distance from the junction of the solar cell
and finite surface recombination velocity.
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where '(�) describes the reflectance of the semiconductor, primarily dictated by
the air-semiconductor interface, U(�) is the absorption coefficient, a relatively in-
trinsic property of a semiconductor, and ! is the thickness of the semiconductor or
its equivalent absorption path length. Therefore, absorption is maximized by (1)
minimizing reflectance, e.g., with the use of an anti-reflection coating, (2) maximiz-
ing absorption coefficient, e.g., with the use of a direct bandgap semiconductor, and
(3) increasing the thickness of the semiconductor.

On the other hand, maximizing the carrier collection efficiency requires both the
breaking the symmetry of electron and hole transport (e.g., with an electric field,
or more generally, through the asymmetries in the electrical conductivity of the
respective charge carrier) and maximizing the diffusion length !� of the respective
carriers. In contrast to absorbance, carrier collection efficiency typically decreases
with an increase in the active layer thickness, because carriers are only collected
within a diffusion length !� of the electrical junction of the solar cell. Therefore,
our main constraint for the thickness of the solar cell active layer is ! . !� . A
further increase in the absorption path length can therefore be achieved with light
trapping geometries, e.g., with the addition of surface texturing and a back reflector,
!4 5 5 = 4=2

A !, [213] where =A is the refractive index of the semiconductor.

Voc

We next turn our attention to the physics of the open circuit voltage +>2, which is
schematically depicted in Figure 1.3b. To understand the physics of the open-circuit
voltage, it is necessary to recall that it is an electrochemical quantity, and therefore
related to the electrochemical potentials of the charge carriers:

@+ = � 5 ,;4 5 C − � 5 ,A86ℎC = � 5=,;4 5 C − � 5? ,A86ℎC (1.11)

where � 5 refers to the Fermi level, specifically of the metal contacts (one on the
left and the other on the right), and � 5=,? corresponds to the quasi-Fermi levels that
describe the local carrier concentration = =

∫
6= (�) 5 (�, � 5 ,=)3� , where

5 (�, � 5=) =
1

exp
(
�−� 5=
:1)

)
+ 1

(1.12)

is the Fermi occupation factor and 6= (�) is the density of states for the electrons.
A similar expression holds for holes. Here, quasi-Fermi levels are necessary to
describe the carrier population out of equilibrium2, e.g., under photoexcitation

2To see a more detailed derivation for when a single quasi-Fermi level is an accurate picture, see
section C.4.
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(i.e., = = =0 + Δ�, where =0 is the equilibrium carrier population and Δ� is the
photogenerated carrier population). If the quasi-Fermi levels are sufficiently far from
the band-edges of the semiconductor (e.g., (�2 − � 5=)/:1) & 3, which is almost
always true for solar cells under 1 sun illumination), it is possible to approximate
the above expression for carriers as

= = #2 exp
(
−
�2 − � 5=
:1)

)
(1.13)

where #2 is the effective density of the states for the conduction band, �2 is the
conduction band energy, and similarly for holes, we have ? = #E exp

(
−� 5?−�E

:1)

)
.

Thus,

=? = #2#E exp
(
−
�6

:1)

)
exp

(
Δ`

:1)

)
= =2

8 exp
(
Δ`

:1)

)
(1.14)

where Δ` = � 5= − � 5? is the quasi-Fermi level splitting (or the internal voltage)
and =8 is the intrinsic carrier population (which is a property of the semiconductor).
Since a small but finite gradient of the quasi-Fermi levels are necessary to drive
current flow

�8 =
f8

@
∇� 58 (1.15)

where 8 = =, ? refers to the electron and hole current densities, then we generally
have @+ < Δ` as a constraint. At open circuit, this condition still holds, since only
the total current � = �= + �? must be zero. Therefore, we generally have @+>2 < Δ`.
To summarize the above analysis, we have connected the external voltage + to the
electrochemical potentials of the electron and hole. The external open circuit voltage
+>2 will be limited by the internal quasi-Fermi level splitting Δ`, which is related
to the steady state populations of the electrons and holes. Therefore, to maximize
the open circuit voltage +>2, we must maximize generation and minimize carrier
recombination.

Another way of understanding the open circuit voltage is from the diode model of
the solar cell Equation 1.1, where we shall set 'B = 0 and 'Bℎ = ∞ for simplicity.3.
Therefore, we have

+>2 =
=83:1)

@
ln

(
�B2

�0
+ 1

)
(1.16)

where we have normalized the current densities to their areas � = �/� and denoted
the photogenerated current �! as �B2, which is the same in this scenario. It is clear

3More generally, since open circuit implies � = 0, series resistance 'B has no direct effect on
the open circuit voltage. However, 'Bℎ can have a dramatic effect on the open circuit voltage. The
physical causes and implications of a finite 'Bℎ and 'B will be discussed in the fill factor section
below.
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then that the open circuit voltage +>2 is increased with generation (in the form of
�B2) and decreasing with increased recombination current density �0. The rate of
change is partially modulated by =83 , which depends on the dominant form of carrier
recombination.

There are three main forms of recombination that dominate traditional photovoltaic
materials, which are (1) Shockley-Reed-Hall (trap-assisted) recombination, (2) Ra-
diative recombination, (3) Auger-Meitner recombination. Trap-assisted recombina-
tion stems from trap states (typically due to defects in the crystal structure) which
allows electrons to relax prematurely in a non-radiative way from the conduction
band to the valence band. Typically, the non-radiative relaxation (in the form of
phonon emission) stems from a small but continuous set of states near the band-edge,
in the form of a semiconductor band tail. This continuity of states comes from the
breaking of the crystalline symmetry due to the random positioning of defects, and
the eventual trap-assisted recombination can be parametrized as

'('� =
=? − =2

8

g('�= (? + ?1) + g('�? (= + =1)
(1.17)

where '('� is the Shockley-Reed-Hall (SRH) recombination rate (in units of
1/cm3/s), = and ? are the electron and hole populations, =1 and ?1 are the density of
available trap states for the electrons and holes, and g('�

8
is the Shockley-Reed-Hall

recombination lifetime. For doped semiconductors (e.g., = = #� � ?, =1, ?1), we
have

'('�n-type ≈
?

g('�?

(1.18)

so that the minority carrier dominates the SRH recombination. Furthermore, SRH
recombination is typically a single-carrier process.

Radiative recombination is a fundamental process where the recombination of an
electron and hole results in an emitted photon. The rate is simply given as

''03 = :A (=? − =2
8 ) (1.19)

where :A is radiative recombination rate coefficient. :A is substantially larger in
materials that have a direct bandgap (e.g. GaAs) compared to those with an indirect
bandgap (e.g. Si). Note that radiative recombination is generally a two-carrier
process.

Finally, Auger-Meitner recombination refers to the energy transfer of an electron-
hole interaction that is transferred directly to another electron or hole. Since the
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energetically “hot” electron or hole is then subsequently thermalized to the band-
edge, this process is also typically non-radiative. Its parametrization is given by

'�D6−"48C = (�== + �??) (=? − =2
8 ) (1.20)

where �= and �? are the Auger-Meitner coefficients for the electrons and holes.
Here, it is clear that Auger-Meitner is a three-carrier process.

Since these three recombination modalities are common to many traditional semi-
conductors, it is common to use an “ABC” recombination model:

' = '('� + ''03 + '�D6−"48C ≈ �G + �G2 + �G3 (1.21)

where G is the minority carrier type (either = or ?). This model captures the
effects of the different types of recombination in a straightforward manner. If
there are larger asymmetries between the electron and hole or the solar cell is
operated under high injection, it may be necessary to use the full expressions of
each recombination model. Furthermore, since = ∼ exp(Δ`/(2:1))), it is clear that
the ideality factor =83 approaches 2 for SRH-dominated recombination, approaches
1 for Radiative-dominated recombination, and approaches 1/2 for Auger-Meitner-
dominated recombination.

Of additional interest is the recombination due to the surface of a material, which
is usually due to the breaking of crystalline symmetry at the interface and therefore
results in surface states. Some of these states can be passivated with appropri-
ate termination of chemical bonds, but nonetheless, the interface can typically be
characterized by a surface recombination velocity (G , where G = =, ?. In general,
this additional surface recombination acts as a boundary condition on the current
density:

Jx · =̂ = ±@(G (G − G0) (1.22)

where =̂ is the normal vector of the interface, and G0 corresponds to the carrier
concentration in the dark. Here, the negative sign is associated with electrons = and
the positive sign is associated with holes ?. We note that generally the effective
lifetime g4 5 5 due to both bulk and surface recombination is given as:

1
g4 5 5

=
1
g1
+ 1
gB

(1.23)

where g1 is the bulk lifetime and gB is the surface recombination lifetime. This can
be approximated as

gB =
!

2(
+ 1
�

(
!

c

)2
(1.24)
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for when there are two surfaces with approximately equal surface recombination
velocities (i.e., ( = (1 ≈ (2 [179]). Here, ! is the thickness of the solar cell and �
is the diffusion coefficient.

FF

We finally discuss the mechanisms that affect the fill factor of a solar cell, which
describes the “squareness” of the � −+ curve. From inspection of Equation 1.1, the
largest effects are due to the finite series resistance 'B and shunt resistance 'Bℎ in a
solar cell.

In the case of series resistance, this may come from the resistance in the bulk of the
active layer or at the contacts. Since the resistance is given as ' = d!/�, where d is
the resistivity, ! is the thickness of the semiconductor, � is the cross-sectional area,
it can be modified either geometrically or through carrier doping. The resistivity is
related to the conductivity as

f =
1
d
= 4(=`= + ?`?) (1.25)

and is therefore a measure of both the local carrier concentration and the mobility
of charge carriers. Large bandgap materials typically have a lower conductivity due
to their reduced intrinsic carrier concentration, dopant states that are further from
the band-edge, and a reduction in the overall solar-generated carriers. The effect of
series resistance can be first observed as a change in the slope of the � − + curves
near +>2, and for large series resistances, will also impact �B2.

Another practical concern is the shunt resistance, which is a measure of other
effective electrical circuits that are in parallel to the dominant electrical junction.
For example, in an ideal solar cell, there is a single electrical path for all the carriers
to follow. However, due to spatial heterogeneity and defects, it may be possible
for certain carriers to follow a different electrical path, resulting in an effective
shunt resistance. As an example, if the two sides of the solar cell contacts were
connected, the shunt resistance 'Bℎ → 0, and therefore diode behavior would no
longer be observed. In other words, shunt resistance is often a measure of carrier
selectivity, i.e., as the transport of electrons and holes become more symmetric, the
diode behavior transitions to resistive behavior, and therefore the carrier selectivity
is lost. Thus, the effects of shunt resistance are first observed in the slope of the
short circuit current �B2 and then for large shunt resistances at +>2.
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It is important to note that both descriptions of the series and shunt resistances
are perturbative to the diode model of a solar cell. It is important to note that for
a given solar cell, the electrical characteristics may be drastically different due to
the nature of the electrical interfaces and the specific geometry of the solar cell.
Therefore, it is necessary to observe diode-like rectifying behavior before ascribing
series and shunt resistances, which may be meaningless in certain situations. Thus,
carrier selectivity and the aforementioned symmetry breaking of electron and hole
transport is fundamental to the operation of a solar cell.

Single Junction Detailed Balance Efficiency Limit

To further elucidate the mechanisms intrinsic to solar cell operation as well as to
ascribe practical efficiencies achievable, it is useful to consider the thermodynamic
efficiency limit of a solar cell. Consider a hypothetical scenario where the solar cell
can be considered as a zero-dimensional object, where local gradients internal to
the solar cell are ignored. Then, the solar cell becomes a steady state flux balance
expression where

�64= − �A42><1 − �2>;;42C43 = 0 (1.26)

where electron-hole pairs are generated at a rate �64=, collected electrically at a rate
�2>;;42C43 , and recombines internally as �A42><1. Note that the generation of carriers
is directly related to the absorbance of the solar cell, i.e.,

�64= = @

∫ ∞

0
0(�)(BD= (�)3� (1.27)

where 0(�) is the absorbance of the solar cell and (BD= (�) describes the solar flux.
Further, �2>;;42C43 = � = �64= − �A42><1 is the current density that we observe in
our electrical circuit. Then, what is the form of �A42><1? Clearly there are various
recombination mechanisms that are possible, as described in section 1.1. However,
which mechanism is thermodynamically necessary?

Let us consider an alternative situation where the solar cell is instead in the dark,
without solar radiation. In this case, we must have �2>;;42C43 = � = 0, since we are
in thermodynamic equilibrium. Thus, we have

�64=,30A: = �A42><1,30A: (1.28)

In this case, without solar flux, the only generation of electron-hole pairs is from the
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ambient blackbody radiation:

(11 (�)3� =
2c
ℎ322

�2

exp
(

�
:1)2

)
− 1

3� (1.29)

where )2 is the temperature of the solar cell (e.g. 300 K). Therefore, in the dark, we
have

�64=,30A: = �A42><1,30A: = @

∫ ∞

0
0(�)(11 (�)3� (1.30)

In other words, since the solar cell has a finite radiative absorption, it must have some
finite radiative recombination. To understand the differences under illumination, we
note that the derivation for the law of mass action should still hold, i.e., =? =
=2
8

exp(Δ`/:1)). Furthermore, even under illumination, if we examine open-circuit
conditions, we must still have � = 0. Thus, since the generation is increased by a
factor of exp(Δ`/:1)), so must the recombination rate, i.e.,

�A42><1 = �A42><1,30A: exp
(
Δ`

:1)

)
= @ exp

(
Δ`

:1)

) ∫ ∞

0
0(�)(11 (�)3� (1.31)

Finally, we note that the ambient blackbody flux contributes a negligible flux even
under solar illumination:

�64= = @

∫ ∞

0
0(�)(BD= (�)3� + @

∫ ∞

0
0(�)(11 (�)3� (1.32)

Thus, the � − + characteristics of a solar cell that is only limited by radiative
recombination (which is necessary, due to finite absorption) is given by

� (+) = �B2 − �0

(
exp

(
@+

:1)

)
− 1

)
(1.33)

where �B2 = @
∫ ∞

0 0(�)(BD= (�)3� and �0 = @
∫ ∞

0 0(�)(11 (�)3� . We have used
the fact that in this hypothetical zero-dimensional solar cell, the internal and external
voltages are the same, i.e., @+ = Δ`. Finally, note that the form of the �B2 implicitly
assumes the carrier collection efficiency (�&�) is unity. The final assumption in the
detailed balance efficiency limit is an explicit functional form for the absorbance,
which is characterized by a step-function:

0(�) =


0 if � < �6
1 if � ≥ �6

(1.34)

Since we now have an explicit form for every parameter in the � (+) expression,
we can calculate the maximum power conversion efficiency by optimizing %(+) =
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+� (+) for every bandgap �6. The solar spectrum typically used as a reference is
referred to as the Air Mass 1.5 Global (abbreviated as AM 1.5G) spectrum, i.e.,
(BD= (�) = (�"1.5� (�), as shown in Figure 1.4a. This spectrum is approximately
equal to that of a blackbody spectrum with a blackbody temperature )B ≈ 5760
K. The dips in the spectrum in the infrared part of the spectrum is mostly due to
absorption of carbon dioxide and water vapor, whereas in the UV there is some
minor absorption from ozone. The calculation of the maximum power conversion
efficiency is shown in Figure 1.4b, where we find the maximum efficiency to be
approximately 33.7%. The incident power density of the sun can be calculated as

%BD= =

∫ ∞

0
�(BD= (�)3� (1.35)

Upon inspection, it is of a curious nature to understand where all the energy went.
Surely the limiting efficiency must be larger! However, the surprisingly low effi-
ciency is limited primarily by carrier thermalization and the subsequent recombina-
tion of those carriers. In general, the two main loss mechanisms in a conventional
single-junction solar cell is due to the imperfect absorption of photons below the
bandgap of a solar cell:

[01B,;>BB =

∫ �6

0 �(BD= (�)3�∫ ∞
0 �(BD= (�)3�

(1.36)

and for photons above the band-edge, it is due to carrier thermalization to the
band-edge of the semiconductor:

[Cℎ4A<,;>BB =

∫ ∞
�6
�(BD= (�)3� − �6

∫ ∞
�6
((�)3�∫ ∞

0 �(BD= (�)3�
(1.37)

The relative contribution of these loss mechanisms is shown in Figure 1.4b. While
near-unity absorbance across the solar spectrum has been demonstrated [217], the
problem of carrier thermalization to the band-edge is a fundamental challenge to
high efficiency. Attempts to mediate the loss due to carrier thermalization has
been successfully demonstrated with multĳunction solar cells, where solar cells
with multiple different bandgaps are optically connected in series, as shown in
Figure 1.2. Themaximum solar cell efficiency experimentally demonstratedwith six
junctions under solar concentration is 47.1% (by NREL), while the experimentally
demonstrated efficiency maximum of a single junction under 1 sun illumination is
29.1% (demonstrated by Alta Devices). More discussion on the physics of carrier
thermalization and whether it is appropriate in most semiconductors is described in
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section C.3. However, it is clear from experimental demonstrations that these losses
are difficult to avoid, and the exploration of new materials physics is necessary to
achieve higher power conversion efficiencies.

Imperfect 
Absorption 

Loss

Generated 
Power

Thermalization 
Losses

Other Losses

a b

Figure 1.4: Detailed Balance Efficiency Limit a The AM 1.5G solar flux
(�"1.5� (�)3� , which is typically used as an approximation for the incident so-
lar spectrum. b The detailed balance efficiency limit of a solar cell (highlighted
in blue) under AM 1.5G illumination. Also listed are different efficiency loss
mechanisms.

1.2 Entering Flatland: van der Waals Materials
Van der Waals (vdW) materials are materials whose out-of-plane forces are char-
acterized by van der Waals interactions, making their bonding strength highly
anisotropic between the in-plane vs. the out-of-plane directions. These materi-
als were first thoroughly characterized in the 1960s and 1970s [52], where a number
of their electrical and optical properties were examined for both bulk and ultrathin
layers. Because of their weak out-of-plane interactions, their crystals can be cleaved
with the application of an adhesive surface, such as with Scotch tape. The field of
van der Waals (“2D”) materials rapidly grew in 2004, when Novoselov and Geim
cleaved few-layer graphene and examined its field-effect properties [140]. Since
then, hundreds of other 2D materials have been discovered4 with a variety of en-
tirely new properties found and various technological applications that have been

4Many of these materials were actually examined already in the 1960s, as noted in the earlier
citation, but most had not been cleaved down to a single monolayer, stacked together (to form vdW
heterostructures), and implemented into device geometries.
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Figure 1.5: van der Waals Heterostructures. Schematic depiction of heterostruc-
turing different van der Waals materials together, showing that different combina-
tions of materials can be combined to form entirely new materials. This arbitrary
heterostructuring stems from the van der Waals interactions along the basal plane,
adapted from [56].

proposed. Furthermore, these different layered materials can be stacked together in
various configurations, forming a van der Waals heterostructure (Figure 1.5).

Of considerable interest is the family of transitionmetal dichcalocogenides (TMDCs),
whose crystal structure in the 2H form results in semiconducting materials. The
most air stable forms of these materials have an elemental composition of MX2,
where M =Mo, W and X = S, Se. While these materials were initially studied in the
1960s [52], the Heinz [117] and Wang [178] groups discovered that these materials
became direct bandgap in their monolayer form, which drastically increased their
light-matter coupling and the possibility to use them for light-emitting applications.
Following this discovery, these materials were subsequently proposed to be used
as active layers for photovoltaic applications in 2013 [14], where their strong light-
matter coupling and atomically-thin layers could result in device structures with
record high specific powers. However, several fundamental science questions arose,
particularly on the physical mechanism of the photovoltaic behavior and how to en-
gineer these materials. Experimental demonstrations soon followed after the initial
proposal where these materials were used as active layers in photovoltaic devices
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[11, 28, 54, 101, 155, 166]. However, besides the initial demonstration, very little
work had been done on optimizing and understanding the photovoltaic behavior in
these materials.

1.3 What’s Different in Atomically-thin Photovoltaics?

Figure 1.6: van der Waals Photovoltaics Schematic. Schematic depiction of a
photovoltaic device formed purely from van der Waals materials.

The central theme of this thesis is to consider the use of thesematerials as atomically-
thin active layers in photovoltaic devices. In doing so, we must study and understand
the absorption, transport, and recombination properties of these materials. Due to
the nature of thesematerials, we expect a variety of different physics and engineering
design rules to emerge, as opposed to those discussed in section 1.1. Specifically, we
can delineate two main attributes that causes substantial differences when compared
to conventional materials used for photovoltaics (e.g. Si or GaAs): (1) the vastly
different thicknesses of the active layers and (2) the van der Waals interactions in
the out-of-plane direction. We briefly describe implications of these two properties
below.

Effects of Thickness

Arguably the largest difference between using van der Waals materials as active
layers compared to that of conventional materials is their thickness. The typical
thickness of GaAs solar cells are usually a few microns thick, whereas Si solar
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Figure 1.7: Dimensionality Effects on Exciton Screening. Schematic depiction
of excitons in bulk (3D) materials vs. monolayer (2D) materials. Due to the lack of
electrons in the out-of-plane direction, the electric field lines between electrons and
holes have substantially less screening, increasing the electron-hole interactions and
therefore the binding energy of excitons. Figure from [29].

cells are of order ∼100 `m or more. In contrast, the van der Waals materials of
interest studied in this thesis is routinely ! � _, i.e., their thicknesses are deeply
subwavelength, perhaps only a few nm. This suggests that different optical physics
must be considered (specifically, wave optics), and that novel light trapping schemes
must be employed to achieve near-unity absorption in these ultrathin materials.

Further, this regime of thickness requires many different electronic considerations
as well. For example, these materials routinely have thicknesses that are either
comparable or even thinner than their electronic screening length. While this effect
has been utilized to create 2D devices with large gate tunability, this property
also has implications for the transport of carriers and types of electrical junctions
formed. For example, in an atomically thin pn junction, the two sides of the junction
are completely depleted. Thus, carrier separation in those types of junctions are
expected to be extremely efficient. Furthermore, the large surface to volume ratio
in these materials suggests that interfacial recombination, e.g. parametrized as a
surface recombination velocity, will likely be dominant or comparable to the “bulk”
recombination rates.

In addition, there are a variety of differences due to the presence of quantummechan-
ical effects. Of particular note is the electric screening of photogenerated electrons
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and holes, which can form bound states referred to as excitons5. The large binding
energies comes from the fact that the Bohr radius of the exciton is comparable to
the thickness of the material, which results in less electrostatic screening [29] (Fig-
ure 1.7). Since excitons are electrically neutral, these excitons must be dissociated
to generate free carriers and therefore electrical current. Therefore, unlike tradi-
tional solar cells where free carriers are directly generated from photoexcitation, we
generate excitons that must be dissociated first. Indeed, since monolayer TMDCs
have exciton binding energies that are routinely a few hundred meV, these excitonic
quasiparticles dominate the optoelectronic physics at this thickness regime. It is
also important to note that for a given 2Dmaterial, there are typically many different
types of excitons, each with their own binding energy. For example, while the A
exciton in bulk TMDCs have binding energies of approximately 50 meV, the indirect
optical transitions in the bulk have minimal excitonic contribution.

Effects of van der Waals interactions

The van derWaals interactions in these layeredmaterials uniquely enable the creation
of atomically-thin flakes. A simple estimate of the relative in-plane to out-of-plane
bond strength can be made from the relative dimensions of exfoliated flakes. For
flakes that are a few nm in thickness, the typical flake dimensions are roughly a few
microns to a few 10s of microns in thickness. Therefore, the relative dimensional
anisotropy is ∼1000, and we can estimate the bonding strength between the in-plane
covalent bonds and the out-of-plane van der Waals interactions to be of the same
order of magnitude, assuming linear scaling. Interestingly, the transport anisotropy
in these materials are roughly of the same order of magnitude, with the mobilities
in TMDCs to be roughly 1000 times lower in the out-of-plane direction compared
to the in-plane direction [121]. There are also large differences between the in-
plane and out-of-plane dielectric constants, notably the absence of strong excitonic
resonances in the out-of-plane dielectric function [197].

Despite these differences between the vertical and in-plane directions, there are
several distinguishing features of the van der Waals interaction. First, it enables the
formation of high quality van der Waals heterostructures, which do not suffer from
the same lattice matching problem that is typical in traditional semiconductors (such
as III-V semiconductors). This enables a larger variety of different materials to be
heterostructured, and allows for “designer” materials (Figure 1.5). Furthermore, as

5A primer on the microscopic formation and dissociation of excitons is described in section A.1.
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was noted in the original works of Novoselov and Geim [140], the presence of these
van der Waals interactions in the out-of-plane direction results in atomically thin
materials that are almost completely absent of dangling bonds. This is due to the
inherent nature of the crystal structure, which is substantially different than non-
layered materials. Thus, we are able to create materials with nearly zero intrinsic
surface states, which enables the study of truly “two-dimensional” materials.

1.4 Scope of the Thesis
As discussed earlier in section 1.1, the three pillars of understanding the properties
and power conversion efficiency of photovoltaic devices stems from a holistic under-
standing of the absorption of photons and subsequent generation of electron-hole
pairs, transport and collection of those generated electron-hole pairs, and eventual
recombination of those electron-hole pairs. In this thesis, we explore, understand,
and engineer these three pillars in atomically-thin materials in our quest to use them
as photovoltaic-active layers.

In Part I of this thesis, we discuss the interplay between optical absorption and the
thermodynamic efficiency limits of atomically-thin materials. Chapter 2 focuses
directly on how the optical absorption limits the fundamental efficiency achievable
in photovoltaic materials. This analysis is of general validity to all optoelectronic
materials and is derived from optoelectronic reciprocity relations. We then use
these relations to analyze the effects of semiconductor band tails on the fundamental
photovoltaic efficiency limits. Afterward, we focus our attention to atomically-thin
materials, which have unique bandstructures and defect states. This analysis lays
the foundation for choosing appropriate materials when optimizing a photovoltaic
device. Chapter 3 then focuses on engineering the optical properties of ultrathin
transition metal dichalcogenide materials, which have strongly excitonic properties.
These excitonic properties result in immense light-matter coupling, enabling nearly
perfect absorption in both ultrathin (∼10 nm) and atomically-thin (∼7 Å) with the
use of simple optical cavities. Finally, we discuss conceptually the possibilities of an
excitonic multĳunction solar cell assuming near-unity absorbance can be achieved.

In Part II of this thesis, we discuss the transport of both free carriers and exci-
tons in atomically-thin materials. Chapter 4 focuses on vertical heterostructures of
atomically-thin materials that utilizes the optical design of Chapter 3 and the elec-
tronic optimization of heterojunctions and metal contacts. This initial optimization
results in unprecedented photovoltaic quantum efficiencies of (>50%), which is a
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record for van der Waals materials. We then turn our attention to new methods of
separating electrons and holes in ultrathin materials, in the form of a “band-bending
junction”, which utilizes the finite band-bending in materials whose thicknesses are
thinner than their electrostatic screening length. Chapter 5 focuses on the concep-
tual physics and experimental demonstration of these band-bending junctions by
utilizing various surface-sensitive probes and numerical calculations.

In Part III of this thesis, we discuss the intimate relationship between photolumines-
cence, recombination dynamics, and the internal photovoltage of a semiconductor
and therefore motivate examining the photoluminescence properties of atomically-
thin semiconductors. Specifically, we examine the photoluminescence properties
in monolayer and heterobilayer systems and examine how they can be modified,
which modifies their recombination dynamics. Chapter 6 therefore focuses on how
strain can be utilized to engineer the photoluminescence properties of MoS2/WSe2

heterobilayers, which have quasiparticles referred to as interlayer excitons.

Finally, in Part IV of this thesis, we give an outlook and perspective on the work
shown here, and discuss some of the remaining grand challenges and research
opportunities for the field of van der Waals materials as well as that specific to using
them for photovoltaic applications.



Part I

Absorption Defines the Limits
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C h a p t e r 2

IMPACT OF THE SEMICONDUCTOR BAND-EDGE ON
PHOTOVOLTAIC EFFICIENCY LIMITS

“If I have seen farther it is by standing on the
shoulders of giants.”

— Sir Isaac Newton

2.1 Introduction
Since the seminal work of Shockley and Queisser, assessing the detailed balance
between absorbed and emitted radiative fluxes from a photovoltaic absorber has been
the standard method for evaluating solar cell efficiency limits [17, 163, 175]. The
principle of detailed balance is one dictated by reciprocity and steady state, so that
photons can be absorbed and emitted with equal probability. This basic principle
has also been extended to evaluate the effects of multiple junctions [5, 120], hot
carriers [167, 210], nanostructured geometries [4, 212], multiexciton generation [68,
91], sub-unity radiative efficiency [125], and many other solar cell configurations
and nonidealities to estimate limiting efficiencies via modifications to the detailed
balance model.

Another important modification to the Shockley-Queisser model is to examine the
assumption of an abrupt, step-like onset of the densities of electronic states and
absorption coefficient. Specifically, it has long been recognized from spectroscopic
measurements of semiconductors that band edges are often not abrupt and that the
density of states and absorption functions can be characterized by a band tail. This
was first recognized by Urbach [188], who found the absorption coefficient for a
variety of materials below their bandgaps to be characterized by an exponential tail:

U(� < �6) = U0 exp
(
� − �6
W

)
(2.1)

where U0 is the absorption coefficient value at the energy of the bandgap, �6 is the
bandgap of thematerial, and W is referred to as theUrbach parameter, which describes
the rate atwhich the absorption coefficient goes to zero. Themagnitude of theUrbach
parameter can be influenced by impurities and disorder and is typically attributed
to fluctuations in the electrostatic potential within a semiconductor. Urbach tails
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have been observed in a wide range of absorber materials including amorphous,
organic, perovskite, and II-VI, III-V and group IV semiconductors [35, 39, 83, 84,
96, 133, 180]. While the Urbach exponential tail is the most prominent functional
form observed for band tail states, other forms such as Gaussian band tails have
been reported, and different functional forms have been attributed to the underlying
physics of those systems [87]. In most cases, the band tail can be characterized by
an exponential with an argument raised to some power.

Figure 2.1: Accounting for band filling in modified reciprocity relations. Ex-
perimentally measured a-Si:H EQE and EL from [163] (open circles). Solid lines
correspond to the Rau reciprocity relation, whereas the dashed line is a fit that
includes band filling effects with asymmetric effective masses in the parabolic ap-
proximation (<ℎ/<4 = 1.818, Δ` = 1.164 V, and �6 = 2.439 eV. The dotted line
includes band filling with the same fitted parameters except <ℎ/<4 = 1, i.e., as-
sumes symmetric effective masses. All spectra are normalized by exp(Δ`/:1))
and the various reciprocity relations overlay for � > �6,�1B.

Recent detailed balance analyses have also suggested how this important effect,
i.e., a departure from a step-like absorbance spectra can also degrade the limiting
efficiency of solar cells [17, 32, 60, 82, 133, 161]. However, a key element missing
from previous analyses of photovoltaic efficiency is the effect of band filling for
semiconductors with nonabrupt band edges, wherein the electron-hole quasi-Fermi
level splitting can thereby modify the absorption spectrum, and therefore the ra-
diative emission spectrum as well. This voltage-dependent absorption effect was
first recognized by Parrott [145] as being necessary to make the detailed balance
formulation self-consistent. Perhaps the most intuitive description of why this is
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necessary is found by examining the generalized Planck’s law [209]:

(%! (�) = 0(�)(11 (�, X`) (2.2)

where
(11 (�,Δ`) =

2c
ℎ322

�2

exp
(
�−Δ`
:1)

)
− 1

(2.3)

and (%! (�) describes the luminescence flux, 0(�) is the absorbance, � is the photon
energy, Δ` is the quasi-Fermi level splitting, ℎ is Planck’s constant, and 2 is the
speed of light. A clear singularity occurs at � = Δ`, which is typically ignored in
detailed balance calculations because for a step-like absorbance function, we have
� ≥ �6 > Δ`. As a result, the -1 in the denominator is neglected and Boltzmann
statistics are assumed. Clearly, the situation must change if we consider energies
� < �6, as is the case when band tails affect the luminescence spectrum. In this
case, the absorptivity must be modified such that 0(� = Δ`) = 0, and in general the
absorption coefficient is occupation dependent:

U(�,Δ`) = U0 (�) ( 5E − 52) (2.4)

where U0 (�) is the absorption coefficient without band-filling and ( 5E − 52) is the
band-filling factor [16, 87, 209]. This contribution of band-filling has also been
recognized in experiments as being necessary to accurately fit photoluminescence
spectra under high level injection [58, 136]. We suggest that this contribution is
also important for systems with large band tails, and as an example, we have used
this modified reciprocity relation to fit the electroluminescence spectrum of a-Si:H
which the Rau reciprocity relation [160, 163] was previously unable to fit completely
(see Figure 2.1).

2.2 Photovoltaic Efficiency Limit for Semiconductors with Band Tails
By using the generalized Planck’s law (Equation 2.2) and accounting for band
filling (Equation 2.4), we can calculate the detailed balance limit for photovoltaic
efficiency with band tails in the radiative limit (See section 2.6 and section 2.6).
In Figure 2.2, we consider the case of a band tail parameterized as an exponential
Urbach tail and analyze the effects of varying the Urbach parameter. While the
spectral response of this modified absorbance appears to be similar to the step
function response originally used by Shockley and Queisser (black dashed line), the
maximum achievable efficiency drops rapidly from the Shockley-Queisser limit for
Urbach parameters larger than the thermal energy, :1) . These effects are relatively
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Figure 2.2: Effects of band tailing on photovoltaic limiting efficiencies. a The
spectral absorbance of a photovoltaic cell with a bandgap of �6 = 1.5 eV and a
thickness U0! = 1 plotted for various Urbach parameters (W) in units of :1) . The
dashed line represents the step function absorbance typically used in the Shockley-
Queisser (S-Q) limit. bThe detailed balance efficiencies as a function of the bandgap
energy. Different colored lines correspond to different Urbach parameters, with the
coloring scheme equal to the legend shown in a.

insensitive to the choice of bandgap and thickness (see Figure 2.3 andFigure 2.4), and
Figure 2.3 suggests the efficiency drop is primarily due to a voltage loss mechanism.

To analyze the cause of the voltage loss, we examine the luminescence spectrum
by using (Equation 2.2) and plot these spectra for various Urbach parameters (Fig-
ure 2.6a). In addition, we plot the distribution of bandgaps %(�6) = m�0 |�=�6
proposed by Rau et al. [163] recently, which generalizes the definition of the photo-
voltaic bandgap for arbitrary absorbance spectra. While the luminescence spectrum
is narrow and overlaps significantly with the absorption edge for W < :1) , this is
not the case for W > :1) . In this limit, the luminescence spectrum is significantly
broadened and shifts away from the absorption band-edge and suggests the definition
of a second bandgap, defined by the luminescence spectra. This idea is schemat-
ically depicted in Figure 2.6b, where the absorption bandgap is defined as before,
i.e., %(�6,�1B) = max(%�6), while the second bandgap, �6,%! , is defined by the
luminescence spectra (%! . We note that this analysis is modified significantly with
the inclusion of band-filling effects, which we describe in section 2.6 and section 2.6
of the Appendix (see also Figure 2.13 and Figure 2.14). We also observe the effects
of broadening followed by luminescence spectral shifts in band tails parameterized
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Figure 2.3: Dependence of photovoltaic figures of merit on the Urbach param-
eter. a The detailed balance limited value of conversion efficiency, open circuit
voltage, short circuit current, and fill factor for different bandgaps and Urbach pa-
rameters assuming a thickness of U0! = 1. b Linecuts of a at specific bandgap
values.

by a Gaussian band tail (Figure 2.5), where the onset of efficiency loss occurs at
approximately W = 2:1) instead.

2.3 GeneralizedVoltageLoss for SemiconductorswithNonabruptBandEdges
The similarity between the effects of broadening followed by luminescence shifting
for increasing band tail energies suggests a general picture for the voltage loss
mechanism, for any band tail functional form. A general trend is the observation of
a Stokes shift, i.e., the shift between the absorbance and luminescence spectra, that
occurs precisely at the onset of efficiency loss. However, it is unclear whether the
voltage loss is just directly proportional to the observed Stokes shift Δ�6.

To develop an understanding of this loss mechanism, we consider a simpler ab-
sorbance spectrum as a two bandgap model, represented by the sum of two step
function absorbances:

0(�) = 01\ (� − �6,1)\ (�6,2 − �) + 02\ (� − �6,2) (2.5)

Here, 01,2 is the sub-gap and above-gap absorbances respectively, while \ (� −
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Figure 2.4: Effects of thickness on photovoltaic figures of merit. a Absorbance
of a photovoltaic cell plotted with different normalized thicknesses (U0!) for W =
0.5:1) and b W = 2:1) assuming a bandgap �6 = 1.5 eV. c Conversion efficiency,
open circuit voltage, short circuit current, and fill factor calculated for different
normalized thicknesses assuming a bandgap �6 = 1.54+ . The different colored
lines correspond to the same legend shown in a.

�6) is the Heaviside step function, typically considered in the SQ analysis. The
photovoltaic bandgap, i.e., that defined by absorption, is given by �6,2, while �6,1
defines the luminescence bandgap. The SQ limit is recovered in the limit that
�6,1 → �6,2 or 01 → 0. By varying 01 and �6,1 and fixing �6,2 to 1.34 eV and
02 = 1, we can analyze the effects of this simple model as we deviate from the
SQ limit (see section 2.6 and Figure 2.15 for more details). Interestingly, we find
qualitatively similar effects of voltage and efficiency loss in this absorbance model
compared to the full effects of the Urbach band tail, albeit parametrized by 01 and
�6,1 instead of the Urbach parameter W. However, we also find that the quantitative
bandgap-voltage relation can be significantly affected by the actual functional form
used to more accurately model the band tail state distribution, as illustrated in
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Figure 2.5: Analysis of aGaussianband tail distribution. aCalculated absorbance
(solid line), photoluminescence (dashed line) and distribution of bandgaps (dotted
line) for an increasing Gaussian tail (W). Here, the Gaussian tail distribution is
calculated by taking \ = 2 in Eqn. 14. b Fraction of integrated photoluminescence
below the band gap (solid blue line) and Stokes shift Δ�6 (solid orange line) for
a Gaussian tail distribution. c Calculated detailed balance efficiency for different
bandgaps plotted for increasing Gaussian tail widths. The different colored lines
correspond to the same values of the Gaussian tail displayed in a.

Figure 2.7.

Non-abrupt band-edge absorbances can be mapped onto the two bandgap model and
therefore there is a general relation that explains the voltage loss mechanism for any
absorbance spectrum given by

Δ+>2,A03 =
:1)

@
ln

[
0̄(�

0̄��
exp

(
Δ�6

:1)

)
+ 1 − 0̄(�

0̄��

]
(2.6)

where 0̄(� is the weighted sub-gap absorbance, 0̄�� is the weighted above-gap
absorbance, and Δ�6 = �6,�1B − �6,%! describes the observed Stokes shift between
the absorption and luminescence (see definitions in section 2.6 of the Appendix).
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Figure 2.6: Effects of band tail states on photoluminescence. a The normalized
spectral photoluminescence (dashed line) of a photovoltaic cell operating at the
radiative limit under 1 sun AM 1.5G illumination for increasing Urbach parameter
(W) with an offset included for clarity. The corresponding absorbance (solid line)
and effective distribution of bandgaps (dotted line) is also plotted, where they are
normalized to their peak value. b Schematic depiction of the density of states profile
along with carrier excitation and recombination; W describes the effective width of
the band tail. For small band tailing (W < :1)), the effect of band tailing is to simply
broaden the luminescence peak. For systems with large band tailing (W > :1)), the
luminescence shifts to energies below the nominal absorption band edge.

Here, Δ+>2,A03 is a voltage loss due purely to the non-abruptness of the absorp-
tion spectrum, for a semiconductor with assumed unity radiative efficiency. More
generally, although non-radiative losses parametrized by a non-unity external ra-
diative efficiency have not been accounted for (see some discussion of radiative
efficiency effects in section 2.6), band edge non-abruptness by itself can contribute
significantly to voltage loss. Indeed, Equation 2.6 results in no net voltage loss as
Δ�6 → 0, and suggests that a finite Stokes shift should be directly correlated to a
voltage loss. The magnitude of the voltage loss is scaled by the ratio 0̄(�/0̄�� , and
clearly as the ratio approaches 0 or 1, Equation 2.6 recovers the appropriate losses
of 0 and Δ�6/@, respectively.

To observe whether this two bandgap model can quantitatively describe the more
complex band edge functional forms seen in experiments, we choose appropriate
definitions for 0̄(� , 0̄�� , and �6,%! and use Rau’s definition for �6,�1B (see more
details in section 2.6, section 2.6, and with Figure 2.17). We consider both power
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Figure 2.7: Generalized voltage losses parametrized as a two-bandgap absorber:
a Schematic depiction representing a general absorbance and luminescence spec-
trum as a simpler two-bandgap step function absorbance. Black solid lines are
the absorption spectrum, whereas the red dashed line corresponds to the bandgap
distribution %(�6). Blue dashed lines correspond to the luminescence spectrum
(%! . Typically, 0̄(� � 1, which is not visible on a linear scale but still contributes
to the luminescence spectra due to carrier thermalization. b Calculated voltage loss
Δ+>2 = +>2,(& (�6,�1B)−+>2,A03 versus observed bandgap shiftΔ�6 = �6,�1B−�6,%! ,
normalized to the energy scale :1) ln (0̄��/0̄(�). Every plotted point corresponds
to a different absorption spectrum, with +>2,A03 calculated using the complete ab-
sorption spectra and the full reciprocity relations. The dashed line represents the
two bandgap model, i.e., Equation 2.6 , where we have chosen 0̄(�/0̄�� = 0.1.

law band-edges, as a parametrization of indirect band-edges, as well as exponential
band tails. We find reasonable qualitative agreement but quantitative disagree-
ment between the calculations utilizing the full absorbance spectra and that given
by Equation 2.6 (Figure 2.7b), suggesting that the two-bandgap model is a rea-
sonable first-order representation of the voltage loss mechanism, but importantly,
consideration of the actual band tail functional form yields more accurate results.
Furthermore, we find that the dimensionless parameter b = Δ�6/(:1) ln(0̄��/0̄(�)
describes the physical regime of voltage loss. Generally, for b < 1, voltage loss is
minimal since the emission spectrum can be considered as simply a broadening of
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a single photovoltaic bandgap. In this regime, the efficiency penalty is negligible
and generally the detailed balance efficiency limit for �6,�1B can be achieved given
sufficient absorption above the photovoltaic bandgap. However, for b > 1, it is ap-
propriate to define a second bandgap given by the emission spectrum (Figure 2.7a),
resulting in a substantial voltage and efficiency penalty due to additional thermal-
ization losses. Thus, the tuning of the band tail parameter W merely sweeps through
different values of b, and we find that b > 1 is equivalent to W > :1) in the case
of an Urbach tail (section 2.6). The discrepancy in Equation 2.6 for large b can be
attributed to neglecting higher order terms (section 2.6).

The correlation between the magnitude of the bandgap shift (Δ�6) and open circuit
voltage has already been recognized in the organic photovoltaics literature, where
the presence of low energy charge transfer states generally results in cells with a
lower voltage and efficiency [9, 112, 133, 156, 159]. Here, we have developed
a unified picture with an arbitrarily-shaped band tail and by explicitly including
band-filling effects, for both large and small band tails, the voltage loss mechanism
can be qualitatively captured with a simple two bandgap model. In addition, by
extracting the weighted absorbance ratios, a 0̄��/0̄(� , we can estimate the voltage
losses in the radiative limit using Equation 2.6. We therefore suggest that any
radiative transition below the photovoltaic absorption edge �6,�1B, measurable in
luminescence measurements, should result in an efficiency penalty. This efficiency
penalty can be viewed as either stemming from a voltage penalty, due to carrier
thermalization within the band tails, or equivalently interpreted as being due to
incomplete absorption at the lower energy transition.

2.4 Outlook on Examining Semiconductor Band Tails
To emphasize the implications of these results for various photovoltaic technologies,
we have calculated the predicted voltage losses due to a nonabrupt band-edge for
several different material systems and plotted experimentally-measured values for
these in Figure 2.8 (See Table 2.2 for references and individual datapoints) [39, 82,
133]. Since Urbach parameters are much more commonly reported than both high
sensitivity EQE and EL spectra, we have used the observed Urbach parameters to
calculate the voltage loss directly rather than through Equation 2.6. As expected,
we find that semiconductors with large band tails (W > :1)) or equivalently, large
Stokes shifts (Δ�6 � :1)) have a substantially modified maximum achievable +>2,
which should be assessed when examining their efficiency potential (e.g., CIGS,
a-Si, kesterites, and OPVs). It should be noted that a more accurate calculation can
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Figure 2.8: Voltage loss due to a nonabrupt band-edge. Expected open circuit
voltage loss as a function of the observed Urbach parameter W, plotted for different
materials. The top and bottom black solid lines represent the calculated voltage
loss assuming a bandgap of 2.2 and 0.8 eV, respectively. The gray area in between
represents the voltage loss expected for bandgap values in between 0.8 and 2.2 eV,
which correspond to most of the materials considered for photovoltaics. The colored
data points indicate the expected voltage loss for an experimentally-measuredUrbach
parameter. The dashed line corresponds to the region of the inset, where the voltage
loss is minimal and approximately the same irrespective of bandgap.

be made by using the directly measured EQE and EL spectra for a given device.

The analysis presented here should be applicable to any system with nonabrupt
band-edges that obeys the optoelectronic reciprocity relations and should be em-
ployed to evaluate the radiative limits on the open circuit voltage. We demonstrated
here that the voltage dependence of the absorbance or EQE, specifically via band
filling, must be included to self-consistently apply the generalized Planck’s law for
semiconductors. We also suggest that in order to accurately estimate efficiency
limits, the abruptness of the band-edge should be experimentally characterized by
measuring both the absorption and luminescence spectra of photovoltaic materials,
and in a completed photovoltaic device, photocurrent and electroluminescence spec-
tra should be used to assess the effects of transport on the reciprocity relations. The
magnitude of the voltage loss can then be estimated directly from the spectroscopic
measurements by applying reciprocity relations. Additional experimental details
and nonidealities for a given photovoltaic material or device may modify the max-
imum efficiency potential even further, such as reduction in the external radiative
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efficiency or the finite mobility of charge carriers. However, our analysis suggests
the important role that band edge abruptness and band filling can play in defining
the limit on open circuit voltage and efficiency potential of emerging and established
photovoltaic materials.

2.5 Importance of theDirect-IndirectGapSplitting on theEfficiencyPotential
of Ultrathin TMDC Photovoltaics

Based on the analysis from above, it is clear that the abruptness of the band-edge can
have drastic effects on the efficiency potential of a solar cell material. Furthermore,
any weakly absorbing state can effectively have a similar impact on the efficiency
limit of a solar cell. Thus, we now turn our attention to apply the above analysis to
ultrathin (∼10 nm) but electronically bulk TMDCs, for which we are interested in
using as active layers. This material system effectively behaves as a system that has
two band-edges, because of the weakly absorbing indirect edge (typically around 1.3
eV for all the TMDCs) and the strongly absorbing direct-edge (A exciton, which is
between 1.55 to 2.0 eV). The bandstructure that gives rise to this unique absorption
edge is shown schematically in Figure 2.9a and the corresponding experimental
photocurrent spectra (which is proportional to absorbance) is shown in Figure 2.9b.
It is clear that while the majority of the photocurrent (and generally, absorbance),
occurs at and above the � exciton, the indirect-edge results in a second, low-energy,
band-edge, which will have deleterious effects on the open-circuit voltage potential
and limiting efficiency.

To analyze this further, it is useful to develop a simple model that contains the
essential features of the absorption profile and analyze the effects it may have on
the limiting efficiency of an ultrathin TMDC. One of the simplest models for the
absorption-edge of an exciton is given by the Elliott expression:

U4G2 (�) = U0,4G2

(
�

�1

) 
\ (Δ)

1 − exp
(
−2c/

√
Δ

) +∑
=

4c
=3 X

(
Δ + 1

=2

) (2.7)

where Δ = (� − �6,38A)/�1 is dimensionless and represents the photon energy
relative to the exciton binding energy. Here, �6,38A is the quasiparticle bandgap
of the direct band-edge, �1 is the exciton binding energy, X(G) is the Dirac-delta
function, \ (G) is the Heaviside step function, and U0,4G2 represents the effective
oscillator strength. We further assume a Gaussian broadening given as

U4G2,60DBB (�) = U4G2 (�) ∗ # (f� ) (2.8)
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Figure 2.9: Unique Bandstructure and Absorption Edge of Bulk TMDCs. a
Schematic bandstructure for bulk TMDC layers, with the associated excitonic tran-
sitions overlaid as dashed ovals. The first direct-edge exciton, i.e., the � exciton,
occurrs at the  point (blue oval), while the indirect-edge exciton occurs between
the Γ and & points (purple oval). b External quantum efficiency (EQE) spectra of a
20 nm Au/16 nm WS2/Ag sample, measured using Fourier transform photocurrent
spectroscopy. Appropriate excitons and edges are also labelled. Left axis is a linear
scale, and right axis is a log scale.

where # (f� ) represents a normalized Gaussian with width f� , and ‘∗’ operator
represents the convolution operation. Another essential feature is the indirect-edge
exciton, which is typically represented by a power-law near the indirect-edge. Both
linear and parabolic expressions are commonly observed. We shall use

U8=3 (�) = U0,8=3

(
� − �6,8=3
:1)

)2
(2.9)

where we could consider convoluting the indirect absorption edge with some band
tailing form (e.g., see Equation 2.28), but as we shall soon see, those effects are
substantially smaller than the effects of the absorption into the indirect edge. The
effects of the power law exponent are also weak. The total absorption coefficient of
the bulk TMDC layer is then just given as the sum as the individual components:

U)"�� = U4G2,60DBB (�) + U8=3 (�) (2.10)

Finally, we are interested in relating the absorption coefficient to the overall ab-
sorbance. In general, for ultrathinmaterials, wave optics is the appropriate formalism
that relates the two quantities (e.g. see Appendix B). However, the specific optical
structures surrounding the ultrathin TMDC layer critically describes this connection.
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Instead, for sake of simplicity, we consider a non-dispersive relationship inspired by
the work of [220] that parametrizes the effects of absorption enhancement as

0 =
U!

U! + 1/���
(2.11)

where ��� can be interpreted as the enhancement factor relative to a single pass
absorption. This expression is derived strictly in the limit that the single pass
absorption U! is infinitesimal. Another possible expression is motivated by [162],
which is given as

0 = 1 − exp(−U!��� ) (2.12)

where U in both these situations is the absorption coefficient, and ! is the thickness
of the active layer. Both expressions reproduce fairly similar results, the main
difference being the rate at which 0 rises to unity as��� is large. For small U!, note
that both expressions are equivalent (i.e., 0 ≈ ���U! from a first order expansion).
Given the faster rise in absorbance and the natural form of the exponential in
wave-like expressions, we use Equation 2.12 as our relationship between U and 0.
However, similar results are obtained in both situations. In the ray-optics limit, the
maximum absorption enhancement is ���,ray-optics = 4=2

A , where =A is the real part
of the refractive index of the active layer. For TMDCs, the ray-optics limit on the
enhancement factor can be nearly 100, but nanophotonic structures can offer values
that are even higher.

Once the absorbance is specified, we can calculate the luminescence spectral flux
by the reciprocity relations (Equation 2.20), which may be compared to photolumi-
nescence spectra (see Figure 2.10a). Here, it is clear that the presence of the indirect
edge results in a substantial Stokes shift between absorption and emission, although
this is partially modulated by the amount of absorption enhancement ��� Fig-
ure 2.10b. We further consider that, in general, the radiative efficiency is sub-unity.
Therefore, we can parametrize its effects on the dark current as:

�30A: =
�A03

�'�
=

∫
(%! (�,Δ`)3�

�'�
(2.13)

where the external radiative efficiency �'� is given as:

�'� =
�A03

�A03 + �=A03,0
=

�A03
�A03,0

�A03
�A03,0

+ 1
�'�0

− 1
(2.14)

where we have used the fact that �A03,0/�'�0 = �A03,0 + �=A03,0. In the weakly
absorbing limit (i.e., U! � 1), we have �A03/�A03,0 = ��� , so that

�'� =
����'�0

����'�0 + (1 − �'�0)
(2.15)
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In other words, we are taking into account the Purcell factor effect on the radiative
efficiency for a finite increase in the absorption enhancement (which, in the limit of
infinitesimal absorption, is equivalent to an enhancement in the radiative efficiency,
i.e., is a Purcell factor).

a b

Figure 2.10: Absorption Toy Model for Bulk TMDCs. a Representative ab-
sorbance spectra from the toy model developed above, where the indirect edge is
clearly visualized below the exciton and results in substantial luminescence. The
first direct-edge exciton is alsomodelled. We ignore the higher order excitons, which
do not substantially change the results shown here. b The calculated absorbance
curves as a function of different absorption enhancement factors ��� . Different
colors of the curve correspond to different amounts of ��� , given by the color bar
on the right (plotted in a log scale). The AM 1.5G solar flux spectra is also plotted
in black (normalized, units of photons/m2/s/eV).

We can now examine the effects of the specific absorption spectra on the efficiency
limits of an ultrathin layer of WS2 using the modified detailed balance calculations
(section 2.6). The effects of the different initial radiative efficiencies (�'�0) and
absorption enhancement factors ��� is shown in Figure 2.11. We first note that,
somewhat surprisingly, the current densities for reasonable absorption enhancement
factors are far below their detailed balance value. At the ray-optics trapping limit
of TMDCs, we would only achieve ∼60% of the detailed balance �B2. This fact
stems from the small thicknesses (! = 10 nm) considered in this analysis as well
as the equally small absorption coefficient at the indirect edge U0,8=3 = 2 × 103.
The low indirect-edge absorption coefficient was estimated from experimental data
(Figure 2.9), and the 10 nm regime of thickness is a common regime of thickness
considered in device structures. To first order, this dramatic reduction in the �B2
scales with the power conversion efficiency, so that the practical efficiency limit
for ultrathin WS2 structures is closer to ∼20%. Therefore, the absorption into the
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indirect edge is a critical limiting factor in the efficiency potential of electronically
bulk TMDCs, a fact that has not been recognized in the TMDC photovoltaics
literature. To achieve >95% of the efficiency potential in electronically bulk WS2,
absorption enhancement factors ��� would need to be at least 1500.

It is clear that with an indirect edge at 1.3 eV, the detailed balance efficiency
potential of ∼33% can only be reached when there is complete absorption above
the band-edge. Also of importance is the limiting open-circuit voltage potential
(Figure 2.11b). We see that for different values of �'�0, the open circuit voltage
drops by :1)/@ ln(�'�1/�'�2), i.e., 60 mV per decade. It is useful to note two
other regimes in the open-circuit plot. As the absorption enhancement factor ���
increases, the+>2 increases due to the Purcell factor and the overall increase in �'� .
However, at very large ��� , the optical absorption spectra gradually shifts from a
system that has its main absorption edge at �6,38A to one that has its main absorption
edge at �6,8=3 (see Figure 2.10b). This resultant shift in the effective band-edge
results in a reduction in +>2. At intermediate values of ��� , there is a competition
between both effects. The resultant Stokes shift Δ�6 is reduced as ��� increases,
and therefore the overall efficiency potential increases with ��� (Figure 2.11c),
since the system transitions from two band-edges to a single abrupt band-edge (c.f.
section 2.6).

Table 2.1: Parameter values for ultrathin WS2 modified de-
tailed balance calculations

.

Parameter Value
�6,38A (eV) 2.05
�1 (meV) 100
f� (meV) 30
U0,4G2 (1/m) 6.14×104

U0,8=3 (1/m) 2×103

�6,8=3 (eV) 1.3
! (nm) 10

It is important now to summarize some of our main observations from this anal-
ysis. It is rather clear that there is a substantial efficiency impact due to the large
energetic difference between the direct and indirect edge of WS2. The magnitude
of this effect is partially due to the magnitude of the indirect edge absorption 00,8=3

(c.f. Equation 2.6), but only scales logarithmically with those values. Thus, one
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a b c

Figure 2.11: Photovoltaic Figures of Merit of WS2 for Varying ��� and �'�0.
Calculated photovoltaic figures of merit from detailed balance calculations using the
materials parameters in Table 2.1, where we plot the a short-circuit current density
�B2 b open-circuit voltage +>2, and the c power conversion efficiency [. All of the
figures of merit are normalized to the equivalent detailed balance value for a step
function absorbance at �6,8=3 .

consequence of this analysis is to compare these results if the direct band-edge was
substantially closer to the indirect edge, e.g. if �6,38A = 1.55 eV. This is shown
in Figure 2.12, and this situation is akin to that of using MoSe2 as an active layer.
While at first glance these figures look qualitatively quite similar, it soon becomes
readily apparently that the efficiency potential is substantially higher for moderate
��� , with >95% of the maximum efficiency achieved when��� ≈ 25. These values
of absorption enhancement is readily attainable in a variety of optical structures, and
is far below the ray-optics limit. This result can be traced back to the abruptness of
the band-edge and the two-bandgap model derived earlier. In this case, the Stokes
shift between the direct and indirect edge is minimized, and maximum efficiency is
achieved in a much more tolerable geometry.

In conclusion, we have found that electronically bulk TMDCs suffer from the ex-
istence of both a direct and indirect band-edge. We find that the presence of the
additional band-edge to have deleterious effects on the maximum solar photovoltaic
efficiency potential. This penalty is minimized when the direct to indirect band-edge
energy splitting is minimized, and therefore, materials like WSe2, MoSe2, or MoTe2

should be the main materials considered for achieving maximum solar photovoltaic
efficiency in ultrathin active layers. These results could be refined by carefully
measuring the experimental parameters of the various absorption coefficients, such
as the parameters depicted in Table 2.1. However, we suspect that those values will
not substantially change the conclusions presented here.
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Figure 2.12: Photovoltaic Figures ofMerit ofMoSe2 for Varying��� and �'�0.
Calculated photovoltaic figures of merit from detailed balance calculations using
the materials parameters in Table 2.1, except �6,38A = 1.55 eV. We plot the a short-
circuit current density �B2 b open-circuit voltage +>2, and the c power conversion
efficiency [. All of the figures of merit are normalized to the equivalent detailed
balance value for a step function absorbance at �6,8=3 .

2.6 Appendix
Optoelectronic Reciprocity Relations
The connection between absorption and emission has been known for quite some
time. Kirchhoff in 1860 [90] is often cited as being the first to recognize the relation
between the two processes, noting that the absorption and emission probability of a
photon must be equal, i.e. 0(�) = 4(�), through arguments of thermal equilibrium.
A surface with 4(�) = 1 for all energies is known as a perfect black body. However,
the precise spectral dependence of a perfect black body emitter was not derived until
Planck did so in 1906 [153]. He theorized a cavity with perfectly absorbing walls
filled with a gas of photons with a small hole that would leak out a spectral flux
characteristic of a black body:

�11 (�) = � × (11 (�) =
2c
ℎ322

�3

exp
(
�
:1)

)
− 1

(2.16)

which relates the temperature of a black body to its spectral characteristics, often
referred to as thermal radiation. Here, (11 (�) is the energy-resolved photon flux per
unit area per unit time of black-body radiation and �1 refers to the spectrally resolved
intensity of the radiation. The above expression can be generalized to non-black
bodies by combining it with Kirchhoff’s law:

� (�) = 0(�)�11 (�) (2.17)
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To form a general law for thermal radiation with surfaces characterized by an absorp-
tivity. In an analogous manner, van Roosbroeck and Shockley [191] generalized
Planck’s law to semiconductors and related the absorption coefficient (U) to the
internal photon emission rate per unit volume:

'(�) = 4=2
A (�)U(�)(11 (�) =

8c=2
A

ℎ322
�2U(�)

exp
(
�
:1)

)
− 1

(2.18)

which holds for systems at thermal equilibrium. It was not until Lasher and Stern
[97] considered the situations of spontaneous emission were the above expressions
further generalized to include non-equilibrium, steady-state conditions in terms of
the quasi-Fermi level splitting Δ`, which is exactly equal to the chemical potential
of the photon in a spontaneous emission process:

'(�,Δ`) = 8c=2
A

ℎ322
�2U(�)

exp
(
�−Δ`
:1)

)
− 1

(2.19)

Here, we note that that this expression is valid only when quasi-thermal equilibrium
holds, where exactly two different quasi-Fermi levels accurately describe the energy
dependence of the two separate populations of electrons and holes (e.g. after the
electron-electron interactions subsequent to the excitation of carriers, the carriers
will be distributed according to the Fermi-Dirac distribution), resulting in a single
quasi-Fermi level splittingΔ`. We assume this to be true in the case of the carriers in
the band tails described here with the carriers above the respective band edges. For
example, in the case of band tails caused by some ensemble of defects, an impurity
band may be formed. If this impurity band is several :1) away from the band edges,
the electrons in this band would likely thermalize amongst themselves, forming a
separate quasi-Fermi level. Therefore, these relations would need to be modified to
include this effect. Wurfel [209] then generalized the Lasher-Stern relation to an
external flux of radiative emission from a semiconductor surface:

(%! (�) = 0(�)(11 (�,Δ`) (2.20)

where
(11 (�,Δ`) =

2c
ℎ322

�2

exp
(
�−Δ`
:1)

)
− 1

(2.21)

is the spectral flux of a photon gas with chemical potential Δ` and temperature ) .
Here, � is the energy of the emitted photon, :1 is the Boltzmann constant, ℎ is
Planck’s constant, and 2 is the speed of light. Wurfel’s expression, with a relation
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that connects the absorbance to the absorption coefficient (e.g. through the Beer-
Lambert law of 0(�) = 1 − exp(−U!) or more complex light-trapping geometries)
suggests a complete set of self-consistent expressions that connect external proper-
ties (e.g. absorbance, external luminescence) of the semiconductor to its internal
properties (e.g. bandgap, absorption coefficient, quasi-fermi level splitting, internal
luminescence). External properties are therefore geometry dependent and can be
carefully engineered from the internal properties using photonic design. More-
over, external properties are typically the only properties that are experimentally
accessible.

We note that the above expression has an apparent divergence at � = Δ`. The
resolution requires including an occupation factor in the absorption coefficient:

U(�) = U0 (�) ( 5E − 5E) (2.22)

where 5E and 52 are the occupation for the holes and electrons, respectively. In the
case of a semiconductor with equal effective mass for the holes and electrons and
described by a parabolic dispersion, the occupation factor has a simple form:

5E − 52 = tanh
(
� − Δ`
4:1)

)
(2.23)

While real systems may have more complex occupation factors (typically not rep-
resentable analytically due to a fairly complex band structure), we note that 5E − 52
is generally a function with limiting values from -1 to 1 with a value of zero at
� = Δ`, which is captured by the simple expression above. For simplicity and to
capture the physics of the band filling irrespective of other materials properties, we
use the simple expression above when calculating band filling effects.

It was suggested more recently by Rau [160] that the principle of optical reciprocity
can be further generalized to an optoelectronic reciprocity by including the serial
collection/injection with Donolato’s theorem [46] to describe photovoltaic cells and
LEDs:

(�! (�) = �&� (�)(11 (�,Δ`) (2.24)

where �&� (�) = 0(�) × �&� (�) and describes the process of absorbing a photon
with probability 0(�) with a subsequent collection probability of �&� (�). Thus,
the LED quantum efficiency &!�� (�) = [8= 9 (�) × 4(�) is a detailed balance pair
with the photovoltaic quantum efficiency, taking the injection and collection effi-
ciencies to be detailed balance pairs. We note that while the above generalized
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Planck’s law (Wurfel’s expression) holds quite generally by any system that can be
characterized by two distinct quasi-Fermi levels and a thermodynamic temperature,
Rau’s reciprocity relation strictly holds only in systems where carrier transport un-
der illumination is well modelled as a linear perturbation of thermal equilibrium
(qualitatively, the law of superposition in the current-voltage curves needs to hold).
We also note that previous examples of using optoelectronic reciprocity for photo-
voltaic analysis (e.g. modified detailed balance models) has often approximated the
black-body flux as

(11 (�,Δ`) ≈ (11 (�, 0) exp
(
`

:1)

)
=

©«
2c
ℎ322

�2

exp
(
�
:1)

)
− 1

ª®®¬ exp
(
`

:1)

)
(2.25)

While the above expression has no singularities and generally results in numerically
accurate results for most systems of interest (e.g. idealistic systems with 0(� ≤
�6) = 0 will generally have (� − `)/:1) � 1), De Vos and Pauwels [38] noted
the subtle differences this approximation has in analyzing entropy generation in
the detailed balance limit. We show in this paper that accounting for band filling
effects has qualitative and quantitative differences on the luminescence spectra of
semiconductors with significant band tailing, which we emphasize in Figure 2.1
with a-Si:H as an example. Therefore, we use the full expression above without any
approximations.

Modified Detailed Balance Limit Calculations
With the above expressions of optoelectronic reciprocity in hand, we can assemble
a modified detailed balance model for solar cells that account for carrier generation,
extraction, and recombination:∫

�&� (�,Δ`)((�)3� =
∫
�&� (�,Δ`)(11 (�,Δ`)3�

[4GC (Δ`)
+ � (Δ`)

@
(2.26)

where the left-hand side describes carrier injection (e.g. from sunlight or other
light source) and the right-hand side describes carrier extraction, either through
radiative recombination, non-radiative recombination (parametrized by [4GC (Δ`)),
or usefully as carrier collection (� (Δ`)/@). In steady state, these populationsmust be
balanced. In our analysis in the main text, we consider the modified detailed balance
expression in the radiative limit i.e. [4GC = 1, Δ` = @+ , �&� (�,Δ`) = 0(�,Δ`)
(see section 2.6 for a short analysis on non-unity radiative or collection efficiency),
with absorptivity described by a Beer-Lambert expression:

0(�) = 1 − exp(−2U!) (2.27)
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with a perfect back reflector and perfect anti-reflection coating to describe the optical
configuration. To parametrize the band edge density of states, we take inspiration
from Katahara and Hillhouse [87] and convolve a sub-gap exponential density of
states with a parabolic density of states above the bandgap, giving

U0 (�) = U0

√
W

:1)
�

(
� − �6
W

)
(2.28)

with

� (G) = real
©«

1

2Γ
(
1 + 1

\

) ∫ ∞

−∞
exp

(
−|G′|\

)√
G − G′3G′

ª®®¬ (2.29)

And the simplified expression above (Equation 2.23) to account for band filling.
Here, W is the energy width parameter (i.e. the Urbach parameter, for \ = 1).
�6 is the bandgap, Γ is the Gamma function, U0 scales the absorption coefficient
(i.e., U(� = �6) = U0

√
cW/16:1) , and \ describes the power of the sub-gap

exponential distribution. Our expression has an extra factor of
√
:1) compared to

the Katahara model, where :1) is the thermal energy, so that U0 has the usual units
of absorption coefficient. Using a simple piecewise continuous function for the
absorption coefficient above and below the gap yields similar results, as long as the
absorption coefficient below the gap is still modeled as an Urbach tail. Thus, for a
given set of materials parameters (e.g. U0!, W, �6) and a specific voltage+ = Δ`, we
can calculate the appropriate absorption coefficient and consequently the absorption
and luminescence characteristics. The current-voltage curve of the photovoltaic cell
in the detailed balance limit is then calculated using Equation 2.26. Specific figures
of merit can then be extracted from the current-voltage curves.

Band filling Contribution to Photoluminescence
In general, we are interested in the contribution of including the band filling on
the luminescence spectrum of a semiconductor with significant band tails. Let us
examine the case where we are weakly absorbing, which is generally true in the
spectral region of a band tail. In this limit, we can take 0 ≈ 2U!, where we assume
a planar system with a perfect mirror and a perfect antireflection coating as above.
In this case, the external luminescence flux by reciprocity becomes

(%! (�,Δ`) = 0(�,Δ`)(11 (�,Δ`) ≈ 2U(�,Δ`)!(11 (�,Δ`) (2.30)
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Figure 2.13: The importance of including band filling effects. a Calculated ab-
sorbance (solid line), photoluminescence (dashed line), and distribution of bandgaps
(dotted line) for different Urbach parameters (W) without including band filling ef-
fects. b Calculated efficiency, open circuit voltage, short circuit current, and fill
factor with (orange solid line) and without (blue solid line) including band filling
effects.

For systems with intrinsic doping and equal effective masses, we have U(�,Δ`) =
U(�, 0) ( 5E − 52) = U(�, 0) tanh

(
�−Δ`
4:1)

)
. To see this, note that generally speaking,

5E − 52 =
1

exp
(
�ℎ−� 5?
:1)

)
+ 1
− 1

exp
(
�4−� 5=
:1)

)
+ 1

(2.31)

And for intrinsic doping and equal effective masses, � 5? − �8 = −Δ`/2 and � 5= −
�8 = Δ`/2 by symmetry arguments. Here, � 5?/= is the quasi-Fermi level for the
holes/electrons, �8 is the Fermi level of the intrinsic system (at mid-gap), and
Δ` = � 5= − � 5? is the quasi-Fermi level splitting. By symmetry of the electron and
hole in this case, we must have �4 − �8 = �/2 and �ℎ − �8 = −�/2, where � is the
energy of the photon. Thus,

5E − 52 =
1

exp
(
−�−Δ`2:1)

)
+ 1
− 1

exp
(
�−Δ`
2:1)

)
+ 1

(2.32)
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For simplicity in analysis, let us set G = (� − Δ`)/:1) . Thus,

5E − 52 =
1

4−G/4(4−G/4 + 4G/4)
− 1
4G/4(4G/4 + 4−G/4)

=
[exp(G/4) + exp(−G/4)] [exp(G/4) − exp(−G/4)]

[exp(G/4) + exp(−G/4)]2

=
[exp(G/4) − exp(−G/4)]
[exp(G/4) + exp(−G/4)]

=
sinh(G/4)
cosh(G/4)

= tanh(G/4)

= tanh
(
� − Δ`
4:1)

)
(2.33)

We have argued already above that tanh((� − Δ`)/4:1)) should serve as a good
approximation to 5E − 52 for most systems and should capture the main physics of
band filling. It may be modified to yield more accurate results in the case of high
doping or a large mismatch between the electron and hole effective masses under
the parabolic bands approximation. For the purposes of this work, let us proceed
with the simple expression so that the luminescence becomes

(%! (�,Δ`) =
(

4c!
ℎ322U(�, 0)�

2
) ©«

tanh
(
�−Δ`
4:1)

)
exp

(
�−Δ`
:1)

)
− 1

ª®®¬ (2.34)

where the term on the left is a sole function of � and the term on the right includes
both � and Δ`. Note that by taking G = (� − Δ`)/:1) , we have

tanh(G/4)
exp(G) − 1

=
sinh(G/4)

cosh(G/4) (exp(G) − 1)

=
1

exp(G) − 1
[exp(G/4) − exp(−G/4)]
[exp(G/4) + exp(−G/4)]

=
1

exp(G) − 1
[exp(G/2) − 1]
[exp(G/2) + 1]

=
1

[exp(G/2) − 1] [exp(G/2) + 1]
[exp(G/2) − 1]
[exp(G/2) + 1]

=
1

(exp(G/2) + 1)2

(2.35)

Let us double check that there are no singularities as G → 0, since tanh(0)/(exp(0)−
1) = 0/0. To do so, we shall use L’Hôpital’s rule, i.e.,

lim
G→2

5 (G)
6(G) = lim

G→2
=
5 ′(G)
6′(G) (2.36)
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with 5 (G) = tanh(G/4) and 6(G) = exp(G) − 1, giving 5 ′(G) = sech2(G/4)/4 and
6′(G) = exp(G). Thus, limG→0

tanh(G/4)
exp(G)−1 = 1/4, so that there are no singularities and

the luminescence can be rewritten as

(%! (�,Δ`) =
4c!
ℎ322

U(�, 0)�2

(exp
(
�−Δ`
2:1)

)
+ 1)2

(2.37)

which is positive definite and is a good approximation for the luminescence with
significant band tailing while explicitly including the band filling effects. Note that
when (� − Δ`)/:1) � 1, we have

(%! (�,Δ`) ≈
4c!
ℎ322U(�, 0)�

2 exp(−�/:1)) exp(Δ`/:1)) (2.38)

which recovers the expression without band filling contribution, suitable for low
injection and sharp band edges and has been the standard expression used in most
detailed balance analyses of solar cells. It is clear from Equation 2.37 that the
luminescence spectra and radiative current will scale non-linearly with Δ`. Further-
more, for U(�, 0) ∼ exp

(
(� − �6)/W

)
, as in the case of Urbach tails, we can take a

derivative of the luminescence flux and find that the peak position will occur at

�<0G%! = Δ` − 2:1) ln ©« 1
2:1)
�<0G
%!

+ :1)
W

− 1ª®¬ (2.39)

For W > :1) . A simpler but approximate solution can be found by taking �<0G
%!
�

:1) , and neglecting that term, so that

�<0G%! ≈ Δ` + 2:1) ln
(

:1)

W − :1)

)
(2.40)

which shows that the luminescence peak depends directly on Δ`, for W > :1) .

Effects of band tails on J-V characteristics
While Equation 2.37 suggests a rather complex dependence of the band filling
characteristics on current, we find that the � −+ characteristics can be well fitted to
a modified diode expression in most cases:

�A03 (+) ∼ �0(W, �6) exp
(

@+

=4 5 5 (W, �6):1)

)
(2.41)

In other words, the effect of band filling and band tails is tomodify the recombination
current prefactor �0 and effective ideality factor =4 5 5 , which manifest in the voltage
loss as described in the main text and in section 2.6. Of particular interest is =4 5 5 ,
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Figure 2.14: Effects of band tails and band filling on ideality factor and current-
voltage relationships. a Fitted =4 5 5 for varying Urbach parameter (W) and bandgap
�6. Fits were performed for the range 3:1) < @+ < �6 − 3:1) . Linecuts of a
occur at �6 = 0.8 (blue), 1.34 (orange), and 2.0 eV (yellow). b Corresponding
linecuts of a plotted for varying Urbach parameter (W). Note the transition that
occurs at W = :1) to larger effective ideality factors, corresponding to the onset of
band tailing and band filling effects. Dashed lines represent the fit, while solid lines
represent the 95% confidence interval. � − + characteristics for different bandgaps
of 0.8 eV c, 1.34 eV d, and 2.0 eV e. The different lines in a given plot represent
different Urbach parameters. The legend in c is the same for d and e. All plots have
voltages normalized to :1)/@ and current densities normalized to their radiative
dark current �0, which is a function of W. Thicknesses were assumed to be U0! = 1.
Note that for Urbach parameters typically observed in experiment (i.e., W ∼ 3:1)),
=4 5 5 is generally less than 3. For larger Urbach parameters, a modified ideality
factor no longer describes the voltage scaling appropriately, since �6,%! → :1) .

which should be measurable in electroluminescence measurements, because non-
radiative dark current occurs in parallel to the radiative dark current. Thus, wewould
expect the =4 5 5 estimated here in Figure 2.14 to be accurate even in systems far away
from the radiative limit, as long as we measure the radiative current flux through
voltage-dependent electroluminescence. We note that the calculated =4 5 5 for a-Si
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(assuming �6 ∼ 1.7 eV and W ∼ 50 meV) is around 1.7, which is quite similar to
the value measured by Rau et al [163]. To get an approximate analytic expression
for =4 5 5 , we use Equation 2.37 and assume that �2 varies slowly compared to the
exponentials in the integrand and that we are in the weakly absorbing limit. Thus,

�A03 (+) ∼
∫
3� exp

(
�−�6
W

)
(exp

(
�−+
2:1) + 1

)−2
and with some rewriting, we find that

�A03 (+) ∼
∫
3G exp

(
:1)G++−�6

W

)
(exp(G/2) + 1)−2 ∼ exp(+/W). That is, we expect

=4 5 5 ≈
W

:1)
(2.42)

which seems to hold somewhat well for small W just above :1) , as observed in
Figure 2.14. Furthermore, using the diode approximation from above, we can also
calculate the modified fill factor expression as

�� (=4 5 5 , +>2) ≈
@+>2

=4 5 5 :1)
− ln

(
1 + @+>2

=4 5 5 :1)

)
1 + @+>2

=4 5 5 :1)

(2.43)

which reduces the fill factor slightly compared to the case without band tails and is
an additional efficiency loss mechanism.

Two bandgap model for band tails
To develop a simple picture for the apparent bandgap shift, voltage loss, and effects
of band tailing, we use a simplistic model of the absorbance parametrized by two
step functions. We will refer to this as the “two bandgap model”, whose absorbance
can be seen in Figure 2.15a and is given by:

�(�) = 01\ (� − �6,1)\ (�6,2 − �) + 02\ (� − �6,2) (2.44)

where 02 = 1 and �6,2 = 1.34 eV. The above model represents a simplistic picture
of a system with band tails as it deviates from the Shockley-Queisser limit. Here,
�6,2 defines the absorption bandgap, �6,1 is the lower bandgap that forms as a result
of band tailing, and 01 is the effective sub-gap absorption. We then calculate the
typical photovoltaic figures of merit in Figure 2.15bwhile varyingΔ�6 = �6,2−�6,1
and 01. The result is qualitatively similar to what is seen with a band tail (e.g. see
Figure 2.3 for comparison), where the efficiency loss is essentially all in the voltage.
Moreover, there is a specific transition point where the voltage loss is linear with
the bandgap separation, dependent on the value of 01. To see this, recall that
+>2 = :1)/@ ln(�B2/�0 + 1), where �0 =

∫
�(�)(�� (�)3� and �(�) is given in

Equation 2.44. The loss due to a lower bandgap �6,1 is then

Δ+>2 =
:1)

@
ln

(
�B2

�2
+ 1

)
− :1)

@
ln

(
�B2

�0
+ 1

)
≈ − :1)

@
ln

(
�1
�2
+ 1

)
(2.45)
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where �1,2 =
∫
�1,2(�)(�� (�)3� , �1,2(�) = 01,2\ (�−�61,2), andwehave assumed

�B2 � �0, �2. Thus, from the perspective of the voltage loss in the detailed balance
analysis, �6,1 does not appear as a photovoltaic bandgap until �1 > �2. This occurs
when

014
−�6,1/:1)

((
�6,1
:1)

)2
+ 2

(
�6,1
:1)

)
+ 2

)
024
−�6,2/:1)

((
�6,2
:1)

)2
+ 2

(
�6,2
:1)

)
+ 2

) > 1 (2.46)

Assuming �61,2 � :1) , we can neglect the terms outside of the exponential to first
order because it shows up logarithmically with Δ�6. Thus, the transition to a new
bandgap occurs when

Δ�6 > :1) ln
(
02
01

)
(2.47)

In other words, from the perspective of the Shockley-Queisser limit and voltage loss,
the Stokes shift is not apparent until Equation 2.47 is satisfied. At this point, the
voltage loss scales linearly with increasing �6,1. To see this clearly, we plot the volt-
age loss with bandgap shift with energies and voltages normalized to :1) ln(02/01)
in Figure 2.15c. We see that indeed the transition occurs under the condition of
Equation 2.47, where thereafter mΔ+>2

mΔ�6
≈ 1. This is true irrespective of the value of

01. Moreover, while Equation 2.47 is derived for two discrete bandgaps, we can
generalize the concept to how sharp a continuous absorption spectrum should be to
avoid a Stokes shifted voltage loss. Let us define 02 = Δ0 + 01 and take the limit as
Δ0,Δ� → 0. Thus, the generalized continuous form of Equation 2.47 becomes

:1)

0

m0

m�
< 1 (2.48)

In the case of weakly absorbing Urbach band tails, 0 ∼ U! ∼ � exp
(
�−�6
W

)
. Thus,

Equation 2.48 predicts a Stokes shift should occur when W > :1) , which is what we
observe in Figure 2.6.

General Expression for Voltage Loss due to Nonabrupt Band Edges
The plots of Figure 2.7 and Figure 2.15 in the main text suggests a general relation
between bandgap shifts and voltage loss, irrespective of the exact functional form
of the band edge. To see this, note that the majority of the luminescence of
the step-function absorbance is concentrated within :1) of the band edge and its
integral varies exponentially with the bandgap energy. Thus, the effective bandgap
of the luminescence, �6,%! must be chosen to integrate to nearly the majority of the
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Figure 2.15: Analysis of a two-bandgap toy. aAbsorbance and emission of the two-
bandgap toy model, parametrized by two step-functions. Solid lines correspond to
absorbance, whereas dashed lines correspond to emission. b Plot of the photovoltaic
figures of merit ([,+>2, �B2) for varying bandgap difference Δ�6 = �6,2 − �6,1 and
values of the lower bandgap absorbance 01. 02 is assumed to be 1 while �6,2 = 1.34
eV. Colors correspond to the same as the legend in c. c Voltage loss versus bandgap
difference in normalized units of:1) ln(02/01), showing the transition to the Stokes
shift behavior for large enough band gap separation, dependent on 02/01.

luminescence flux. Thus, we pragmatically define it as

max(�6,%!) ∈

∫ ∞
�6,%!

(%! (�,Δ`)3�∫ ∞
0 (%! (�,Δ`)3�

≥ 0.90 (2.49)

While this definition of �6,%! is not unique, it parametrizes the luminescence typi-
cally assumed under step-function absorbance to a greater variety of luminescence
spectra and is somewhat less sensitive to noise. We further define the above-gap
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absorbance as

0̄�� =

∫ ∞
�6,�1B

0(�,Δ`)(�� (�,Δ`)3�

exp(Δ`/:1))
∫ ∞
�6,�1B

(�� (�, 0)3�
=

∫ ∞
�6,�1B

(%! (�,Δ`)3�

exp(Δ`/:1))
∫ ∞
�6,�1B

(�� (�, 0)3�
(2.50)

and below-gap absorbance as

0̄(� =

∫ �6,�1B

�6,%!
0(�,Δ�6,�1B

�6,%!
<D)(�� (�,Δ`)3�

exp(Δ`/:1))
∫ �6,�1B

�6,%!
(�� (�, 0)3�

=

∫ �6,�1B

�6,%!
(%! (�,Δ`)3�

exp(Δ`/:1))
∫ �6,�1B

�6,%!
(�� (�, 0)3�

(2.51)
where both values are apparently dependent on Δ`. Accurate estimation of the
quantity (%! (�,Δ`)

exp(Δ`/:�)) can be achieved by taking � � Δ` and fitting the luminescence
spectra to the high energy absorption/EQE, or by fitting the full spectrum with
the band filling factor. Alternatively, since Equation 2.6 of the main text only
requires knowledge of the ratio 0̄��/0̄(� , we can simply use the directly measured
luminescence spectrum:

0̄��

0̄(�
=

∫ ∞
�6,�1B

(%! (�,Δ`)3�∫ �6,�1B

�6,%!
(%! (�,Δ`)3�

∫ �6,�1B

�6,%!
(�� (�, 0)3�∫ ∞

�6,�1B
(�� (�, 0)3�

(2.52)

And the definitions of �6,�1B and �6,%! to estimate the weighted absorbance ratio.

These definitions work well because the integrated number of recombination elec-
trons is what matters in the detailed balance analysis, which is achieved by the
appropriate definitions of weighted absorption and bandgaps. Therefore, the volt-
age loss is given by a form that is quite similar to Equation 2.45:

Δ+>2 =
:1)
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©«
0̄(�

0̄��
exp

(
�6,�1B − �6,%!

:1)

) 
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)
+ 2(

�6,�1B
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)2
+ 2

(
�6,�1B
:1)

)
+ 2

 + 1 − 0̄(�
0̄��

ª®®¬
(2.53)

Noting the logarithmic dependence on the argument and assuming Δ�6 = �6,�1B −
�6,%! � �6,�1B, as well as �6,�1B, �6,%! � :1) , we arrive at a simple expression
that only depends on the observed bandgap shifts and the ratio of the above-gap and
sub-gap absorbances:

Δ+>2

(
0̄(�

0̄��
,Δ�6

)
≈ :1)

@
ln

(
0̄(�

0̄��
exp

(
Δ�6

:1)

)
+ 1 − 0̄(�

0̄��

)
(2.54)

Note that this expression recovers the expected values of voltage loss as 0̄(�/0̄�� →
0, 1 and as Δ�6 → 0. Furthermore, the functional form of the sub-gap ab-
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sorbance is captured by its effect of varying the value of 0̄(� . From an ex-
perimental standpoint, another method to estimate the voltage loss is by using
the modified � − + characteristics found in section 2.6. It is clear then that
�A03 (+) ≈ �0,A03 exp

(
@+

=4 5 5 :1)

)
=

∫
(�! (�,+)3� . Furthermore, it is possible to

estimate =4 5 5 directly from the slope of voltage-dependent electroluminescence
(�! (�,+). Integrating over (�! (�,+) and dividing by exp

(
@+/=4 5 5 :1)

)
then

yields �0,A03 . Note that the +>2 loss due to an imperfect band edge can be equiv-
alently written in the form of Δ+>2 = :1)

@
ln

(
�B2,(&
�0,A03,(&

)
− =4 5 5 :1)

@
ln

(
�B2
�0,A03

)
using

Equation 2.41, which can be expanded to yield

Δ+>2 =
:1)

@
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(
�B2,(&

�B2

)
+ :1)

@
ln

(
�0,A03

�0,A03,(&

)
−
(=4 5 5 − 1):1)

@
ln

(
�B2

�0,A03

)
(2.55)

where the first term is the voltage loss due to incomplete absorption above the
bandgap. The second term is the voltage loss due to band tailing, while the third
term is a voltage gain due to band filling effects (e.g. see Figure 2.13).

Effects of Sub-Unity Radiative and Quantum Efficiencies
We have thus far only analyzed the situation assuming the reciprocity between ab-
sorption and photoluminescence, which holds quite generally but concerns primarily
the internal open circuit voltage of a device i.e. the quasi Fermi level splitting. To
analyze the effects of a system with sub-unity quantum efficiencies, which may
be particularly relevant for localized states below the absorption gap, we assume
Donolato’s theorem still holds and apply Equation 2.24. Therefore, by reciprocity,
the injection efficiency into these localized states would be relatively low, lowering
the electroluminescence recombination rate and increasing the limiting +>2 (Fig-
ure 2.16). This situation would be analogous to considering free carrier absorption
in the absorption band tail, where �&� → 0, and therefore the absorption of free-
carriers do not lead to photovoltaic current [89]. Thus, photogenerated carriers that
do not contribute to photovoltaic current, whether they are localized states or free
carriers, would not result in a loss to the open circuit voltage in the radiative limit.
In general, the effect of band tails on the radiative limit should be determined via
photocurrent spectroscopies, which captures this effect experimentally directly.

To analyze the voltage loss effects away from the radiative limit, i.e., sub-unity
radiative efficiency, we note that generally Equation 2.41 holds and the discussion
in section 2.6 suggests that � (+) = �B2 − �0,A03

[4GC

(
exp

(
@+

=4 5 5 :1)

)
− 1

)
which is quite

similar to Equation 2.26. Thus, it is readily apparent that the loss due to non-radiative
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recombination is modified with an ideality factor =4 5 5 ≥ 1, so that

Δ+>2,=A = −
=4 5 5 :1)

@
|ln([4GC) | (2.56)

It should be noted that [4GC is generally a function of voltage as well and should
be measured/calculated at the operating voltage. This radiative ideality factor has
already been recognized by Rau et al. to be relevant in amorphous Si [163] when
analyzing its non-radiative losses. In many devices, sub-unity radiative efficiencies
and sub-unity quantum efficiencies are both present and are likely competing to
provide the observed voltage. In contrast, concentration benefits the voltage by a
similar factor Δ+>2,2>=2 =

=4 5 5 :1)

@
|ln(�) ||, where � > 1 is the concentration factor.

Parametrization of the Band edge Functional Form
In Figure 2.7, we considered various band edge functional forms to argue that there
exists a general expression that relates Δ+>2,A03 to the existence of a Stokes shift,
i.e. Δ�6. We considered two main types of band edges: exponential tails and
indirect edge power laws. Exponential tails are the main form of band edges we
have discussed in this article and we have thus far used the analysis described in
section 2.6. For the calculations in Figure 2.17 and Figure 2.7, we vary \, �6, and
W to generate various functional forms for the band tail given by Equation 2.28.
Furthermore, we consider only the absorption spectra that yield a luminescence
bandgap above 4:1) , since we assume that �6 � :1) in deriving Equation 2.6. We
further consider a general power law form for a semiconductor band edge that has
a weak oscillator strength (e.g. an indirect transition) with a higher energy direct
transition with larger oscillator strengths:

U(�) = U0,8=3 (� − �6,8=3)=\ (� − �6,8=3)\ (�6,38A − �) +U0,38A\ (� − �6,38A) (2.57)

where �6,8=3 and �6,38A represent the indirect and direct band edge, respectively,
while U0,8=3 and U0,38A represent the absorption coefficients of the indirect and direct
gaps, respectively. = parametrizes the different energetic scaling relations of the
indirect edge, typically = < 3 experimentally.

For both forms of band edges, we calculate +>2,A03 from the complete modified
detailed balance analysis, including band filling effects and assuming [4GC = 1
(Equation 2.26), �6,�1B is then derived from the calculated absorption spectrum us-
ing Rau’s definition, and therefore+>2,(& (�6,�1B) is calculated using a step-function
at �6,�1B. �6,%! , 0̄(� , 0̄�� is then calculated from the definitions in section 2.6
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Figure 2.16: Effects of a sub-unity collection efficiency below the bandgap.
Calculated power conversion efficiency, open circuit voltage, short circuit current
density, and fill factor assuming that the collection efficiency below the bandgap
(�&�(�) is less than 1 and given by a constant average value. That is, we take the ex-
ternal quantum efficiency to be �&� (�) = 0(�)

(
�&�(�\ (�6 − �) + \ (� − �6)

)
.

The “Urbach” curve is calculated assuming the collection efficiency decays
with a similar Urbach parameter to that used in the absorption calculation (i.e.
�&�(� (W, �) = exp

(
(� − �6)/W

)
), which may approximate the mobility-edge bet-

ter than a constant.

by examining the luminescence spectra, (%! . The results of these different band
edges map well onto a simple relation described by Equation 2.54, suggesting a two
bandgap model is an adequate representation of most experimentally observed band
edge forms.

Table 2.2: Tabulated values of Urbach Energies (Experiment)
and Δ+>2 loss (Calculated) .

Material Bandgap Urbach Energy Calculated Δ+>2 References
Name (eV) (meV) (mV)
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c-Si 1.12 9.6 24.0 [34]
c-Si 1.12 8.6 20.7 [34]
c-Si 1.12 11 28.9 [63]
GaAs 1.42 6.9 14.6 [181]
GaAs 1.42 7.5 16.3 [84]
GaAs 1.42 5.9 11.7 [12]
InP 1.355 9.4 22.5 [182]
InP 1.361 10.6 26.6 [182]
InP 1.34 7.1 16.3 [12]

a-Si:H 1.72 42 273.1 [33]
a-Si:H 1.64 52 382.8 [33]
a-Si:H 1.69 67 559.1 [35]
a-Si:H 1.70 43 283.5 [183]
a-Si:H 1.69 47 329.0 [184]
a-Si:H 1.7 48 341.3 [192]
a-Si:H 1.8 51 385.3 [192]
a-Si:H 1.85 51 389.1 [192]
CdTe 1.45 17 52.8 [158]
CdTe 1.5 7.2 15.5 [119]
CdTe 1.5 9 21.1 [129]
CdTe 1.5 10.6 26.5 [172]
CIGS 1.53 24 94.2 [71]
CIGS 1 18 56.0 [71]
CIGS 1.18 23 84.9 [71]
CIGS 1.2 31 143.6 [186]
CIGS 1.67 25 102.5 [124]
CIGS 1.08 9 21.9 [174]

Kesterite 1.5 69 551.4 [77]
Kesterite 1.1 54 346.9 [77]
Kesterite 1.38 45 286.6 [214]
Kesterite 1.54 65 516.7 [214]
Kesterite 1.68 56.8 441.8 [135]
Perovskite 1.57 15 44.7 [39]
Perovskite 2.23 23 90.2 [168]
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Perovskite 1.57 14 40.5 [224]
Perovskite 1.57 14.4 42.2 [224]
Perovskite 1.57 15.8 48.3 [224]
Organic 1.66 37 214.9 [62]
Organic 2 50 386.8 [94]
Organic 1.31 25.6 104.8 [112]
Organic 1.47 27 115.9 [159]
Organic 1.88 36 211.0 [193]
Organic 1.71 27 118.7 [110]
Organic 1.67 24 95.2 [156]
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Figure 2.17: Different band edges that map onto a two-bandgap model. Stokes
shift Δ�6 and radiative voltage loss Δ+>2 calculated from the full detailed balance
analysis with the appropriate definitions of �6,�1B, �6,%! , 0�� , 0(� , as described
in Section S6. We vary the parameters for the exponential band tail model a
and the indirect edge power law model b. For the exponential band tail model
we take U0! = 10, whereas for the indirect edge model we take U0,38A! = 100,
U0,8=3! = 0.1. Both forms map well onto the generalized expression c. The colorbar
for the generalized expression in c is log10

(
0(�
0��

)
, i.e., describes the ratio of the

sub-gap to above-gap absorption. The different ratios plots are overlaid, showing
the similarity irrespective of 0(�/0�� , assuming it is sufficiently small.
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C h a p t e r 3

OPTICAL DESIGN OF CAVITY COUPLING TO EXCITONIC
TMDCS

“Nothing in life is to be feared. It is only to be
understood.”

— Marie Curie

3.1 Linear Dielectric Function of TMDCs
The optical properties of the bulk semiconducting transition metal dichalcogenides
of interest (i.e., MX2, where M = Mo, W and X = S, Se) were first examined in the
1970s [52] as shown in Figure 3.1, where a variety of sharp excitonic resonances
were quickly observed [134]. The direct optical transitions of these materials were
found to be excitonic, particularly when E ⊥ c and the excitonic effect becomes
stronger as their thickness approaches the exciton Bohr radius. More recently, [104]
extracted the dielectric properties formonolayer TMDCs by assuming they are made
up of a superposition of Lorentzian oscillators1 and fitting the reflection spectrum
to the dielectric function:

Y(�) = 1 +
#∑
:=1

5:

�2
:
− �2 − 8�W:

(3.1)

where 5: and W: are the oscillator strength and the linewidth of the :th oscillator,
and �: runs over the full spectral range and is the energy of each oscillator. The
linear dielectric function of each monolayer TMDC material extracted from micro-
reflectance measurements is plotted in Figure 3.2, and this method of dielectric
function extraction has become the standard method of extracting dielectric function
in micron-sized samples (as opposed to ellipsometry, which typically requires much
larger samples). The dimensionality effect on the excitonic resonances is evident
between the monolayer and bulk materials due to the strength and linewidth of the
excitonic transitions. It should be noted that the first two optical transitions are
typically referred to as the � and � excitons, which are similar in their wavefunction
nature but differ in the specific spin state (specifically, the spin-orbit splitting in the

1The simplest model for the electronic response from an electromagnetic field is a damped
harmonic oscillator, for which the Lorentz oscillatormodel is the solution, as described in section B.4.
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Figure 3.1: First measurements of the bulk MoS2 dielectric function. Dielectric
function of MoS2 for E ⊥ c, adapted from [134].

valence band is the main contribution to the � − � splitting). To illustrate these
different excitonic states more clearly, the bandstructure of monolayer MoS2 and
its associated optical transitions are shown in Figure 3.3a. Also labelled is the
� exciton, whose peculiar nature comes from the band-nesting phenomenon (i.e.,
parallel lines that result in a large value of the joint density of optical states) along the
Γ− line of the Brillouin zone. Incidentally, since the largest effects in the quantum
confinement occur closer to the Γ and

∑
min2 points in the valence and conduction

band, respectively, the� exciton ismore sensitive to quantum confinement than the �
and � excitons are. Specifically, the � and � excitonic wavefunctions are largely in-
plane, and therefore themain effect of thickness is tomodify their dielectric screening
environment, and therefore the Coulomb interactions. To first order, the decrease
in the attractive electron-hole interactions (which describes the magnitude of the
exciton binding energy �1) are compensated by the decreased repulsive electron-
electron interactions (which partially describes the magnitude of the quasiparticle
bandgap). Thus, the actual optical transition energy of the � and � excitons are
relatively insensitive to thickness, as seen in Figure 3.2. The bandstructure of

2The
∑

min point is also often referred to as the & or Λ point in the 2D materials literature.
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Figure 3.2: Room temperature dielectric function of monolayer TMDCs. Room
temperature dielectric function of a,e MoSe2, b,f WSe2, c,g MoS2, and d,h WS2,
adapted from [104]

other TMDCs are quite similar in nature, with some subtleties. For example, for
tungsten-based compounds, the spin-orbit splitting in the valence band is larger
and the conduction band spin-orbit splitting is also of an opposite sign, so that
the lowest-energy excitonic states for tungsten compounds are optically dark [199].
Other essential differences is the energetic difference between the Γ −  points in
the valence band and the

∑
min − splitting in the conduction band, which partially

dictates the amount of intervalley scattering in the optical transition (which can be
tuned with strain, as we shall see in Chapter 6).
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b

c

Figure 3.3: Bandstructure as a function of thickness. Calculated bandstructure
of a monolayer, b bilayer, and c bulk MoS2 using the quasi-particle self-consistent
�, method, adapted from [25].
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3.2 Multilayer Near Unity Absorption
Knowing the different dielectric functions of both themonolayer and optically ‘bulk’
layered materials, we are now able to calculate various linear optical responses of
the materials, including its reflectance ', transmittance ) , and absorbance �. For
layered stacks that can be effectively modelled as 1D optical media, it is possible to
use the transfer matrix method to completely solve for their optical properties3.

a b

c d

Figure 3.4: Designing ultrathin absorbing cavities. a Calculated total absorption
assuming =TMDC = 5.0 + 0.018 and =metal = 10 + 108, for varying thickness of
the TMDC layer. b Absorption spectrum for C = 25 nm, the absorption in the
TMDC and metal layers is also shown. c Calculated total absorption assuming
=TMDC = 5.0 + 1.08 and =metal = 0.05 + 58, for varying thickness of the TMDC layer.
d Absorption spectrum for C = 15 nm, the absorption in the TMDC and metal layers
is also shown.

We are now interested in designing optical structures that can achieve near-unity
3A detailed derivation and discussion of the transfer matrix method, and a primer on Maxwell’s

equations and wave optics, can be found in Appendix B.
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absorption, which is an essential feature to operate solar photovoltaics with high
efficiency. Let us suppose we have a sub-wavelength thick structure suspended in air,
so that it forms an air/TMDC/air structure. This situation is a two-port structure, i.e.,
light can be incident/reflected from both sides. However, under typical photovoltaic
operation, we would expect illumination from only one side. By decomposing the
incident wave into even and odd modes, where only the even modes have a non-zero
electric field intensity at the TMDC (odd modes have zero intensity at the center, by
definition), we would expect a maximum absorbance of only 50% [150]. Thus, to
maximize absorption, additional symmetry breaking must be done.

The simplest method to improve the maximum absorbance is to reduce a two-port
structure into a single-port structure by including a back mirror, e.g. we optically
consider a three-layer stack of air/TMDC/metal. For a three layer stack, the explicit
expression for the reflectivity has a simple analytic expression:

Ã =
Ã12 + Ã234

28 Ṽ

1 + Ã12Ã23428 Ṽ
(3.2)

where
Ã01 =

=̃0 − =̃1
=̃0 + =̃1

, Ṽ =
2c=̃2
_

C (3.3)

is the interfacial reflectance and the phase accumulation due to propagation, re-
spectively. It is important to note that in the absence of transmittance (e.g. with a
metallic substrate), we simply have � = 1 − ' − ) = 1 − ' = 1 − |Ã |2. Thus, to
achieve near-unity absorption, we must equivalently have Ã → 0. Thus, to achieve
unity absorbance, we require

exp
(
28 Ṽ

)
= − Ã12

Ã23
(3.4)

There are a few scenarios where this equation can be nearly satisfied. Let us first
consider the scenario with an ideal metal as the back mirror and a lowly absorbing
TMDC layer (e.g., =̃2 = =̃TMDC = 5.0 + 0.018 for the sake of illustration). In this
scenario, we would expect Ã23 → −1 because an ideal metal can be modelled as
having an index =̃metal = [ + 8^ with [ → ∞, ^ → ∞. Similarly, since the middle
layer (i.e., the TMDC) is lowly absorbing, we would expect Ã12 → −1. Therefore,
to satisfy Equation 3.4, one must have C ≈ <_/(4[2), where < is an odd integer
(see Figure 3.4a). This condition is one that is akin to that of a ‘Salisbury screen’
type geometry. However, it is important to note that while the total absorption
can be close to unity, the absorption within the semiconductor is actually closer
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Figure 3.5: Near Unity Absorption in ultrathin TMDCs. Calculated and experi-
mental absorption spectra of a,bWSe2, c,dWS2, and e,f MoS2 on silver substrates
(i.e., the optical stack is air/TMDC/Ag). Calculations take into account the real,
dispersive nature of the silver and TMDC. The dotted lines in the calculated data
are the active layer absorption, i.e., the absorption within the TMDC layer. Exper-
imental data was extracted from normalized reflectance measurements, � = 1 − '.
Figured adapted from [80].

to 0 (since the loss in the TMDC is low compared to that of the metal and the
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thickness is small for the first order resonance4, see Figure 3.4b). This situation
is certainly not advantageous for photovoltaic operation, and for real TMDCs, the
optical loss is significantly higher above its band-edge, which is the operational
point of photovoltaic behavior.

A surprisingly different analysis occurs if we consider the significant loss of a TMDC
layer (e.g. =̃TMDC = 5.0+1.08). In this scenario, Ã12 is no longer on the real axis, and
for a finite conductivity of a real metal (e.g., =metal = 0.05 + 58, which is a similar
value to that of silver in the visible part of the spectrum), neither is Ã23. Thus, it is
possible to rewrite Equation 3.4 as

exp
(
8c + 84c([2 + 8^2)

_
C

)
= A04

−8q (3.5)

where we have defined A04
−8q = Ã12/Ã23. Defining further C = C0 − ΔC, where

C0 = _/(4[2), we can rewrite the expression above as

exp(−U2C) exp
(
−84c[2

_
ΔC

)
= A0 exp(−8q) (3.6)

In other words, we require A0 = exp(−U2C), where U2 = 4c^2/_ is the absorption
coefficient of the TMDC layer, and q = 4c[2ΔC/_. In other words, the substantial
loss in the TMDC layer as well as the finite conductivity of the metal results in
non-trivial phase shifts at the interface (Ã01), which enables designing absorbing
geometries with thicknesses below _/(4[2) where the loss is a critical component
of the design [88]. Because of the significant loss in the TMDC layer and the finite
but small loss in the metal, we are able to achieve nearly complete absorption in
the active layer (see Figure 3.4c,d). Thus, by using these design rules of the non-
trivial interfacial phase shifts and taking into account the realmaterials dispersions of
metals (e.g. noble ones like Ag or Au) and TMDCs (e.g. WSe2, MoS2, WS2), we are
able to design near-unity absorption within layers of TMDCs that are approximately
10-15 nm thick, as shown in Figure 3.5.

Although the absorption peaks in our structure are dependent on path length, they
are highly insensitive to the angle of incidence due to the large refractive index of
the TMDC layer, as a can be seen for the case of 13 nm WSe2 on Ag (Figure 3.6).
The peak absorption stays over 80% even at a 60◦ incident angle (Figure 3.6b)
suggesting relatively low sensitivity to the angle of incident light. This feature of

4For an ideal metal where the skin depth approaches zero, it is clear that the absorbance in the
metal must also approach zero. In this case, unity absorbance is not generally achieved for the first
order resonance, and larger thicknesses are required.
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TMDC/Ag heterostructures is highly advantageous for off-normal light collection
and combined with their near-unity active layer absorbance, these structures may be
of a particular interest for photovoltaic applications and solar energy harvesting.

Figure 3.6: Angle dependence of absorption in ultrathin TMDC/Ag structures.
a Contour plot of calculated absorption spectra at varying angles for 13 nm WSe2
on Ag back reflector. The insensitivity of the absorption as a function of incident
angle is apparent. b Line cut from a at 520 nm showing the angle dependence of
peak absorption. Figured adapted from [80].

3.3 Monolayer Near Unity Absorption
We are now also interested in the possibility of achieving near-unity absorption
in a single monolayer of a TMDC (∼7 Å). It may be tempting to assume that,
with a judicious choice of a substrate, it would be possible to satisfy Equation 3.4
for the specific optical properties of a TMDC monolayer. However, in the limit
of monolayer absorption, the phase accumulation through the monolayer must be
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small, so that exp
(
28 Ṽ

)
→ 1, i.e., Ã12 = −Ã23. This expression can only be satisfied

if =̃1 = =̃3, which is the same as the TMDC being suspended in air or immersed in a
material with index =̃1. In this case, it is clear that the maximum absorbance would
be only 50% by symmetry arguments, as described previously.

To yield unity absorption in an atomically thin material, it is still necessary to
break the optical symmetry by, for example, removing an optical port with a back
mirror. However, as shown above, a simple three layer optical stack cannot yield
unity absorption in this regime of thicknesses. Thus, we shall consider the next
simplest structure: a four-layer structure, where we have an ideal 2D exciton on a
dielectric spacer with index =2 and thickness 3, which is on top of a back mirror.
This mirror will be parametrized by an interface reflection A23 and transmission
amplitude C23 = 0. The analysis continues similar to the above case, except now we
have amore complicated scatteringmatrix in this air/exciton/dielectric spacer/mirror
system:

( = �f1,2!2�2,3 (3.7)

where

�f1,2 =

(
1 + /0f/2 /0f/2
−/0f/2 1 − /0f/2

)
!2 =

(
exp(−8@3) 0

0 exp(8@3)

)
�2,3 =

1
C23

(
1 A23

A23 1

) (3.8)

and we have implicitly taken =1 = =2 = 1 (i.e., the exciton is suspended over air,
which does not come with a loss of generality in our qualitative results, as we shall
soon see), so that A12 = 0 and C12 = 1. We have not specified A23 yet, but we
will soon. @ = 2c=2/_ = 2c/_ and 3 is the spacing of the exciton from the back
mirror. Furthermore, we have parametrized the optical properties of the monolayer
TMDC as an interfacial sheet conductor, with an infinitesimal thickness. Thus, we
are implicitly assuming there is little to no phase propagation through the TMDC
monolayer. The sheet conductor model5 for an excitonic material is given as

f2� (l) =
1
/0

l

l0

8WA

l − l0 + 8W=A/2
(3.9)

5the Lorentzian sheet conductor model for a 2D exciton and some analysis of their optics is
discussed in section B.4 and section B.5.
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where /0 is the impedance of free space, l0 is the energy of the exciton, WA is the
radiative rate of the exciton (which is proportional to its oscillator strength), and W=A
is the non-radiative rate of the exciton (which is what typically dictates its linewidth).
Multiplying the matrices together and examining the reflection amplitude gives us
the expression:

A =
− /0f

2 [A23 exp(28@3) + 1] + A23 exp(28@3)
/0f

2 [A23 exp(28@3) + 1] + 1
(3.10)

Note that if we now consider an ideal mirror on the back, we would expect A23 = −1.
This is because an ideal mirror would cause a null in the electric field at the surface
of the mirror, and the reflected wave would be opposite in sign (or equivalently for
an ideal metallic mirror, [ → ∞ and ^ → ∞). Thus, if the exciton was placed
exactly at 3 = _/4, our reflectivity expression would be modified to

A =
1 − /0f

1 + /0f
(3.11)

where the absorbance, � = 1 − |A |2 (note that ) = 0 since a perfect metal forces
C23 = 0), is therefore maximized when /0f = 1. In other words, when the surface
impedance of the exciton is matched with that of the free-space impedance, the
absorption is unity. This condition is most easily achieved when l = l0, i.e., the
impedance is highest at the excitonic resonance, and therefore the condition for unity
absorbance is given asf(l0)/0 = 1 = 2WA/W=A . Thus, perfect absorption in this case
requires 2WA = W=A . Notice for a fixed WA , the mirror has now reduced the required
W=A to achieve this critical coupling condition by a factor of two6. Moreover, the
absorbance can now reach a value of 100%, and this is from removing the superfluous
port with the back mirror.

3.4 Monolayer Near Unity Absorption at Room Temperature
The above derivation suggests a straightforward method of achieving unity ab-
sorbance, with the caveat that we can satisfy the expression W=A = 2WA . Table 3.1
shows the extracted values for the radiative and non-radiative rates of the exciton
from the monolayer dielectric function data shown in [104]. It is clear that at typical
room temperature conditions, the expression above is far from ever being satisfied.

6c.f. section B.5 where we required WA = W=A to achieve 50% absorbance.
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Table 3.1: Room temperature values for the excitonic sheet
conductor model of various TMDCs.

WS2 MoS2 WSe2 MoSe2

ℏWA (meV) 4.11 3.35 1.47 2.38
ℏW=A (meV) 38.6 76.2 53.2 72.7
ℏl0 (eV) 2.01 1.87 1.65 1.55

Experimentally, there are a few well known methods of tuning W=A in TMDCs,
including via temperature, strain, charge concentration, and/or van der Waals en-
capsulation. In contrast, WA is typically set by the optical transition rates of the
excitonic absorption, and is much less sensitive compared to W=A . Epstein and others
demonstrated that with hBN encapsulation and cryogenic temperatures (∼100K),
near-unity absorption can be achieved in WS2 [51]. However, for any practical ap-
plication (such as a photovoltaic device), this must be achieved at room temperature.

To do so, we examine the more general analysis of an exciton in an arbitrary photonic
structure7, whose excitonic absorbance approaches unity when

W=A = 2
|� (l0, G0, H0, I0) |2

|�0 |2
WA (3.12)

For the Salisbury screen geometry (described above) where we simply have a single
mirror on one side, the electric field intensity at the surface is exactly that of the
incident wave, i.e., |� (l0,G0,H0,I0) |2

|�0 |2
= 1. In general, to achieve the absorption at more

reasonable non-radiative rates, the electric field at the exciton must be significantly
enhanced.

To do so, we consider a more complex layered structure which has a metallic
back mirror and a partially transmissive/partially reflective top mirror, which is the
geometry of an optical cavity. In this situation, it is possible to build up an electric
field intensity that is far above the incident electric field, due to the formation
of standing waves with significant quality factors. A simple optimized geometry
using a thin piece of silver as the top mirror is shown in Figure 3.7, where roughly
85% absorbance is achieved in the exciton. Note also the electric field intensity
is substantially higher than in the Salisbury screen geometry, and suggests that
�01B ≈ 10, which enables near-unity absorption at room temperature conditions.

7See section B.5 for derivation, where we also define �01B = 2 |� (l0 ,G0 ,H0 ,I0) |2

|�0 |2
.
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Figure 3.7: Metallic Optical Cavity for Monolayer Perfect Absorption. a Cal-
culated absorption spectrum of monolayer WS2 in an metallic optical cavity and its
associated b electric field profile, showing the substantial increase in the electric
field intensity. Roughly 85% absorbance in the exciton is achieved in this optical
geometry

3.5 Experimental Demonstration of Near Unity Absorption in Monolayer
WS2 at Room Temperature

Due to experimental challenges with fabricating ultrathin low-loss metallic mirrors
(such as the one considered in Figure 3.7), we consider a top mirror that is composed
of lossless dielectric elements. The simplest form of a dielectric mirror is that of a
distributed Bragg reflector (DBR), where alternating high and low refractive indices
form a unit cell, and these unit cells are cascaded serially to increase the interference
effects. As the number of unit cells increases, the reflectance can approach unity.
However, as suggested by the scenario with a thin metal, the actual reflectance of
the top mirror is likely small, and could be achieved in a low number of unit cells.
It is also important to note that by employing materials with large index contrasts
for the high and low index materials, it may be possible to use a lower number of
unit cells, which could drastically lower the fabrication of these unity absorbing
structures. Therefore, we examine the use of GaS (=A ≈ 2.7) and Mica (=A ≈ 1.55)
as the materials of choice for a top dielectric mirror. These materials also happen
to be layered materials, can be exfoliated and stacked like the TMDCs considered
thus far. Figure 3.8 shows the results of using a top dielectric mirror composed of
GaS and Mica, where >90% absorbance can be achieved in the TMDC layer. Also
shown is a significant increase in the electric field intensity, as needed.
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a b

Figure 3.8: Dielectric-Metal Optical Cavity for Monolayer Perfect Absorp-
tion. a Calculated absorption spectrum of a heterostructure stack consisting of 58
nm GaS/99 nm Mica/Monolayer WS2/77 nm Mica/Ag. The parameters for WS2
assumed a sheet conductor model with values from Table 3.1. The parasitic absorp-
tion in the silver is less than 5%. The refractive index of GaS andMica was assumed
to be =GaS = 2.7 and =Mica = 1.55. b Electric field profile at the exciton frequency,
with the different shaded regions corresponding to different materials (aqua = GaS,
green = Mica, orange = WS2, and grey = silver).

The results shown in Figure 3.8 is particularly promising since both parasitic loss is
minimized and the absorption efficiency is achieved with room temperature parame-
ters. To more carefully understand the potential temperature dependence and effects
of linewidth on the excitonic absorption, we calculate the peak excitonic absorption
as a function of different non-radiative rates (Figure 3.9). The radiative rate is fixed
to that from Table 3.1. We also perform a similar calculation assuming the Salisbury
Screen geometry, as studied earlier. We note two important distinctions between
the two optical geometries: (1) Unity absorbance can be achieved for much larger
non-radiative rates W=A . For the cavity geometry, this is achieved at approximately
W=A = 23 meV, compared to roughly 8 meV for the Salisbury screen geometry. (2)
The optical cavity geometry is significantly more tolerant to small perturbations of
the non-radiative rate. In other words, for the cavity geometry, we can achieve >90%
excitonic absorbance for any W=A between roughly 14 to 44 meV, while the Salisbury
screen geometry achieves >90% absorbance for roughly 4 to 15 meV. We further
analyze the linewidth dependence by fitting the resultant absorption spectrum to a
Lorentzian with total linewidth W) as we vary W=A . This is useful to compare to
experimental spectra, where we typically measure the total linewidth W) rather than
any individual component. Here, it is even more evident that the optical cavity
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geometry is significantly more tolerant to small perturbations. These linewidths are
readily achievable even at room temperature (Figure 3.9).

a b

Figure 3.9: Relationship between Absorption and Excitonic Linewidth. aCalcu-
lated peak excitonic absorbance for WS2 in an optical cavity geometry (Figure 3.8)
and a Salisbury Screen geometry (where we remove the top mirror but keep the
same thickness for the Mica). b Same as in a, except we plot the total linewidth W) ,
which is extracted from fitting the resultant absorption spectrum for each W=A to a
Lorentzian with total linewidth W) . Generally, we have W) ≈ �%,�1BWA + W=A .

We next examine the effects of tuning the geometric parameters of the optical cavity
on the final excitonic absorption (Figure 3.10). We analyze the effects of varying
one of the parameters at a given time, assuming the others are at an optimal value
(again, excitonic parameters given by Table 3.1). For every parameter, we find that
we generally have a tolerance of ± ∼4 nm to achieving >90% absorbance. While
this tolerance may seem experimentally daunting, it is possible to use a variety of
methods to ensure the appropriate thickness (e.g. atomic force microscopy). We
also develop a method of using reflection contrast spectroscopy itself as a method
to accurately assert the thickness of a given dielectric layer, which is akin to the
methods used in ellipsometry Figure 3.12.

Using the analysis described above and this optical cavity geometry, we are able to ex-
perimentally demonstrated near-unity absorbance in monolayer WS2 (Figure 3.11).
Instead of using a typical silver substrate, we cap the silver with a thin layer of
SiO2, which dramatically reduces the rate at which silver tarnishes (usually to form
silver sulfide). In this case, the SiO2 can also act as a dielectric spacer. Our anal-
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a b c

Figure 3.10: Geometric tolerance of monolayer perfect absorption optical cav-
ities. Calculated peak excitonic absorbance where the other parameters are fixed
but the a Top GaS thickness is varied b Top Mica thickness is varied and c Bottom
Mica thickness is varied.

ysis where we encapsulate the WS2 on both sides with Mica is still essentially the
same, except the finite SiO2 will reduce our thickness for the bottom spacer. We
therefore using conventional van der Waals heterostructure fabrication techniques
(specifically, PDMS exfoliation and subsequent layered stacking), to form a van der
Waals heterostructure (Figure 3.11a). Here, ever layer was subsequently analyzed
in both reflection and PL spectroscopy as the heterostructure was assembled, and
we performed one vacuum anneal once the heterostructure was formed. We note
that the heterostructure formed in this way results in a variety of optical geometries
that have gone through the same amount of processing and uses the same crystalline
flakes. Therefore, the properties between the different heterostructures can be quan-
titatively compared (Figure 3.11b). We analyze the absorption and emission of the
WS2 in a cavity geometry, i.e., similar to what we have discussed, and that without
the top dielectric mirror. We observe the not only is the emission enhanced in the
cavity geometry relative to the Salisbury screen geometry, the absorption at the
exciation wavelength (_ = 532 nm) is decreased in the cavity geometry. Therefore,
the luminescence yield has improved by more than a factor 6 due to the presence
of this optical cavity. This factor of 6 is already comparing that of the Salisbury
screen geometry, suggesting that the luminescence quantum yield has substantially
increased. Our analytic analysis suggests that, if we were to achieve near-unity
absorption, the quantum yield would be approximately 50%.

We next turn our attention to reflection spectroscopy to examine the absorbance
properties in this sample Figure 3.11c. We perform reflectance mapping mea-
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Figure 3.11: Experimental Demonstration of Near-Unity Absorption in WS2 at
Room Temperature. a Optical micrograph of fabricated heterostructure, with dif-
ferent flakes and their corresponding thicknesses overlaid (thicknesses are measured
with AFM). In this configuration, we use SiO2 as a capping layer to Ag to reduce
the ambient tarnishing. b Measured enhancement of the photoluminescence in the
optical geometry (66 nm GaS/92 nm Mica/1L WS2/60 nm Mica/7.5 nm SiO2/Ag)
compared to that in the Salisbury screen geometry (1L WS2/60 nm Mica/7.5 nm
SiO2/Ag). c Experimental microreflectance measurements as a function of position
over the region of interest (see a). At each pixel, a reflection contrast spectrum '/'0
is measured. Here '0 is the reflectance on the substrate. It is clear where there is
minimal reflectance, i.e., maximum absorbance. d Spectral response of a monolayer
WS2 within an optical cavity, achieving roughly 90% absorbance experimentally.

surements, where the reflection spectrum ' is taken at every spot, and therefore
Figure 3.11c represents a linecut of a hyperspectral image. We find that near the
excitonic frequency, there is minimal reflectance where the full heterostructure is
formed. Equivalently, with appropriate normalized of the substrate reflectance and
that of the sample, we find that we indeed achieve near-unity absorbance in WS2

in this dielectric-metal optical cavity Figure 3.11d. It is likely possible to achieve
absorbances that are even slightly higher, since the thicknesses observed here are
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slightly offset from the optimal values. However, the fact that we do observe near-
unity absorbance experimentally demonstrates the tolerance of this optical cavity
design to small perturbations. Moreover, given this simple optical geometry, it
should be possible to directly integrate electrical contacts to these samples to create
a fully functioning photovoltaic device.

3.6 Efficiency Limits of Excitonic Multĳunctions
Having designed structures that have the possibility of achieving unity absorption,
We now consider the prospect of using excitonic van der Waals materials as active
layer absorbers in a multĳunction solar cell and consider their efficiency potential.
While the absorbance of each individual van der Waals layer is typically far be-
low unity (typically between 5 - 20%), the wide array of different van der Waals
materials along with their lattice-mismatch free hetero-structuring suggests that a
‘metamaterial’ with near-unity absorbance over the solar spectrum can be theoreti-
cally engineered. Assuming carrier selective contacts and negligible resistive losses
between the subcells, theoretical efficiencies of these van der Waals multĳunctions
can far exceed the single-junction Shockley-Queisser limit.

To consider the maximum power efficiency potential of a van der Waals heterostruc-
ture, we consider a stack with # layers and consider the � −+ characteristics of the
8th layer. We assume we are in the radiative limit (i.e., the materials have an internal
luminescence yield of 100%) and that the materials are spaced far enough away
from one another that their luminescent coupling and individual absorbances can be
described with ray optics. Further, we assume that anti-reflection coatings have been
applied between the different layers of the van derWaals materials, so that there is no
reflection when the light interacts with the layered material,i.e., �(�) = 1 − ) (�).
Further, we approximate the absorbance of the van der Waals materials as being
dominated by a narrow absorbance peak (e.g., an excitonic absorber), which we
parameterize as a Gaussian:

�(�) = �4G2 exp
(
− (� − �4G2)

2

2f2
4G2

)
(3.13)

Let’s consider first the current density of the 8th layer. Here, we enumerate 8 = 1 as
the first cell (top cell) and the #th cell as the bottom cell. The current for the top
cell can be written as

�B2,8 =

∫
�8 (�)

[
(BD=,C>? (�) + (%!,C>? (�,+: ) + (%!,1>C (�,+: )

]
3� (3.14)
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Figure 3.12: Schematic of Reflectance Measurement Set-up. a Schematic depiction
of reflectance measurement set-up used throughout the analysis with monolayer absorbers.
Here, a stabilized white light source (ThorLabs SLS201L) is fiber-coupled into an inverted
microscope (Leica). A 90:10 beamsplitter is used to simultaneously image the sample
and the light source. A flip mirror is used that directs the reflected light to either the
camera (used for imaging) or to a spectrometer (Princeton). The observed spectra at the
output of the spectrometer is a convolution of many different factors, including the light
source spectral flux, reflectance of the actual sample, and the wavelength-dependent optical
efficiencies of the entire set-up. To remove all these effects besides the reflectance of the
sample, we measure a reference spectrum '0 nearby the sample under the same conditions
as '. Therefore, the reflectance contrast spectrum '/'0 has normalized away the effects
of the set-up optical efficiency and lamp spectra. Here, we use the substrate (either Ag or
SiO2/Ag) as a featureless reference spectrum. b Achieved spatial resolution of the optical
set-up described in a, using a ‘knife-edge’ measurement of the reflectance to quantify a spot
size. The spatial resolution roughly 1 `m and the spot diameter is roughly 2 `m. c Example
reflectance contrast spectra '/'0 and fitting procedure used to extract out the thickness of
the dielectric layer. In this case, we examined hBN exfoliated on SiO2/Si. We are able
to achieve precise fits down to a nm or so in resolution, although this accuracy is partially
dictated by the index of the material and the optical properties of the substrate.

where (BD=,C>? (�) is the flux from the sunlight that is transmitted through the 8 − 1
number of layers, (%!,C>? (�,+: ) is the luminescent flux from the : = 1 to the
: = 8 − 1 van der Waals layers, dependent on the electrical voltage +:≠8, and
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Figure 3.13: Limiting Efficiency of Excitonic Multĳunctions. Maximum power
conversion efficiency as a function of the number of excitonic absorbers. Series
constrained refers to a two-terminal device where the current density between every
absorber must be matched, whereas unconstrained has 2#4G2 number of terminals
and each absorber can have an arbitrary current-voltage curve. Also shown is
the efficiency maximum optimization for a step-function absorber response, which
is what is traditionally considered. The single junction limit is 33.7% and the
multĳunction limit is 68%.

similarly for (%!,1>C (�,+: ) for : = 8 + 1 to : = # . Explicitly, we have:

(BD=,C>? (�) = (BD= (�)
©«
9=8−1∏
9=1

)9 (�)
ª®¬ (3.15)

(%!,C>? (�,+: ) =
:=8−1∑
:=1

(%!,: (�,+: )
©«
9=8−1∏
9=:+1

)9 (�)
ª®¬ (3.16)

(%!,1>C (�,+: ) =
:=#∑
:=8+1

(%!,: (�,+: )
©«
9=:−1∏
9=8+1

)9 (�)
ª®¬ (3.17)

where we take
∏ 9=8−1

9=8
)9 (�) = 1 and

∏ 9=8

9=8+1 )9 (�) = 1 for the products, which
corresponds to unity coupling for the nearest neighbor. The luminescent flux of
each absorber assuming quasi-equilibrium of electrons and holes with the photon
gas is given by the usual reciprocity relation:

(%!,: (�,+: ) = (exp(@+:/:)) − 1)�: (�)(�� (�) (3.18)
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The net current extracted from each cell is then given by

�8 = �B2,8 (+:≠8) − �A03 (+8) = �8 (+1, +2, · · · , +8, · · · , +#−1, +# ) (3.19)

where we note that �8 is dependent on the voltages of the other layers due to
luminescent coupling, and the radiative recombination current is given by the usual
detailed balance expression:

�A03 (+8) = (exp(@+8/:)) − 1)
∫

�8 (�)(�� (�)3� (3.20)

Therefore, the net power from each cell is given by %8 = �8+8 and the total power for
the entire multĳunction is

%C>C0; =
∑
8

%8 (3.21)

For a given set of # absorbers defined by their absorptance �8 (�), we can calculate
the power of each subcell %8 using the above expressions. The transmittance is given
as )9 (�) = 1 − � 9 (�) and the voltage of each subcell +8 is optimized to yield the
maximum power of the multĳunction solar cell. We run an optimization to yield
the limiting efficiency as a function of the number of subcells in Figure 3.13. We
find that once we have approximately 6 or more excitonic absorbers, we can readily
surpass the single-junction detailed balance limit. The absorption spectra for a given
number of absorbers is shown in Figure 3.14. Interestingly, we find that even under
a series constraint (i.e., the �B2 must be matched between the different absorbers),
the limiting efficiency can still be very appreciable. By examining Figure 3.14, we
see that this is due to the linewidth of the exciton acting as another tuning knob that
can modulate the integrated absorption.
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a b

Figure 3.14: Optimal Absorption Spectra of Excitonic Multĳunctions. Op-
timized absorption spectra of a unconstrained and b series-constrained excitonic
multĳunctions.
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C h a p t e r 4

HIGH PHOTOVOLTAIC QUANTUM EFFICIENCY IN
ULTRATHIN VAN DER WAALS HETEROSTRUCTURES

“You can dream, create, design, and build the most
wonderful place in the world... but it requires
people to make the dream reality.”

—Walt Disney

4.1 Introduction
Owing to their naturally passivated basal planes and strong light-matter interactions,
transition metal dichalcogenides are of considerable interest as active elements of
optoelectronic devices such as light-emitting devices, photodetectors and photo-
voltaics. [14, 151]Ultrathin transitionmetal dichalcogenide (TMD) photovoltaic de-
vices a few atomic layers in thickness have been realized using TMDs such asmolyb-
denum disulfide (MoS2) and tungsten diselenide (WSe2). [11, 19, 54, 101, 155, 219]
Complete absorption of the solar spectrum is a challenge as the thickness is reduced
to the ultrathin limit, [8, 50, 73] whereas efficient carrier collection is challenging in
thicker bulk TMD crystals. The active layers in conventional photovoltaics typically
range from a few microns in direct gap materials (gallium arsenide) to a hundred
microns thick or more in indirect gap materials (silicon). [27]

Efficient ultrathin and ultralight (<100 g/m2) photovoltaics have long been sought
for many applications where weight and flexibility are important design consid-
erations, such as applications in space power systems, internet-of-things devices,
as well as portable and flexible electronics. [59, 107, 202] Conventional photo-
voltaic materials are mechanically fragile when thinned down to the ultrathin (<
10 nm) regime, and interfacial reactions mean that a large fraction of the crystal
consists of surface-modified regions rather than intrinsically bulk material. Surface
oxides and dangling bonds in ultrathin films often result in increased nonradiative
recombination losses, lowering photovoltaic efficiencies. By contrast, transition
metal dichalcogenides have intrinsically high absorption and their layered crystal-
lographic structures suggest the possibility of achieving intrinsically passive basal
planes in high quality crystals.
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Figure 4.1: Achieving High External Quantum Efficiency in van der Waals het-
erostructures. aA schematic of the van derWaals device stack where nanophotonic
light trapping combined with efficient exciton dissociation and carrier collection
yields EQEs >50%. b A schematic of comparing near-unity absorption in a single
semiconducting layer on metal with a heterostructure of different semiconductors
on metal. c A schematic of comparing a pn heterojunction with a Schottky junction
for exciton dissociation and charge carrier separation in van der Waals materials. d
A schematic of comparing vertical and lateral carrier collection schemes in van der
Waals materials.

Photovoltaics that can approach the Shockley-Queisser limit, [154, 175] have two
prerequisites: first, that at open circuit, every above-bandgap photon that is absorbed
is extracted as an emitted photon at the band-edge of the material, i.e., it has perfect
external radiative efficiency. [125] Amani et al. have recently demonstrated that
superacid-treated monolayers of MoS2 and WS2 exhibit internal radiative efficiency
> 99%, [2] suggesting that the condition of very high external radiative efficiency
might be satisfied in transition metal dichalcogenides. The second prerequisite is
that at short circuit, the photovoltaic device must convert every incident above-
bandgap photon into an extracted electron, i.e., it has external quantum efficiency
(EQE) approaching unity.

To understand the path to high EQE, we can deconvolute the external quantum
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efficiency into the product of two terms: the absorbance and internal quantum effi-
ciency (IQE). High EQE devices exhibit both high absorption and internal quantum
efficiency, i.e., carrier generation and collection efficiency per absorbed photon.
To date, reports of van der Waals based photovoltaic devices have not considered
both of these concepts and separately evaluated them as criteria for high efficiency
photovoltaics.

Coupling electromagnetic simulations with absorption and EQE measurements en-
ables quantitative characterization of few-atomic-layer thickness optoelectronic de-
vices in van der Waals heterostructures. In this paper, we demonstrate external
quantum efficiencies > 50% (Figure 4.1a) , indicating that van der Waals het-
erostructures have considerable potential for efficient photovoltaics. We show that
high EQE results from both high optical absorption and efficient electronic charge
carrier collection. We analyze the optical response using electromagnetic simu-
lations to explain how near-unity absorption can be achieved in heterostructures
(Figure 4.1b). We find that experimental absorption results for van der Waals het-
erostructures match well with these electromagnetic simulations. Thus, we can
separate optical absorption and electronic transport to quantitatively compare their
effects on charge collection efficiency for both pn heterojunctions and Schottky
junctions (Figure 4.1c). In addition, we analyze the role of few-layer graphene as a
transparent top contact (Figure 4.1d). Finally, we outline important considerations
for designing high efficiency photovoltaic devices. By simultaneously maximizing
both external radiative efficiency and external quantum efficiency in a single de-
vice, van der Waals materials based photovoltaic devices could in principle achieve
efficiencies close to the Shockley-Queisser limit for their bandgaps.

4.2 Van der Waals Heterostructure Device Fabrication
Atomically smooth metal substrates were prepared using the template stripping
technique. [122, 198] We prepared the substrates using polished silicon wafers
(University Wafer) with native oxide and then cleaned the silicon substrates via
sonication in acetone (10 minutes) followed by sonication in isopropyl alcohol (10
minutes). Samples were then blow dried with nitrogen gas before cleaning with
oxygen plasma (5 minutes, 100 W, 300 mTorr under O2 flow).

Metal was then deposited via electron beam evaporation on the polished and cleaned
surface of the silicon wafer. For gold (Plasmaterials, 99.99% purity), base pressures
of ∼3e-7 was achieved before depositing at 0.3 Å/s. This continued until a thickness
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of ∼20 nm was achieved. Then, the rate was slowly ramped to 1 Å/s and then held
there until a total thickness of 120 nmwas reached. For silver (Plasmaterials, 99.99%
purity), following McPeak et al., [123] we deposited at a base pressure of ∼3e-7 at
40 Å/s for a final thickness of 150 nm. After deposition of the metal, an adhesive
handle was formed using a thermal epoxy (Epo-Tek 375, Epoxy Technology). 1
g of part A Epo-Tek 375 and 0.1 g of part B Epo-Tek 375 was mixed in a glass
vial and was let to settle for ∼30 min, Afterward, individual droplets of the mixture
was added directly onto the metallic surface before placing cleaned silicon chips
(∼ 1 cm2) on top. The droplet of epoxy was let to settle under the weight of the
silicon chip before placing on a hot plate (∼80 C) for 2 hours. Individual chips were
then cleaved with a razor blade, forming the final substrate consisting of atomically
smooth metal/themal epoxy/silicon. Typical RMS surface roughness of the metal
was < 0.3 nm using this technique (examined via AFM).

The bottom-most layer of the van der Waals heterostructure (e.g. MoS2) was
directly exfoliated onto the metallic susbtrates prepared using the above technique.
Exfoliation was performed using bulk crystals purchased from HQ Graphene using
Scotch tape. Subsequent layers were formed using a visco-elastic dry transfer
technique [22] using a home-built set-up at room temperature. Dry transfer was
performed using PF-20-X4 Gel Film from Gel-Pak as the transparent polymer. Van
der Waals materials were directly exfoliated onto the polymer using Nitto tape
and then mechanically transferred onto the MoS2/metal substrate. Samples were
examined in the optical microscope during each layer of the process and an AFM
scan was performed afterwards to extract out the thicknesses of individual layers.
Thicknesses were then corroborated with optical measurements and calculations.

A top electrode was patterned using standard photolithography techniques. NR-9
1000 PY was used as a negative resist. The resist was spun at 5000 RPM for 55 s
before baking at 150 C for 1 minute. A mask aligner with a pre-patterned mask was
used to define the features and aligned on top of the van der Waals heterostructure.
After exposure for ∼18s under 10 mW of UV light (_ = 365 nm), the resist was
post-baked at 105 C for 1 min and cooled to room temperature. Finally, the resist
was developed using RD-6 developer for 10-15 seconds before rinsing in deionized
water for 35 seconds. The sample was then blown dry with nitrogen and examined
under an optical microscope.

Electron beam deposition was then used to form the top ring electrodes (10 nm
Ti/90 nm Au). Base pressures of ∼3e-7 was achieved before the beginning of the
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deposition. For titanium, a deposition rate of 0.3 Å/s was used for the entirety of 10
nm. Immediately afterwards, gold was deposited at a rate of 0.3 Å/s for 15 nm. The
rate was slowly ramped to 0.6 Å/s for 10 nm, and then to 0.9 Å/s for another 10 nm.
At 35 nm of total gold thickness, the rate was finally ramped to 1.0 Å/s until the
total gold thickness was 90 nm. The resist was then lifted-off using heated acetone
(40-45 C) for 30 minutes. If needed, the samples were sonicated in 5 s intervals in
acetone to remove the resist. The sample was then rinsed in isopropyl alcohol and
blow dried with nitrogen. Images of the three samples studied in this chapter are
shown in Figure 4.2.

Figure 4.2: High Photovoltaic Quantum Efficiency Sample Images. The het-
erostructure designs, optical images, composite reflection & photocurrent maps,
and the photocurrent maps for all the samples analyzed in this paper. The outlines
in the optical images correspond to specific materials with the appropriate thickness
and materials labeled (scale bar = 20 `m). The composite reflection and photocur-
rent map is made by superimposing a reflection mode scan with a photocurrent scan
(_ = 633 nm). The bright white regions in the composite image correspond to high
photocurrent.
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4.3 Spatial Photocurrent Map and IV Measurements
Samples were contacted on the top electrode and bottom metallic substrate using
piezoelectric controlled probes (MiBots, Imina Technologies) with ∼3 `m2 tip
diameter under a confocal microscope (Axio Imager 2 LSM 710, Zeiss) with a
long working distance objective (50x, NA = 0.55). Samples were first checked for
photoresponse using dark IV and white light illumination. Voltage sweeps were
performed using a Keithley 236 source measure unit and in-house written scripts.
High resolution spatial photocurrent maps were performed using the same confocal
microscope with an automated stage. The microscope was modified to measure
photocurrent maps. Near-diffraction limited laser light (∼6 `m2 spot size) was
coupled in and focused to perform high resolution spatial photocurrent maps (<1
`m lateral resolution), and power-dependent IV measurements were performed at
particular locations of the device using the spatial photocurrent maps. Illumination
power was modified using neutral density filters in the microscope and the incident
powerwasmeasured by a photodetector and cross-referencedwith the EQE spectrum
of the measured device.

4.4 Spectral Response Measurements
Quantitative absorbance and external quantum efficiency measurements were per-
formed using a home-built optical set-up. A supercontinuum laser (Fianium) was
coupled to a monochromater to provide monochromatic incident light. A series
of apertures and mirrors were used to collimate the beam before being focused on
the sample with a long working distance (NA = 0.55) 50x objective to provide a
small spot size (∼1 `m lateral resolution). Importantly, the small spot sizes allow
us to probe individual regions on a particular sample. In addition, the relatively
angle-insensitive light trapping structure [80] used in this work along with a small
NA objective allowed us assume that the collected signal is close to the normal
incidence response. During all measurements, the light is first passed through a
chopper (∼103 Hz) and a small fraction was split into a photodetector connected to
a lock-in amplifier. The other beam-split light is used for probing the sample which
is eventually sent to a photodetector (for absorbance measurements) or the sample
itself is used as a photodetector (for external quantum efficiency measurements).
Thus, the sample or photodetector is connected to a second lock-in amplifier for
homodyne lock-in detection.

For absorption measurements, the reflected signal was collected by the same 50x ob-
jective and passed through a beam splitter before being collected by a photodetector.
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The same spectral measurement was done with a calibrated silver mirror (Thorlabs)
in order to obtain the absolute reflection spectrum. In the absence of transmission,
the absorption is simply �1B(_) = 1 − '(_). Reflection from the objective itself
and other optical losses was subtracted as a background. As mentioned before, a
reference spectrum was collected using a small amount of beam-split light at the
same time as the sample, background, and mirror scans to account for power fluc-
tuations in the laser beam between scans. As a second reference, the metallic back
substrate was measured during all absorption scans to check if the normalization
was accurate.

For external quantum efficiency measurements, the sample itself was used as a
photodetector. The top ring electrode and bottom metallic substrate was probed
using MiBots. Laser light was then focused on a particular spot and the current was
collected by the probes and sent through a lock-in amplifier for homodyne detection,
as in the reflection spectrum case. After measurement of the current signals from
the sample, another spectral scan was performed with the optical system in the same
configuration using a NIST calibrated photodetector (818-ST2-UV/DB, Newport).
Power fluctuations between scans were again accounted for by using a small amount
of beam-split light and sending it to a photodetector. The measured currents were
normalized to this photodetector’s current before being normalized to the calibrated
photoresponse to yield the absolute EQE. Despite the various steps of calibration
used for normalization, we still estimate measurement errors of X�1B/�1B ≈ 0.02
and X�&�/�&� ≈ 0.05 stemming from the assumption of normal incidence for
both absorption and external quantum efficiency measurements while using a NA =
0.55 objective, fluctuations in the laser power during the measurement, and sample
contact stability. In addition, we have observed in our laser that there is relatively
little power for _ < 450 nm. Additionally, there is relatively high absorbance in the
50x objective for _ > 700 nm. Combined with the fact that the simulated parasitic
absorption accounts for a larger fraction of the total absorption for _ < 450 nm
and _ > 700 nm, the significantly noisier spectra in the active layer IQE at these
wavelengths can be attributed to the factors described above.

4.5 Electromagnetic Simulations and Error Estimation
Calculations were performed using the transfer matrix method (section B.3) with op-
tical constants taken from literature for each of the transition metal dichalcogenides
(TMDs). [104] We assumed that for the TMD thicknesses analyzed in this paper,
their optical response can be represented by the bulk optical permittivities. Permit-
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tivities of Ag and Au were taken fromMcPeak [123] and Olman [141], respectively.
The optical response of few-layer graphene was assumed to be like graphite, with
its dielectric constant taken from Djurisic. [44] Hexagonal Boron Nitride (hBN)
was assumed to be a lossless, non-dispersive dielectric in the visible with refractive
index of n = 2.2. [55]

Given that there is sample-to-sample variation of the dielectric constant, it is likely
that the literature values of the dielectric constant differ from the samples measured
here. This difference we estimate leads to absorption simulation errors of ∼5%. As-
suming this is true, the estimated error for the active layer IQE can be approximated
as

X�&�

�&�
≈

√(
X�1B

�1B

)2
+

(
X�1B?

�1B?

)2
+

(
X�&�

�&�

)2
(4.1)

which is about 7%.

4.6 Prototypical Optoelectronic Device Characterization
We analyzed the optoelectronic device characteristics of a high-performance device
consisting of a vertical van der Waals heterostructure device of 0.6 nm thick few-
layer graphene (FLG)/9 nm WSe2/3 nm MoS2/Au (see Figure 4.2 for optical and
photocurrent images). Its optoelectronic and device characteristics are shown in
Figure 4.3. First, we find that this device exhibits an EQE > 50% (Figure 4.3a)
with absorbance greater than 90% from approximately 500 nm to 600 nm. Spectral
features such as the exciton resonances ofMoS2 andWSe2 are well reproduced in the
external quantum efficiency spectrum. In addition, we observe a maximum single-
wavelength power conversion efficiency (PCE) of 3.4% under 740W/cm2 of 633 nm
laser illumination (Figure 4.3b). Since the high-performance device is electrically in
parallel with other devices, typical macroscopically large spot size (∼cm) AM 1.5G
illumination measurements would yield device characteristics substantially different
from the high-performing one. Thus, we estimated the AM 1.5G performance using
extracted device parameters of a diode fit under laser illumination (see section 4.10
for details). We estimate the AM 1.5G PCE of this device to be ∼0.4%. This value
is presently too low to be useful for photovoltaics, but the high EQE values reported
here indicate promise for high efficiency devices, when device engineering efforts
are able to also achieve correspondingly high open circuit voltages in van der Waals
based photovoltaics.

Further measurements were performed at different laser powers under 633 nm laser
illumination (Figure 4.4), yielding various power-dependent characteristics. Ex-
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Figure 4.3: Optoelectronic Performance Characteristics. a Spectral charac-
teristics of the experimentally measured absorbance (blue) and external quantum
efficiency (red). The vertical solid line indicates the excitation wavelength (633 nm)
for the measurements in b and Figure 3. The grey region indicates loss in pho-
tocurrent from the reflected photons. b I-V (light blue) and power-voltage (orange)
characteristics of the device, excited at _ = 633 nm with ∼45 `W incident power
with a spot size area of ∼6 `m2. We observe a maximum single wavelength power
conversion efficiency of 3.4%. The yellow region indicates generated power from
the device.

amination of the short-circuit current �B2 yielded nearly linear dependence on laser
power, as expected in ideal photovoltaic devices Figure 4.4a. The dashed blue line
represents the fit to the expression �B2 = �%g, where � is a constant of proportional-
ity, % is the incident power, and g represents the degree of nonlinearity in this device
(g = 1 is the linear case). [149]We find that g = 0.98 in our device, indicating nearly
linear behavior under short circuit conditions. In addition, in an ideal photovoltaic
device, the open circuit voltage is expected to grow logarithmically with the input
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power, since +>2 = (=:1)/@) ln(�!/�30A: + 1) ≈ (=:1))/@ ln(�!/�30A: ) for large
illumination current densities �! . Here, �30A: is the dark current density, = is the
ideality factor, :1 is the Boltzmann constant, ) is the temperature of the device, and
@ is the fundamental unit of charge, so that (:1))/@ ≈ 0.0258+ at room tempera-
ture. In Figure 4.4b we see that the experimental data match well with the diode fit
(dashed black line, see section 4.10 for fitting details), suggesting an ideality factor
of = = 1.75 and a dark current density �30A: = 0.65 mA/(cm2) assuming a 30 `m
× 30 `m device area. Also, since the power conversion efficiency (PCE) is given
as %�� = �B2+>2��/%8=, where �B2 is the short circuit current density, +>2 is the
open circuit voltage, �� is the fill fraction, and %8= in the incident power density,
we would expect the power conversion efficiency to scale roughly logarithmically
as well. This is true for laser powers up to ∼740 W/cm2 (Figure 3 c). However,
for larger input power, the PCE decreases with increasing power. Such a drop in
PCE can be attributed to series resistances in the device, either at the contacts or
at the junction. This is corroborated by the match between the experimental data
(dots) and the fitted expression (dashed line), yielding the diode fitting parameters
in the lower right hand corner of the plot in Figure 4.4c. The fit for the +>2 was
simultaneously done with the PCE, therefore yielding the same set of parameters
and a good match between experiment and extracted device parameters. Finally,
we observed a decrease in the EQE at 633 nm with increasing power (Figure 4.4d).
Using the above fitted parameters, series resistance can only be used to partially ex-
plain a decrease in the EQE at higher powers. Thus, the additional decrease in EQE
at higher powers may be due to the onset of carrier density-dependent nonradiative
processes such as Auger or biexcitonic recombination which are not accounted for
in the diode fit used above, where the dark current is fixed for all powers.

4.7 Absorption in van der Waals heterostructures
We first investigate the absorption and optical properties of van der Waals het-
erostructures. We formed a heterostructure composed of hexagonal boron nitride
(hBN)/ FLG/WSe2/MoS2/Au. The composite heterostructure has various regions
(inset of Figure 4.5a), corresponding to different vertical heterostructures. Given
the sensitivity of the performance of van der Waals materials to different environ-
mental conditions and device fabrication procedures,[170] the samples fabricated
here allow us to study optical and electronic features of different heterostructures
in a systematic manner by probing specific heterostructures fabricated on the same
monolithic substrate. This is enabled by the small spot size of our laser, which ad-
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Figure 4.4: Power dependent device characteristics. Power dependent device
characteristics at _ = 633 nm excitation for the a short circuit current (light blue), b
open circuit voltage (black), cmaximum power conversion efficiency (green), and d
external quantum efficiency (red). The dashed lines in a, b, and c correspond to fits.
The area of the spot size of the laser in all of the above measurements is estimated
to be ∼ 6 `m2.

ditionally allows us to properly normalize the spectral response without artificially
including geometric factors (see Methods for details).

As an example, consider the optical response at the location of the blue dot in
the inset of Figure 4.5a. The vertical heterostructure there is composed of 1.5 nm
FLG/4 nm WSe2/5 nm MoS2/Au. This location can be probed spectrally for its
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Figure 4.5: Absorbance in van der Waals heterostructures. a Experimentally
measured absorbance of the 1.5 nm FLG/4 nm WSe2/5 nm MoS2/Au stack as a
function of wavelength. The inset is an optical micrograph of the fabricated van
der Waals heterostructure (scale bar = 20 `m) with the blue dot corresponding to
the spot of spectral measurement. b The simulated absorbance of the structure
in a partitioned into the fraction of absorbance going into individual layers of the
heterostructure stack. The inset is a cross-sectional schematic of the simulated and
measured heterostructure. c Experimentally measured absorbance of the 0.6 nm
FLG/4 nm WSe2/9.5 nm MoS2/Ag stack as a function of wavelength. The inset
is an optical micrograph of the fabricated van der Waals heterostructure (scale bar
= 20 `m) with the red dot corresponding to the spot of spectral measurement. d
Same as in b except the simulated absorbance is for the sample fabricated on silver
as shown in c.

absorption characteristics (Figure 4.5a), revealing near-unity absorption in van der
Waals heterostructures. The peaks at ∼610, ∼670, and ∼770 nm correspond to the
resonant excitation of the MoS2 B exciton, MoS2 A exciton, and WSe2 A exciton,
respectively.[104] On the other hand, the broad mode at ∼550 nm corresponds to
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the photonic mode that leads to near-unity absorption.[80] Measurements of the
absorption can be corroborated with electromagnetic simulations, unveiling both
the accuracy between simulation and experimental results as well as the fraction
of photon flux absorbed into individual layers of the heterostructure stack (Fig-
ure 4.5b). Despite the near-unity absorption observed in the heterostructure stack,
there is parasitic absorption in both the underlying gold substrate and in the few-layer
graphene that accounts for 20% of the total absorbance. Such parasitic absorption
can be reduced by using a silver back reflector, as shown in Figure Figure 4.5c and
Figure 4.5d. We find that the simulated and measured absorbance is also in good
agreement for the case of a silver back reflector. Thus, the optical response of a
van der Waals heterostructure can be modelled accurately using full wave electro-
magnetic simulations and our method of measurement yields accurate and reliable
results.

To note, the subwavelength dimension of the total heterostructure thickness is crit-
ical for achieving near-unity absorption. Indeed, the entire stack can be treated
as a single effective medium, where small phase shifts are present between layers
and therefore the material discontinuities are effectively imperceptible to the inci-
dent light (see Supplementary Information S3 for details). Ultimately, the van der
Waals heterostructure-on-metal behaves as a single absorbing material with effec-
tive medium optical properties. Therefore, as previously demonstrated, near-unity
absorption at different wavelengths can be achieved for a semiconducting layer
with the appropriate thickness [80, 88] (∼ 10 − 15 nm total thickness for TMD
heterostructures).

4.8 Carrier collection efficiency in van der Waals semiconductor junctions
As discussed above, another criterion for high EQE is efficient carrier collection.
Given the large exciton binding energies in TMDs (∼ 50 − 100 meV in the bulk),
[92, 169] the large internal electric field at the semiconductor heterojunction may
play a role in exciton dissociation and subsequent carrier collection. Charge carrier
separation in TMDs can be accomplished using either a pn junction or a Schottky
junction, and we find that a pn heterojunction dramatically enhances the EQE when
compared with a Schottky junction. The heterostructure described in Figure 4.5a
and b can be probed as an optoelectronic device with the formation of a top electrode
(see inset of Figure 4.6). Since the back reflector (gold) can simultaneously serve
as a back contact to the entire vertical heterostructure, we can use this scheme to
compare the electronic performance of various vertical heterostructures. Given the
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work function betweenWSe2 (p-type) and Au, it is expected that a Schottky junction
[130] will form between the two materials (See Figure 4.1c), whereas WSe2 (p-
type) on top of MoS2 (n-type) is expected to form a pn heterojunction. [101] High
spatial resolution scanning photocurrent microscopy allows us to examine the two
heterostructure devices in detail (Figure 4.6a). We observe large photocurrent for
the pn heterojunction geometry (yellow region) compared to the Schottky junction
geometry (light blue region). The decrease of the photocurrent in the left-side of
the yellow region in Figure 4.6a is due to shadowing from the electrical probes. A
line cut of the spatial photocurrent map shown in Figure 4.6b provides a clearer
distinction between the two junctions, demonstrating 6x more photocurrent for the
pn junction relative to the Schottky junction.

The photocurrent density is directly related to the external quantum efficiency and
therefore the product of the absorbance and IQE. In order to quantitatively compare
the electronic differences between the two junctions, we need to normalize out the
different optical absorption in the two devices, i.e. compute the IQE of each device

�&��G? (_) =
�&� (_)
�1B(_) (4.2)

where �&� (_) and �1B(_) are the experimentally measured EQE and absorbance
of their respective devices (Figure 4.6c,i and Figure 4.6d,i). A plot of the ex-
perimentally derived IQE (i.e. �&��G?) is shown in purple in Figure 4.6c,ii
and Figure 4.6d,ii. This plot also confirms that a pn junction geometry (with
�&��G? ∼ 40%) formed of van der Waals materials is more efficient for carrier
collection than a Schottky junction geometry (with �&��G? ∼ 10%).

Embedded in the above analysis is yet another convolution of the optical and elec-
tronic properties. As per Figure 4.5b, we found that absorption in FLG and Au
accounted for ∼20% of the absorbance of the total heterostructure. Assuming very
few photons absorbed in those layers ultimately are extracted as free carriers (i.e.
�&��D ≈ �&��!� ≈ 0), the IQE defined above convolutes the parasitic optical loss
with the electronic loss in the device. [6] Thus another useful metric we shall define
is �&��2C8E4, the active layer IQE:

�&��2C8E4 (_) =
�&� (_)

�1B(_) − �1B% (_)
(4.3)
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where the additional term �1B% (_) corresponds to the parasitic absorption in the
other layers of the device that do not contribute to current (i.e., Au and FLG in this
device). Thus, �&��2C8E4 (_) is a measure of the carrier generation and collection
efficiency only in the active layer (i.e., WSe2 and MoS2) of the device and is purely
an electronic efficiency as defined above. We shall use this quantity to accurately
compare electronic geometries. Given the good agreement between simulations and
experiment shown in Figure 4.5, a simple method of estimating the parasitic absorp-
tion described above is therefore through electromagnetic simulations. �&��2C8E4
of the Schottky and pn heterojunction geometries calculated with Equation 4.3 is
shown in Figure 4.6c,ii and Figure 4.6d,ii with dotted green curves.

Effects of a pn heterojunction
Analysis of these plots reveals several important points. First, �&��2C8E4 for the
pn junction geometry is 3x higher than in the Schottky junction geometry when
spectrally averaged. Though yet to be fully clarified, we attribute higher IQE in pn
heterojunctions to the larger electric fields in a pn heterojunction that may lead to a
higher exciton dissociation efficiency and consequently IQE. Second, compared to
the IQE which included the parasitic absorption (purple dots in Figure 4.6c,ii and
Figure 4.6d,ii), the active layer IQE curves (green dots) are spectrally flat within
measurement error and calculations (X�&�/�&� ≈ 0.07). Thus, the few broad
peaks around the exciton energies of WSe2 (∼770 nm) and MoS2 (∼610 nm and
∼670 nm) in �&��G? are not attributed to, e.g., resonant excitonic transport phe-
nomena, but rather as a simple convolution of the optical and electronic effects when
calculating the electronic IQE. In other words, consideration of parasitic absorption
is critical when analyzing the electronic characteristics of thin optoelectronic de-
vices. However, �&��G? is still a useful metric, as it effectively sets a lower bound
on the true IQE. Generally, we expect �&��G? ≤ �&�)AD4 ≤ �&��2C8E4, as electro-
magnetic simulations tend to slightly overestimate the absorption when compared
with experimental results. Thus in this paper, we shall plot both expressions when
comparing different electronic device geometries. Finally, it is important to men-
tion that an active layer IQE of 70% is achieved in van der Waals heterostructures
without complete optimization of the electronic configuration of the device, such as
the band profiles and the specific choice of contacts. With careful electronic design,
we suggest it may be possible to achieve active layer IQEs > 90%.
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Figure 4.6: Charge transport and collection in vertical PN and Schottky junc-
tion geometries. a Spatial photocurrent map of the fabricated van der Waals
heterostructure device using a 633 nm laser excitation. The inset is an optical image
of the device (scale bar = 20 `m). b The line profile of the dotted red line arrow in a,
illustrating the different photocurrent intensities depending on the device geometry
(Schottky and pn junction). c (i) Experimentally measured spectral characteristics
of the absorbance (blue) and external quantum efficiency (red) in the 1.5 nm FLG/4
nmWSe2/Au (Schottky geometry) device along with the (ii) experimentally derived
internal quantum efficiency (purple) and the calculated active layer internal quantum
efficiency (green). The inset is a cross-sectional schematic of the measured device,
at the orange dot in a. d Same as in c except with a 1.5 nm FLG/4 nm WSe2/5
nm MoS2/Au (pn geometry) device. The inset is a cross-sectional schematic of the
measured device, at the purple dot in a.

Optically transparent contacts for carrier extraction
As another aspect of analysis, we studied the role of vertical carrier collection
compared to lateral carrier collection in van der Waals heterostructures. Graphene
and its few-layer counterpart can form a transparent conducting contact allowing
for vertical carrier collection, in contrast to in-plane collection (see Figure 4.1d).
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Figure 4.7: Few-layer graphene as a transparent top contact. a Cross-sectional
schematic of the two structures (with and without few layer graphene) compared
on gold and b silver back reflectors. c Experimentally derived internal quantum
efficiency (dots) and active layer internal quantum efficiency (dashed line) for a pn
junction geometry with (blue) and without (red) few layer graphene on gold. d is
the same as c except on silver, corresponding to the sample shown in b. e I-V curves
of a pn junction geometry with (blue) and without (red) few-layer graphene under
633 nm (∼180 `W) laser illumination on a gold and f silver substrate. The shaded
yellow and orange regions correspond to where there is a net generated power in the
device.

The strong, in-plane covalent bonds of van der Waals materials suggest that in-plane
conduction may be favorable when contrasted with the weak out-of-plane van der
Waals interaction. However, the length scale for carrier transport in-plane (∼ `m) is
orders of magnitude larger than in the vertical direction (∼nm). Therefore, transport
in a regime in between these two limiting cases is not surprising.

Silver exhibits lower absorption in the visible than gold, suggesting it could be
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an optimal back reflector for photovoltaic devices, as seen in Figure 4.5. Thus,
we contrast the case of in-plane and out-of-plane conduction concurrently with the
presence of two different back reflectors that simultaneously function as an electronic
back contact (gold vs. silver) to a pn heterojunction, as in Figure 4.7a and b. Optical
and photocurrent images of the devices are shown in Figure 4.2.

Our results in Figure 4.7c and d show the distinctions between the various contacting
schemes. In the case of both silver and gold, a transparent top contact such as few-
layer graphene seems to enhance the carrier collection efficiency. This is particularly
true in the case of silver, where �&��2C8E4 enhancements of ∼5x is apparent. In
the case of gold, the IQE is enhanced by about ∼1.5× when parasitic absorption is
taken into account. By analyzing the work functions of gold (∼4.83 eV [3]) and
silver (∼4.26 eV [49]), along with the electron affinity of MoS2 (∼4.0 eV [72]), the
Schottky-Mott rule suggests in both cases that a Schottky barrier should form equal
to q� = q"−j, [10] where q� is the Schottky barrier height, q" is thework function
of the metal, and j is the electron affinity of the semiconductor. However, several
reports [78, 79, 109] have indicated that gold appears to form an electrically Ohmic
contact to MoS2, which we observe here. Conversely, the above data suggests that
silver and MoS2 follow the traditional Schottky-Mott rule, leading to the formation
of a small Schottky barrier of∼0.26 eV. Given that the energy barrier is about 10:1) ,
very few electrons can be extracted out of the pn heterojunction when silver is used
as a back contact, leading to very low IQEs. By taking into account just the active
layer (dashed lines), we see that gold is ∼ 2× better as an electronic contact than
silver.

Finally, we examine the role of vertical carrier collection on the I-V characteristics
of the two devices (Figure 4.7e and f). In the case of gold, we see purely an
enhancement of the short circuit current with vertical carrier collection. On the
other hand, vertical carrier collection for silver drastically increases both the short
circuit current density and the open circuit voltage. This phenomenon is consistent
with the previously described nature of gold (Ohmic) and silver (Schottky) contacts.
Namely, on silver in the absence of a transparent top contact, due to both the
Schottky barrier and the large in-plane propagation distance, carriers are collected
with poor efficiency leading to a small �B2. Consequently, a high recombination
rate of the generated carriers which are inefficiently extracted leads to small +>2
values. On the other hand, even in the absence of a top transparent electrode, gold
enables efficient extraction of electrons from the pn heterojunction as an Ohmic
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contact. Thus, the short circuit current and open-circuit voltage in gold are higher
compared to the silver back contact, even in the absence of a transparent electrode.
When introducing few-layer graphene as a transparent top contact, the propagation
distance is significantly reduced in the silver device and carriers can be extracted
with much higher efficiency, leading to a large enhancement of both the current and
voltage. Whereas for gold, the few-layer graphene enhances the already high carrier
collection (yielding larger �B2) but only has a negligibly small enhancement effect
on the open-circuit voltage. Overall, these results demonstrate that vertical carrier
collection plays a crucial role in high photovoltaic device performance in van der
Waals heterostructures.

Figure 4.8: Absorbance andEQE of thick and thin PN heterojunctions. aExper-
imentally measured absorbance (blue) and EQE (red) of the thin pn heterojunction
(1.5 nm FLG/4 nm WSe2/5 nm MoS2/Au). b Same as in a except for a thick pn
heterojunction (11 nm hBN/1.5 nm FLG/4 nm WSe2/9 nm MoS2/Au).

Thickness dependence on charge collection efficiency
As a final point of analysis, we briefly examined the effect of thickness on �&��2C8E4
under vertical carrier collection. We compared the optoelectronic characteristics of
a thicker pn heterojunction (11 nm hBN/1.5 nm FLG/4 nm WSe2/9 nm MoS2/Au)
with a thinner pn heterojunction (1.5 nm FLG/4 nm WSe2/5 nm MoS2/Au). The
experimentallymeasured absorbance andEQE are plotted in Figure 4.8 for reference.
By normalizing out the differences in absorption between the pn junctions, we see
a somewhat surprising result when we analyze the active layer IQE (dashed lines,
Figure 4.9). In particular, despite the roughly 50% more length in active layer
thicknesses (13 nm vs. 9 nm) and qualitatively different absorbance and EQE
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spectra, the thick pn junction exhibits nearly the same active layer IQE compared
to the thin pn junction. In fact, it appears to be slightly more efficient, but this
is within the error bar of the measurement and simulations (XIQE/IQE0 ≈ .07,
see section 4.5 for details of errors). This observation is corroborated with the
experimentally derived IQE (dotted curves, Figure 4.9), which has nearly the same
spectrum between the two thicknesses, but differ in magnitude due to differences
in parasitic absorption. This result suggests that in the ultrathin limit (∼10 nm)
of van der Waals heterostructures with vertical carrier collection, the IQE has
a weak dependence on active layer thickness. This weak dependence may be
due to a combination of increased scattering competing with charge transfer, [26,
228] tunneling, [57, 101, 218] and exciton quenching [15, 20] effects as the vdW
heterostructure becomes thicker. The exact role of each of these effects, as well as
possibly other effects, will require a new theoretical framework and experimental
measurements to analyze their relative contributions to charge collection efficiency.
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Figure 4.9: Thickness dependence on charge collection efficiency. The estimated
active layer (dashed lines) and experimentally derived (solid dots) internal quantum
efficiency of the thin pn junction device (1.5 nm FLG/4 nm WSe2/5 nm MoS2/Au,
green) and the thick pn junction device (11 nm hBN/1.5 nm FLG/4 nm WSe2/9 nm
MoS2/Au, purple).

4.9 High Photovoltaic Quantum Efficiency Outlook
Our results suggest important challenges that must be addressed to enable high pho-
tovoltaic efficiency. For example, despite the usefulness of gold as an electrical back
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contact, we found from electromagnetic simulations that it accounts for nearly 20%
of the parasitic loss in the heterostructures reported here. Schemes using optically
transparent carrier selective contacts could be used to avoid this parasitic optical
loss. Another open question is the role and importance of exciton dissociation and
transport. Indeed, the large exciton binding energies in transition metal dichalco-
genides (∼ 50−100 meV in the bulk) [92, 169] suggests that a significant exciton
population is generated immediately after illumination. However, it is not yet clear
whether such an exciton population fundamentally limits the internal quantum effi-
ciency of the device, posing an upper limit on the maximum achievable EQE in van
derWaals materials based photovoltaic devices. Finally, the problem of open-circuit
voltage must also be addressed. For example, the type-II band alignment between
ultrathin MoS2 and WSe2 suggests a renormalized bandgap of ∼ 400− 500 meV,
[85] given by the minimum conduction band energy and maximum valence band
energy of the two materials. In accordance with the Shockley-Queisser limit, this
would severely reduce the maximum power conversion efficiency attainable by a
factor of ∼3. Therefore, to achieve higher open circuit voltages, a monolithic device
structure may be required to avoid low energy interlayer recombination states.

However, our results described here also suggest a different approach in addressing
the optical and electronic considerations for ultrathin van der Waals heterostruc-
tures when compared with conventional photovoltaic structures. For example, our
observation that ultrathin van der Waals heterostructures can be optically treated as
a single effective medium is a regime of optics that is uncommon for the visible to
near-infrared wavelengths analyzed in photovoltaic devices. Likewise, our obser-
vation of weak thickness dependence of the charge collection efficiency represents
a realm of electronic transport that is also quite unconventional and unexplored
when compared to traditional photovoltaic structures. Thus, the combination of the
above observations may enable entirely different photovoltaic device physics and
architectures moving forward.

To summarize, we have shown that external quantum efficiencies > 50% and active
layer internal quantum efficiencies > 70% are possible in vertical van der Waals
heterostructures. We experimentally demonstrated absorbance > 90% in van der
Waals heterostructures with good agreement to electromagnetic simulations. We
further used the active layer internal quantum efficiency to quantitatively compare
the electronic charge collection efficiencies of different device geometries madewith
van derWaals materials. By further reducing parasitic optical losses and performing
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a careful study on exciton dissociation and charge transport while simultaneously
engineering the band profiles and contacts, van der Waals photovoltaic devices may
be able to achieve external quantum efficiencies > 90%. Our results presented here
show a promising and exciting route to designing and achieving efficient ultrathin
photovoltaics composed of van der Waals heterostructures.

4.10 Appendix
Diode Equation Fitting
A diode model is commonly used to examine the characteristics of photovoltaic
devices. Here, we assume a single diode model with a series and shunt resistance
as a simple model to understand the photovoltaic device characteristics

� (+) = �30A:
(
exp

(
@(+ − �'B
=:1)

)
− 1

)
+ + − �'B

'Bℎ
− �! (4.4)

where �30A: is the dark current, @ is the fundamental charge constant (1.602× 10−19

C), = is the ideality factor, :1 is the Boltzmann constant (1.38 × 10( − 23) J/K), )
is the thermodynamic temperature (300 K, for this case), 'B is the series resistance,
'Bℎ is the shunt resistance, and �! is the generated current from the photovoltaic
effect under illumination. Here, + is the applied voltage and � is the measured
current. At short circuit, + = 0 and � = �B2. Thus,

�! = �30A:

(
exp

(
−@�'B
=:1)

)
− 1

)
− �'B
'Bℎ
− �B2 (4.5)

For the case 'B = 0, we recover the usual expression �! = −�B2. We use the
above two expressions along with the measured short circuit current �B2 to perform
a four parameter (=, �30A: , 'B, 'Bℎ) fit to the open circuit voltage +>2 and the power
conversion efficiency [ = %34E824/%8=?DC as a function of input power. Here, we have
explicitly measured the input power of the laser illumination. The fitted parameters
are listed in Figure 4.4b and Figure 4.4c in the main manuscript, and are used to
generate the dashed lines in those plots. Note that we use the same fitted parameters
for both data sets. It is also important to note that by fitting the parameters under
illumination at various powers, we expect the fitted parameters to represent primarily
the device characteristics that are probed by laser illumination, and not all the other
devices that are in parallel (which would be the case if we fitted to the dark IV).
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Figure 4.10: a Estimated 1 Sun AM 1.5G power conversion efficiency of the device
measured in Figure 4.3 and Figure 4.4 as a function of estimated active area. The
blue line corresponds to a 30×30 `m2 estimated active area used for the plot in b. b
The estimated J-V curve of the device studied in Figure 4.3 and Figure 4.4 in the dark
(black line) and under 1 Sun AM 1.5G illumination (blue) assuming a 30 × 30 `m2

active area. Estimated device characteristics are in the bottom right-hand corner of
the plot.

Simulated AM1.5G and Effects of Active Area on Efficiency Estimation
To estimate the power conversion efficiency under AM 1.5G illumination for the
particular device, we use the expression:

�B2 = −@�
∫ 800 =<

400 =<
�&�4G? (_)(�"1.5� (_)3_ (4.6)

where @ is the fundamental charge constant (1.602 × 10−19 C), � is the estimated
active area, �&�4G? is the experimentallymeasuredEQE for the device, and (�"1.5�

is the solar photon flux (in units of photons m−2 s−1 nm−1). Using the above fitted
parameters and the calculated �B2, we can simulate the � (+) characteristics of the
device. We take � (+) = � (+)/� and calculate the power conversion efficiency [ as

[ =
�<+<∫ ∞

0

(
ℎ2
_

)
(�"1.5� (_)3_

(4.7)

where �<, +< is the current density and voltage at the maximum power point, re-
spectively, and the denominator of the above expression represents the total incident
power of solar irradiation (( =

∫ ∞
0

(
ℎ2
_

)
(�"1.5� (_)3_ = 1000Wm−2). We plot this



104

as a function of estimated active area � in Figure 4.10a. Note that with increasing
estimated active area, we observe an increase in the power conversion efficiency.

Here, the active area effectively reduces the dark current density �30A: = �30A:/�
for increasing �, and therefore leads to a concentration-like effect on the power
conversion efficiency. Thus, there is a logarithmic dependence of [ on the active
area A and therefore [ varies weakly with �. Moreover, the above analysis for � also
allows us to estimate the appropriate area for the simulated device performance, as
this is not the area under illumination, but rather the area from which dark current,
series resistance, and shunt resistance contribute to the total measured current (i.e.,
the total sample size). We estimate this area to be in the range of 202 − 402 `m2

from the optical image (Figure 4.2) and plot the � − + characteristics assuming a
30× 30 `m2 active area below (Figure 4.10b). Typical photovoltaic figures of merit
are also shown. We achieve �B2 >8 mA/cm2 under 1 sun illumination. This value
depends only on the experimentally measured EQE and does not depend on any
fitting parameters, as evident in Equation 4.6. However, the expected +>2 and ��
are sub-optimal, due to the type-II band alignment and high series resistance of
the device. Thus, despite having fairly large short circuit current densities, device
performance is limited primarily by the open circuit voltage and fill fraction, leading
to an overall predicted [�"1.5� ≈ 0.4%.

The above analysis differs from the typical experimental scenario where we estimate
the input power as %8=?DC = (�, where ( =1000 W m−2 and � is the illumination
area. Thus, the experimental efficiency is given as [ = %<,4G?/%8=?DC , where
%<,4G? is the maximum power of the experimentally measured device. In the
experimental case, � is optimally the solar illumination area through some well-
calibrated aperture. [176] In this case, the power conversion efficiency is inversely
proportional to the estimated active area and therefore leads to larger �B2 and [ for
smaller �. This is a common source of error in estimating [ for small devices,
as |X[ |/[ = |X�|/�, with the error in efficiency X[ depending linearly with the
error in active area estimation X�. Particularly for micron and nano-scale devices
such as in van der Waals materials, particular care must be taken to avoid errors in
measuring and calculating the power conversion efficiency, as discussed by Snaith
et al. in [176]. Here, we show a distribution of efficiencies based on our active area
estimation, leading to AM 1.5G power conversion efficiencies between 0.25% to
0.5%. For our above calculation methodology, we can derive the error dependence
to be roughly |X[ |/[ ≈ |X�|/�

(
=:1)
@+>2

)
, where the extra factor of =:1)/(@+>2)
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comes from the dependence of [ with an estimated +>2, rather than �B2. The low
values of absolute efficiency and logarithmic dependence on active area using our
calculation methodology imply a weak dependence of the error on estimated active
area, and thus suggests our calculated performance is a reasonable estimate for an
experimental AM 1.5G measurement.
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C h a p t e r 5

SPATIOTEMPORAL IMAGING OF THICKNESS-INDUCED
BAND BENDING JUNCTIONS

“Discovery consists in seeing what everyone else
has seen and thinking what no one else has
thought.”

— Albert Szent-Györgyi

5.1 Introduction
Band bending in semiconductors is a fundamental consequence of incomplete
screening of external fields and is critical to the operation of nearly every elec-
tronic and optoelectronic device. Its existence was theoretically proposed by the
works of Mott and Schottky [128, 171] who argued that the electrostatic landscape
must have electronic bands that “bend” to compensate the difference in Fermi levels
at an interface to minimize the overall free energy in the system. Mott also dis-
covered that a characteristic length scale for the band bending in semiconductors is
given by

!� =

√
n(n0:1)

@2d0
(5.1)

which is now commonly referred to as the Debye screening length, named after Peter
Debye who discovered the same length scale earlier in electrolytes. [41] !� usually
ranges from 10s of nm to a few microns, depending on the doping concentration
d0 and static dielectric constant n( Here, n0 is the permittivity of free space, :1) is
the thermal energy, and @ is the fundamental unit of charge. In most semiconductor
systems, the region where band bending occurs is referred to as the depletion or
accumulation region.

Layered van der Waals materials such as the semiconducting transition metal
dichalcogenides (TMDCs) are a unique system for studying band bending physics
because of their highly passivated surfaces and the ability to form a wide assortment
of heterostructures, which has enabled a variety of applications including transistors,
solar cells, optical modulators, metasurfaces, and lasers. [37, 79, 143, 157, 190, 207]
Furthermore, these materials can be easily cleaved to yield layers over a wide range
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of thicknesses, ranging from a single monolayer to 100s of nm. The heterogene-
ity in sample thicknesses produced during mechanical exfoliation has led to novel
‘thickness’ junctions, i.e., junctions formed from the difference in quantum con-
finement in few-layer thick samples. [72, 185] Apparent thickness junctions have
also been formed with materials whose thicknesses are thicker than the quantum
confinement regime [146, 216], however, the mechanistic explanation for charge
carrier separation for this regime of thicknesses remains unclear.

Further, despite considerable research on layered materials in the atomically thin
limit in recent years, there has been to our knowledge no direct observation of ‘verti-
cal’ band bending (i.e., in the direction perpendicular to heterostructure interfaces).
This is primarily due to the weak out of plane as opposed to in-plane transport in
layered materials and the difficulty to probe buried interfaces. Meanwhile, direct
observation of band bending can be used to estimate depletion widths, interface
barrier heights, and consequently be used to deduce the electrostatic landscape and
performance of the corresponding device.

In this chapter, we show evidence for the first direct measurement of vertical band
bending in aMoS2-Au interface. We directly observe correlations between the thick-
ness and surface Fermi levels in samples with identical electronic bandstructures
and preparation methods and find that the MoS2-Au interface results in a strong
electron transfer to the MoS2 layer. The direct observation of a surface potential
difference between materials with differing thicknesses suggests that a new type of
homojunction, arising solely from the differences in thickness and band bending,
can be used to separate charge carriers. We directly observe this charge carrier
separation spatiotemporally by utilizing scanning ultrafast electron microscopy and
corroborate these observations with numerical simulations. The electrostatic land-
scape of materials that are comparable to or thinner than their electrostatic screening
length can therefore be carefully tailored by control of their thicknesses, interfaces,
and local geometry.

5.2 Correlation between Electronic Properties and Thickness in Ultrathin
Semiconductors

To examine the interplay between interfaces, thicknesses, and band bending, we
first consider theoretically a semiconductor on a metallic substrate surrounded by
vacuum and solve Poisson’s equation

∇2q = −d
n

(5.2)
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Thin

Thick

Figure 5.1: Thickness-dependent surface potentials due to vertical band bend-
ing. Calculated �2 − � 5 band diagram for 10- and 100-nm-thick flakes of MoS2
on Au assuming strong electron transfer at the MoS2/Au interface. Schematic band
diagrams of a material dominated by its interface properties (bottom left) and bulk
properties (bottom right), which depend on the thickness of the material relative
to its electrostatic screening length (!�). Insets correspond to a schematic of a
semiconductor (e.g., MoS2) on its substrate (e.g., Au), with the blue representing
excess electron concentration relative to its bulk value. The surface of the material
refers to the semiconductor-vacuum interface.

to calculate the energy band diagrams for differing thicknesses, as depicted in Fig-
ure 5.1. As expected, we find the characteristic length scale to be theDebye screening
length !� , which we estimate to be approximately 40 nm for carrier concentrations
corresponding to typical values for MoS2. Furthermore, our calculations suggest
that layers that are thinner than their Debye screening length will have a surface
potential that is directly related to its thickness. Importantly, this analysis requires
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Figure 5.2: Experimental observation of thickness-dependent surface doping in
MoS2/Au. a Topographic image of MoS2 exfoliated onto a gold substrate with correspond-
ing surface potential bmapped over the same area. The blue and red outlines correspond to
a MoS2 thickness of approximately 15 nm and 60 nm, respectively. The upper left region
corresponds to monolayer MoS2/Au. Scale bar is 1 `m c Linecut of the topography and
surface potential. The dashed lines are guides for the eye. d Proposed energy diagram at the
surface for the thin and thick MoS2. e Optical micrograph image of MoS2 exfoliated onto a
gold substrate. The thick (red outline) and thin (blue outline) regions are ∼30 nm and ∼5
nm thick, respectively. Intensity map of photoemitted electrons at the sulfur 2p core level
for binding energies of 161.9 eV f and 162.2 eV g. Intensity map of photoemitted electrons
from the valence band of MoS2 resolved to its Γ point for binding energies of 1.0 eV h and
1.3 eV i. The thin (blue) and thick (red) flake outlines are superimposed. All scale bars in e
– i are 50 `m.

use of a material, like MoS2, with an absence of surface states and other contami-
nants at the top (basal-plane) semiconductor-vacuum interface that is typical in most
three-dimensional materials due to the formation of dangling bonds. Van der Waals
materials are therefore ideal for probing this thickness-dependent surface potential
because of their naturally passivated surfaces.
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To examine the effects of varying the semiconductor thickness on surface potential,
we directly exfoliated MoS2 on Au (see Methods for details). These exfoliated
samples produce a variety of thicknesses that can be determined with atomic force
microscopy (AFM) and Kelvin Probe Force Microscopy (KPFM), as shown in
Figure 5.2a and Figure 5.2b. These images clearly show a direct correlation between
two different thicknesses of a MoS2 flake (with thicknesses of about 15 nm and
60 nm), with correspondingly different surface potentials (50 mV and -230 mV),
as shown in Figure 5.2c. Importantly, these thicknesses are outside the realm
where there are strong quantum confinement effects and therefore can be considered
electronically as ‘bulk’ materials. [226] Since these two flakes were fabricated
under the same conditions, we therefore attribute the difference in observed surface
potentials to vertical band bending at the MoS2-Au interface. We further show
this correlation between thickness and surface potential for a variety of thicknesses
measured on other samples (See Figure 5.3).

Figure 5.3: Contact potential difference of other MoS2 flakes on Au. Mea-
sured contact potential difference of MoS2 on Au for a variety of thicknesses.
OmegaScope-R (AIST-NT) setup was used for KPFM with concurrent AFM mea-
surement. Au tip was biased by 3 V and connected to a lock-in amplifier while the
sample was grounded. R0 (arithmetic average) values were obtained from a standard
sized region of each layer of flakes comprising 300 × 300 points and the standard
deviations in R0 values were plotted as error bars. The lateral areas (sizes) of the
flakes ranged from 20-50 `m2.

The relative surface potential difference between the 15 nm and 60 nm sample is
about 280 mV, suggesting strong electron transfer from the gold substrate to the
ultrathin MoS2 (Figure 5.2d). Strong electron transfer at the MoS2-Au interface
appears contradictory to the well-known work function of Au (∼5.1 eV), which
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instead would suggest hole doping of the neighboring MoS2 layer. However, recent
works has shown that the MoS2-Au interface induces strong electron transfer [194,
195], particularly if the interface remains pristine during the exfoliation process,
which has also enabled large area monolayer exfoliation of TMDCs and other 2D
materials. [43, 76, 108, 116, 194]

To further examine this correlation between thickness and electronic properties, we
perform spatially resolved angle-resolved photoemission spectroscopy (ARPES) at
Beamline 7.0.2 at theAdvancedLight Source (seemethods) on another flake ofMoS2

on Au (Figure 5.2e). We find a direct correlation between the position of the sulfur
2p core levels and the thicknesses of the correspondingMoS2 flakes (Figure 5.2f, g).
The larger sulfur 2p binding energies for the thinner MoS2 is suggestive of electron
transfer at the MoS2-Au interface. Finally, we examine electron binding energies
and momenta that correspond to the valence band edge, which occurs at the Γ point
in Brillouin zone in electronically bulk samples. We find that while the thicker
sample has a Fermi level of about 1 eV above the valence band edge, the Fermi level
at the surface of the thinner sample is about 1.3 eV above its valence band edge
(Figure 5.2h, i). Assuming an electronic bandgap of approximately 1.3 eV [117],
we find direct evidence of strong electron transfer and vertical band bending at the
MoS2-Au interface, which corroborates the KPFM results shown earlier. Similar
results are also observed on another MoS2 sample (See Figure 5.4). Given that the
native doping of bulk MoS2 is typically n-type, these results suggest the MoS2-Au
interfacewould yield Ohmic n-type contacts by degenerately doping the neighboring
MoS2 region [78].

5.3 Spatiotemporal Imaging of Charge Carrier Separation due to Thickness
To investigate the effects of the different vertical band bending profiles on the charge
carrier dynamics, we perform scanning ultrafast electron microscopy (SUEM) on
another sample of MoS2/Au with a thin-thick junction of 10 nm and 100 nm,
respectively (Figure 5.5b). Figure 5.5a shows a conceptual depiction of the SUEM
measurement technique performed over this thin-thick junction. Briefly, SUEM
is a pump-probe technique that uses an optical pump (∼514 nm) and an electron
pulse (∼2 ps pulse width) that records the secondary electron emission with the
presence of the optical pump as a function of pump-probe time delay. Contrast
images can be formed at different time delays by subtracting the static SEM image
(Figure 5.5c) from a similar SEM image formed with the optical pump on at a
specific time delay ΔC. The contrast in the secondary electron emission as a result of
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Figure 5.4: Photoemission spectroscopy of another MoS2 flake on Au. a Optical
micrograph image of MoS2 exfoliated onto a gold substrate. Intensity map of
photoemitted electrons at the sulfur 2p core level for binding energies of 161.9 eV
b and 162.2 eV c. Intensity map of photoemitted electrons from the valence band
of MoS2 resolved to its Γ point for binding energies of 1.0 eV d and 1.3 eV e. All
scale bars are 50 `m. Red and blue overlays correspond to thick and thin portions
of the sample, respectively.

the optical pump beam has been interpreted as direct images of electron (blue) and
hole (red) carrier populations under ultrafast excitation, which has been previously
used to image carrier separation in pn junctions. [131] Similar methods to directly
image ultrafast carrier dynamics has also been utilized in photoemission electron
microscopy. [118, 206]

By examining the contrast images formed at different time delays via SUEM, we find
direct evidence for carrier separation at a thin-thick junction (Figure 5.5d). First, the
lack of carrier dynamics at negative time delays suggests appropriate background
subtraction. At longer time delays, we initially find the appearance of excess holes
(red contrast) on every thickness of MoS2 for ΔC < 27 ps. The oblong contrast
profile is due to the beam shape of oblique excitation. At ΔC = 33 ps, there is a
simultaneous occurrence of both excess holes and electrons on the thin (10 nm)
sample, with the excess electrons located near the thin-thick junction. At slightly
longer time delays (40 ps < ΔC <60 ps), this population of excess electrons appears
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Figure 5.5: Scanning Ultrafast ElectronMicroscopy Imaging of a Band Bending Junc-
tion. aConceptual depiction of the band bending junction and its measurement via scanning
ultrafast electron microscopy (SUEM). In a sample with different thicknesses of MoS2, band
bending induced by a gold substrate enables lateral carrier separation between electrons and
holes. In SUEM, an optical pulse generates electron-hole pairs that subsequently evolve in
space and time. An electron pulse is raster scanned across the surface of the sample for a
given time delayΔC after the optical pulse. An image of the detected secondary electron (SE)
intensity is formed. Contrast images are formed that correspond to the difference between
the SE image at Δt relative to the SE image without an optical pulse. Contrast images
are interpreted as images of the net charge density, i.e., increased (decreased) SE intensity
corresponds to an increase in the local surface electron (hole) density. b Optical image
of MoS2 exfoliated onto a gold substrate. c Static scanning electron micrograph over the
flake in b, with highlighted regions of thick (pink border, ∼100 nm), intermediate thickness
(light green border, ∼30 nm) and thin (light blue border, ∼10 nm) MoS2 on one sample. d
Contrast images over the same area as c for different time delays, with corresponding MoS2
flake outline. Blue and red contrasts are interpreted as excess electrons and holes due to
photoexcitation, respectively. All scale bars are 50 `m.

to increase and spread before monotonically decreasing with a similar time constant
(single exponential fit yields g ∼ 75 ps) to that of the excess hole population on
the thick MoS2 (ΔC > 60 ps). Interestingly, the intermediate thickness of MoS2

(light green outline, Figure 5.5d), yields little to no excess electrons, suggesting the
dominant path for carrier transport is between the thin (10 nm) and thick (100 nm)
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layers of MoS2. Further measurements on monolayer MoS2 and bulk (� 100 nm
thick) MoS2 (See Figure 5.6 and Figure 5.7) yield little carrier dynamics and no
appearance of excess electrons, as observed at this thin-thick junction.

Figure 5.6: Scanning ultrafast electron microscopy of bulk MoS2 on Au. a
Optical micrograph image of a very thick MoS2 exfoliated onto a gold substrate. b
Static SEM image of the same flake (scale bar = 100 `m). Contrast images formed at
different pump-probe time delays of c -333 ps d 0 ps e 67 ps and f 133 ps, suggesting
that vertical carrier separation in very thick MoS2 on Au is unobservable through
SUEM because its thickness is much larger than the band-bending Debye screening
length. In the contrast images, c – f, the color bar is blue (red) for excess electrons
(holes). Contrast images are taken over the same region as the static SEM image in
b.

We interpret the carrier dynamics in these contrast images as direct evidence of
carrier separation at a thin-thick layer interface, which we refer to hereafter as a
“band bending junction”. The dynamics can be qualitatively explained as follows
(See Figure 5.8 for a schematic): (1) optical excitation results in generation of
electron-hole pairs, which rapidly separate vertically due to vertical band bending
and thicknesses in the semiconductor that are small compared to carrier diffusion
lengths. The strong electron transfer at the MoS2-Au interface results in a band
profile schematically depicted in Figure 5.1, which causes holes (electrons) to move
toward the MoS2-vacuum (MoS2-Au) interface for both thicknesses. Thus, the
timescale for the initial contrast is primarily due to the vertical carrier drift velocity
and thickness of the sample. (2) After the carriers are separated, both carriers can
travel on average over one diffusion length within their lifetime. Therefore, if the
holes on the thin side are within a diffusion length of the thin-thick junction, they
can travel laterally and vertically to separate from the remaining electrons on the
thin side. Electrons can also travel within their own diffusion length but will remain
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Figure 5.7: Scanning ultrafast electron microscopy of monolayer MoS2 on Au.
a Static SEM image of a monolayer MoS2 on Au (scale bar = 100 `m). Contrast
images formed at different pump-probe time delays of b -333 ps c 0 ps d 20 ps e
40 ps and f 60 ps, suggesting that vertical carrier separation in monolayer MoS2 on
Au is unobservable through SUEM because its thickness is much smaller than the
band-bending Debye screening length. In the contrast images, b – f, the color bar
is blue (red) for excess electrons (holes). Contrast images are taken over the same
region as the static SEM image in a.

near the MoS2-Au interface due to the band profile. The lateral transport that results
in carrier separation and the eventual contrast flip therefore follows the timescales
of carrier diffusion. (3) Once some holes move across the thin-thick interface,
remaining holes follow along due to the gradient in the quasi-Fermi level in the
holes. (4) After the electrons and holes have completely separated, they recombine
primarily monomolecularly through Shockley-Read-Hall recombination kinetics via
trap states within the bulk of MoS2. These trap states are naturally available due to
defects in the crystalline lattice (e.g. sulfur vacancies) [1, 2].

To model the lateral carrier separation dynamics of this band bending junction, we
turn to time-dependent drift-diffusion equations (see section 5.5). To simplify the
numerical modelling substantially, we make the following assumptions: (1) The
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Figure 5.8: Schematic depiction of carrier transport at a band bending junction.
In a band bending junction, carriers transport vertically before separating laterally.
The population of holes (electrons) are depicted by red (blue) circles. Arrows
represent the direction of the flow of carriers. Time is increasing from a to f, where
a corresponds to when carriers are first generated and f corresponds to when carriers
have fully separated due to this thickness junction.

MoS2-Au interface results in strong electron transfer to MoS2. (2) The dynamics
can be qualitatively modelled by semiconductor drift-diffusion equations. Ab-initio
calculations combined with the Boltzmann transport equations may yield more
accurate resultswhile considering the unique bandstructures of these systems. (3) the
carrier dynamics can be effectivelymodelled in twodimensions, due to the prominent
dynamics at the thin (10 nm) - thick (100 nm) interface. (4) The anisotropic
mobilities in the vertical vs. horizontal directions is effectively compensated by
scaling the horizontal dimension by the ratio of the square root of the mobilities. (5)
While the carrier dynamics in other semiconductor materials at these time scales
has been shown to exhibit super diffusion and therefore a time-dependent mobility
[106, 132], we fix our mobility to a single value which represents effectively a time
and spatially averaged quantity. (6) Since we are interested in primarily the lateral
carrier dynamics, we assume carrier excitation occurs at 27 ps in the simulation. (7)
Secondary electron contrast is primarily due to the net charge density near the surface
of theMoS2 layer, with the secondary electron emission decaying exponentially from
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the surface of the semiconductor with a length scale _(� .

Figure 5.9: Simulated carrier dynamics for various material parameters. Net
negative surface charge density of the thin (10 nm, solid line) and thick (100 nm,
dashed line) areas of the sample for varying a electron affinity bmetal workfunction
c bandgap d carrier lifetime e effective mass f and carrier mobility. In all cases, the
thin and thick portion of the sample exhibits rapid onset of hole surface charges. The
thin portion of the sample then exhibits lateral hole transport to the thick portion of
the sample, which results in electrons (holes) separated to the thin (thick) portion
of the sample. Dashed lines correspond to the region of the inset. For the bandgap
sweep c, all �6 < 1.4 eV overlay with the 1.4 eV curve since the semiconductor
is already degenerately doped and there is minimal change to the band profile.
Similar effects occur for j4 > 4.1 eV and q" < 3.7 eV. For the effective mass
sweep e, varying the effective mass of the electron does little to the carrier dynamics
because the transport is dominated by the minority carrier, i.e., the holes (see also
Figure 5.10).

With these simulation assumptions in mind, we find excellent agreement between
the experimental secondary electron emission contrast and the calculated time-
dependent net negative surface charge density (Figure 5.11a). Snapshots of the
charge density at specific times are also shown in Figure 5.11b, showing lateral
carrier separation at the thin-thick interface shortly after excitation. The agreement
has been achieved from a variety of simplifications in the theoretical modelling,
which suggests that the extracted material parameters used to achieve this matching
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(specifically, the electron and hole mobility of MoS2) should not be taken to be
necessarily physical. Improved modelling that explicitly includes (1) the anisotropic
mobility, (2) the large aspect ratio between lateral and vertical directions, and (3) a
time-dependentmobility due to hot carrier dynamicswould substantially enhance the
accuracy of a material parameter fit. However, we find that the qualitative picture
of the band bending junction is robust (See Figure 5.9) to a variety of material
constants, i.e., lateral carrier separation is achieved independent of the specific
choice of material parameters, suggesting that this junction should be observable
in other van der Waals materials as well. Our calculations also suggest the current
density at the thin-thick interface is dominated by the hole current (See Figure 5.10),
which is expected since it acts as a minority carrier in this electron-doped system.
Finally, we emphasize that the carrier separation demonstrated here is in the absence
of quasiparticle bandgap or exciton binding energy differences, which has previously
led to novel junctions[72, 185, 189]. Here, the carrier separation is enabled by the
unique interplay between thickness and band bending.

Figure 5.10: Hole dominated charge transport. a Simulated charge density
plots for varying electron lifetime. All curves are overlaid on top of one another,
showing that the minority carrier, i.e., the holes, dominate the carrier flow. b
Simulated electron �=, hole �?, and total � current density at the thin-thick junction,
showing again that the carrier transport dynamics are dominated by the holes.
Current densities are resolved to the G direction, showing only the lateral transport
characteristics. Dashed box refers to the inset.
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Figure 5.11: Simulation of Carrier Dynamics at a Bend Bending Junction. a
Experimentally measured secondary electron contrast intensity (dots, right axis) on
the thin (blue) and thick (red) MoS2 as a function of different pump-probe delay
times, along with the simulated net negative surface charge density as a function of
time (solid lines, left axis). We assume the thin and thick MoS2 is 10 and 100 nm
thick, respectively, for the simulation. b Simulated cross-sectional maps of the net
charge density at different time steps, plotted with a signed log function to examine
the orders of magnitude change in carrier density more easily (scale bar = 50 nm).
Red corresponds to net positive charge (i.e., holes), while blue corresponds to net
negative charge (i.e., electrons).

5.4 Conclusions and Outlook
Our results suggest that the interplay between thickness and band bending for mate-
rials thinner than their screening length can result in the formation of a new type of
homojunction, which we refer to as a band bending junction. These band bending
junctions are formed by combining the highly passivated surfaces of van der Waals
materials with vertical band bending in materials whose thicknesses are comparable
to or below the characteristic electrostatic screening length. Thus, while these re-
sults were obtained with the MoS2/Au system, they are likely generalizable to other
van der Waals heterostructures and perhaps also 3D bonded semiconductors if one
can generate chemically passivated yet electronically active surfaces in the ultrathin
thickness (<100 nm) limit. Furthermore, these band bending junctions may find use
as new photodetector geometries or could be useful for sensing applications. From
the fundamental perspective, they may enable the formation of two-dimensional
electron/hole gases or enable a wide variety of surface-sensitive measurement tech-
niques to indirectly examine vertical carrier transport in layered van der Waals
materials. More generally, the observation of charge carrier transport at these band
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bending junctions should be considered while modelling and interpreting ultrathin
optoelectronic devices that are geometrically inhomogeneous.

5.5 Appendix
Sample Preparation
Large area ultrathin flakes of MoS2 were fabricated utilizing the strength of the
Au-S bonds, which has been known to yield large area samples. [43, 116, 194] To
summarize our procedure, we first created atomically smooth Au substrates using
template stripping techniques which routinely yields <3 Å RMS. [198, 207] Then,
bulk crystals of MoS2 (HQgraphene) were cleaved from the native crystal using
thermal release tape (Semiconductor Equipment Corp., No. 3195MS) and directly
pressed onto the template stripped Au substrate. With the tape and bulk MoS2

directly pressed onto the Au substrate, the entire stack was then heated to ∼120 C on
a hot plate for ∼2 minutes to release the bulk crystal from the tape and to promote
adhesion between the MoS2 and Au substrate. The MoS2/Au sample was then
sonicated in Acetone for ∼5 seconds to release the bulk crystal from the ultrathin
layer of MoS2 that would remain adhered to the Au substrate. The sample was
finally rinsed with Isopropanol and blow dried with N2. We found it was necessary
to template strip the Au substrate immediately before pressing with the MoS2 bulk
crystal to yield large area flakes, similar to what has been observed previously. [194]

Kelvin Probe Force Microscopy Measurements
Scanning probe microscopy was performed on OmegaScope-R SPM (AIST-NT,
now-Horiba Scientific). HQ NSC-14-Cr/Au probes (Mikromasch) were used for
characterization. Kelvin probe imaging was performed in frequency modulation
mode which allowed improved spatial resolution of the distribution of the contact
potential difference (which reflects the distribution of the surface potential on the
sample). The value of the surface potential of the probes was not calibrated, so it
was the contrast in the CPD images, not the absolute value of the surface potential,
which bore the physical meaning in the CPD images.

Photoemission Spectroscopy Measurements
Photoemission spectroscopymeasurementswere performed atBeamline 7.0.2 (MAE-
STRO) at the Advanced Light Source. Samples were characterized at the mi-
croARPES UHV endstation, with synchrotron beam spot sizes of approximately 10
`m. Incident photon energies were 145 eV and 330 eV for the valence band and
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core level measurements, respectively. Measurements were performed at ∼72 K and
multiple frames were averaged together to achieve sufficient signal to noise ratios.

Scanning Ultrafast Electron Microscopy Measurements
Scanning ultrafast electron microscopy is a newly developed technique that can
directly image the dynamics of photoexcited carriers in both space and time with
subpicosecond temporal resolution and nanometer spatial resolution. Details of the
setup can be found elsewhere [126, 215] and are briefly summarized here (also
illustrated in Figure 3a). Compared to optical pump-probe spectroscopy, SUEM
is a photon-pump-electron-probe technique, with subpicosecond electron pulses
generated by illuminating a photocathode (ZrO-coated tungsten tip) with an ultrafast
ultraviolet (UV) laser beam (wavelength 257 nm, pulse duration 300 fs, repetition
rate 5 MHz, fluence 300 `J/cm2). A typical probing electron pulse consists of
tens to hundreds of electrons, estimated by measuring the beam current through a
Faraday cup, and is accelerated to 30 keV before impacting the sample. The probing
electron pulses arrive at the sample after the optical pump pulses (wavelength 515
nm, fluence 80 `J/cm2) by a given time controlled by a mechanical delay stage
(-700 ps to 3.6 ns with 1 ps resolution). The probing electron pulses induce the
emission of secondary electrons from the sample, which are subsequently collected
by an Everhart-Thornley detector. To form an image, the probing electron pulses are
scanned across the sample surface and the secondary electrons emitted from each
location are counted. Because the yield of secondary electrons depends on the local
average electron energy, more/less secondary electrons are emitted from regions of
the sample surface where there is a net accumulation of electrons/holes. Typically,
a reference SEM image is taken long before the pump optical pulse arrives and is
then subtracted from images taken at other delay times to remove the background.
In the resulting “contrast images”, blue/red contrasts are observed at places with net
accumulation of electrons/holes due to higher/lower yield of secondary electrons.
In this fashion, the dynamics of electrons and holes after excitation by the optical
pump pulse can be monitored in real space and time.

Electromagnetic and Transport Simulations
The coupled Drift-Diffusion and Poisson equations were solved using the CHARGE
solver in Lumerical DEVICE, which uses finite-element meshing to solve the cou-
pled differential equations iteratively. Due to the anisotropic mobility known for
these materials [103, 121], solving the multi-dimensional coupled differential equa-
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tions is computationally costly. Instead, we argue that since we are interested in
a qualitative picture of the carrier transport and because the lateral extent of the
junction is dominated by the in-plane diffusion length, a proper rescaling of the
in-plane dimensions by a factor of !‖/!⊥ =

√
`‖/`⊥

√
1000 allows us to treat the

problem with an approximate isotropic, spatially, and temporally averaged mobility
(` = 2000 cm2/(V-s)). Since the experimentally observed in-plane junction width
is ∼10 `m, the rescaled in-plane width should be about 300 nm. In our simulations
our total lateral span is 500 nm. Band bending was captured assuming an Ohmic
contact at the Au-MoS2 interface with a metal work-function of 3.8 eV and semi-
conductor electron affinity of 4.0 eV. Fermi-Dirac statistics were included due to the
high level of modulation doping. Furthermore, we used a bandgap value of 1.3 eV
[117], hole effective mass of 0.785<0 [221], an electron effective mass of 0.686<0

(for the electron effective mass, we took the geometric mean of the effective masses
in the transverse and longitudinal directions at the Q point [221]), dielectric con-
stant of 7 [98], and a Shockley-Read-Hall recombination lifetime of 75 ps. Exciton
dynamics were deemed not relevant, since majority of the transport should occur at
the lowest energy conduction band and highest energy valence band, with exciton
binding energies � :1) . [25] Native doping of MoS2 was assumed to be n-type
with a doping level of 1016 cm−3, similar to that quoted from the supplier. Optical
generation values were calculated assuming the system is optically one-dimensional
over a specific thickness (either 10 nm or 100 nm), and therefore 1D transfer ma-
trix calculations were applicable for each region. These generation rates were then
directly imported into Lumerical DEVICE. Calculated volumetric charge densities
were exponentially weighted from the surface with a characteristic length scale of
_(� = 4 nm to yield surface charge densities. The SUEM signal is expected to be
proportional to the net negative charge density �(*�" ∝ −Xd = −@(X?− X=), where
positive/negative SUEM signal scales with the net electron/hole population.
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C h a p t e r 6

HIGHLY STRAIN TUNABLE INTERLAYER EXCITONS IN
MOS2/WSE2 HETEROBILAYERS

“Happiness only real when shared.”

— Christopher McCandless

6.1 Introduction
Strain engineering of nanomaterials has received substantial interest because as the
physical length scales of nanomaterials become smaller, size effects enable fewer
defects, such as grain boundaries, as well as diminishing bending rigidity, resulting
in a superior yield strength with a highly elastic response compared to their bulk
counterparts [64, 65, 227]. Two-dimensional (2D) materials are particularly suited
for strain engineering because they combine high in-plane mechanical strength and
extremely small bending rigidity with substantial strain tunability of electronic band
structure [42, 99, 114, 137, 147, 222]. The unique mechanical strength, flexibility,
and tunability of 2Dmaterials have therefore enabled their applications for wearable
and flexible technologies [18, 86, 165], as well as fundamental studies of material
properties under carefully engineered strain conditions. The semiconducting layered
transition metal dichalcogenides (TMDCs) have emerged as particularly interesting
candidates for strain engineering, since they have exhibited exciton funneling [53,
102, 127], strain-mediated phase transitions [177], and the ability to form site-
controlled quantum emitters via localized strains [115].

Strain engineering has been explored in TMDC monolayers, multilayers, and het-
erostructures. Multilayer TMDCs are particularly interesting because they are
known to exhibit interlayer exciton transitions, i.e., optical transitions where the
electron-hole pairs are located in different constituent layers bounded by strong
Coulomb interaction [164]. These interlayer excitons have been observed to be
strain tunable in homobilayers of molybdenum disulfide (MoS2) [21, 138] and
heterobilayers of molybdenum diselenide and tungsten diselenide (MoSe2/WSe2)
[70] with deformation potentials of approximately 47 meV/% and 22 meV/%, re-
spectively. Furthermore, other studies on multilayer structures have suggested that
interlayer coupling should be an additional degree of freedom tunable via strain due
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to the Poisson effect [75, 144], but these effects on interlayer exciton transitions have
yet to be observed.

In this chapter, we investigate the strain characteristics of momentum-space indirect
Γ −  interlayer exciton in wrinkled molybdenum disulfide and tungsten diselenide
(MoS2/WSe2) heterobilayer. We spatially probed the effects of local strain in the
wrinkled heterobilayer via photoluminescence (PL) and Raman measurements, and
find that the Γ −  momentum-space indirect transition gives rise to a larger de-
formation potential (107 meV/%) compared to its intralayer counterpart because of
the strain-sensitive orbital nature at the Γ point of the valence band and  point
of the conduction band. Furthermore, we find that the interlayer exciton exhibits
a non-monotonic dependence in PL intensity with strain, which can be explained
by a competition between interlayer coupling and band structure modulation effects
under strain. This hypothesis is supported by ab initio band structure calculations as
well as Ramanmeasurements where we can directly measure the interlayer coupling.

6.2 Local Strain Engineering of Intra- vs. Inter-layer excitons
For local strain engineering, we prepared wrinkled vertical heterostructures of
MoS2/WSe2 on an elastomeric substrate of polydimethylsiloxane (PDMS) by using
a combination of our heat-assisted PDMS-to-PDMS (PTP) assembly method and
strain-release mechanism (see section 6.6 and Figure 6.2 for more fabrication de-
tails). When a pre-stretched PDMSwith the assembled heterobilayer ofMoS2/WSe2

via PTPmethod (Figure 6.1a,c) is released, the heterobilayer deforms into a periodic
wrinkled structure (Figure 6.1b) with a periodicity of about 4 `m (Figure 6.2) as
shown in an optical micrograph of the fabricated crumpled structure (Figure 6.1d).
The periodic wrinkled geometry induces local stretching and compression of the
heterobilayer lattice at the crests and valleys, respectively, resulting in a periodic
local strain profile of alternating tensile and compressive strain within the TMDC
heterostructure (Figure 6.1b).

To characterize the optical properties of MoS2/WSe2 heterobilayer, we carried out
steady-state PL spectroscopy and Raman spectroscopy under 532 nm excitation
at room temperature over the fabricated MoS2/WSe2 heterobilayer and adjacent
isolated constituent monolayers before the release of the pre-stretch (flat state) (Fig-
ure 6.1e). We observed the intralayer emission at the exciton energies characteristic
of MoS2 (∼1.88 eV or 680 nm) and WSe2 (∼1.65 eV or 750 nm) in adjacent isolated
monolayers. In the heterobilayer, we observed a new PL emission peak redshifted
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Figure 6.1: Fabrication of wrinkled MoS2/WSe2 heterobilayer. a Schematic
depiction of a vertical van der Waals heterobilayer on a pre-stretched elastomeric
substrate. bAfter the release of themechanically pre-stretched elastomeric substrate,
a wrinkled heterostructure exhibiting heterogeneous strain profile of alternating
tension (at crest) and compression (at valley) is fabricated. c Optical microscopy
image of a flat MoS2/WSe2 heterobilayer with the estimated twist angle of 50.7◦.
Scale bar is 10 `m. d Optical microscopy image of a crumpled MoS2/WSe2
heterobilayer. Scale bar is 10 `m. e Photoluminescence spectra of flat monolayer
MoS2, WSe2, and MoS2/WSe2.

by about 75 meV (or 30 nm) with respect to the intralayer A exciton of the WSe2

monolayer, which corresponds to a Γ −  optical transition energy of MoS2/WSe2

[95, 187]. A confocal PL map (Figure 6.2) integrated over the two characteristic
intralayer exciton peaks of MoS2 andWSe2 showed significant PL intensity quench-
ing over the heterobilayer area, indicative of rapid charge transfer due to the type-II
nature of this interface. We further observed uniform emission of the interlayer
exciton at the Γ− optical transition energy of MoS2/WSe2 across a relatively large
area (Figure 6.3) as well as the out-of-plane Ramanmode (A2

16) ofWSe2 at 309 cm−1

in our MoS2/WSe2 heterobilayer (Figure 6.3), suggesting there is strong interlayer
coupling[30] between the MoS2 and WSe2 layers in the heterobilayer region.

To experimentally explore the effect of local strain on the band structure and the
resultant optical properties in terms of exciton emission, we first spatially resolved
the PL energy shift of the intralayer and the interlayer excitons in the wrinkled
monolayers and MoS2/WSe2 heterobilayer (Figure 6.5 and Figure 6.4). Typical PL
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Figure 6.2: Sample fabrication and characterization of wrinkled heterostruc-
tures. a, Schematic illustrations of the sample fabrication process of wrinkled
heterostructures via PDMS-to-PDMS (PTP) dry transfer method. Our PTP method
involves a one-time direct stamping transfer process after the exfoliation of indi-
vidual monolayers and minimizes any solvent and/or polymer residues at the van
der Waals interface. b, A height profile of the fabricated wrinkled structure at the
heterobilayer area via confocal laser scanning microscopy. c, A confocal photolu-
minescence (PL) mapping integrated over both intralayer exciton energies of MoS2
and WSe2 monolayers. The red color indicates the emission of intralayer excitons
and the black color in the heterojunction indicates the PL quenching.

spectra measured at room temperature across a single wrinkle profile are shown in
Figure 6.5a for the intralayer excitons of WSe2 and MoS2, and in Figure 6.5b for
the interlayer exciton of the MoS2/WSe2 heterobilayer. In both cases, we observed a
gradual shift of the emission peak energy alongwith thewrinkle profile and observed
that the energy peak shifts within the structure can bemodulated up to approximately
107 meV for the interlayer exciton, compared to approximately 54 meV for WSe2

and 55 meV for MoS2 intralayer excitons under uniaxial deformation. We observed
greater tunability of the peak energy shifts in the interlayer exciton than in the
intralayer excitons. We further observed the peak energies redshifted (blueshifted)
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Figure 6.3: Optical characterization of flat heterobilayers of MoS2/WSe2 on
PDMS. a, An optical micrograph of the fabricated flat heterobilayer of MoS2/WSe2
on PDMS substrate via our PTP (PDMS-to-PDMS) assembly process. A scale
bar, 10 `m. The estimated twist angle is approximately 53◦ using the sharp-
edges estimation of the heterobilayer. b, A photoluminescence (PL) mapping of the
fabricated heterobilayer. A color bar indicates corresponding emission wavelengths.
The relatively uniform peak positions over the heterobilayer region indicates that
there is no substantial fabrication-induced heterogeneity. c, Normalized PL intensity
spectra of intra- and interlayer excitons. d, Normalized Raman intensity spectra at
adjacent monolayers of MoS2 and WSe2 and at heterobilayer of MoS2/WSe2. A
magnified (x10) inset shows the emergence of the out-of-plane vibration mode of
WSe2 (∼309 cm−1).

at the crest (valley) of the wrinkled structure relative to the peak energies in the flat
state for both intralayer and interlayer excitons. These observations are indicative of
both tensile (local stretching of atomic lattices at the crests) and compressive (at the
valleys) strain applied via our fabricated wrinkled structure, which suggests band
structure modulation via local strain profile [69]. The observation of luminescence
peak energy shifts along the wrinkle profile allows us to correlate the spatial position
with a locally applied strain.

We also observed strikingly different qualitative trends for variation of PL intensity
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Figure 6.4: Photoluminescent mapping of the fabricated wrinkled MoS2/WSe2
heterobilayer. a Photoluminescent (PL) intensity and b wavelength mapping over
the MoS2 intralayer exciton portion of the spectrum in the fabrciated MoS2/WSe2
heterobilayer. Dotted lines indicate boundaries of the constituent monolayers. c
PL intensity and d wavelength mapping over WSe2 intralayer exciton and interlayer
exciton portion of the spectrum. PL intensities of intralayer excitons were substan-
tially quenched in the heterojunction area (MoS2/WSe2). All scale bars are 5 `m.
The spatial resolution is ∼0.4 `m, which allows us to resolve individual spectra
along the wrinkled structure. e PL wavelength (top) and intensity (bottom) mapping
over the corresponding wrinkle from valley (left) to crest (right) indicated in blue
rectangle in d. Pixel dimensions are 200 nm.

with strain between the intralayer and interlayer excitons for our wrinkled structure.
Specifically, we observed that the PL intensity of theWSe2 (MoS2) intralayer exciton
was highest (lowest) at the crests and lowest (highest) at the valleys. Thus, the
PL intensity of WSe2 (MoS2) monotonically increases (decreases) with increasing
tensile strain (Figure 6.5a). In contrast, the maximum peak intensity of the interlayer
exciton in the heterobilayer region occurs at an intermediate position between the
crest and valley, with a peak energy of ∼1.6 eV. By comparing this peak energy
with the flat-state peak energy, we find that the maximum peak intensity of the
interlayer exciton occurs when the heterobilayer is under mild compression. Thus,
by examining the relationship between the peak energy with the peak intensity,
we find that the MoS2/WSe2 interlayer exciton PL intensity is non-monotonic with
local strain. In other words, the interlayer exciton PL intensity appears to decrease
with both increasing tensile and compressive strain, which is in direct contrast to
the monotonic peak intensity vs. peak energy behavior observed for intralayer
monolayer emission.

To substantiate our findings, we show scatter plots between the peak intensity vs.
peak energy (Figure 6.5c), where each point corresponds to an individually fitted
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Figure 6.5: Photoluminescence of strained heterobilayers. Relative photolumi-
nescence spectra (smoothed) of a WSe2 and MoS2 intralayer A excitons and b
MoS2/WSe2 interlayer exciton over a representative wrinkle (from the valley to the
crest). The monolayer WSe2 luminescence saturated the detector in these mapping
measurements, creating a top-hat effect in the spectra. Scatter plots over multiple
wrinkles that show how the c normalized intensity and d linewidth of WSe2, MoS2,
and MoS2/WSe2 vary with exciton energy. Each point refers to a separate spectrum
measured and fitted to a Gaussian function, over the relevant region of the sample.

spectrum with the peak intensities normalized to the brightest spot within that
region of the sample. We observed this non-monotonic interlayer exciton intensity
trend across multiple spots throughout the entire sample. We also found that this
interlayer exciton intensity trend also appears in various other samples we measured
(see Figure 6.6), as well as when we account for the finite depth of focus in our
measurements (see Figure 6.7). Exciton funneling effects are not a dominant effect
since we did not observe highest intensity at the lowest energy of emission in our
heterobilayers.

To gain additional insight on the mechanism of intensity modulation, we show
similar scatter plots in Figure 6.5d between the fitted peak linewidth (full width at
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Figure 6.6: Optical characterization of different wrinkled MoS2/WSe2 hetero-
bilayer samples. Optical micrographs (left), and photoluminescence (PL) intensity
of interlayer exciton measurements (right) in a, sample A, and b, sample B wrinkled
MoS2/WSe2 heterobilayers. Dotted black arrows indicate the direction of PL spectra
taken towards the crest (left) and towards the valley (right) over a wrinkle in the
heterobilayer samples. The estimated twist angles are 33.5◦ (sample A) and 51.4◦
(sample B).

half maximum) and peak energy. Interestingly, while the interlayer exciton shows
no obvious correlation between the peak linewidth and peak energy, the WSe2 and
MoS2 intralayer excitons show a clear behavior of positive and negative correlation,
respectively. Moreover, these trends in linewidth contrast with the trends in intensity
for the individual monolayers, i.e., peak intensity and linewidth are apparently
inversely correlated, which can be observed more clearly in Figure 6.5a of the
individual spectra. By correlating the peak energy shift to an applied strain, theWSe2

(MoS2) peak linewidth decreases (increases) with applied tensile strain. Similarly,
the WSe2 (MoS2) peak intensity increases (decreases) with applied tensile strain.
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Figure 6.7: Photoluminescence (PL) measurement on wrinkled heterobilayers
of MoS2/WSe2 via vertical scanning (XZ-PL scanning) accounting for the finite
depth of focus. PL spectra taken over a wrinkle (valley-to-crest) a, in adjacent
wrinkled monolayer WSe2. PL spectra b, in adjacent wrinkled monolayer MoS2, c,
in wrinkled heterobilayer of MoS2/WSe2. Dotted black arrows in a and b indicate
the direction of PL spectra taken from the valley to the crest. Dotted black arrows
in c indicate the direction of PL spectra taken towards the crest (left) and towards
the valley (right) over a wrinkle in the fabricated heterobilayer sample.

These effects of strain on the PL intensity and linewidth of the individual monolayers
are well [7, 36, 42, 114, 137] and can be explained by the decreased (increased)
scattering to the neighboring& (Γ) valley in the WSe2 (MoS2) conduction (valence)
band from the  point. In other words, interband transitions in WSe2 (MoS2)
become effectively more direct (indirect) as tensile strain is applied. In contrast
to the intralayer excitons, the lack of linewidth modulation with local strain in
interlayer exciton emission suggests that there is littlemodulation of the non-radiative
scattering channels.

6.3 Tuning Interlayer Coupling through Strain Engineering
To better understand the cause of the non-monotonic intensity variation for the
interlayer exciton, we turn to Raman spectroscopy measurements for additional in-
sight as to the mechanisms that may be at play, i.e., investigating the in-plane and
out-of-plane strain resulting from topological deformation of the wrinkled heter-
obilayer (Figure 6.8a). We show that the Raman characteristics of the MoS2 E26

(Figure 6.8b) and WSe2 E26 (Figure 6.8c) modes [47, 105, 201] are well modulated
by our wrinkled sample profile, where the peaks are redshifted (blueshifted) at the
crest (valley), which corresponds well with the topographical features seen in the
optical micrograph as shown in Figure 6.8a. Because the E26 mode is an in-plane
vibrational mode, it is therefore sensitive to in-plane strain. We did not use theWSe2

E26 mode for a quantitative measure of in-plane strain because of the degeneracy
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Figure 6.8: Raman spectroscopy and deformation potentials of strained hetero-
bilayers. aAn optical microscopy image of the wrinkledMoS2/WSe2 heterobilayer.
Vertical dotted white lines indicate crests of wrinkles. Magenta dotted lines indicate
the boundary between adjacent monolayer WSe2 and heterobilayer of MoS2/WSe2
areas. Spatially resolved Raman mapping of b MoS2 E26 mode and c WSe2 E26
mode peak positions. d peak position separation between MoS2 A16 and E26 modes
(A16- E26). All the scale bars are 5 `m. e Raman peak shifts of MoS2 E26 and A16-
E26 modes as a function of position along the a-a’ line indicated in b and d. C and
V are the crests and valleys of the wrinkle, respectively. f experimentally derived
deformational potentials of MoS2 and WSe2 intralayer excitons, and MoS2/WSe2
ILE obtained from measured Raman and PL spectra. Dashed lines correspond to
linear fits of the deformation potential curve.

between the WSe2 E26 and A16 modes. We conclude that there is a uniform and
controlled tension (compression) at the crest (valley) with our wrinkled geometry,
which corroborates our observations in PL spectroscopy measurements.
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To study the effects of local strain on the interlayer coupling in the heterobilayer, we
examined the mode separation between the MoS2 E26 (in-plane) and A16 (out-of-
plane) modes. The wavenumber separation between A16 and E26 has been used as
a quantitative measure of the interlayer mechanical coupling strength in artificially
stacked bilayers, where larger peak separation is indicative of stronger interlayer
coupling [40, 111]. The mode separation has also been used as an effective proxy
for the number of layers in naturally exfoliated MoS2, i.e., ∼19 cm−1 for monolayer
and ∼21 cm−1 for bilayer MoS2 [152, 225]. We show the map of the wavenumber
separation between theMoS2 A16 and E26 modes,Δ(A16 - E26) in Figure 6.8d. In our
strained heterobilayer, we observed the A16 and E26 mode separation changes from
a value of ∼20 cm−1 at the crest to ∼17 cm−1 at the valley (Figure 6.8e). We also
observedmodulation of the integrated intensity ratio (A16/E26) at the crest and valley
(Figure 6.9), which is comparable to the ratio observed between a naturally exfoliated
bilayer and a monolayer of MoS2 [100]. Therefore, we conclude that the modulation
of the E26 mode together with the A16 mode along the wrinkle profile suggests the
interlayer coupling in the heterobilayer is tuned between stronger interlayer coupling
(larger Δ) and weaker interlayer coupling (smaller Δ) at different locations of the
wrinkled heterobilayer. We therefore postulate that in our wrinkled strain profile
of the heterobilayer, we are observing simultaneous modulation of the interlayer
coupling between MoS2 and WSe2 as well as in-plane strain in the heterobilayer.
Specifically, there appears to be stronger interlayer coupling at the crests, which are
in tension, as compared to at the valleys, which are in compression. This trend is
highlighted by the linecut in Figure 6.8e. Thus, the combination of these two effects,
in-plane strain and out-of-plane interlayer coupling in our wrinkled structure, are
hypothesized to result in the non-monotonic intensity profile of the interlayer exciton
observed in Figure 6.5.

Together with the Grüneisen parameters of the E26 Raman modes [36, 47, 105,
201] and the PL peak shifts observed earlier, we can also extract an experimental
deformation potential for our system, which yields values of approximately 55
meV/% for MoS2, 54 meV/% for WSe2, and 107 meV/% for the Γ −  transition
interlayer exciton under uniaxial strain (Figure 6.8f). The estimated strain values
from the Raman modes corroborates well with those estimated from the surface
morphology (see Figure 6.10 and section 6.6). The deformation potentials of
the intralayer excitons also correspond well with reported values [7, 36], and the
interlayer exciton deformation potential is notably almost twice that of the intralayer
excitons.
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Figure 6.9: Ramanmapping of strained heterobilayers. Spatially resolvedRaman
mapping of integrated intensity ratio between MoS2 A16 and E26 modes (I�16/I�26).
White arrows indicate the location of the crests in the wrinkled heterobilayer. We ob-
served decreased integrated intensity ratio at the crests, indicating stronger interlayer
coupling. Scale bar indicates 5 `m.

Figure 6.10: Wrinkle geometry-driven strain analysis. a Measured (black dots)
and fit (blue line) data of the fabricated wrinkled geometry. The average amplitude
(A) and wavelength (_) of wrinkles obtained by a sinusoidal fit to the measured
wrinkle geometry profile. b Measured (black line) and fit (red line) data of the
X-ray reflection intensity to estimate the skin layer thickness formed on the PDMS
substrate.

6.4 ab initio strain calculations of TMDC heterobilayers
To investigate whether the experimental observations described earlier are consis-
tent with ab initio calculations, we examine the electronic band structure of the
strained heterobilayer by performing density functional theory (DFT) calculations
using the Perdew-Burke-Ernzerhof (PBE) functional [148] (see section 6.6 for more
details). Although PBE functional underestimates the absolute value of the bandgap
for TMDC monolayers, it has shown the ability to predict accurate deformation po-
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Figure 6.11: Density functional theory calculation of strained MoS2/WSe2 het-
erobilayers. a The band structure of MoS2/WSe2 heterobilayers under different
in-plane strain values with AB stacking. The color scale describes the origin of
the electronic states where the purely blue (red) are completely localized electronic
states that come from theMoS2 (WSe2) layer, and intermediate colors have electronic
states which are delocalized across both layers (i.e., hybridized state that come from
both MoS2 and WSe2 layers). b Electronic transition energy for K-K transitions of
monolayerMoS2 andmonolayerWSe2, Γ− transition ofMoS2/WSe2, and the K-K
transition of MoS2/WSe2, as a function of strain. The inset schematic depicts the
AB stacking order. c The band structure of MoS2/WSe2 heterobilayers as a function
of interlayer distance. d Schematic depiction of the non-monotonic behavior of the
interlayer exciton PL intensity due to the competition between in-plane strain and
out-of-plane interlayer coupling.

tential constants that match with the experimental measurements and the high-level
simulations using the coupled GW and Bethe-Salpeter equations (BSE) approach
[45, 53]. We coupled PBE with D3 corrections to capture accurate van der Waals
interactions in the layered materials [66, 67].

The band structure under different strain conditions is shown in Figure 6.11a for
AB stacking, where we project the weighted orbital contributions onto either of the
constitutive layers. As noted previously, the interlayer exciton energetic transition
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we observe is presumed to be theΓ− transition, because theMoS2 andWSe2 layers
are not intentionally aligned to their crystallographic axes and therefore the effective
oscillator strength of the  −  transition would be substantially weaker [95]. We
further observe that the theoretically calculated deformation potential (Figure 6.11b)
for the Γ− transition provides a much closer match to the experimentally observed
value (Figure 6.8f), compared to the  −  transition. The increased deformation
potential constant comes from the fact that the nature of the wavefunctions at
the Γ point (valence band) and  point (conduction band) are of similar orbital
nature (specifically, the d2

I orbital) [23] and is therefore affected in a similar way
under mechanical strain. We also find that the Γ point is particularly sensitive to
interlayer coupling and band hybridization, as observed previously [31, 203, 223]
(Figure 6.12). Lastly, we remark that this Γ −  interlayer exciton is MoS2-like in
character and has strain characteristics akin to a natural bilayer of MoS2, where the
Γ− indirect transition of a natural MoS2 bilayer was also observed to have a higher
deformation potential compared to the direct  −  transition and a decreasing PL
intensity under tensile strain [36].

Figure 6.12: Weighted band structures obtained using DFT calculations. a,
AA stacking of MoS2/WSe2 heterobilayer, b, Superposition of band structures of
individual monolayers of MoS2 and WSe2 energy levels aligned with respect to the
vacuum level, and c, AB stacking of MoS2/WSe2 heterobilayer.

The band structure calculations also enable us to understand the effects of strain on
the band hybridization and therefore the PL intensity trends of the interlayer exciton
observed in Figure 6.5. Specifically, we presume that the oscillator strength (f: )
of this interlayer exciton transition is proportional to the MoS2 character (Z) at the
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Γ point [95], i.e., f: ∼ Z = |〈">(2 |Γ〉|2. Therefore, by assuming the oscillator
strength scaleswith theMoS2 character at theΓ point, i.e.,Δf:/f:,0 ∼ ΔZ/Z0 we can
calculate relative oscillator strength modulations by examining the band structure
wavefunction projections (weighted orbital contributions). The calculations show
an increase of band hybridization (less the MoS2 contribution) with tensile strain
(Figure 6.11a). The relative modulation in Z would be approximately -0.02/% with
strain (Figure 6.13), where the negative sign signifies a decrease in Z with tensile
strain. Similarly, we performed calculations of the band structure as a function
of interlayer spacing (Figure 6.11c) and found an increase in band hybridization
with increased interlayer distance. We calculate the relative modulation in Z to be
approximately -0.13/Åwith interlayer distance (Figure 6.13). Thus, we predict that
the relative oscillator strength and therefore the PL intensity would decrease with
both tensile strain and increased interlayer distance.

Figure 6.13: Band hybridization as a function of strain with different interlayer
distances Band hybridization factors are extracted from weighted projections of or-
bital contribution for each strain- and interlayer distance-dependent band structures.

Our theoretical calculations corroborate well with the experimental trends of PL in-
tensity observed for the interlayer exciton if we hypothesize that, (1) as tensile strain
is applied, the interlayer coupling is sufficiently strong so that the in-plane tensile
strain reduces the PL intensity due to the decrease in the oscillator strength, and (2)
as compressive strain is applied, the out-of-plane interlayer coupling is weakened,
so that the PL intensity also decreases due to the substantially reduced interlayer
coupling. Therefore, the PL intensity would likely bemaximized near the zero-strain
configuration, as we observed experimentally. These effects are depicted schemat-
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ically in Figure 6.11d and suggest that multilayer and heterobilayers TMDCs may
exhibit a positive Poisson effect where the reduced out-of-plane interlayer coupling
is always accompanied by compressive in-plane strain and vice versa. The calcu-
lated effects of larger strain values, other interlayer spacings, and different stacking
configurations on the electronic band structure are also shown in Figure 6.14, and
we find that the description given above is of general applicability for this relatively
twist-angle insensitive MoS2/WSe2 heterobilayer [95, 187].

Figure 6.14: Effects of strain, interlayer spacing, and different stacking config-
urations on the electronic band structure of MoS2/WSe2 heterobilayer system
obtained using DFT calculations. a, Transition energies as a function of uniax-
ial strain for different configurations of MoS2/WSe2 heterobilayer. b, Transition
energies for AB-stacked heterobilayer system as a function of interlayer distance
for various strains. c, Transition energies for AA-stacked heterobilayer system as
a function of interlayer distance for various strains. The insets depict the stacking
order of the heterobilayer systems considered.

6.5 Conclusion and Outlook
In summary, our findings suggest that interlayer excitons in transitionmetal dichalco-
genide heterobilayers are particularly attractive for strain engineering. Specifically,
we found that momentum-space indirect Γ −  interlayer excitons in MoS2/WSe2

heterobilayers have a deformation potential of approximately twice that of the con-
stituent intralayer excitons. In addition, we observed that the interlayer coupling
of the heterobilayer can be directly tuned in our locally strained structures. We
showed that the simultaneous modulation of the out-of-plane interlayer coupling
and the in-plane strain in our wrinkled structures can explain the non-monotonic
dependence of the interlayer exciton PL peak intensity with peak energy. More
generally, the possibility of coupling between in-plane and out-of-plane effects in
multilayered structures, akin to a Poisson effect, should be considered when strain
engineering layered 2D materials. The existence of multiple knobs that strain can
tune in the interlayer exciton system highlights the potential and promise for the next
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generation of interlayer exciton strain-based devices.

6.6 Appendix
Sample preparation via PTP assembly process
Wrinkled vdW heterostructures were fabricated via a combination of PDMS-to-
PDMS (PTP) assembly process and strain-release mechanism using a stretchable
substrate of PDMS. As the first step of the PTP dry assembly process, a monolayer
of WSe2 (HQ Graphene) is exfoliated directly on a uniaxially pre-stretched PDMS
substrate (∼120%) with a skin layer which was formed by O2 plasma treatment (Fig-
ure 6.2). This stiff skin layer on the PDMS is used to guide conformal out-of-plane
deformation (i.e., wrinkling) of the transferred vdW heterobilayer when the sub-
strate is contracted after the release of the pre-stretched PDMS. The stiff skin layer
enables an increased transfer of strain by reducing the Young’s modulus mismatch
between the PDMS and the TMDC heterobilayer [113]. Next, a monolayer of MoS2

(HQ Graphene), is mechanically exfoliated directly on a separate PDMS substrate.
Then the exfoliated monolayer MoS2/PDMS directly transfers onto the monolayer
WSe2/PDMS via a gentle, heat-assisted (∼70◦) PTP transfer stamping (Figure 6.2),
forming a vertically stacked heterostructure (Figure 6.3). Target exfoliated mono-
layers can be integrated into a heterostructure without contacting any other materials
that are essential for avoiding lithographic or etching process-induced polymeric or
solvent residues. We note that our PTP assembly process works with either com-
mercially available PDMS slabs (e.g., Gel-Pak) or home-made PDMS (Dow Inc.
Sylgard) substrates. Mechanical contraction after the release of the pre-stretched
PDMS resulted in periodic wrinkled heterobilayer. We note that the assembled
heterobilayer was constrained by a polymethylmethacrylate (PMMA) capping layer,
which acts as a clamp to prevent slippage of the heterobilayer when it conforms to
the underlying PDMS layer.

Electronic structure calculations
We performed ab initioDFT calculations for the differentMoS2 andWSe2 monolay-
ers, and MoS2/WSe2 stackings using the Vienna Ab initio simulation (VASP) pack-
age to compute the atomic electronic structures [93]. The Perdew-Burke-Ernzerhof
(PBE) exchange-correlation functional was applied [148]. We used D3 corrections
for van der Waals interactions [66, 67]. We considered ground-state band structure
as an approximate description for the optical transitions in the MoS2/WSe2 hetero-
bilayer. The ultrasoft pseudopotentials were used with a 450-eV energy cutoff in all
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simulations. The structure relaxation was performed using Gamma-point-centered
k-point of 4 × 4 × 1. All structures were fully relaxed until the force on each atom
reached less than 0.01 eV/Åand the total energy is converged within 10−6 eV. Each
unit cell consisted of 12 atoms of MoS2 as a monolayer or 12 atoms of WSe2 as
a monolayer, or both for the MoS2/WSe2 stacking. During the relaxation of the
MoS2/WSe2 stacking structure, the volume of the unit cell is kept variable to deter-
mine the optimized lattice constant and to reduce the mismatch between the MoS2

andWSe2 allowing determination of the unstrained structure. In all simulations, the
vacuum is kept at least 15 Åto avoid spurious interactions in the aperiodic direction.
Once the structures were fully relaxed and the unstrained configurations were deter-
mined, we applied strain in one of the periodic directions. After obtaining all the
relaxed configurations of the unstrained and strained structures, the band structures
were computed using a total of 90 K-points in the G-K-M-G path.

Strain tuning coefficient
We also estimated maximum strain accumulated at the crest of wrinkles by using
measured wrinkle geometry as shown in the wrinkle height profile (Figure 6.2b).
In equilibrium wrinkles, the shear traction on the interface vanishes, and thus, in-
plane membrane energy will balance the bending energy of a stiff layer, which is
MoS2/WSe2/skin layer [74]. As a consequence, with the elastic plate theory, the
maximum uniaxial tensile strain (Y) can be estimated as Y ∼ (c2Cℎ)/((1 − E2)_2)
[22, 196], where C is the thickness of the stiff layer (skin layer + flake layers), E is
the effective Poisson’s ratio, and ℎ and _ are measured wrinkle geometry of height
(crest-to-valley) and wavelength, respectively. First, we fitted our measured height
profile to a sinusoidal profile to obtain the average amplitude (∼0.44 `m, and thus
the height of ∼0.88 `m), and wavelength (∼4.36 `m) of wrinkles (Figure 6.10a).
The thickness of the formed silica skin layer was determined by X-ray reflection
analysis, which is approximately 15 nm (Figure 6.10b). The effective Poisson’s
ratio is determined based on Poisson’s ratios of MoS2 (0.125), WSe2 (0.19), and
silica skin layer (0.17). The maximum uniaxial tensile strain is then estimated as
about 0.76%. This geometry-driven estimated strain value is slightly lower than our
Raman-driven estimated strain (∼0.8%), and we attributed the discrepancy to the
use of averaged geometry values of wrinkles, where the actual height profile shows
a smaller radius of curvature at the crest compared to the fitted curve as shown in
Figure 6.10a.
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C h a p t e r 7

CONCLUSIONS AND OUTLOOK

“The first principle is that you must not fool yourself
– and you are the easiest person to fool.”

— Richard P. Feynman

In this thesis, we have demonstrated the plethora of different physics and design con-
siderations for photovoltaic systems with atomically thin active layers. Specifically,
we have demonstrated the following:

1. In Chapter 2, we laid out the theoretical framework that shows the impact
of band-edge abruptness on the efficiency potential of a photovoltaic active
layer. This analysis is applicable to all photovoltaic systems that obey the
optoelectronic reciprocity relations, which includes both atomically-thin and
conventional systems. We further discussed the role of the indirect and direct
band-edge in electronically bulk transitionmetal dichalcogenides, and showed
that materials that minimized this energetic difference had a substantially
higher efficiency potential (i.e., is much closer to its detailed balance limit).

2. In Chapter 3, we laid out the theoretical framework and experimentally
achieved near-unity absorbance in both ultrathin (∼10 nm) and atomically-
thin (∼7 Å) transition metal dichalcogenides at room temperature. In the case
of the ultrathin active layers, this unity absorbance was achieved by using loss
as a critical component of the design space. In the case of the atomically-thin
active layers, we required an impedance matching of the surface conductivity
to free space, which ultimately related the radiative and non-radiative rates of
the excitonic system. Finally, with these demonstrations of unity absorbance,
we considered theoretically the possibility of creating mulitjunction excitonic
absorbers with efficiency potentials that far surpass the single-junction limit,
which takes advantage of the van der Waals coupling in these layered mate-
rials. In a van der Waals heterostructure, the solar absorbance can further be
distributed amongst many different layers.

3. In Chapter 4, we used the optical architecture demonstrated in the previous
chapter for ultrathin unity absorbers and combined it with an electronic geom-
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etry suitable for high exciton dissociation efficiency and subsequent carrier
collection efficiency. Specifically, we demonstrated that a combination of a
MoS2-WSe2 pn heterojunction with a transparent top graphene contact would
enable both internal quantum efficiencies above 70% and external quantum
efficiencies above 50%. These values remain the highest values for this thick-
ness regime of active layers (subsequent work led by CoraWent demonstrated
internal quantum efficiencies above 90% [204]).

4. In Chapter 5, we theoretically and experimentally demonstrated the concept
of a ‘band bending junction’, a junction that separates charge carriers due
to the extent of vertical band bending. The difference in the vertical band
bending, in this case, was due to a difference in thicknesses in the active
layer. Therefore, materials that are effectively the same, i.e., with the same
quasi-particle bandgap, can separate carriers at the thickness step due to the
local symmetry breaking of the band profile.

5. In Chapter 6, we theoretically and experimentally demonstrated the strain tun-
ing of interlayer excitons in a MoS2-WSe2 heterobilayer. We demonstrated a
deformation potential of approximately 100 meV/%, which is roughly twice
that of the conventional intralayer excitons of the constitutient materials. Fur-
thermore, we postulated that an additional effect strain may have on van
der Waals heterostructures is there interlayer coupling. Therefore, van der
Waals heterostructures may have significant potential for strain engineering
applications.

Combined, these results demonstrate the exciting possibilities, physics, and different
engineering challenges that atomically-thin materials face as active layers in photo-
voltaic systems. We briefly surmise possible future directions and give an outlook
on each of the main results demonstrated in this thesis:

7.1 Outlook from Semiconductor Band Tails Work
In the analysis related to the semiconductor band tails, there are a few interesting
research directions to pursue. One aspect is to quantitatively constrain the efficiency
potential of the different TMDC systems by accurately and systematically measur-
ing their low-energy absorption coefficients and radiative efficiencies. Specifically,
we have found that the absorption coefficient at the indirect band-edge to be quite
critical to the specific efficiency penalty, and so the indirect band-edge of mate-
rials like WSe2, MoSe2, and MoTe2 should be carefully measured. To perform
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these measurements, it is possible to do them directly through a highly sensitive
absorbance measurement, such as photothermal deflection spectroscopy, fourier
transform photocurrent spectroscopy, or just typical photocurrent spectroscopy with
lock-in detection. However, a potentially critical component is that the specific
indirect band-edge absorption coefficient will likely depend on thickness. This can
be intuited from examining the effects of thickness on the bandstructure. While
this is readily evident in the one-to-seven layer regime, it likely extends for 10s of
nm, since typically quantum-well physics takes over in that regime of thickness.
Therefore, it may be important to devise an experimental method of extracting the
indirect band-edge as a function of thickness. One method to do so is purely from
photoluminescence measurements. As we know from Chapter 2, the luminescence
is a direct read-out on the absorption profile near the band-edge. Therefore, with
some careful quantitative measurements and analysis, it should be possible to use
thickness-dependent photoluminescence data to extract out the thickness-dependent
absorption coefficient of the different TMDCs.

Another research direction to pursue in regards to semiconductor band tails is exam-
ining the role of band tails in excitonic spectra and understanding their microscopic
origin. Specifically, while the Lorentzian oscillator model seems to suggest that
nearly all resonances should ‘look’ like a Lorentzian, it is well documented that
there are significant differences both on the low and high energy side of the res-
onance. On the high energy side of an excitonic resonance, at room temperature,
the spectrum should have a Boltzmann tail, which describes the occupation factor
and thermalization of excitons as they scatter with each and off the crystalline lat-
tice. On the low energy side, the dynamics of the tail are related to the excitonic
dissociation and dephasing process. Specifically, it can be shown that under the
application of an electric field, excitonic absorption resonances also exhibit a band
tail that is due to the tunneling of an electron out of its Coulomb potential with the
hole. This tunneling is exponentially suppressed, which results in an exponential
tail near the band-edge [48]. This physics is similar to that of the band tail in the
Franz-Keldysh effect, but is modified in the presence of excitons. Disorder in the
energetic landscape furthers increases this band-tailing, and gives ample opportu-
nity for the excitons to dissociate and dephase. A highly sensitive spectroscopic
technique near the excitonic absorption edge, as a function of external parameters
such as the electric field and/or temperature, may provide a lucid description of the
internal physics.
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Finally, we postulate a completely different application of semiconductor band tails,
which is to achieve low-threshold (solar-driven) lasing. In particular, it is well
known that the condition for lasing is some form of population inversion. In the
case of semiconductors, this is sometimes referred to as the Bernard-Duraffourg
condition:

Δ` = � 5= − � 5? > �6 (7.1)

In conventional solar systems, this condition is never reached since the solar fluence
is substantially lower than the injection densities required. Even in the radiative
limit, i.e., no non-radiative recombination, we have Δ` = @+>2 < �6, and is usually
several hundred millivolts away. However, we also found in Chapter 2 that this
condition is routinely satisfied at 1-sun conditions when we have semiconductor
band tails (in the radiative limit). The simple intuitive explanation for this is that the
system is akin to that of a 4-level system, which is well-studied in laser systems and
substantially relaxes the condition for population inversion by providing (1) a large
source of carriers at the high energy state (2) rapid transfer of carriers to the low
energy states (3) sufficiently long lifetimes at the low energy state. An analogous
system would be a semiconductor with a large Stokes shift between the absorption
and emission edges with near-unity radiative efficiency. This is certainly uncommon
experimentally given the typical nature of band tails and the coupling of that internal
physics to that of radiative efficiency. However, recent work in the quantum dots
literature suggests that they can act as both near-unity radiative emitters with a
sizable Stokes shift. In this case, the unity radiative efficiency is achieved by careful
surface passivation and epitaxy of the nanocrystal core-shell-ligand structure, and
the Stokes shift stems not from defective energy states, but from a type-I band
alignment between the core and the shell.

7.2 Outlook on Unity Absorbance and Cavity Coupling to Excitonic Ab-
sorbers

The work in Chapter 3 describes the methods of achieving critical coupling to active
layers of TMDCs, which results in unity absorbance. This condition can also be
intuited as a matching of radiative and non-radiative rates of the system. However,
of substantial interest is the prospect of strong coupling to the excitonic systems.
This occurs when ^ > W1, W2, where ^ describes the coupling rate constant and W1,2

describe the internal loss constant of each individual system (in this case, the two
systems are that of the exciton and of the optical cavity). When the exchange in
energy between the systems is faster than their individual decay rates, the individual
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modes hybridize and form new eigenstates of the system. While strong coupling
typically does not result in unity absorbance (as we aremoving away from the critical
coupling regime), it is of considerable interest to understand whether the presence of
exciton-polariton states affect the transport or recombination dynamics. Some of this
work has begun in the organic photovoltaics literature [139, 200], where improved
energy harvesting and modified recombination dynamics have been achieved. In
the case of layered TMDCs, the excitons are more akin to that of a Mott-Wannier
type, and therefore it’d be of interest to explore the differences and consequences of
‘strongly coupled’ photovoltaics.

Another research direction of interest is the consequences of the unity absorbance
in the monolayer excitonic absorber. Specifically, let us consider the situation where
we excite the exciton on resonance with a coherent source, e.g., a laser. In this case,
the excitons that are generated must obey momentum conservation (this is generally
true) and therefore must be generated at the intercept between the light cone and
the excitonic bandstructure in the dispersion relations. If the excitons do not scatter
strongly with phonons or other quasiparticles, they will remain precisely where
they were generated, and if they were to emit (which they would be able to do so
efficiently, by reciprocity), their angular emission profile would be exactly the same
as the angular profile of the excitation source. In other words, there is a conservation
of etendue due to the momentum conservation of the excitons, and this would yield
several hundredmillivolts in the open-circuit voltage. In otherwords, themomentum
conervation would enable natural angle restriction. This physics requires weak
interaction of the exciton with other quasiparticles (such as phonons). Equivalently,
a strong light-matter interaction (i.e., large optical absorption/emission rates) would
also significantly enhance these effects. The effects of the cavity enhances this
physics, and the main experimental difficulty would be to discriminate between the
excitation source (i.e., the laser) and emission (luminescence from the exciton),
since the energies would be quite similar near resonance. One way to do this
is to do polarization-resolved measurements, or examining the side bands of the
absorption/emission profiles and using sufficiently sharp energy filters. Another
possibility is to couple and examine the light sufficiently off-incidence.

Finally, we discuss the prospects and microscopic origin of near-unity absorbance,
reflectance, and quantum yield in monolayer TMDCs. The analysis described in
Chapter 3 show a direct relationship between the absorbance (and equivalently,
reflectance, since � = 1 − ') between the radiative and non-radiative rates of the
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exciton. It is also understood that the quantum yield of an emitter is generally given
as

QY =
WA

WA + W=A
(7.2)

Thus, we consider a few different regimes of non-radiative rates. For very low non-
radiatve rates, the sheet conductivity model predicts a large increase in reflectance
due to the admittance approaching zero. In the limit of no non-radiative recombi-
nation, Ã → −1, which is the same reflectance amplitude of a perfect mirror. This
can also be observed by analyzing the expression for reflectivity of a suspended
excitonic system, where

'(l = l4G2) =
W2
A

(WA + W=A)2
= QY2 (7.3)

In other words, the reflectance from a suspended exciton can be used to infer the
quantum yield of the system. Similarly, we understand from Chapter 3 that near-
unity absorbance occurs when WA ≈ W=A (i.e., QY ≈ 50%). Finally, we should note
that the total linewidth is typically given as W) = WA + W=A . Therefore, one would
expect that as the non-radiative rates decreases, the quantum yield increases and the
reflectance increases. This can be observed even in the dielectric lorentzian oscil-
lator model (Equation 3.1), where the decreased non-radiative rate would reduce
the scattering rate W: . These observations also correspond quite well with recent
experiments where excitons are strain tuned [7] to reduce their non-radiative scatter-
ing rates. However, while near-unity reflectance and absorbance has recently been
demonstrated by our group and others [51, 173, 208] (where the total linewidth cor-
responds quite well to specific reflectance/absorbance measured), the Javey group
has demonstrated near-unity quantum yield at room temperature with no apparent
change in the linear dielectric function [2]. This peculiar observation suggests that
the internal physics of the unity quantum yield observed by the Javey group is likely
quite different than that due to the pure radiative and non-radiative broadening of an
excitonic transition. Recent analysis from the Tisdale group has also suggested that
the unity radiative efficiency is likely not a consequence of the intrinsic properties of
the exciton, but rather a consequence of highly radiative, long lifetime trap states that
effectively protect the exciton from non-radiative recombination by capturing them
into this defect state and subsequently thermalizing the excitons back to the band-
edge [61]. WS2 may serve as a highly interesting candidate since unity absorbance
and quantum yield has been demonstrated at room temperature. Therefore, by fur-
ther varying the material’s properties with electrical gating, temperature, strain, and
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cavity coupling, it may be possible to discriminate the origin of the near-unity quan-
tum yield. If these two effects are decoupled, it may also pave way for a material that
can exhibit near-unity absorbance and quantum yield simultaneously, which would
be an ideal optoelectronic material for many applications, including photovoltaics.

7.3 Outlook onAchievingHigh-Efficiency, TMDC-based Photovoltaic Devices
In Chapter 3 and Chapter 4, we demonstrated that ultrathin TMDC active layers
can achieve both near-unity absorption and carrier collection efficiency. Therefore,
the main challenge that remains is addressing the open-circuit voltage. Aside from
circuit-level degradation of photovoltaic behavior (e.g. see section 1.1), what else
could degrade the open-circuit voltage? Furthermore, despite the low relatively low
radiative efficiency of electronically bulk TMDCs, their radiative efficencies still
have been characterized as being approximately 10−4. In other words, using the
well-known voltage penalty due to a non-radiative component (c.f. Chapter 2), we
would expect a @Δ+>2 = :1) ln(�'�) ≈ −240 meV voltage penalty. For a bandgap
of �6 ≈ 1.3 eV, the radiative limit +>2 is roughly +>2,A03 = 1.0 V. Therefore, even
accounting for the non-unity radiative efficiency, we would expect an open-circuit
voltage limit that approaches 700 mV. However, in the cells described in Chapter 4,
we have drastically lower open circuit voltages, and more generally, low open circuit
voltages has been observed throughout the literature [81]. What causes such a
discrepancy?

Themain difference between the case where the radiative efficiency is approximately
10−4 and that of the device architecture is the electronic materials that surround the
active layer. More specifically, the insulating substrates like PDMS or SiO2 that is
typically used to characterize the optical properties of TMDCs do not drastically
modify the surface recombination. However, near a metal (like that in a device),
carriers are rapidly quenched and additional surface recombination occurs at these
interface. Therefore, the open circuit voltage potential is substantially reduced
compared to the previous situation, and there is an effective decrease in the external
radiative efficiency even further. Tomitigate this issue, we explored ‘carrier selective
contacts’, i.e., large bandgap materials that are predominantly conducting for a
single carrier type (i.e., either electrons or holes). These types of contacts ‘repel’
the presence of the other charge carrier, and therefore, by reducing the overall
overlap between the electron and hole, we can significantly reduce the presence
of additional surface recombination. The situation with a dielectric like SiO2 is
one where we effectively repel carriers of both types, and so that the internal
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a b

Figure 7.1: I-V performance of a carrier selective contact device. a � − +
curves in the dark and under illumination for a Au/Ti/TiOG/WSe2/NiOG/Au device.
Inset is a cross-sectional schematic of the device under study. b Laser power-
dependent properties of the short-circuit current (blue, left) and of the open-circuit
voltage (orange, right) of the device under study. The inset is an image where the
photocurrent image (blue-white scale) and reflection image are superimposed (grey
scale), showing the region where the device was illuminated (red dot, _ = 633 nm)

luminescence is maintained but because of the lack of conductivity, no photocurrent
could be extracted in a hypothetical device with SiO2. Therefore, carrier selective
contacts require both passivation and conductivity (which would result in carrier
selectivity [142]). An examination of these carrier selective contacts is shown in
Figure 7.1, where we demonstrate open circuit voltages that approach 700 mV. In
this geometry, we utilize TiOG and NiOG as selective contact materials, whose band
diagrams are shown in Figure 7.2. This electrical geometry is optimal for blocking
carriers of the ‘wrong’ type, since the bandgap of the contact materials are so large
that the effective conductivity of the other material type approaches zero [211].
However, the overall conductivity of the contacts could be substantially improved,
as evidenced by the low short-circuit current.

The low short-circuit current observed in Figure 7.1 suggests that carefully con-
trolling the doping of these selective contacts will be important. Exploring other
materials as selective contacts may be of great interest too, borrowing specifically
from the existing literature of perovskites and organic photovoltaics [205]. It may
be of interest to use other 2D materials, such as large bandgap materials like GaS,
to create atomically-pristine van der Waals interfaces. The main challenge in every
case will be to achieve both high passivation and high carrier conductivity. How-
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Figure 7.2: X-ray photoemission spectroscopy of TiOG and NiOG . Photoemission
spectrum near the valence band-edge of a NiOG and b TiOG . Also shown is a linear
fit to the background (blue line) and the valence band (red line). The intercept can be
used to quantify the valence band edge relative to the Fermi level. Binding energies
are referenced to the Au 4f core level. c Drawn band diagram using literature values
of the work-function, electron affinity, and bandgap. � 5 − �E is taken from the
values in a and b.

ever, it is important to note that this scheme of carrier selective contacts has been
an extremely effective method of achieving near the maximum power conversion
efficiency potential of a given material (limited by the material’s optical properties,
c.f. Chapter 2) in other photovoltaic active layers, and could be applied to both
ultrathin and atomically-thin TMDC materials if successful.
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A p p e n d i x A

MICROSCOPIC PHYSICS OF EXCITONIC SYSTEMS

A.1 Formation and Dissociation of Excitons
Introduction to the 3D Hydrogenic Model for the Exciton
An exciton is a quasiparticle in condensed matter systems that was first theorized
when sharp resonances in absorption appeared below the quasiparticle bandgap.
These sharp resonances were attributed to electron-hole interactions, i.e. electron-
hole pairs were correlated with Coulomb interactions. There correlations describes
the motion and dynamics of a new quasiparticle, called an exciton. The simplest
model for an exciton is analogous to a Hydrogen atom (more precisely, positronium),
where the appropriate Hamiltonian to describe this system is given simply by(

− ℏ
2

2`
∇2 − 1

4cY0YB

42

A

)
k = �k (A.1)

where note the difference between the Hydrogen atom and the exciton in this simple
model is primarily the reduced effective mass

1
`
=

1
<∗4
+ 1
<∗
ℎ

(A.2)

and the static dielectric screening Y(. We are also at the present, not interested
in the center of mass momentum  , as the solutions are merely a plane-wave
exp(8 · A)/

√
+ with energies ℏ2 /2` and do not contribute to the main physics.

In practice, we must also consider that the static dielectric screening must be spa-
tiotemporally dependent, i.e.

YB = YB (l, :) (A.3)

to my knowledge, it is not particularly clear what the exact dependence is for this
relation, but a rough physical picture suggests that the frequencies to consider are
2c/g . l . �1/ℏ i.e. the frequencies of the dielectric should be faster than the
exciton lifetime g, or else the interactions are too slow to be of interest to renormalize
the electron-hole interaction. The highest frequency will be given by the energy of
the exciton itself, i.e. its binding energy �1. In terms of its spatial dependence, we
suspect the maximum extent will be governed by the wavefunction of the exciton,
whose natural length scale will be its Bohr radius 00. In other words, we would
expect the interactions to be interesting only for A . 00 i.e. : & 2c/00. Despite not
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knowing the exact functional dependence of YB, we shall solve for the eigenenergies
anyway assuming a constant value (or an averaged value). To do so, we note that
we can define the renormalized Rydberg energies and Bohr radius as

Ry ≡ 1
2

44`

(4cYBY0)2ℏ2 =
1
2

42
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, 00 ≡
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2

42`
(A.4)

and in these new energy and spatial units, i.e. � = nRy and G = -00, H = .00,
I = /00, A = '00, we can divide (A.1) by the Rydberg energy to yield(

−02
0∇

2 − 2
00
A

)
k = nk (A.5)

which is conveniently compatible with the dimensionless units of the Bohr radius,
i.e., (

−∇2 − 2
'

)
k = nk (A.6)

The solutions for the differential equation can now be solved in various ways, e.g.
rewriting the Laplacian into spherical coordinates, using separation of variables
and expanding in terms of spherical harmonics, Legendre polynomials, and solving
the resultant differential equation in terms of '. This mathematical analysis is not
particularly interesting, and is repeated in many textbooks - what is found is that
discrete bound states indeed exist, with energies given by the relation

n= = −
1
=2 , = = 1, 2, 3, . . . (A.7)

i.e., the solutions are exactly the same as the Hydrogen atom, with a new Rydberg
energy. Notice these energies are negative, in other words, if a free electron-hole
pair can be generated at the quasiparticle gap �6, then the excitonic absorption
occurs at ℏl = �6 − Ry/=2.

Field Dissociation of a 3D Exciton
We are now interested in the question of whether it is possible to dissociate an
exciton with an electric field �. We shall assume this field � is uniform throughout
the exciton, and is akin to the situation of a field throughout the bulk of a material.
However, this analysis represents a qualitative picture of the effects e.g. of fields at
an interface (e.g. a built-in field in a semiconductor junction). The analysis begins
similar to what is described above, in analogy to field dissociation in a Hydrogen
atom. The field modifies the Hamiltonian with an extra term(

− ℏ
2

2`
∇2 − 1

4cY0YB

42

A
− 4�II

)
k = �k (A.8)
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Figure A.1: Exciton Wavefunction under an Electric Field. Wavefunction of an
exciton in an elecric field for different electric field values (see Figure A.2) for the
corresponding electric field strength for a given color.

where we rotate the system such that the field occurs in the I direction and �I
describes the magnitude of that field. The subsequent analysis proceeds similarly to
before, where we conveniently can rewrite the Hamiltonian into excitonic units to
get (

−∇2 − 2
'
− F /

)
k = nk (A.9)

where we have defined the electric field in atomic units to be F = 4�I00/�1,0. Here,
notice that we have used the previous notion that the binding energy of the exciton is
given by the largest energy in the Rydberg series (= = 1), i.e. �1,0 = Ry. This equa-
tion, to the author’s knowledge, cannot be solved analytically. A numerical solution
can be found, however. Below, we plot in FigureA.1 the normalizedwavefunction in-
tegrated over the two other spatial dimensions |k(I, �I) |2 =

∫ ∫
|k(-,., /) |23-3.

to analyze the effects of field on the wavefunction properties. We consider a finite
difference grid with dimensions given by [−5, 5] × [−5, 5] × [−5, 5] all in excitonic
radii units. Interestingly, we find that as the field increases, the electron partially
escapes the Coulombic attraction with the hole, i.e. the exciton dissociates. To
analyze this dissociation effect, we note that if ' ≈ / , the potential for / > 0 is
maximized at / = /<0G =

√
2/�. We consider any part of the wavefunction that is

past this maximum potential effectively ionized, giving the dissociation efficiency
to be [38BB =

∫ ∞
/<0G
|k(/) |23/ . We plot this efficiency for different field strengths in
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FigureA.2: ExcitonDissociationEfficiency under anElectric Field. Dissociation
efficiency of an exciton, calculated via a tunneling probability, of an exciton in an
electric field.

Figure A.3: Exciton Binding Energy under an Electric Field. Quadratic Stark
shift effect of the 1s exciton in an electric field.

Figure A.2. Lastly, we analyze the consequences of the electric field on the binding
energy �1. We first note that for a 1s exciton that obeys spherical symmetry, there
is no preferred orientation. Therefore, to first order, we expect no field dependence.
To second order, we expect there to be a field dependence given as Δ�1 ≈ −V�2

I .
We can solve for this dependence numerically, which is plotted below in Figure A.3.
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Figure A.4: Exciton Binding Energy vs. Screening Length.Binding energy of the
exciton �1 relative to the energy difference of the first and second excited state Δ12
for a given screening length A0 in units of the Bohr radius 00. For a 2D Hydrogenic
exciton, the first excited exciton has a binding energy of 4Ry and second excited
exciton has a binding energy of (4/9)Ry. Thus, the difference in transition energies
is Δ12 = (32/9)Ry and �1/Δ12 = 9/8, which is referred to as the "2D Coulomb
Limit" in this plot. For a given screening length A0/00, it is possible to use an
experimentally measured Δ12 to deduce the binding energy of the exciton �1.

2D Keldysh Problem
Recall the Hamiltonian for a 2D Coulomb Problem, given as(

− ℏ
2

2`
∇2 − 42

4cYBn0A

)
k = �k (A.10)

Recall that there are two important definitions in this problem, given by the Rydberg
energy and Bohr radius:

Ry ≡ 1
2

44`

(4cYBY0)2ℏ2 =
1
2

42

(4cYBY0)00
, 00 ≡

4cYBY0ℏ
2

42`
(A.11)

We can define dimensionless units G = 00-, H = 00., A = 00d and � = nRy and
divide the time-independent Schrodinger equation by the Rydberg energy to get(

−ℏ
4(4cYBY0)2
44`2 ∇2 − 2(4cYBY0)ℏ2

42`

1
A

)
k = nk (A.12)

notice that the terms neatly reorganize into the bohr radius, i.e.,(
−02

0∇
2 − 2

00
A

)
k = nk (A.13)
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Rewriting the length units in terms of the bohr radius gives(
−∇2

d −
2
d

)
k = nk (A.14)

which is the Coulomb problem in excitonic units. Note that we use d to denote the
2D nature of the expression, as opposed to when we used ' for the 3D Hydrogenic
model. Let’s now see if we can do the same with the Keldysh potential, given as

+4ℎ (A) = −
c42

4cn(n0(Y1 + Y2)A0

[
�0

(
A

A0

)
− .0

(
A

A0

)]
(A.15)

which is an effective electrostatic interaction for two charges within a thin 2D
dielectric continuum [13, 29]. The screening length A0 gives a crossover length
scale between a 1/A Coulomb interaction at large separation and a weaker log(A)
interaction at small separation. To solve the binding energy problem for these 2D
excitons, we use similar analysis to above, where we can again divide by the Rydberg
energy to get

a4ℎ (A) = −
2c00

(Y1 + Y2)A0

[
�0

(
A

A0

)
− .0

(
A

A0

)]
(A.16)

rewriting in terms of dimensionless units, where A = 00d, we have(
−∇2

d −
2c00

(Y1 + Y2)A0

[
�0

(
00d

A0

)
− .0

(
00d

A0

)] )
k = nk (A.17)

which can be solved numerically by discretizing the differential equation, as before.
The solutions can be used to infer the exciton binding energy for an observed value
of Δ12, as seen in Figure A.4. Here, Δ12 = |�1 − �2 | is the energetic differences
between the first two excitons in a hydrogen-like series. Also depicted in Figure A.5
are the excitonic wavefunction solutions of the 2D Keldysh potential.
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Figure A.5: Wavefunctions of the excitons in the 2D Keldysh potential, for = =
1, 2, 3, 4 for each row, i.e. B, ?, 3, 5 -like wavefunctions. Wavefunctions are similar
to the hydrogenic model.
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A p p e n d i x B

MACROSCOPIC OPTICAL PROPERTIES OF LAYERED
STRUCTURES

B.1 Boundary conditions on Electromagnetic Fields
Let us do a brief introduction and primer on Maxwell’s equations before we go into
the scattering matrix method. The method is generically simple and only requires
us to recall Maxwell’s equations and its boundary conditions. Let’s state Maxwell’s
equations in differential form:

∇ · E =
d

n0

∇ · B = 0

∇ × E = −mB
mC

∇ × B = `0J + `0n0
mE
mC

(B.1)

which is what we normally see in introductory electromagnetism courses. Of course,
we can also state how they change in matter by using the constitutive relations

D = nE

B = `H
(B.2)

where n and ` are the dielectric permitivity and magnetic permeability respectively.
Then, we can reformulate Maxwell’s equations in a particularly simple form. More-
over, let’s take there to be no free electrical charges or source of currents, which
is usually the case when we’re considering the type of optical experiments we’re
interested in. So, Maxwell’s equations become

∇ · D = 0

∇ · B = 0

∇ × E = −mB
mC

∇ ×H =
mD
mC

(B.3)

which looks particularly simple and free of phenomenological parameters! (Of
course, this is an illusion, as they’re embedded in the D and H fields.) Then, let’s
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Figure B.1: A schematic of a Gaussian pillbox (dotted box) with height ℎ and area
� sandwiched between two materials with dielectric constant n1 and n2.

derive the boundary conditions from using Stokes’ and Gauss’s theorem:∬
(

(∇ × F) · 3A =

∮
m(

F · 3r (Stokes)∭
�

(∇ · F) 3+ =
∬
m�

F · 3A (Gauss)
(B.4)

for which we shall apply to Maxwell’s equations.

Perpendicular Components
Let’s look at the first two Maxwell’s equations in (B.3), which essentially look the
same except for what we call D and B (incidentally, because of the symmetry of
the two fields, textbooks typically stick to a basis of using either D and B or E
and H. Personally, I’ve found using E and H rather convenient and pretty). Then,
suppose we draw a Gaussian pillbox (which we shall abbreviate as G.P.) as we do
in Figure B.1 which we can use as our volume in Gauss’s theorem. Then∭

Vol(G.P.)

(∇ · D) 3+ =
∬

Surf(G.P.)

D · 3A = 0 (B.5)

In the limit as the thickness ℎ goes to 0, there must not be any contribution from
the sidewalls of the pillbox, for the flux is proportional to the area of the sidewall,
which is going to 0 as ℎ → 0. Thus, the only contribution can come from the top
and bottom areas, each with area �. If we call the direction perpendicular to the top
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and bottom surface =̂top and =̂bottom, then we have

D1 · =̂top = −D2 · =̂bottom (B.6)

where D1,2 is the displacement field in the layer with dielectric constant n1,2, respec-
tively, and we have used the fact that the surfaces have equal areas and divided them
out. However, notice that actually =̂top = −=̂bottom because the outward pointing
normals for the top and bottom surfaces are in opposite directions, so let’s just call
one of them =̂ (it doesn’t matter which one, as long as we stay consistent). Moreover,
notice that in the limit of looking at one point, there is only one normal vector at that
point and the surface looks flat in that limit. Then, the above boundary condition
holds point-by-point for all points between the two surfaces. Lastly, as we said
before, the first two Maxwell’s equations are exactly the same under interchange of
D and B. So, we have

D1 · =̂ = D2 · =̂
B1 · =̂ = B2 · =̂

(B.7)

which are our first two boundary conditions that relate the components perpendicular
to the boundary.

Parallel Components
In a very analogous way, we can derive the boundary conditions on the components
of the fields parallel to the interface. If we examine the third and fourth ofMaxwell’s
equations in (B.3), we see that they are essentially equivalent up to a redefinition:
E ↔ H and B ↔ −D. So, let us just derive the boundary conditions on, say, the
third equation. Let us draw a rectangular loop as in Figure B.2 with length ; and
height ℎ. We shall integrate over this loop and use Stokes’ equation:∮

Loop

E · 3r =
∬

Surf(Loop)

(∇ × E) · 3A

=

∬
Surf(Loop)

−mB
mC
· 3A

= −mqB
mC

(B.8)

where we have interchanged the time derivative and the surface integral and defined
the magnetic flux as qB =

∬
B · 3A. Then, notice what happens when we take

ℎ → 0. It necessarily takes qB → 0 since the magnetic flux is proportional to the
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Figure B.2: A schematic of a Gaussian loop (dotted rectangle) with height ℎ and
length ; drawn between two materials with dielectric constant n1 and n2.

area it threads. Moreover, the contribution of the line integral across the interfaces
(i.e., the sides of the rectangular loop with width ℎ) also goes to 0. Then, in this
limit, we have

E1 · ?̂top = −E2 · ?̂bottom (B.9)

where we have divided out the factor of ; associated with the length of the loop.
Again, notice that in fact ?̂top = −?̂bottom, in the limit that we also take ; → 0,
so that all wiggles of the loop are smoothed out. Thus, these parallel vectors are
actually point by point constraints on the fields, and we shall arbitrarily denote the
top surface ?̂top = ?̂. As before, we can equivalently do the same with the � field,
so that the boundary conditions on the parallel components are

E1 · ?̂ = E2 · ?̂
H1 · ?̂ = H2 · ?̂

(B.10)

Using E and H as our basis fields, we shall then summarize the boundary conditions
using the constitutive relations in (B.2) and write things in a more succinct form:

(n1E1 − n2E2) · =̂ = 0

(E1 − E2) × =̂ = 0

(`1H1 − `2H2) · =̂ = 0

(H1 −H2) × =̂ = 0

(B.11)

which are boundary conditions on the E and H fields! As a reminder, =̂ is a unit
vector normal to the interface between n1 and n2.



188

B.2 Optical Waves in Homogenous Media
The motion of the wave must come from some wave equation, which we shall
derive now. Let’s begin with Maxwell’s equations, which governs any classical
electro-magnetic interaction:

∇ · D = d 5

∇ · B = 0

∇ × E = −mB
mC

∇ ×H = J 5 +
mD
mC

(B.12)

where we shall use the bold-face of letters to refer to things that act like vectors
(e.g. D,B) and non bold-faced things act like scalars (e.g. d 5 ). At the moment we
are interested in getting a wave equation for the electric and magnetic field. Our
previous math courses have taught us that the generic wave equation looks like

m2 5

mG2 =
1
E2
m2 5

mC2
(B.13)

because any function of the form 5 (G ± EC) solves the PDE (partial differential
equation). You can check this by inserting this back above, but more specifically,
"waving" functions like sin(G ± EC), cos(G ± EC), and exp(8(G ± EC)) also satisfy the
wave equation, as you can easily see. With this in mind, let’s find the wave equation
for electromagnetic waves. Let’s focus first on the electric field (we shall show that
this is generally much stronger than the magnetic field in a moment):

∇ × (∇ × E) = −∇ × mB
mC

= − m
mC
(∇ × B)

= −`0
m

mC

(
J 5 +

mD
mC

)
(assuming non-magnetic materials, i.e., B = `0H)

(B.14)

where in the last line, we use the constitutive relation between B and H, i.e. B =

`0H +M, where the magnetization M → 0 for non-magnetic materials. We shall
also assume that some Ohm’s law holds, that is, the current is proportional to the
electric field applied (i.e., J 5 = fE). Electrical engineers usually write this as
+ = �', but this expression says the same thing. We may also use the constitutive
relation for theD-field, i.e., D = n0E+P. Here, P plays the role of polarizability, i.e.,
the amount of polarization that is induced from some external electric field (could
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be static or an AC-field). We shall not assume any form for P for now. Inserting
these expressions into above, we finally arrive at

∇ × ∇ × E = −`0f
mE
mC
− 1
22
m2E
mC2
− `0

m2P
mC2

(B.15)

where we have also used the fact that `0n0 = 1/22, with 2 being the speed of light.
This is the equation we’ve been seeking! While being admittedly complex looking,
equation (B.15) simplifies to the wave-equation (B.13) referred to above in 1D, and
if we take f → 0, and P → 0. In fact the curls are a more general expression
for the wave equation, if we do some further manipulation of the curls and use the
first Maxwell as well, but we will ignore this for now. What we do know is that
the presence of pure material properties (i.e., f and P) modify the wave equation
to be something slightly different. So the waves could move differently in matter,
compared to vacuum. Let’s figure this out. In the wave equation above, we have yet
to specify how P relates to E. We shall focus our attention to a class of materials
that are specified as linear materials. That is, they obey

P = n0jE (B.16)

and as you can see, they are referred to as linear because they are linear with E.
There are non-linear materials that obey % ∼ j(2)�2, but those are challenging
equations to deal with and linear optics describes most of the world around us. So,
(B.15) is now completely in terms of E, which is still unknown. j is sometimes
referred to as the electric susceptibility.

Like every differential equation, they can more or less only be solved if you know the
solution already (or re-write the problem into something you know how to solve).
So, let’s assume we know the solution is actually a plane wave:

E = E0 exp(8(k · r − lC)) (B.17)

This expression is referred to a plane-wave because for a given time C′, k · r defines
a plane with normal vector k. Exponentials also turn out to be a great function,
because from Fourier math we know that this is a good basis function that can be
expanded into any other wave-form (i.e., exponentials form a complete basis set).
Thus, our results can be applied to any wave, and not just this simple plane-wave.
Let’s see what we find if we insert this plane-wave into our wave-equation. We get

− k × k × E0 = −`0f(−8l)E0 −
(−8l)2
22 nAE0 (B.18)
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where we have divided out the exponential factor because that can never be 0, and
we have defined nA = 1 + j. Let’s further simplify this expression by using the
well-known "back of the cab" rule (A×B×C = B · (A ·C) −C · (A ·B)). This gives

:2 = 8f`0l + nA
l2

22 (B.19)

where we have used the fact that k · E0 = 0 for a plane-wave and that |k| ≡ : .
This expression describes the relationship between : and l, for a given set of
material parameters. We can redefine another parameter that encapsulates all the
other parameters as

:2 = Y2><?;4G
l2

22 (B.20)

where
Y2><?;4G = nA +

8f

n0l
≡ Y1 + 8Y2 (B.21)

This equation describes the complex dielectric constant (which we will, from this
point forward, refer to as Y ≡ Y2><?;4G for brevity) as some component that has some
real response nA but that f is related to the imaginary part of this dielectric constant
(which we shall soon find out is related to loss). Let us further define a constant that
is useful to us, i.e.,

= ≡
√
Y (B.22)

so that : = l=/2 and that = ≡ [ + 8^. This constant = will be referred to as the
complex refractive index, and either this quantity or the complex dielectric constant
is enough to describe the optical response of almost every material. These two
quantities can be related to each other with the following:

Y1 = [
2 − ^2, [ =

√
|Y | + Y1

2

Y2 = 2[^, ^ =

√
|Y | − Y1

2

(B.23)

where |Y | =
√
Y2

1 + Y
2
2.

Let’s briefly examine how the real and imaginary parts of = relate to the plane wave
expression that we used earlier to arrive at these properties. In other words, let’s
insert the : into the plane-wave expression:

E = E0 exp
(
8

(l
2
([ + 8^)G − lC

))
= E0︸︷︷︸

initial amplitude

exp
(
8
l[

2

(
G − 2

[
C

))
︸                   ︷︷                   ︸

travelling wave

exp
(
−l^
2
G

)
︸        ︷︷        ︸

decaying amplitude

(B.24)



191

and notice that there are three components. The first term E0 is just the initial
amplitude of the wave, where-as the second term describes a traveling wave moving
at velocity 2/[. The last term describes a decaying amplitude term that has a 1/4
distance of 2/(l^). Since we are typically interested in intensities (which go as the
field squared), a common definition for the decay rate is

U =
2l^
2

(B.25)

where the factor of 2 comes from squaring, and U refers to the absorption coefficient
of a material, in units of 1/length. We finally have arrived at the two contributions
of the complex refractive index, i.e. = modifies the speed of the wave, whereas ^
describes the decay of the wave.

In summary, = or equivalently, Y completely describes the linear optical response of
any material. In general, ^ and Y2 both describe loss/absorption within a material,
whereas [ describes the speed and refractive properties of the wave.
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B.3 Transfer Matrix Method for Layered Media

Figure B.3: Schematic of a one-dimensional stack consisting of # layers. The
arrows represent the reflected and transmitted electromagnetic waves in each layer.

We assume a problem definition similar to what’s shown in Figure B.3. That is,
we have an electromagnetic plane wave propagating in the I direction towards a
one-dimensional stack of # layers. We shall assume the materials are isotropic,
nonmagnetic, and linear. The electric field in the 9 th layer is then given by

� 9 (I) = � 948@ 9 I + � 94−8@ 9 I (B.26)

where @ 9 is the wavevector in the 9 th layer and is given by @ 9 = 2c= 9/_ = 2c([ 9 +
8^ 9 )/_. Thus, the optical response of the materials in encapsulated in the wavevector
of the field. � 9 and � 9 are the field amplitudes of the forward and backward
propagating waves, respectively. By Fourier’s theorem, we can simply assume a
monochromatic wave is incident on the stack i.e. � (I, C) = � (I)4−8lC and assume
the same for the H field. Faraday’s law in Maxwell’s equations then gives

� (I) =
@ 9

l`0

(
� 94

8@ 9 I − � 94−8@ 9 I
)

(B.27)

where we have assumed the material stack is composed of non-magnetic materials
(i.e.`A = 1). Since the electric and magnetic fields are in a plane perpendicular to
the direction of propagation, the relevant boundary conditions are the ones parallel
to an interface. Maxwell’s curl equations are

∇ × E = −mB
mC

∇ ×H = J 5 +
mD
mC

(B.28)
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and in the absence of a sheet current we must then have that the parallel components
of E and H fields are continuous at the boundary. Between the 9 th and 9 + 1th layer
(i.e. at I 9 in Figure B.3), this implies a condition on the field amplitudes:

� 94
8@ 9 I8 + � 94−8@ 9 I 9 = � 9+148@ 9+1I 9 + � 9+14−8@ 9+1I 9

@ 9
(
� 94

8@ 9 I 9 − � 94−8@ 9 I 9
)
= @ 9+1

(
� 9+14

8@ 9+1I 9 − � 9+14−8@ 9+1I 9
) (B.29)

which allows us to form matrices(
48@ 9 I 9 4−8@ 9 I 9

@ 94
8@ 9 I 9 −@ 94−8@ 9 I 9

) (
� 9

� 9

)
=

(
48@ 9+1I8 4−8@ 9+1I 9

@ 9+148@ 9+1I 9 −@ 9+14−8@ 9+1I 9

) (
� 9+1

� 9+1

)
(B.30)

Note that in (B.30) we can rewrite it as(
1 1
@ 9 −@ 9

)
︸       ︷︷       ︸

" 9

(
48@ 9 I 9 0

0 4−8@ 9 I 9

)
︸              ︷︷              ︸

% 9 , 9

(
� 9

� 9

)
=

(
1 1
@ 9+1 −@ 9+1

)
︸            ︷︷            ︸

" 9+1

(
48@ 9+1I 9 0

0 4−8@ 9+1I 9

)
︸                  ︷︷                  ︸

% 9+1, 9

(
� 9+1

� 9+1

)

(B.31)

so if we now take "−1
9
" 9+1, we have(
� 9

� 9

)
= %−1

9 , 9"
−1
9 " 9+1% 9+1,8

(
� 9+1

� 9+1

)
(B.32)

Now, let us define an interface matrix � 9 , 9+1 = "−1
9
" 9+1 which, calculating explic-

itly, gives us

� 9 , 9+1 = "
−1
9 " 9+1 =

1
−2@ 9

(
−@ 9 −1
−@ 9 1

) (
1 1
@ 9+1 −@ 9+1

)
=

1
2@ 9

(
@ 9 + @ 9+1 @ 9 − @ 9+1
@ 9 − @ 9+1 @ 9 + @ 9+1

)
=

1
C 9 , 9+1

(
1 A 9 , 9+1

A 9 , 9+1 1

) (B.33)

where, in the last step, we have factored out a @ 9 + @ 9+1 from the entire matrix and
have defined

C 9 , 9+1 ≡
2@ 9

@ 9 + @ 9+1
, A 9 , 9+1 ≡

@ 9 − @ 9+1
@ 9 + @ 9+1

(B.34)

Therefore, in total we have(
� 9

� 9

)
= %−1

9 , 9 � 9 , 9+1% 9+1, 9

(
� 9+1

� 9+1

)
(B.35)
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Acting recursively, we have(
� 9+1

� 9+1

)
= %−1

9+1, 9+1� 9+1, 9+2% 9+2, 9+1

(
� 9+2

� 9+2

)
(B.36)

so that (
� 9

� 9

)
= %−1

9 , 9 � 9 , 9+1% 9+1, 9%
−1
9+1, 9+1� 9+1, 9+2% 9+2, 9+1

(
� 9+2

� 9+2

)
(B.37)

Now notice what % 9+1, 9%−1
9+1, 9+1 gives you, i.e.,

% 9+1, 9%
−1
9+1, 9+1 =

(
48@ 9+1I 9 0

0 4−8@ 9+1I 9

) (
4−8@ 9+1I 9+1 0

0 48@ 9+1I 9+1

)
=

(
4−8@ 9+1 (I 9+1−I 9 ) 0

0 48@ 9+1 (I 9+1−I 9 )

)
(B.38)

Note that I 9 refer to the actual coordinates. We can define the 9 th layer as having
some thickness C 9+1 ≡ I 9+1 − I 9 . Thus,

! 9+1 ≡ % 9+1, 9%−1
9+1,8+1 =

(
4−8@ 9+1C 9+1 0

0 48@ 9+1C 9+1

)
(B.39)

In total then we have(
� 9

� 9

)
= %−1

9 , 9 � 9 , 9+1! 9+1� 9+1, 9+2% 9+2, 9+1

(
� 9+2

� 9+2

)
(B.40)

If we do this now # times and begin at 0, it’s clear we have

%0,0

(
�0

�0

)
︸     ︷︷     ︸

�0

= �0,1!1�1,2!2�2,3 · · · !#−1�#−1,#︸                                     ︷︷                                     ︸
(

%#,#−1

(
�#

�#

)
︸          ︷︷          ︸

�#

(B.41)

where we define �+
9
as the right moving wave and �−

9
as the left moving wave, in

the total � field, � 9 = �+9 + �−9 . Thus,(
�+0
�−0

)
= (

(
�+
#

�−
#

)
(B.42)

where

( =
©«
#−1∏
9=1

� 9−1, 9! 9
ª®¬ �#−1,# (B.43)
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where successive terms are multiplied to the right of the previous terms. We can
now easily define other terms that are interesting by looking at the elements of (.
That is,

�+0 = (11�
+
# + (12�

−
#

�−0 = (21�
+
# + (22�

−
#

(B.44)

and enforce that �−
#
= 0, since there is no left-propagating wave at the end of the

stack. In this scenario, we can calculate the reflection and transmission amplitudes
as

A =
�−0
�+0

=
(21
(11

, C =
�+
#

�+0
=

1
(11

(B.45)

which can be simply found by examining at the elements of (.

Accounting for Sheet Conductors at the Interface
We consider an infinitesimally thin sheet conductor at the 9 th interface, e.g. in the
case of a 2D material. The conductivity induces a current with an electric field
given by Ohm’s law J = fEX(I − I 9 ). By inserting this current in (B.28), we have
a new boundary condition for the �-field at the interface:

� 9 (I 9 ) = � 9+1(I 9 ) + f� (I 9 ) (B.46)

which gives a new set of conditions when including the electric field continuity:

� 94
8@ 9 I 9 + � 94−8@ 9 I 9 = � 9+148@ 9+1I 9 + � 9+14−8@ 9+1I 9

@ 9
(
� 94

8@ 9 I 9 − � 94−8@ 9 I 9
)
= @ 9+1

(
� 9+14

8@ 9+1I 9 − � 9+14−8@ 9+1I 9
)

+ l`0f
(
� 9+14

8@ 9+1I 9 + � 9+14−8@ 9+1I 9
) (B.47)

where note that the additional � (I 9 ) term in the �-field boundary condition can be
evaluated in either material, because of the continuity of the electric field. The 9 th
transfer matrix with a sheet conductor at I 9 is then renormalized to(

1 1
@ 9 −@ 9

)
︸       ︷︷       ︸

" 9

(
48@ 9 I 9 0

0 4−8@ 9 I 9

)
︸              ︷︷              ︸

% 9 , 9

(
� 9

� 9

)

=

(
1 1

@ 9+1 + l`0f −@ 9+1 + l`0f

)
︸                                    ︷︷                                    ︸

" 9+1

(
48@ 9+1I 9 0

0 4−8@ 9+1I 9

)
︸                  ︷︷                  ︸

% 9+1, 9

(
� 9+1

� 9+1

)
(B.48)
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and the interface matrix � 9 , 9+1 becomes modified to

�f9, 9+1 =
1

C 9 , 9+1

(
1 + (/0f)/(= 9 + = 9+1) A 9 , 9+1 + (/0f)/(= 9 + = 9+1)

A 9 , 9+1 − (/0f)/(= 9 + = 9+1) 1 − (/0f)/(= 9 + = 9+1)

)
(B.49)

where
C 9 , 9+1 ≡

2@ 9
@ 9 + @ 9+1

, A 9 , 9+1 ≡
@ 9 − @ 9+1
@ 9 + @ 9+1

(B.50)

as usual, /0 is the impedance of free space, and = 9 = [ 9 + 8^ 9 is the refractive index
in the 9 th layer. The procedure for calculating reflection and transmittance of a
one-dimensional stack is then the same as above, except replacing � 9 , 9+1 with �f9, 9+1
whenever there is sheet conductor at the 9 th interface.

Absorption within a Layer
To examine the optical losses and therefore optoelectronic losses in a given system,
one would like to decompose the fraction of absorption going into various layers in
a given stack. To do so, recall that the time-averaged power density absorbed by a
lossy non-magnetic medium is given by

〈&〉 = 1
2
lY′′|E(I) |2 (B.51)

where the factor of 1/2 comes from time averaging the power in a harmonic and
we have explicitly assumed one-dimensionality, so E is only a function of I. The
incident power flux is given by the usual equation

� =
1
2
2[0Y0 |E0 |2 (B.52)

so that the fraction of absorption going into an individual layer is given by

Abs 9 =

∫ I 9

I 9−1
〈&〉 3I

�
=
[ 9U 9

[0

∫ I 9

I 9−1

��� 9 ��24−U 9 I + |�8 |24+U 9 I + 2 Re
{
� 9�

∗
94
8

4c[ 9
_
I

}
3I

(B.53)
where [ 9 is the real part of the refractive index in the 9 th layer and U 9 ≡ 4c^ 9/_ is
the absorption coefficient of the 9 th material. Here, the field amplitudes � 9 and � 9
are the normalized field amplitudes, which can be calculated explicitly by taking(

�0

�0

)
=

(
1
A

)
(B.54)

and calculating the =th amplitudes by using(
�=

�=

)
= �=−1�=−2 · · · �0

(
1
A

)
(B.55)
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Note that A is explicitly found by using the full transfer matrix. To summarize,
one can calculate the reflection amplitude A by calculating �total. After finding this
value, the same set of transfer matrices �8 can be used to find the field amplitudes in
the 8th material. Explicitly evaluating the expression in (B.53) gives the fraction of
absorption in the 8th layer.

Similarly, for calculating the absorption going into a sheet conductor (e.g. a mono-
layer of graphene), we use the power flux dissipated by a conductor

∫
Re(E∗ · J)3I

and using the form for the current density in an infinitesimally thin material
(J = 1

2fEX(I − I8)), we have

Absf =

∫
Re(E∗ · fEX(I − I8))3I

�

=
Re(f)
2[0Y0

[
|�8 |24−U8I8 + |�8 |24+U8I8 + 2 Re

{
�8�

∗
8 4
8

4c[8
_
I8
}] (B.56)

where note that, again, we can use the electric field of the 8th or 8 + 1th material for
which the sheet conductor is sandwiched between, as the electric field is continuous
across the boundary and therefore the values are equivalent.
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B.4 Lorentz Oscillator Model
Let’s consider a damped harmonic oscillator as a canonical example for the motion
of a bound electron-hole pair in a semiconductor (i.e., an exciton). The equation of
motion for this system is given from Newton’s equations as

< ¥G + 2<W ¤G + <l2
0G = 4E (B.57)

where ¤G is the first time derivative of the position G,l0 is the characteristic frequency
of oscillation, and W describes the damping of the oscillation in terms of Ohmic
losses. We’ll see the factor of 2 here as simplifying our definitions later on. E is
the electric field driving our electron-hole pair. Often we are dealing with harmonic
signals, i.e.,

E(C) = E(l) exp(−8lC) (B.58)

and we can take as an ansatz that the motion also follows the same harmonic motion

G(C) = G(l) exp(−8lC) (B.59)

so that the above equation of motion becomes

− <l2G(l) + 2<W(−8lG(l)) + <l2
0G(l) = 4E(l) (B.60)

where we have divided out the time dependence, exp(−8lC). Solving for G(l)/E(l)
yields

G(l)
E(l) =

−4

<

(
l2 − l2

0 + 82Wl
) (B.61)

and if we recall the linear polarization response is given as

% = Y0jE (B.62)

with the polarization being the average dipole moment per unit volume, i.e. % =
`= = 4G=, where ` defines the average dipole moment per unit volume, = is the
density of electrons, and G is the displsacement of the electrons. Clearly, we can
solve for j as

j =
%

Y0E
=
=4

Y0

G

E = −
=42

<Y0

1
l2 − l2

0 + 82Wl
(B.63)

Let us define l2
>B2 ≡ =42/(<Y0) as being some measure of the natural strength of

j(l), which has units of frequency. Thus, we have

j(l) =
l2
>B2

l2
0 − l2 − 82Wl

(B.64)
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which is the Lorentzian oscillator model (occasionally, oscillator strength is written
as the parameter 5>B2 = l2

>B2, 2W → W, and l0 is the characteristic oscillator
frequency. It is important to note that this model obeys Kramer-Kronig consistency,
i.e., obeys causality, which comes from the physical nature of the model we are
solving.

Note also that we can rewrite the denominator by expanding as

l2 − l2
0 + 82Wl = l

2 − l2
0 + 82Wl + W

2 − W2 = (l + 8W)2 − (l2
0 − W

2) (B.65)

which, if we define a new frequency l′20 = l2
0 − W

2, then the expression is of the
form 02 − 12, where 0 = l + 8W and 1 = l′0. Recall furthermore we can perform a
partial fraction decomposition,

1
02 − 12 =

1
21

(
1

0 − 1 −
1

0 + 1

)
(B.66)

which allows us to rewrite our expression for j finally as

j(l) = −
l2
>B2

2l′0

(
1

l − l′0 + 8W
− 1
l + l′0 + 8W

)
(B.67)

which is optical susceptibility of a damped harmonic oscillator in separated partial
fractions. In order to further simplify this expression, we will consider the fairly
realistic scenario wherel0 � W and that we are mostly interested in the contribution
from the resonant contribution, i.e.,l ∼ l0. In this case, the susceptibility simplifies
as

j(l) = −
l2
>B2

2l0

1
l − l0 + 8W

≡ j' (l) + 8j� (l) (B.68)

which is the equation of a Lorentzian. Let us look more specifically at the real and
imaginary parts, given as

j' (l) = −
l2
>B2

2l0

l − l0

(l − l0)2 + W2 , j� (l) =
l2
>B2

2l0

W

(l − l0)2 + W2 (B.69)

We are now interested in looking at the susceptibility of an 2D exciton. We shall
assume that it can be well modeled as a Lorentzian oscillator, giving a similar form
to the one above. Here, however, we shall use the fact that l2

>B2/2 → 2WA/(3),
where WA describes the radiative rate of the exciton decay, which is a measure of
its oscillator strength, 2 is the speed of light, and 3 is the thickness of the material.
Furthermore, we shall take W → W=A/2 as the damping coefficient, to finally yield

j(l) = − 2

l03

WA

l − l0 + 8W=A/2
(B.70)
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which is the susceptibility of an excitonic material, parametrized as a Lorentzian1.
Note here that l0 here refers to the exciton energy. Furthermore, we have derived
an expression where

Y2><?;4G = nA +
8f

n0l
(B.71)

where for a 2D excitonic material, we have f = f2�/3 and assuming a single
resonance in the entire dielectric spectrum, we have nA = n∞ → 1. Thus,

f2� (l) = −8n0l3j(l) (B.72)

where, defining /0 = 1/(2n0) = 2`0 =
√
`0/n0 = 4U/�0, where U = 42/0/(2ℎ) is

the fine structure constant and �0 = 242/ℎ is the conductance quantum. /0 is the
impedance of free space. Thus, we finally have

f2� (l) =
1
/0

l

l0

8WA

l − l0 + 8W=A/2
(B.73)

On resonance, note that

R [f2� (l)] =
2
/0

WA

W=A
, I [f2� (l)] = 0 (B.74)

B.5 Reflection, Transmission, and Absorption of a 2D exciton
Let us consider a 2D excitonic system that is parametrized as a sheet conductor with
an optical conductivity given as

f2� (l) =
1
/0

l

l0

8WA

l − l0 + 8W=A/2
(B.75)

notice that this sheet conductivity expression describes the optical response of the
exciton, and has terms that are directly dependent on WA and W=A . Thus, in terms of
the optical response of the 2D exciton, we would certainly expect it to depend on
WA and W=A . We shall find that for the absorbance of a 2D exciton, optimizing the
relative ratio of the radiative and non-radiative decay rate can be used to maximize
the absorption in a given geometry.

Suspended 2D Exciton
We are now interested in analyzing what is the reflection, transmission, and absorp-
tion of the 2D exciton suspended in vacuum. In an earlier section we derived the

1A much more thorough derivation is shown in [24, 173] for the form of the above expression.
Here, we simply motivate the form of the expression by showing the Lorentzian oscillator model.
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scattering and transfer matrices when we have a sheet conductor between interface
9 and 9 + 1. The interface matrix is given as

�f9, 9+1 =
1

C 9 , 9+1

(
1 + (/0f)/(= 9 + = 9+1) A 9 , 9+1 + (/0f)/(= 9 + = 9+1)

A 9 , 9+1 − (/0f)/(= 9 + = 9+1) 1 − (/0f)/(= 9 + = 9+1)

)
(B.76)

where A 9 , 9+1 and C 9 , 9+1 are the Fresnel coefficients for the interface. Since we are
considering a sheet conductor suspended in air, we have that =1 = =2 = 1 and
( = �1,2, so that A1,2 = 0 and C1,2 = 1. This drastically simplifies our expressions,
and inserting in the 2D sheet conductivity from above, we have for the scattering
matrix:

(2� �G28C>= =

(
1 + /0f2�/2 /0f2�/2
−/0f2�/2 1 − /0f2�/2

)
(B.77)

from which we can readily read off the reflectance and transmittance as

' = |A |2 =
����(21
(11

����2 = ����− /0f2�
2 + /0f2�

����2, ) = |C |2 =
���� 1
(11

����2 = ���� 2
2 + /0f2�

����2 (B.78)

Note that we are interested in how these expressions look as l → l0, i.e. we
are operating near resonance. The sheet conductivity then approaches f2� →
2WA/(/0W=A), resulting in the reflection and transmission coefficients:

'(l0) =
W2
A

(W=A + WA)2
, ) (l0) =

W2
=A

(W=A + WA)2
(B.79)

as well as the absorbance

�(l0) = 1 − ) (l0) − '(l0) =
2WAW=A
(W=A + WA)2

(B.80)

Examining this expression for absorbance, we examine what occurs for a fixed WA .
As W=A → 0, the absorbance goes to 0. In the other limit, as W=A →∞, we also have
absorbance going to 0. Therefore, if a value of W=A maximizes the absorption, it
must be some value in between. A simple derivative test shows that this maximum
occurs when WA = W=A , yielding an absorbance of 50%. In some ways this maximum
absorption value is intuitively obvious: a suspended exciton is a symmetric two port
system where only one of the ports is utilized. Thus, illumination from one side of
this two port system will only ever reach 50% absorption at its maximum [150].

The absorbance spectrum of this free-standing system can be calculated explicitly.
Consider the scenario where l ≈ l0 � WA , W=A . In this case, the sheet conductivity
is given by

f2� (l) =
1
/0

8WA

l − l0 + 8W=A/2
(B.81)
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and the corresponding reflectance given as

A = − 8WA

2(l − l0 + 8W=A/2) + 8WA
=⇒ ' =

W2
A

4(l − l0)2 + (WA + W=A)2
(B.82)

with transmittance given by

C =
2(l − l0 + 8W=A/2)

2(l − l0 + 8W=A/2) + 8WA
=⇒ ) =

4(l − l0)2 + W2
=A

4(l − l0)2 + (WA + W=A)2
(B.83)

so that the absorbance is given as

� =
2WAW=A

4(l − l0)2 + (WA + W=A)2
(B.84)

2D Exciton with a single mirror
It is clear that from the above analysis, the simplest method of reaching near-unity
absorbance is to remove the additional port for which no light is being coupled
through. This can be done with a mirror. Consider now the situation where we have
an ideal 2D exciton with a single mirror a certain distance 3 away from the exciton.
This mirror will be parametrized by an interface reflection A23 and transmission
amplitude C23. The analysis continues similar to the above case, except now we have
a more complicated scattering matrix in this air/exciton/air/mirror system:

( = �f1,2!2�2,3 (B.85)

where

�f1,2 =

(
1 + /0f/2 /0f/2
−/0f/2 1 − /0f/2

)
!2 =

(
exp(−8@3) 0

0 exp(8@3)

)
�2,3 =

1
C23

(
1 A23

A23 1

) (B.86)

where we have implicitly taken =1 = =2 = 1, so that A12 = 0 and C12 = 1. We have
not specified A23 or C23 yet, but we will soon. @ = 2c/_ and 3 is the spacing from
the exciton and the back mirror. Multiplying the matrices together and examining
the reflection amplitude gives us the expression:

A =
− /0f

2 [A23 exp(28@3) + 1] + A23 exp(28@3)
/0f

2 [A23 exp(28@3) + 1] + 1
(B.87)
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Note that if we now consider a perfect mirror on the back, we would expect A23 = −1.
This is because a perfect mirror would cause a null in the electric field at the surface
of the mirror, and the reflected wave would be opposite in sign. Moreover, if the
exciton was placed exactly at 3 = _/4, our reflectivity would be modified to:

A =
1 − /0f

1 + /0f
(B.88)

where the absorbance, � = 1 − |A |2(note that ) = 0 since a perfect metal forces
C23 = 0) is therefore maximized when /0f = 1. This occurs for example, when
l = l0 and therefore f(l0)/0 = 2WA/W=A . Thus, perfect absorption in this case
requires 2WA = W=A . Notice for a fixed WA , themirror has now reduced the required W=A
to achieve this critical coupling by now a factor of two! Moreover, the absorbance
can now reach a value of 100%, and this is from removing the superfluous port with
the back mirror.

2D Exciton in an arbitrary photonic structure
We consider now a slightly different problem of a 2D excitonic absorber in an arbi-
trary photonic environment. We know fromMaxwell’s equations that the absorbance
within the layer is still given by

�2� �G28C>= =
Re(f)
2[0Y0

|� (G0, H0, I0) |2

|�0 |2
(B.89)

where, considering the incidentmedium to be vacuumor air, [0 → 1 and 2Y0 = 1//0

is the impedance of free space. Therefore,

�2� �G28C>= = /0 Re(f) |� (G0, H0, I0) |2

|�0 |2
=

l

2l0

WAW=A

(l − l0)2 + (W=A/2)2
|� (G0, H0, I0) |2

|�0 |2
(B.90)

Considering now the situation where l → l0, i.e., we operate at the excitonic
resonance, we have:

�(l0) =
2WA
W=A

|� (l0, G0, H0, I0) |2

|�0 |2
(B.91)

We now make the ansatz that we can engineer the electric field intensities to be
sufficiently high such that the absorption reaches its maximum value, i.e., �(l0) =
�0 (in many cases, �0 can approach 1). In this case, this optimum is therefore
reached when

W=A = 2
|� (l0, G0, H0, I0) |2

|�0 |2
WA (B.92)
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where the electric field intensity enhancement is proportional to the LDOS and
therefore the Purcell factor. Thus, this physics is akin to one where we increase the
radiative rate of emitters by placing them in a photonic structure. Here, it is clear
that a similar enhancement in LDOS would also “effectively increase” the radiative
rate, although there are slightly different multiplicative factors that differentiate the
two factors. Nonetheless, we can define W=A = �?,01BWA , where �?,01B is a constant
that determines the relative W=A and WA to achieve perfect absorption. Notice that the
WA defined so far is that of an exciton suspended in vacuum. Thus, it is possible to
interpret a new radiative rate W′A = �?,01BWA as the radiative rate of the exciton within
a photonic medium that is modified compared to its native counterpart.
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A p p e n d i x C

THERMODYNAMICS CONSIDERATIONS OF PHOTOVOLTAIC
SYSTEMS

C.1 Derivation of Blackbody Radiation
The well-known and universal blackbody radiation expression is given by the ex-
pression

(�� (�)3� =
2c
ℎ322

�2

exp(�/:)) − 1
3� (C.1)

where (�� (�)3� describes the spectral flux of photons emitted by a blackbody in a
given spectral window 3� . Let us derive this expression from first principles. First,
let us consider the occupation factor of a photon, given by

5�� (�) =
1

exp(�/:)) − 1
(C.2)

This expression says that if a photon has some energy � , the probability of it being
occupied is given by 5�� (�). Interestingly, this probability appears to tend towards
infinity at low energies, which represents the fact that when many particles interact
with one another, they prefer to occupy the lowest energy available state. Moreover,
bosons are particles with symmetric wavefunctions, i.e., their wavefunctions can be
arbitrarily exchanged with one another with no penalty. This allows them to occupy
the same states as one another.

To understand where this factor comes from, consider we have some small system
� nearby some thermal reservoir �′, where � � �′. We are now interested in
understanding the probability %A of finding the system in a particular microstate A
of energy �A . Assuming the system � interacts weakly with the thermal reservoir
�′, it is possible to consider their energies as separate and additive. Therefore, by
conservation of energy, we have:

�A + �′ = �0 (C.3)

where �0 is some fixed constant. Thus, if � has some energy �A , it must be the
case that the reservoir �′ has energy �0 − �A . Therefore, if � is in one definite
microstate A, then the total number of possible states of the combined system is
Ω′(�′ = �0 − �A). Here, Ω′ is a function for system �′ that describes the number of
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states are available for a given energy �′. According to the fundamental statistical
postulate, the probability of occurrence for system � in state A is proportional to the
total number of possible configurations where � can be in state A, which is given by

%A = �
′Ω′(�0 − �A) (C.4)

here, �′ is just a proportional constant that can be calculated by normalizing %A ,
i.e.

∑
A %A = 1. Let us now use the assumption that � is much smaller than �′.

Therefore, the energies of a particular microstate of �, i.e. A, would have energies
�A � �0. It is therefore possible to expand the function ln(Ω′), which varies slowly
as a function of �′. That is,

ln(Ω′(�0 − �A)) ≈ ln(Ω′(�0)) −
m ln(Ω′)
m�′

����
� ′=�0

�A (C.5)

Note that
m ln(Ω′)
m�′

����
� ′=�0

= V (C.6)

where V is a constant independent of the system energy �A . This constant turns out
to be exactly the inverse of the thermal energy. It is straightforward to see this by
considering the definition of entropy (, given by

( = : ln(Ω) (C.7)

where Ω is the number of microstates and : is the Boltzmann constant. Recall the
thermodynamic definition of temperature is given by

1
)
=
m(

m�
(C.8)

Thus, it follows that
m ln(Ω′)
m�′

����
� ′=�0

= V =
1
:)

(C.9)

Inserting this into (C.5) and solving for Ω′, we have

Ω′(�0 − �A) = Ω′(�0) exp(−V�A) (C.10)

where Ω′(�0) is a constant independent of the microstate A . Thus,

%A = � exp(−V�A) (C.11)

where � is again a normalization constant given by � = 1/(∑A exp(−V�A)). This
derivation is quite general and applies to all systems that are small compared to a
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thermal reservoir �′. Knowing this fundamental probability relation with this ex-
ponential dependence, it is possible to calculate many macroscopic thermodynamic
quantities of a given system. For example, the average energy of a system �̄ would
be given as

�̄ =

∑
A �A exp(−V�A)∑
A exp(−V�A)

(C.12)

where it is useful to define a function called the partition function

/ =
∑
A

exp(−V�A) (C.13)

because thermodynamic quantities like the average energy can be calculated from
this partition function as

�̄ = − 1
/

m/

mV
= −m ln(/)

mV
(C.14)

We are now interested in calculating the occupation factor for a photon. To do so,
let us assume we have a gas of photons that can be treated as identical particles in
equilibrium at the temperature ) . We shall also assume they are weakly interacting,
so that the if each energetic photon state nA is occupied by =A number of photons,
then the total energy for a given configuration ' is given as

�' =
∑
A

=AnA (C.15)

Therefore, supposewe are interested in the average number of photons =B that occupy
some energetic state nB. This number is given by

=̄B =

∑
' =B%'∑
' %'

(C.16)

where %' = exp(−V�') describes the probability of the entire system of gas photons
to be in some specific state '. To perform this calculation, we notice that we can
separate the terms out in the exponential, i.e.,

=̄B =

[∑
=B
=B exp(−V=BnB)

] [∑
=1,=2,··· exp(−V(=1n1 + =2n2 + · · · ))

][∑
=B

exp(−V=BnB)
] [∑

=1,=2,··· exp(−V(=1n1 + =2n2 + · · · ))
] (C.17)

where the second exponential on the right is a sum over all =A except =B, which has
been factored out. Note that these sums are identical on the top and bottom, because
=A can assume any non-negative integer value =A = 0, 1, 2, 3 for each A. Therefore,
we have

=̄B =

∑
=B
=B exp(−V=BnB)∑
=B

exp(−V=BnB)
(C.18)
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This calculation can be easily done by noting that

=̄B = −
1
V

m

mnB
ln

(∑
=B

exp(−V=BnB)
)
= −1

V

m

mnB
ln

(
1

1 − exp(−VnB)

)
(C.19)

where the sum was computed using the geometric series,
∑
= G

= = 1/(1 − G), which
is true as long as G = exp(−V=BnB) < 1, i.e., the energies are positive. Since this is
true, we finally have for the average photon occupation factor:

=̄B = −
1
V
(1 − exp(−VnB))

[
− V exp(−VnB)
(1 − exp(−VnB))2

]
=

exp(−VnB)
1 − exp(−VnB)

(C.20)

therefore, finally, we have for the occupation factor of a given energy state nB:

=̄B =
1

exp(VnB) − 1
(C.21)

the subscript B can be dropped since our analysis applies to any energetic state nB.
Thus, the occupation factor is

5�� (�) =
1

exp(�/:)) − 1
(C.22)

where 5�� (�) is a renaming of the average number of photons =̄B, i.e., the Bose-
Einstein occupation factor, and describes the average number of bosons (in this case,
photons), that occupy a state with energy � .

To finally derive the blackbody distribution, we realize that if we have a perfectly
black absorber/emitter, the photons should be able to couple to every available
mode of free space dE (�), with an occupation factor given by 5�� (�). The photons
have a velocity given by the speed of light 2, and the hypothetical spectrum can
be considered in the limit of having perfect mirrors that surround the blackbody
emitter, so that thermal equilibrium is achieved. If we were able to peak through the
perfect mirrors with an infinitesimally small hole, the blackbody radiation through
that surface would be given as

(�� (�)3� =
1
4
2dE (�) 5�� (�)3� (C.23)

where dE (�)3� is the density of photonic states in vacuum for an energy bandwidth
3� when surrounded by these perfect mirrors, and the factor of 4 comes from
examining the relative amount of volumetric flux assuming a Lambertian surface,
i.e., ∫ c/2

0 cos(\) sin(\)3\
∫ 2c

0 3q∫ c

0 sin(\)3\
∫ 2c

0 3q
=

1
4

(C.24)
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This expression is analogous to the current density of electrons, i.e., � = @=E, if
we take the density of photons =W =

∫
dE (�) 5�� (�)3� . In the current density

expression, @ is the fundamental unit of charge, = is the density of electrons, and E is
the velocity of charge carriers. To calculate this density of photonic states, assume
we are in an isotropic environment (specifically, vacuum) with perfect mirrors that
surround a 3D box of length ! and therefore a volume of + = !3. The size of
the box will turn out to not be important when we normalize and take ! to be
large. A parallelpiped analysis will not change the results, since the volumes will be
normalized away anyway. The perfect mirrors, as mentioned before, are necessary
for the blackbody emitter to reach thermal equilibrium, otherwise, electromagnetic
radiation would actually cool the emitter. In this case, waves will propagate to the
edges of the box and can be approximated as plane waves, which has wavevectors of

:8,= =
=c

!
(C.25)

where = is an integer, as enforced by the boundary conditions of the system, and
8 = G, H, I. Therefore, the spacing in :-space for this isotropic systemwould be given
as

Δ:8 =
c

!
(C.26)

Now consider the situation where we are interested in the number of possible states
with a given : =

∑
8

√
:2
8
, where : is the magnitude of the wavevector. What is the

density of available states in :-space for a given :? What is dE (:)3:? To answer
this question, let us first try to calculate the total number of states :′ < : . This is
given as

# (:′ < :) = Volume with radius :
Volumetric spacing for each : point

= 2 × 4
3
c:3 × !3

(2c)3
=

1
3c2 :

3+

(C.27)
This total number of states has a factor of 2 because each : point can actually have
two states, given by the two polarizations of light. Thus, we can calculate the density
of states dE (:) (states per unit volume per unit :) can be simply calculated as

dE (:) =
1
+

3#

3:
=
:2

c2 (C.28)

Finally, to convert this expression to a density of electronic states, i.e. dE (�), we
simply have to use the dispersion relation of the photon in this environment, i.e., as

� = ℏl = ℏ2: (C.29)
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Thus,

dE (:)3: = dE (�)3� =
1
c2

�2

(ℏ2)3
3� (C.30)

Using finally the fact that ℏ = ℎ/(2c), we have

(�� (�)3� =
1
4
2dE (�) 5�� (�)3� =

2c
ℎ322

�2

exp(�/:)) − 1
3� (C.31)

This expression is the well-known blackbody radiation, which was derived in the
limit of considering only far-field radiation with a uniform density of states (i.e., in
vacuum). The derivation of the photon gas also requires that a single temperature
) characterizes the entire system of photons, and that this system is in thermal
equilibrium. This characterizes the emission from a surface.

Consider there is a probability of emission given by 4(�) and a probability of
absorption 0(�) that characterizes the emission and absorption of a photon of
energy � for a given surface. It is clear that under thermal equilibrium, the net flux
through the surface must be exactly equal, i.e.,∫

[0(�) − 4(�)] (�� (�)3� = 0 (C.32)

Since it is possible to construe a system with a wavelength selective mirror, this
balance must actually occur at each wavelength to achieve thermal equilibrium.
Thus, we must have

0(�) = 4(�) (C.33)

C.2 The Chemical Potential of a Photon
We are now interested in considering the spontaneous emission rate of a semicon-
ductor, which is seemingly a different phenomena compared to thermal radiation.
While thermal radiation is known to give broad and dim spectra and is known to
be due to the thermal shaking of atoms, the spontaneous emission from a semicon-
ductor is relatively bright, narrow in bandwidth, and is due to electronic interband
transitions. What separates the two phenomena and can they be related?

Let us first consider a similar situation to what we considered in a blackbody emitter,
where a homogeneous semiconductor is surrounded by a perfectly reflecting wall.
The total number of occupied electrons in the conduction band is given by the usual
expression

=(�) = 6(�) 5 (�) = 62 (�) 54 (�) = 62 (�)
1

exp
(
(� − � 5 ,=)/:)

)
+ 1

(C.34)
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where 62 (�) is the density of electronic states at the conduction band and 5 (�) is
the Fermi-Dirac occupation factor. A similar expression is true for occupied holes
in the valence band, i.e.,

?(�) = 6(�) (1 − 5 (�)) = 6E (�) 5ℎ (�) = 6E (�)
1

exp
(
−(� − � 5 ,?)/:)

)
+ 1
(C.35)

Note that � 5 ,= and � 5 ,? are referred to as the electron and hole quasi-Fermi levels.
In assigning a single chemical potential and temperature ) to all the electrons/holes,
we take into account the rapid chemical equilibrium achieved between carrier-carrier
interaction within a given conduction/valence band, as well as the thermal equilib-
rium between the carriers and the lattice which acts as a thermal reservoir. This
analysis is similar to derivation above for the Boltzmann factor %A = exp(−V�A).

Notice also that generation and recombination results in a pair-wise formation of
electrons and holes, and the flux of absorption and emission processes must be
balanced in the perfect cavity to achieve thermal equilibrium. The absorption rate
per unit volume per photon energy interval A0 (�) can be written as

A0 (ℏl) = =W (ℏl)×∫ ∞

0
" (�4, �ℎ, ℏl)62 (�4) (1− 54 (�4))6E (�ℎ) (1− 5ℎ (�ℎ))X(ℏl−(�4−�ℎ))3�43�ℎ

(C.36)

where " (�4, �ℎ, ℏl) is the transition matrix element and describes the relative rate
of an electron with energy �4 and hole with energy �ℎ to couple with a photon
with energy ℏl. The density of photons is given as =W (ℏl). The delta function
X(ℏl − (�4 − �ℎ)) conserves the energy of the transition, which can be integrated
to give the condition ℏl = �4 − �ℎ. The expressions 1 − 5 9 (� 9 ) describes the fact
that absorption of photons requires unoccupied states. Thus, integrating the delta
function gives

A0 (ℏl) = =W (ℏl)
∫ ∞

0
" (�ℎ, ℏl)62 (�ℎ+ℏl)6E (�ℎ) (1− 54 (�ℎ+ℏl)) (1− 5ℎ (�ℎ))3�ℎ

(C.37)
We can drop the subscript ℎ, since it is just an integration variable. Therefore,

A0 (ℏl) = =W (ℏl)
∫ ∞

0
" (�, ℏl)62 (� + ℏl)6E (�) (1− 54 (� + ℏl)) (1− 5ℎ (�))3�

(C.38)
We can derive a similar expression for a stimulated emission process, where an
electron transitions from an excited state �4 to a lower energy state �ℎ. This process
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is stimulated by the density of photons =W (ℏl), and is therefore a time-reversal
process to absorption. It requires an occupied electron and hole in the conduction
and valence band. In other words,

ABC (ℏl) = =W (ℏl)
∫ ∞

0
" (�, ℏl)62 (� + ℏl)6E (�) 54 (� + ℏl) 5ℎ (�)3� (C.39)

Finally, we have the spontaneous emission rate AB? (ℏl), which does not depend
on the density of photons in the cavity, but by the density of available photonic
states in the semiconductor dB (ℏl). It has a similar form to the stimulated emission
otherwise:

AB? (ℏl) = dB (ℏl)
∫ ∞

0
" (�, ℏl)62 (� + ℏl)6E (�) 54 (� + ℏl) 5ℎ (�)3� (C.40)

where we have already derived from above that

dE (ℏl)3 (ℏl) =
(ℏl)2
c2(ℏ2)3

3 (ℏl) (C.41)

Note in our derivation that we made use that the speed of light was 2. In a
semiconductor with refractive index =A , the speed of light would decrease to 2/=A .
Therefore, the density of photonic states in a semiconductor is given by

dB (ℏl)3 (ℏl) =
=3
A (ℏl)2

c2(ℏ2)3
3 (ℏl) (C.42)

We now know that these rates must balance in steady state, so that

A0 − ABC − AB? = 0 (C.43)

It is therefore possible to solve for the photon density within this perfect cavity,
given by =W (ℏl). Solving for it gives

=W (ℏl) = dB (ℏl)×∫ ∞
0 " (�, ℏl)62 (� + ℏl)6E (�) 54 (� + ℏl) 5ℎ (�)3�∫ ∞

0 " (�, ℏl)62 (� + ℏl)6E (�) 54 (� + ℏl) 5ℎ (�)
[
(1− 54 (�+ℏl)) (1− 5ℎ (�))

54 (�+ℏl) 5ℎ (�) − 1
]
3�

(C.44)

The term in the brackets can be dramatically simplified if written out, it is given as[
(1 − 54 (� + ℏl)) (1 − 5ℎ (�))

54 (� + ℏl) 5ℎ (�)
−1

]
=

[
(1 − 54 (� + ℏl)) (1 − 5ℎ (�)) − 54 (� + ℏl) 5ℎ (�)

54 (� + ℏl) 5ℎ (�)

]
(C.45)
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which can be simplified further as[
(1 − 54 (� + ℏl)) (1 − 5ℎ (�)) − 54 (� + ℏl) 5ℎ (�)

54 (� + ℏl) 5ℎ (�)

]
=

1 − 54 (� + ℏl) − 5ℎ (�)
54 (� + ℏl) 5ℎ (�)

=
1 − 54 (� + ℏl)
54 (� + ℏl) 5ℎ (�)

− 1
54 (� + ℏl)

=
1

54 (� + ℏl)

[
1 − 54 (� + ℏl)

5ℎ (�)
− 1

]
(C.46)

where we can further simplify the term within the brackets as[
1 − 54 (� + ℏl)

5ℎ (�)
− 1

]
=

exp
(
−(� − � 5 ,?)/:)

)
+ 1

exp
(
−(� + ℏl − � 5 ,=)/:)

)
+ 1
− 1

=
exp

(
−(� − � 5 ,?)/:)

)
− exp

(
−(� + ℏl − � 5 ,=)/:)

)
exp

(
−(� + ℏl − � 5 ,=)/:)

)
+ 1

=
exp

(
(ℏl − � 5 ,= + � 5 ,?)/:)

)
− 1

1 + exp
(
(� + ℏl − � 5 ,=)/:)

)
=

[
54 (� + ℏl)

] [
exp

(
(ℏl − (� 5 ,= − � 5 ,?))/:)

)
− 1

]
(C.47)

therefore combining the terms and referring to equation (C.45), we have[
(1 − 54 (� + ℏl)) (1 − 5ℎ (�))

54 (� + ℏl) 5ℎ (�)
− 1

]
=

[
exp((ℏl − Δ`)/:)) − 1

]
(C.48)

where we define Δ` = � 5 ,= − � 5 ,? as the quasi-Fermi level splitting. Interestingly,
this simplified term of (C.45) results in a term that is independent of � , which
allows equation (C.44) to be dramatically simplified by taking the �-independent
term outside of the integral:

=W (ℏl) =
dB (ℏl)

exp((ℏl − Δ`)/:)) − 1
(C.49)

where this term is independent of the properties of the semiconductor, except through
the quasi-Fermi level splitting. Therefore, since the electron-hole generation and
recombination reach an equilibrium with the population of photons, it is appropriate
to define a chemical potential for the photons, `W = Δ` = � 5 ,= − � 5 ,?, so that the
density of photons can be written as

=W (ℏl, `W) =
dB (ℏl)

exp
(
(ℏl − `W)/:)

)
− 1

(C.50)
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This expression is of general validity, since the details of the system, such as the
transition matrix elements, drop out in the derivation.

Knowing this density of photons =W, it is possible to define an absorption coefficient
U(ℏl) given by

A0 − ABC = U(ℏl) 9W = U(ℏl)=W
2

=A
(C.51)

where 2/=A is the velocity of light within a semiconductor with index =A , which
results in a photon flux of 9W. By examining the earlier definitions for A0 and ABC , we
arrive at

U(ℏl) = =A
2

[ ∫ ∞

0
" (�, ℏl)62 (� + ℏl)6E (�) [1 − 54 (� + ℏl) − 5ℎ (�)] 3�

]
(C.52)

Furthermore equation (C.51) relates the absorption coefficient to the spontaneous
emission rate because, in equilibrium, we have A0 − ABC = AB?, which we used earlier.
Therefore,

AB? (ℏl) =
=2
A

c2ℏ322
(ℏl)2U(ℏl)

exp
(
(ℏl − `W)/:)

)
− 1

(C.53)

Using again the fact that ℏ = ℎ/(2c), we can rewrite this expression as

AB? (ℏl) =
(
4=2

A

)
2c
ℎ322

(ℏl)2U(ℏl)
exp

(
(ℏl − `W)/:)

)
− 1

(C.54)

which is the blackbody spectrum modified by a factor of 4=2
AU(ℏl) because we

are looking at the internal volumetric emission rate inside a semiconductor, and
the chemical potential of the photon `W = � 5 ,= − � 5 ,? is used here to describe the
non-equilibrium (but steady-state) nature of the process.

C.3 The Validity of a Thermalized Population as the Major Contribution to
Photoluminescence Under Steady State Excitation

There is a general picture in semiconductor optoelectronics that quasi-fermi levels
can form given enough carrier thermalization and electron-electron interactions.
Let’s be a bit more rigorous and see when this is true, and how much of lumines-
cence may occur from non-thermalized carriers. Let’s considered a coupled set of
equations governed by different rates:

m=

mC
= � − =

g44
− =

gA03,=

m=44

mC
=
=

g44
− =44
g4?
− =44

gA03,44

m=4?

mC
=
=44

g4?
−

=4?

gA03,4?

(C.55)
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Figure C.1: Schematic depiction of the relative timescales relevant to electron-
electron scattering (equilibration), electron-phonon coupling (thermalization), and
electron-hole recombination. Adapted from Y. Takeda et al., 2014

where = corresponds to the electron population that follows the same spectral de-
pendence as the excitation, =44 is the population of carriers that have undergone
electron-electron interactions, i.e. follows a Fermi-Dirac distribution, and =4? is the
population of electrons that have undergone both electron-electron interactions and
subsequently thermalized with the lattice through electron-phonon interactions. The
coupled equations can be solved algebraicly under steady state conditions, wheere
mC = 0. Thus, the first expression is simply:

= = �g4 5 5 ,1, where
1

g4 5 5 ,1
=

1
g44
+ 1
gA03,=

. (C.56)

This allows solutions to the second expression rather simply, yielding

=44 =
�g4 5 5 ,1

g44
g4 5 5 ,2, where

1
g4 5 5 ,2

=
1
g4?
+ 1
gA03,44

(C.57)

and finally, the last population can be solved as

=4? = gA03,4?
�g4 5 5 ,1g4 5 5 ,2

g44g4?
(C.58)

Each population can contribute to the average photoluminescence rate with the
population density scaled by their respective radiative rates, i.e.

AB? =
=

gA03,=
+ =44

gA03,44
+

=4?

gA03,4?
(C.59)

To understand the fraction of luminescence from the different electron populations,
all we have to do is examine the relative rates. To see if the majority of the
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luminescence comes from electrons that have gone through both electron-electron
and electron-phonon coupling, we can analyze their relative luminescence rates.
Comparing for the completely uncoupled population:

AB?,4?

AB?,=
=
=4?

=

gA03,=

gA03,4?
=
gA03,=

gA03,4?

gA03,4?g4 5 5 ,2

g44g4?
=
gA03,=g4 5 5 ,2

g44g4?
(C.60)

Note that if g4? � gA03,44, g4 5 5 ,2 ≈ g4?, and thus the ratio becomes gA03,=/g44.
Clearly, if we assume that g44 � gA03,=, AB?,4?/AB?,= � 1. Comparing the popula-
tions for those that have and have not gone through electron-phonon coupling, we
arrive at a somewhat similar expression:

AB?,4?

AB?,44
=
=4?

=44

gA03,44

gA03,4?
=
gA03,4?

g4?

gA03,44

gA03,4?
� 1 (C.61)

where the last equality comes from the fact that we have already assumed that
g4? � gA03,44. In conclusion, it is clear that the majority of the luminescence
comes from carriers that completely thermalized to their respective band-edges.
For somewhat realistic values of for example, gA03 ∼ =B (we have assumed all the
radiative lifetimes from the different subpopulations to be the same, for simplicity)
and for g44 ∼ 5 B and g4? ∼ ?B, we have the ratios:

AB?,4?

AB?,=
∼ 106,

AB?,4?

AB?,44
∼ 103 (C.62)

With more realistic numbers, it is clear that the other populations contribute very
little to the observed steady state luminescence. However, in some nanostructured
and exotic systems, we have gA03 ∼ g4? ∼ ?B. In this case, non-thermalized ("hot")
carriers can play a large role to the luminescence observed, while still obeying
Fermi-Dirac statistics.

C.4 The Validity of A Single Quasi-Fermi Level to Describe Carriers Occu-
pying Multiple Energy Levels

The analysis above suggests that given sufficient electron-electron coupling and the
relative types of electron populations, the majority of the observed photolumines-
cence should occur from the thermalized carriers in steady state. However, our
analysis a priori does not suggest that a single quasi Fermi level is sufficient to de-
scribe all the electrons in the band. To do so, we develop a three-level system model
which has energies �1, �2, �3 and =1, =2, =3 number of electrons occupying each
level, respectively. The total number of available states per level will be denoted
as #1, #2, #3. Consider the situation where there are a total of = = =1 + =2 + =3.
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Assuming these are all the states that are involved, we shall make the reasonable
assumption that turning on the light does not change the total number of electrons
=, i.e.,

3=

3C
= 0 (C.63)

We shall also assume that photogeneration only couples to one of the states, e.g. �1.
Thus, the coupled rate equations in this scenario become

3=1
3C

= −:13=1(#3 − =3) + :31(#1 − =1)=3 − :12=1(#2 − =2) + :21(#1 − =1)=2 +  (#1 − =1)=3

3=2
3C

= −:23=2(#3 − =3) + :32(#2 − =2)=3 + :12=1(#2 − =2) − :21(#1 − =1)=2

3=3
3C

= −
(
3=1
3C
+ 3=2
3C

)
(C.64)

note that the expressions are in a bi-linear form, i.e., they depend on both the
occupation of filled states =8 transitioning to unoccupied states # 9 − = 9 with some
rate constant :8 9 that describes the relative coupling. These forms are bi-linear due
to the fact that we assume they obey Fermi-Dirac statistics, thus, in equilibrium, we
have =8 = =0

8
and that

=0
8 = #8 5

0
8 (C.65)

where 8 = 1, 2, 3 and
5 0
8 =

1

1 + exp
(
�8−��
:)

) (C.66)

note that in equilibrium, a single �� is sufficient to describe the equilibrium popu-
lation distribution. We also note that in equilibrium, all reactions must have zero
net rate i.e. there is no net flow of carriers from one state �8 to another � 9 . That is,
we have

:8 9=
0
8 (# 9 − =0

9 ) = : 98=0
9 (#8 − =0

8 ) (C.67)

Thus, there is an intimate relationship between :8 9 and : 98. To see this relationship,
we use our above definitions for the equilibrium carrier populations, so that

: 98 = :8 9

(
5 0
8

1 − 5 0
8

) (
1 − 5 0

9

5 0
9

)
(C.68)

and since
5 0
8

1 − 5 0
8

= exp
(
−
�8 − � 5
:)

)
(C.69)
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we have that (
5 0
8

1 − 5 0
8

) (
1 − 5 0

9

5 0
9

)
= exp

(
−
�8 − � 9
:)

)
(C.70)

For compactness, let us define �8 9 ≡ exp
(
−(�8 − � 9 )/:)

)
so that : 98 = :8 9 �8 9 . Let

us now consider the possibility that we may be out of equilibrium. We first assume
that the carriers continue to have Fermi-Dirac statistics in this situation, where

=8 = #8 58 (C.71)

but now each energy level may have its own Fermi level, which we define as a
quasi-Fermi level. That is,

58 ≡
1

1 + exp
(
�8−� 58
:)

) (C.72)

so that the coupled rate equation can be written as

3=1
3C

= − :13#1#3 [ 51(1 − 53) − �13 53(1 − 51)]

− :12#1#2 [ 51(1 − 52) − �12 52(1 − 51)]
+  #1#3 53(1 − 51)

3=2
3C

= − :23#2#3 [ 52(1 − 53) − �23 53(1 − 52)]

+ :12#1#2 [ 51(1 − 52) − �12 52(1 − 51)]
3=3
3C

= −
(
3=1
3C
+ 3=2
3C

)
(C.73)

and we now consider the situation where steady state (i.e. not equilibrium) can
occur, where

3=1
3C

=
3=2
3C

=
3=3
3C

= 0 (C.74)

Consider now the population of carriers in �2 in steady state (3=2/3C = 0), where

51(1 − 52) − �12 52(1 − 51)
52(1 − 53) − �23 53(1 − 52)

=
:23#3
:12#1

(C.75)

We now consider some relative values for the scales of the interactions. First, the
denominator of the left hand side is at most 1, since 58 (1 − 5 9 ) ≤ 1 and �23 < 1 if
�2 > �3. Let us now consider the right-hand sidewhere :12 � :23, i.e. the coupling
between states �1 and �2 is much higher than that between �2 and �3. This, for
example, would be the scenario in most semiconductors where :12 corresponds to
intraband interactions whereas :23 would correspond to interband interactions. In
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this scenario, :12 � :23 and therefore the right-hand side is much less than 1 if
#1 ≈ #3 (which we shall assume). Thus, the numerator of the left-hand side must
be close to vanishing, and if it were to completely vanish, we would have:(

51
1 − 51

)
= �12

(
52

1 − 52

)
(C.76)

Notice that if we insert out definitions for the quasi-Fermi levels, as defined above,
we would then have

exp
(
−
�1 − � 51
:)

)
= exp

(
−�1 − �2

:)

)
exp

(
−
�2 − � 52
:)

)
=⇒ � 51 = � 52 (C.77)

This important result says that if the rate of scattering between levels ismuch greater
than the transition rate between either level to a third level, then the two levels will
have almost the same fractional occupancy, or alternatively, the same quasi-Fermi
level. Now, let’s see how different the quasi-Fermi levels can be if it were not
vanishing:

51(1 − 52) − �12 52(1 − 51) =
(
:23#3
:12#1

)
[ 52(1 − 53) − �23 53(1 − 52)] (C.78)

and then dividing by (1 − 51) (1 − 52), we have(
51

1 − 51

)
− �12

(
52

1 − 52

)
=

(
:23#3
:12#1

) [(
52

1 − 52

) (
1 − 53
1 − 51

)
− �23

(
53

1 − 51

)]
(C.79)

and further simplifying gives us

1
�12

(
1 − 52
52

) (
51

1 − 51

)
− 1 =

(
:23#3
:12#1

) [
1
�12

(
1 − 53
1 − 51

)
− �23
�12

(
1 − 52
52

) (
53

1 − 51

)]
(C.80)

note that the left-hand side simplifies to exp
(
(� 51 − � 52)/:)

)
− 1. Thus,

� 51−� 52 = :) ln
(
1 +

(
:23#3
:12#1

) [
1
�12

(
1 − 53
1 − 51

)
− �23
�12

(
1 − 52
52

) (
53

1 − 51

)] )
(C.81)

Using the same assumptions as before, we something of the form ln(1 + G) for small
G, thus, if G � 1, � 51 − � 52 � :) . For other situations where this assumption of
:12 and :23 is not true, we can explicitly calculate the difference between the two
energies. Note also that �12 also shows up as a common multiplicative factor, as
well as occupation factors like 1− 51. Thus, it is important to remember that resonant
excitation into a specific energy or sufficiently large enough energy separations (e.g.
if �1 − �2 & :)), we may also have substantially different quasi-Fermi levels.
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A p p e n d i x D

COMPUTER CODE

Listing D.1: Modified Detailed Balance Code for Band Tails
1 f u n c t i o n SubGap_Rec i p r o c i t yDe t a i l e dBa l a n c e_v8
2 % De t a i l e d b a l a n c e a n a l y s i s o f band −edge sh a r pn e s s ,
3 % p a r ame t r i z e d by a g e n e r a l band −edge s h a r p n e s s p a r ame t e r ( gam ) i n t h e

a b s o r p t i o n
4 % c o e f f i c i e n t , w i th an e x p o n e n t i a l f a l l − o f f r a i s e d t o some power ( t h e t a ) ,
5 % wi th band f i l l i n g p a r ame t r i z e d s imp ly by t anh ( ( E−qV) / ( 4∗ kbT ) )
6 %
7 % Wr i t t e n by Joeson Wong
8 % Las t upda t ed on Oc tobe r 17 , 2019 .
9 %
10 % Wr i t t e n f o r MATLAB 2018A. Requ i r e s Curve F i t t i n g Toolbox and Pane l
11 % f u n c t i o n
12 % ( h t t p s : / /www. mathworks . com / m a t l a b c e n t r a l / f i l e e x c h a n g e /20003 − pane l )
13
14 c l e a r a l l ; c l o s e a l l ; c l c ;
15
16 % check i f mod i f i ed a b s o r p t i o n t a b l e ma t r i x i s a v a i l a b l e
17 i f fopen ( ' Gtab l e . mat ' ) == −1 % f i l e n ame i s no t a v a i l a b l e
18 d i s p ( ' f i l e named " G t ab l e . mat " no t found . P r e s s any key t o beg in

c a l c u l a t i o n o f G t ab l e ' ) ;
19 pause ;
20 d i s p ( ' Ca l c u l a t i n g G t ab l e . . . ' ) ;
21
22 % Gene r a t e Gvals f o r t a b l e look up , on ly need t o do t h i s once
23 t h e t a l a b e l s = [ 1 , 5 / 4 , 3 / 2 , 2 ] ; % t y p i c a l t h e t a s o f i n t e r e s t , can change

t h i s f o r o t h e r t h e t a
24 x l a b e l s = −5000 : 0 . 01 : 5000 ;
25 Gvals = z e r o s ( l e n g t h ( t h e t a l a b e l s ) , l e n g t h ( x l a b e l s ) ) ;
26 t i c ;
27 f o r i = 1 : l e n g t h ( t h e t a l a b e l s )
28 f o r j = 1 : l e n g t h ( x l a b e l s )
29 Gvals ( i , j ) = G( x l a b e l s ( j ) , t h e t a l a b e l s ( i ) ) ;
30 end
31 end
32 t o c ; % d i s p l a y t o t a l t ime i t t ook t o c a l c u l a t e
33
34 f i g u r e ; % d i s p l a y Gvals , make s u r e i t has enough nume r i c a l a c cu r a cy ( esp .

sma l l v a l u e s )
35 semi logy ( x l a b e l s , Gvals ( 1 , : ) , x l a b e l s , Gvals ( 2 , : ) , x l a b e l s , Gvals ( 3 , : ) ,

x l a b e l s , Gvals ( 4 , : ) ) ;
36 save ( ' Gtab l e . mat ' , ' Gvals ' , ' x l a b e l s ' , ' t h e t a l a b e l s ' ) ;
37
38 % make a s t r u c t u r e l a b e l l e d a s i m i l a r t o i f I had j u s t opened t h e f i l e ,
39 % f o r r unn i ng r e s t o f code
40 a . Gvals = Gvals ;
41 a . x l a b e l s = x l a b e l s ;
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42 a . t h e t a l a b e l s = t h e t a l a b e l s ;
43 d i s p ( ' Gtab l e c a l c u l a t e d , p r e s s any key t o s t a r t subgap a n a l y s i s ' ) ;
44 pause ;
45 e l s e % open d a t a f i l e f o r G, i f i t e x i s t s
46 a = open ( ' Gtab l e . mat ' ) ;
47 d i s p ( ' P o s s i b l e G t ab l e found , p r e s s any key t o s t a r t subgap a n a l y s i s ' ) ;
48 % pause ;
49 end
50 d i s p ( ' S t a r t i n g subgap a n a l y s i s . . . ' ) ;
51
52 %% De f i n i t i o n s
53
54 % d e f i n e p h y s i c a l c o n s t a n t s
55 e = 1.6021766208 e −19; % [C] , f undamen t a l ch a r ge
56 Fsun = 2 .16 e−5∗ p i ; % h em i s p h e r i c a l a n g u l a r range , sun (1 / 46000 f a c t o r f o r

c o n c e n t r a t i o n )
57 F c e l l = p i ; % emi s s i on g e ome t r i c a l f a c t o r , c e l l
58 h = 6.62607004 e −34/ e ; % [ eV− s ] , P lanck ' s c o n s t a n t
59 c = 299792458; % [m/ s ] , speed of l i g h t
60 k = 1.38064852 e −23/ e ; % [ eV /K] , Boltzmann ' s c o n s t a n t
61 Tsun = 5760 ; % [ Ke lv in ] , Tempera tu r e o f Sun , f o r f u l l b l ack −body e x p r e s s i o n
62 T c e l l = 300 ; % [ Ke lv in ] , Tempera tu r e o f C e l l
63 E2 l am_ f a c t o r = 1 .23984193∗1 e −6; % conv e r s i o n f a c t o r be tween ene rgy [ eV ] t o

wave l eng t h s [m] , E [ eV ] = E2 l am_ f a c t o r . / lambda [m]
64 numTol = 1e −1;
65 r e lV a l = 1 ;
66
67 % Load So l a r Spectrum , use f o r c a l c u l a t i n g SQ l i m i t
68 ASTMG173_filename = 'ASTMG173 . x l s x ' ;
69 s h e e t = 'SMARTS2 ' ;
70 xlRange = [ 'A ' , ' 3 ' , ' : ' , 'D ' , ' 2004 ' ] ;
71 o u t d o o r _ d a t a = x l s r e a d ( ASTMG173_filename , s h e e t , xlRange , ' b a s i c ' ) ;
72 l ambda_ou tdoo r = ou t d o o r _ d a t a ( : , 1 ) ∗1e−9 ; % [m]
73 AM0 = ou t d o o r _ d a t a ( : , 2 ) / 1 e −9; % [W/m^3]
74 AM15G = ou t d o o r _ d a t a ( : , 3 ) / 1 e −9; % [W/m^3]
75 AM15D = ou t d o o r _ d a t a ( : , 4 ) / 1 e −9; % [W/m^3]
76
77 % Def ine ene rgy / wave l eng th r a ng e s o f i n t e r e s t
78 E_range = 0 . 0 0 1 : 0 . 0 0 1 : 5 ; % [ eV ] r ange of e n e r g i e s o f i n t e r e s t . Avoid s i n g u l a r

p o i n t (E = 0)
79 lambda_range = E2 l am_ f a c t o r . / E_range ; % [m] , r ange o f wave l eng t h s
80
81 % d e f i n e new r ang e s based on s p e c t r a l d a t a & t a r g e t s p e c t r a l r ange
82 newAM0 = i n t e r p 1 ( lambda_outdoor , AM0, lambda_range , ' l i n e a r ' , 0 ) ;
83 newAM15G = i n t e r p 1 ( lambda_outdoor , AM15G, lambda_range , ' l i n e a r ' , 0 ) ;
84 newAM15D = i n t e r p 1 ( lambda_outdoor , AM15D, lambda_range , ' l i n e a r ' , 0 ) ;
85
86
87 %% Simulat ion Parameters
88 % p l o t t i n g d a t a
89 p l o tMa i nF i g s = t r u e ; % de c i d e whe the r t o p l o t main f i g u r e s
90 p l o t n e f f F i g = f a l s e ; % de c i d e whe the r t o p l o t / c a l c u l a t e n e f f f i g u r e
91 p l o t S I f i g s = f a l s e ; % de c i d e whe the r t o p l o t SI f i g u r e s
92 p l o tGau s sF i g = f a l s e ;
93
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94 % l i g h t s ou r c e
95 isBB = f a l s e ; % use 5760 K blackbody as i l l u m i n a t i o n l i g h t s o u r c e i f t r u e ,

o t h e rw i s e use s p e c i f i e d i r r a d
96 f l u x = newAM15G . / E_range . ^ 3 / e∗h∗c ; % f l u x o f i n t e r e s t , i f no t b l ackbody ( e . g .

AM 15G) . Ex t r a c o nv e r s i o n f a c t o r t o use ene rgy i n t e g r a l
97
98 % a u x i l l a r y p a r ame t e r s f o r s imu l a t i o n , no t main f o cu s
99 ERE = 1 ; % e x t e r n a l r a d i a t i v e e f f i c i e n c y
100 IQE_AG = 1 ; % i n t e r n a l quantum e f f i c i e n c y , above gap
101 compRatio = 2 ; % f o r compre s s i ng G, which makes t h i n g s run f a s t e r ( and

dependen t on (E−Eg ) / gam , may no t a c t u a l l y make t h i n g s l e s s a c c u r a t e )
102
103 % ma t e r i a l s p a r ame t e r s
104 Eg_spac ing = 0 . 5 ; % sp a c i n g of bandgaps t o c a l c u l a t e . 0 . 02 f o r " good "

r e s o l u t i o n
105 Eg = 0 . 5 : Eg_spac ing : 2 . 5 ; % [ eV ] , bandgap of m a t e r i a l
106 L = 1e −3; % t h i c k n e s s o f m a t e r i a l [ cm]
107 a l pha0 = 1e3 ; % [ 1 / cm ] , a b s o r p t i o n o f d i r e c t gap ma t e r i a l , a lpha0L i s what

ma t t e r s , s e t a lpha0L = 10
108 isPB = t r u e ; % i n c l u d e p au l i − b l o c k i n g / band f i l l i n g e f f e c t s
109
110 % Subgap p a r ame t e r s
111 gam_spac ing = 0 . 0 5 ; % 0 .02 f o r " good " r e s o l u t i o n
112 gam = 10 . ^ [ −3 : gam_spac ing : 0 . 0 ] ; % Bandege s h a r p n e s s p a r ame t e r [ eV ] ,
113 t h e t a = 1 ; % " o r d e r " o f t h e e x p o n e n t i a l , 1 i s urbach , 2 i s Gauss ian , e t c .
114 IQE_SG = 1 ; % i n t e r n a l quantum e f f i c i e n c y , sub gap
115 isIQE_SG_Urbach = 0 ; % dec i d e whe the r we need t o c a l c u l a t e a subgap IQE t h a t

d rop s o f f l i k e Urbach
116
117 % code i s f a s t e r i f we f i g u r e ou t t h e r i g h t t h e t a f i r s t , compress Gx ,
118 % and t h en use as t a b l e look −up d a t a s e t . Othe rwise , p a s s i n g a round too
119 % much d a t a / m a t r i c e s .
120 Gx_comp = a . Gvals ( a . t h e t a l a b e l s == t h e t a , : ) ;
121 Gx_comp = Gx_comp ( 1 : compRatio : end ) ;
122 x_comp = a . x l a b e l s ( 1 : compRatio : end ) ;
123
124 % c a l c u l a t e i n p u t power
125 i f isBB
126 Pin = abs ( t r a p z ( E_range , e∗E_range .∗ bb ( E_range , Fsun , Tsun , 0 ) ) ) ; % i n p u t

power , W/m^2
127 e l s e
128 Pin = abs ( t r a p z ( E_range , e∗E_range .∗ f l u x ) ) ;
129 end
130
131 %% Calcu l a t i on for main Figures
132
133 i f p l o tMa i nF i g s
134
135 ou t = SQ_FOM( isBB , f l ux , Gx_comp , x_comp , gam , Eg , a l pha0 ∗L , isPB , IQE_SG ,

IQE_AG , isIQE_SG_Urbach ) ; % does a l l t h e FOM c a l c u l a t i o n s
136
137 Voc_vals1 = r e s h a p e ( ou t . Voc , l e n g t h ( Eg ) , l e n g t h ( gam ) ) ' ; % ou tpu t , da t a , shape

i t f o r d a t a p l o t s
138 J s c _ v a l s 1 = r e s h a p e ( ou t . J sc , l e n g t h ( Eg ) , l e n g t h ( gam ) ) ' ;
139 PCE_vals1 = r e s h a p e ( ou t . PCE , l e n g t h ( Eg ) , l e n g t h ( gam ) ) ' ;
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140
141
142 %% −−−−−−−−−P lo t Figures −−−−−−−−−−−−−−−−−−−−
143
144 %% Fig 2 , main r e su l t , EQE + SQ Limit
145 Fig2 = f i g u r e ;
146 s e t ( Fig2 , ' P o s i t i o n ' , [ 6 0 , 8 0 , 8 00 , 4 00 ] ) ;
147 gamWhich = [ 0 . 1 , 0 . 5 , 1 , 2 , 3 ]∗ k∗ Tc e l l ; % which gamma f o r EQE, PCE
148 EgWhich = 1 . 5 ; % which Eg f o r EQE
149
150 % p l o t EQE
151 EQEco lo rP lo t s = g e t ( gca , ' c o l o r o r d e r ' ) ;
152 s u b p l o t ( 1 , 2 , 1 ) ;
153 ho ld on ;
154 l e g _ s t r = [ 'S−Q ' ] ;
155 p l o t ( E_range , E_range >=EgWhich , ' k−− ' ) ;
156 f o r i = 1 : l e n g t h ( gamWhich )
157 p l o t ( E_range , EQE_vals ( E_range , 0 , EgWhich , gamWhich ( i ) , a lpha0 , isPB ,

Gx_comp , x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) , ' Colo r ' ,
EQEco lo rP lo t s ( i , : ) , ' LineWidth ' , 1 . 5 ) ;

158 l e g _ s t r = [ l e g _ s t r , s t r i n g ( num2s t r ( gamWhich ( i ) . / k . / T c e l l ) ) ] ;
159 end
160 ho ld o f f ;
161 h l eg = l egend ( l e g _ s t r , ' Loca t i o n ' , ' Sou t hEa s t ' ) ;
162 t i t l e ( h leg , ' \ gamma ( kT ) ' , ' FontWeight ' , ' Normal ' ) ;
163 x l a b e l ( ' Energy ( eV ) ' ) ; x l im ( [ min ( Eg ) , max ( Eg ) ] ) ;
164 y l a b e l ( ' Absorbance ' ) ;
165 a x i s s qu a r e ; box on ;
166
167 % PCE a t d i f f e r e n t gamma
168 s u b p l o t ( 1 , 2 , 2 ) ;
169 ho ld on ;
170 f o r i = 1 : l e n g t h ( gamWhich )
171 p l o t ( Eg , i n t e r p 2 ( Eg , gam , PCE_vals1 ∗100 , Eg , gamWhich ( i ) ) , ' Colo r ' ,

EQEco lo rP lo t s ( i , : ) , ' LineWidth ' , 1 . 5 ) ;
172 end
173
174 % c a l c u l a t e SQ l i m i t
175 PCE_SQ = z e r o s ( 1 , l e n g t h ( Eg ) ) ;
176 Voc_SQ = z e r o s ( 1 , l e n g t h ( Eg ) ) ;
177 Jsc_SQ = z e r o s ( 1 , l e n g t h ( Eg ) ) ;
178 f o r i = 1 : l e n g t h ( Eg )
179 EQE_SQ = E_range >=Eg ( i ) ;
180 Vmax_SQ = fminbnd (@(V) V.∗ JV_noBF (V, E_range , EQE_SQ , isBB , f l u x ) , 0 , Eg ( i

) ) ;
181 PCE_SQ( i ) = −Vmax_SQ .∗ JV_noBF (Vmax_SQ , E_range , EQE_SQ , isBB , f l u x ) . / P in ;
182 Jsc_SQ ( i ) = −JV_noBF ( 0 , E_range , EQE_SQ , isBB , f l u x ) ;
183 Voc_SQ ( i ) = f z e r o (@(V) JV_noBF (V, E_range , EQE_SQ , isBB , f l u x ) , Eg ( i ) ) ;
184 end
185 p l o t ( Eg , PCE_SQ∗100 , ' k−− ' )
186
187 ho ld o f f ;
188 x l a b e l ( ' Band gap ( eV ) ' ) ; y l a b e l ( ' E f f i c i e n c y (%) ' ) ;
189 a x i s s qu a r e ; box on ;
190
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191
192 %% Fig 3 , PL at Voc & f r a c t i o n of subgap PL / Stokes S h i f t
193 Fig3 = f i g u r e ;
194 s e t ( Fig3 , ' P o s i t i o n ' , [ 6 0 , 8 0 , 4 00 , 5 00 ] ) ;
195 gamWhich = [ 0 . 2 : 0 . 4 : 2 . 6 ] ∗ k∗ Tc e l l ; % which gamma f o r PL + EQE
196 EgWhich = 1 . 5 ; % which Eg f o r EQE
197 o f f s e t = 1 : 1 . 3 5 : 1 5 ; % o f f s e t f o r p l o t t i n g PL
198 PLc o l o r P l o t s = g e t ( gca , ' c o l o r o r d e r ' ) ;
199 ho ld on ;
200 h1 = p l o t ( E_range , −1∗ ones ( 1 , l e n g t h ( E_range ) ) , ' k−− ' , ' LineWidth ' , 1 . 5 ) ;
201 h2 = p l o t ( E_range , −1∗ ones ( 1 , l e n g t h ( E_range ) ) , ' k− ' , ' LineWidth ' , 1 . 5 ) ;
202 h3 = p l o t ( E_range , −1∗ ones ( 1 , l e n g t h ( E_range ) ) , ' k : ' , ' LineWidth ' , 1 . 5 ) ;
203 % assume t h a t t h e system , unde r i l l u m i n a t i o n & no c o n t a c t s , r e a c h e s i t s
204 % Voc . Thus , PL i s t h e PL a t Voc .
205 f o r i = 1 : l e n g t h ( gamWhich )
206 Voc_gam = i n t e r p 2 ( Eg , gam , Voc_vals1 , EgWhich , gamWhich ( i ) ) ;
207 PL_spec t = J _ s p e c t ( E_range , Voc_gam , EgWhich , gamWhich ( i ) , a lpha0 , isPB ,

Gx_comp , x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;
208 PLp lo t = p l o t ( E_range , PL_spec t . / max ( PL_spec t ) + o f f s e t ( i ) , ' −− ' , ' Colo r ' ,

PL c o l o r P l o t s ( i , : ) , ' LineWidth ' , 1 . 5 ) ;
209
210 EQE_spect = EQE_vals ( E_range , Voc_gam , EgWhich , gamWhich ( i ) , a lpha0 , isPB ,

Gx_comp , x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;
211 p l o t ( E_range , EQE_spect . / max ( EQE_spect ) + o f f s e t ( i ) , ' Colo r ' , PLp lo t .

Color , ' LineWidth ' , 1 . 5 )
212
213 PEg = EQE_spect ( 3 : end ) − EQE_spect ( 1 : end −2) ; %bandgap d i s t r i b u t i o n ,

c e n t r a l d i f f e r e n c e
214 p l o t ( E_range ( 2 : end −1) , PEg . / max ( PEg ) + o f f s e t ( i ) , ' : ' , ' Colo r ' , PLp lo t .

Color , ' LineWidth ' , 1 . 5 ) ;
215
216 i f gamWhich ( i ) == k∗ Tc e l l
217 t e x t ( 1 . 6 5 , o f f s e t ( i ) +0 . 5 , [ ' \ gamma = kT ' ] , ' Fon tS i z e ' , 10 , ' Colo r ' ,

PLp lo t . Co lo r ) ;
218 e l s e
219 t e x t ( 1 . 6 5 , o f f s e t ( i ) +0 . 5 , [ ' \ gamma = ' , num2s t r ( gamWhich ( i ) / ( k∗ Tc e l l ) )

, ' kT ' ] , ' Fon tS i z e ' , 10 , ' Colo r ' , PLp lo t . Co lo r ) ;
220 end
221 end
222 ho ld o f f ;
223 x l a b e l ( ' Energy ( eV ) ' ) ; x l im ( [ 0 . 0 , 2 . 1 ] ) ; y l im ( [ 0 . 5 , 1 1 . 5 ] ) ;
224 y t i c k s ( [ ] ) ;
225 l egend ( [ h1 , h2 , h3 ] , { 'PL ' , 'Abs ' , 'P ( E_g ) ' } , ' Loca t i o n ' , ' North ' , '

O r i e n t a t i o n ' , ' h o r i z o n t a l ' ) ;
226 l egend ( ' boxo f f ' ) ;
227 box on ;
228
229 f i g u r e ;
230 J_ subgap_Ra t i o = z e r o s ( s i z e ( gam ) ) ; % f r a c t i o n o f r e c omb i n a t i o n t h a t i s below

t h e bandgap
231 PL_peaksUrbach = z e r o s ( s i z e ( gam ) ) ; % f i n d ou t peak PL p o s i t i o n f o r each gam ,

f o r S t oke s s h i f t c a l c u l a t i o n
232 f o r i = 1 : l e n g t h ( gam )
233 Voc_gam = i n t e r p 2 ( Eg , gam , Voc_vals1 , EgWhich , gam ( i ) ) ;
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234 PL_spec t = J _ s p e c t ( E_range , Voc_gam , EgWhich , gam ( i ) , a lpha0 , isPB ,
Gx_comp , x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;

235
236 [~ , pk_ indx ] = max ( PL_spec t ) ; % f i n d E_range indx f o r PL peak
237 PL_peaksUrbach ( i ) = E_range ( pk_ indx ) ;
238 J_ subgap_Ra t i o ( i ) = t r a p z ( E_range ( E_range <EgWhich ) , PL_spec t ( E_range <

EgWhich ) ) . / t r a p z ( E_range , PL_spec t ) ;
239
240 end
241 yyax i s l e f t ;
242 semi logx ( gam∗1e3 , J_ subgap_Ra t i o , ' LineWidth ' , 1 . 5 ) ; ho ld on ;
243 p l o t ( ones ( 1 , 1 00 ) ∗k∗ Tc e l l ∗1e3 , l i n s p a c e ( 0 , 1 , 1 0 0 ) , ' k−− ' , ' LineWidth ' , 1 . 5 ) ;
244 t e x t ( k∗ Tc e l l ∗1 e3 ∗0 . 7 , 0 . 2 3 , ' \ gamma = kT ' , ' Colo r ' , ' b l a ck ' , ' Ro t a t i o n ' , 90 , '

Fon tS i z e ' , 12 ) ;
245 x l a b e l ( ' \ gamma (meV) ' ) ; y l a b e l ( ' F r a c t i o n o f PL below band gap ' ) ;
246 box on ;
247 yl im ( [ 0 , 1 ] ) ;
248
249 yyax i s r i g h t ;
250 semi logx ( gam∗1e3 , EgWhich − PL_peaksUrbach , ' LineWidth ' , 1 . 5 ) ;
251 y l a b e l ( ' S toke s S h i f t ( eV ) ' ) ;
252 yl im ( [ min ( EgWhich − PL_peaksUrbach ) , max ( EgWhich − PL_peaksUrbach ) ] ) ;
253
254 end
255
256 i f p l o t n e f f F i g
257 %% Figure S4 , IV curve + n_e f f Ana ly s i s
258 FigS4 = f i g u r e ;
259 s e t ( FigS4 , ' P o s i t i o n ' , [ 6 0 , 4 0 , 7 00 , 6 00 ] ) ;
260
261 numV_vals = 100 ;
262 EgWhich = [ 0 . 8 , 1 . 3 4 , 2 . 0 ] ; % bandgap of l i n e c u t s
263 neff_gam_Eg = z e r o s ( l e n g t h ( Eg ) , l e n g t h ( gam ) ) ;
264 del tan_gam_Eg = z e r o s ( l e n g t h ( Eg ) , l e n g t h ( gam ) , 2 ) ;
265 c o l o r P l o t s = z e r o s ( l e n g t h ( EgWhich ) , 3 ) ;
266
267 % pane l p a r ame t e r s
268 p = pane l ( ) ;
269 p . pack ( ' h ' , 2 ) ;
270 p ( 1 ) . pack ( ' v ' , [ 0 . 0 6 , 0 . 4 7 , 0 . 4 7 ] ) ;
271 p ( 2 ) . pack ( ' v ' , 3 ) ;
272
273 p . de . margin = 0 ;
274 p ( 1 ) . de . margin = 2 ;
275 p ( 2 ) . de . margin = 2 ;
276 p ( 1 , 1 ) . ma rg in t op = 40 ;
277 p ( 1 ) . m a r g i n r i g h t = 20 ;
278 p ( 2 ) . m a r g i n l e f t = 20 ;
279
280 % p l o t n _ e f f c o n t o u r
281 h1 = p ( 1 , 2 ) . s e l e c t ( ) ;
282 f o r i = 1 : l e n g t h ( Eg )
283 V = l i n s p a c e (3∗ k∗Tce l l , Eg ( i ) −3∗k∗Tce l l , numV_vals ) ;
284 f o r j = 1 : l e n g t h ( gam )
285 JV_dark = z e r o s ( s i z e (V) ) ;
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286 f o r m = 1 : l e n g t h (V)
287 EQEV_gam_Eg = EQE_vals ( E_range , V(m) , Eg ( i ) , gam ( j ) , a lpha0 , isPB ,

Gx_comp , x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;
288 JV_dark (m) = JV_Fu l l (V(m) , E_range , EQEV_gam_Eg , 0 , 0 ) ;
289 end
290 f i t r e s u l t = f i t (V ' , l og ( JV_dark ) ' , ' po ly1 ' ) ; % log ( J ) = l og ( J0 ) + qV / (

nkT ) , i . e . y = p ( 1 ) ∗x + p ( 2 )
291 pv a l s = c o e f f v a l u e s ( f i t r e s u l t ) ; % ge t v a l u e s o f p
292 c i = c o n f i n t ( f i t r e s u l t , 0 . 9 5 ) ; % f i n d r ange of p , 95% con f i d e n c e . s i z e

(2 xn ) , where n i n number o f c o e f f i c i e n t s
293 neff_gam_Eg ( i , j ) = 1 / ( k∗ Tc e l l ∗ pv a l s ( 1 ) ) ; % 1 / ( nkT / q ) = p ( 1 )
294 del tan_gam_Eg ( i , j , [ 1 , 2 ] ) = abs ( 1 . / ( k∗ Tc e l l ∗ c i ( [ 2 , 1 ] , 1 ) ) − neff_gam_Eg (

i , j ) ) ;
295 end
296 end
297 s u r f ( gam , Eg , neff_gam_Eg ) ;
298 a x i s ( [ min ( gam ) , max ( gam ) , min ( Eg ) , max ( Eg ) ] ) ; co lormap ( ' ho t ' ) ;
299 view ( [ 0 9 0 ] ) ;
300 shad i ng i n t e r p ;
301 s e t ( gca , ' x s c a l e ' , ' l og ' ) ;
302 y l a b e l ( ' Band gap ( eV ) ' ) ;
303 box on ; ho ld on ;
304 x t i c k l a b e l s ( [ ] ) ;
305 f o r i = 1 : l e n g t h ( EgWhich )
306 EgP lo t = p l o t 3 ( l o g s p a c e ( −3 ,0 , 100) , EgWhich ( i ) ∗ ones ( 1 , 1 00 ) , 1000∗ ones

( 1 , 1 00 ) , ' −− ' , ' LineWidth ' , 1 . 5 ) ;
307 c o l o r P l o t s ( i , : ) = EgP lo t . Co lo r ;
308 end
309
310 % Co l o r b a r s f o r r e s p s e c t i v e c o n t o u r s
311 cbh = c o l o r b a r ( h1 , ' Loca t i o n ' , ' Nor t hOu t s i d e ' ) ; co lormap ( cbh , ho t ) ;
312 p ( 1 , 1 ) . s e l e c t ( cbh ) ; cbh . L im i t s = [ 0 . 9 , 7 . 1 ] ; cbh . T i ck s = 1 : 7 ;
313 % x l a b e l ( cbh , ' n_{ e f f } ' ) ;
314
315 % p l o t t h e n _ e f f l i n e c u t s
316 h2 = p ( 1 , 3 ) . s e l e c t ( ) ;
317 h2 . XScale= ' l og ' ;
318 ho ld a l l
319 gam_mev = gam∗1 e3 ;
320 l e g _ s t r = [ ] ;
321 have l eg = [ ] ;
322 f o r i = 1 : l e n g t h ( EgWhich )
323 n_va l s = i n t e r p 2 ( Eg , gam , neff_gam_Eg ' , EgWhich ( i ) , gam ) ;
324 d e l t a n 1 = i n t e r p 2 ( Eg , gam , r e s h a p e ( de l tan_gam_Eg ( : , : , 1 ) , l e n g t h ( Eg ) , l e n g t h (

gam ) ) ' , EgWhich ( i ) , gam ) ;
325 d e l t a n 2 = i n t e r p 2 ( Eg , gam , r e s h a p e ( de l tan_gam_Eg ( : , : , 2 ) , l e n g t h ( Eg ) , l e n g t h (

gam ) ) ' , EgWhich ( i ) , gam ) ;
326
327 p l o t _ l e g = p l o t ( gam_mev , n_va l s , ' −− ' , ' LineWidth ' , 1 . 5 , ' Colo r ' ,

c o l o r P l o t s ( i , : ) ) ; ho ld on ;
328 p l o t ( gam_mev , n_va l s − de l t a n1 , ' − ' , ' LineWidth ' , 1 . 5 , ' Colo r ' , c o l o r P l o t s ( i

, : ) ) ;
329 p l o t ( gam_mev , n _v a l s + de l t a n2 , ' − ' , ' LineWidth ' , 1 . 5 , ' Colo r ' , c o l o r P l o t s ( i

, : ) ) ;
330 x2 = [ gam_mev , f l i p l r ( gam_mev ) ] ;
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331 inBetween = [ t r a n s p o s e ( n_va l s − d e l t a n 1 ) , f l i p l r ( t r a n s p o s e ( n _v a l s + d e l t a n 2 ) )
] ;

332 f i l l P l o t = f i l l ( x2 , inBetween , c o l o r P l o t s ( i , : ) ) ;
333 s e t ( f i l l P l o t , ' f a c e a l p h a ' , 0 . 2 5 ) ;
334 s e t ( f i l l P l o t , ' edgea l pha ' , 0 . 2 5 ) ;
335 l e g _ s t r = [ l e g _ s t r , s t r i n g ( num2s t r ( EgWhich ( i ) ) ) ] ;
336 have l eg = [ have leg , p l o t _ l e g ] ;
337 end
338 x l a b e l ( ' \ gamma (meV) ' ) ; y l a b e l ( ' n_{ e f f } ' ) ;
339 box on ;
340 p l o t ( ones ( 1 , 1 00 ) ∗k∗ Tc e l l ∗1e3 , l i n s p a c e ( 0 , 1 0 , 1 00 ) , ' k−− ' , ' LineWidth ' , 1 . 5 ) ;
341 t e x t ( k∗ Tc e l l ∗1 e3 ∗0 . 7 , 2 . 5 , ' \ gamma = kT ' , ' Colo r ' , ' b l a ck ' , ' Ro t a t i o n ' , 90 , '

Fon tS i z e ' , 12 ) ;
342 yl im ( [ 0 . 6 , 7 . 4 ] ) ; y t i c k s ( 1 : 1 : 7 ) ;
343 h l eg = l egend ( have leg , l e g _ s t r , ' Loca t i o n ' , ' NorthWest ' ) ;
344 t i t l e ( h leg , ' E_g ( eV ) ' , ' FontWeight ' , ' normal ' ) ;
345 s e t ( gca , ' LineWidth ' , 1 . 2 5 ) ;
346
347 % p l o t IVs
348 gamWhich = [ 0 . 1 , 0 . 5 , 1 , 2 , 3 ]∗ k∗ Tc e l l ; % which gamma f o r IV
349 JV c o l o r P l o t s = g e t ( gca , ' c o l o r o r d e r ' ) ;
350 f o r i = 1 : l e n g t h ( EgWhich )
351 h i = p ( 2 , i ) . s e l e c t ( ) ;
352 V = l o g s p a c e ( −7 , log10 ( EgWhich ( i ) ) , numV_vals ) ; % v o l t a g e p o i n t s
353 V = [−max (V) , V ] ;
354
355 % Gene r a t e Dark JV cu rve f o r a g iven gamma
356
357 % p l o t SQ l i m i t JV
358 JV_SQ = z e r o s ( 1 , l e n g t h (V) ) ;
359 f o r m = 1 : l e n g t h (V)
360 JV_SQ (m) = JV_noBF (V(m) , E_range , E_range >=EgWhich ( i ) , 0 , 0 ) ;
361 end
362 semi logy (V . / ( k∗ Tc e l l ) , abs ( JV_SQ / JV_SQ ( 1 ) ) , ' k−− ' ) ; ho ld on ;
363
364 % p l o t JV
365 JV_gamma = z e r o s ( l e n g t h ( gamWhich ) , l e n g t h (V) ) ;
366 l e g _ s t r = [ ] ;
367 f o r j = 1 : l e n g t h ( gamWhich )
368 f o r m = 1 : l e n g t h (V)
369 EQEV_gam = EQE_vals ( E_range , V(m) , EgWhich ( i ) , gamWhich ( j ) , a lpha0

, isPB , Gx_comp , x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;
370 JV_gamma ( j ,m) = JV_Fu l l (V(m) , E_range , EQEV_gam , 0 , 0 ) ;
371 end
372 semi logy (V . / ( k∗ Tc e l l ) , abs ( JV_gamma ( j , : ) . / JV_gamma ( j , 1 ) ) , ' Colo r ' ,

JV c o l o r P l o t s ( j , : ) , ' LineWidth ' , 1 . 5 ) ;
373 l e g _ s t r = [ l e g _ s t r , s t r i n g ( num2s t r ( gamWhich ( j ) . / k . / T c e l l ) ) ] ;
374 end
375 ho ld o f f ;
376 xl im ( [ 0 , min ( EgWhich ) / ( k∗ Tc e l l ) ] ) ;
377 x t i c k l a b e l s ( [ ] ) ;
378 y l a b e l ( ' J / J_0 ( \ gamma ) ' ) ;
379 box on ;
380 s e t ( gca , ' XColor ' , c o l o r P l o t s ( i , : ) ) ; s e t ( gca , ' YColor ' , c o l o r P l o t s ( i , : ) ) ;
381 s e t ( gca , ' LineWidth ' , 1 . 2 5 ) ;
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382 yl im ( [ 1 e −1 , 1 e7 ] ) ;
383 end
384 x t i c k l a b e l s ( 0 : 5 : 3 0 ) ;
385 x l a b e l ( 'qV / { kT} ' ) ;
386 p ( 2 , 1 ) . s e l e c t ( ) ;
387 h l eg = l egend ( [ 'S−Q ' , l e g _ s t r ] , ' Loca t i o n ' , ' Sou t hEa s t ' , ' f o n t s i z e ' , 8 ) ;
388 t i t l e ( h leg , ' \ gamma ( kT ) ' , ' FontWeight ' , ' normal ' ) ;
389 end
390
391
392
393 d i s p ( 'Now p l o t t i n g SI f i g u r e s . P r e s s any key t o c o n t i n u e ' ) ;
394 % pause ;
395
396 %% Fig S1 , d i f f e r e n t gamma and Eg , FOM contours / l i n e c u t s
397 FigS1 = f i g u r e ;
398 s e t ( FigS1 , ' P o s i t i o n ' , [ 7 0 , 4 0 , 9 00 , 6 00 ] ) ;
399
400 % pane l p a r ame t e r s
401 p = pane l ( ) ;
402 p . pack ( ' h ' , [ 0 . 4 7 , 0 . 0 6 , 0 . 4 7 ] ) ;
403 p ( 1 ) . pack ( ' v ' , 4 ) ;
404 p ( 2 ) . pack ( ' v ' , 4 ) ;
405 p ( 3 ) . pack ( ' v ' , 4 ) ;
406
407 p . de . margin = 0 ;
408 p ( 1 ) . de . margin = 2 ;
409 p ( 2 ) . de . margin = 2 ;
410 p ( 1 ) . m a r g i n r i g h t = 2 ;
411 p ( 2 ) . m a r g i n r i g h t = 40 ;
412 p ( 3 ) . m a r g i n l e f t = 40 ;
413
414 EgWhich = [ 0 . 8 , 1 . 3 4 , 2 . 0 ] ; % which Eg f o r FOM l i n e c u t s
415 FF_va l s1 = PCE_vals1 .∗ Pin . / ( Voc_va ls1 .∗ J s c _ v a l s 1 ) ; % c a l c u l a t e F i l l f a c t o r s
416
417 % PCE con t o u r
418 h1 = p ( 1 , 1 ) . s e l e c t ( ) ;
419 s u r f ( gam , Eg , PCE_vals1 ' ∗ 1 0 0 ) ; co lormap ( ho t ) ;
420 a x i s ( [ min ( gam ) , max ( gam ) , min ( Eg ) , max ( Eg ) ] ) ;
421 view ( [ 0 9 0 ] ) ;
422 shad i ng i n t e r p ;
423 s e t ( gca , ' x s c a l e ' , ' l og ' ) ;
424 x t i c k l a b e l s ( [ ] ) ;
425 y l a b e l ( ' Band gap ( eV ) ' ) ;
426 y t i c k s ( 0 . 7 : 0 . 5 : 2 . 7 ) ;
427 box on ; ho ld on ;
428 f o r i = 1 : l e n g t h ( EgWhich )
429 p l o t 3 ( l o g s p a c e ( −3 ,0 , 100) , EgWhich ( i ) ∗ ones ( 1 , 1 00 ) , 1000∗ ones ( 1 , 1 00 ) , ' −− ' ,

' LineWidth ' , 1 . 5 ) ;
430 end
431
432
433 % Voc con t o u r
434 h2 = p ( 1 , 2 ) . s e l e c t ( ) ;
435 s u r f ( gam , Eg , Voc_vals1 ' ) ;
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436 a x i s ( [ min ( gam ) , max ( gam ) , min ( Eg ) , max ( Eg ) ] ) ;
437 view ( [ 0 9 0 ] ) ;
438 shad i ng i n t e r p ;
439 s e t ( gca , ' x s c a l e ' , ' l og ' ) ;
440 x t i c k l a b e l s ( [ ] ) ;
441 y t i c k s ( 0 . 7 : 0 . 5 : 2 . 7 ) ;
442 y l a b e l ( ' Band gap ( eV ) ' ) ;
443 box on ; ho ld on ;
444 f o r i = 1 : l e n g t h ( EgWhich )
445 p l o t 3 ( l o g s p a c e ( −3 ,0 , 100) , EgWhich ( i ) ∗ ones ( 1 , 1 00 ) , 1000∗ ones ( 1 , 1 00 ) , ' −− ' ,

' LineWidth ' , 1 . 5 ) ;
446 end
447
448
449 % J s c c on t o u r
450 h3 = p ( 1 , 3 ) . s e l e c t ( ) ;
451 s u r f ( gam , Eg , J s c _v a l s 1 ' ∗ 1 e −1) ;
452 a x i s ( [ min ( gam ) , max ( gam ) , min ( Eg ) , max ( Eg ) ] ) ;
453 view ( [ 0 9 0 ] ) ;
454 shad i ng i n t e r p ;
455 s e t ( gca , ' x s c a l e ' , ' l og ' ) ;
456 x t i c k l a b e l s ( [ ] ) ; y t i c k s ( 0 . 7 : 0 . 5 : 2 . 7 ) ;
457 y l a b e l ( ' Band gap ( eV ) ' ) ;
458 box on ; ho ld on ;
459 f o r i = 1 : l e n g t h ( EgWhich )
460 p l o t 3 ( l o g s p a c e ( −3 ,0 , 100) , EgWhich ( i ) ∗ ones ( 1 , 1 00 ) , 1000∗ ones ( 1 , 1 00 ) , ' −− ' ,

' LineWidth ' , 1 . 5 ) ;
461 end
462
463
464 % F i l l F a c t o r c o n t o u r
465 h4 = p ( 1 , 4 ) . s e l e c t ( ) ;
466 s u r f ( gam , Eg , FF_vals1 ' ) ;
467 a x i s ( [ min ( gam ) , max ( gam ) , min ( Eg ) , max ( Eg ) ] ) ;
468 view ( [ 0 9 0 ] ) ;
469 shad i ng i n t e r p ;
470 s e t ( gca , ' x s c a l e ' , ' l og ' ) ;
471 y t i c k s ( 0 . 7 : 0 . 5 : 2 . 7 ) ;
472 y l a b e l ( ' Band gap ( eV ) ' ) ;
473 box on ; ho ld on ;
474 f o r i = 1 : l e n g t h ( EgWhich )
475 p l o t 3 ( l o g s p a c e ( −3 ,0 , 100) , EgWhich ( i ) ∗ ones ( 1 , 1 00 ) , 1000∗ ones ( 1 , 1 00 ) , ' −− ' ,

' LineWidth ' , 1 . 5 ) ;
476 end
477
478 x t i c k l a b e l s ( { ' 10^0 ' , ' 10^1 ' , ' 10^2 ' , ' 10^3 ' } ) ;
479 x l a b e l ( ' \ gamma (meV) ' ) ;
480
481 % Co l o r b a r s f o r r e s p s e c t i v e c o n t o u r s
482 cbh = c o l o r b a r ( h1 , ' Loca t i o n ' , ' Ea s tOu t s i d e ' ) ;
483 p ( 2 , 1 ) . s e l e c t ( cbh ) ;
484 co lormap ( cbh , ho t ) ;
485 x l a b e l ( cbh , ' E f f i c i e n c y (%) ' ) ;
486
487 cbh = c o l o r b a r ( h2 , ' Loca t i o n ' , ' Ea s tOu t s i d e ' ) ; co lormap ( cbh , ho t ) ;
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488 p ( 2 , 2 ) . s e l e c t ( cbh ) ;
489 x l a b e l ( cbh , 'V_{oc } (V) ' ) ;
490
491 cbh = c o l o r b a r ( h3 , ' Loca t i o n ' , ' Ea s tOu t s i d e ' ) ; co lormap ( cbh , ho t ) ;
492 p ( 2 , 3 ) . s e l e c t ( cbh ) ;
493 x l a b e l ( cbh , ' J_ { sc } (mA cm^{ −2}) ' ) ;
494
495 cbh = c o l o r b a r ( h4 , ' Loca t i o n ' , ' Ea s tOu t s i d e ' ) ; co lormap ( cbh , ho t ) ;
496 p ( 2 , 4 ) . s e l e c t ( cbh ) ;
497 x l a b e l ( cbh , ' F i l l F a c t o r ' ) ;
498
499 % P l o t L i n e c u t s
500 p ( 3 , 1 ) . s e l e c t ( ) ; % e t a
501 l e g _ s t r = [ ] ;
502 f o r i = 1 : l e n g t h ( EgWhich )
503 semi logx ( gam , i n t e r p 2 ( Eg , gam , PCE_vals1 ∗100 , EgWhich ( i ) , gam ) , ' LineWidth

' , 1 . 5 ) ; ho ld on ;
504 l e g _ s t r = [ l e g _ s t r , s t r i n g ( EgWhich ( i ) ) ] ;
505 end
506 x t i c k l a b e l s ( [ ] ) ; y t i c k s ( 1 0 : 1 0 : 3 0 ) ;
507 yl im ( [ 0 , 3 5 ] ) ; y l a b e l ( ' E f f i c i e n c y (%) ' ) ;
508 h l eg = l egend ( l e g _ s t r , ' Loca t i o n ' , ' Nor t hEa s t ' , ' Fon tS i z e ' , 8 ) ; t i t l e ( h leg , '

Band gap ( eV ) ' , ' FontWeight ' , ' Normal ' ) ;
509 box on ;
510
511 p ( 3 , 2 ) . s e l e c t ( ) ; % Voc
512 f o r i = 1 : l e n g t h ( EgWhich )
513 semi logx ( gam , i n t e r p 2 ( Eg , gam , Voc_vals1 , EgWhich ( i ) , gam ) , ' LineWidth ' , 1 . 5 )

; ho ld on ;
514 end
515 x t i c k l a b e l s ( [ ] ) ; y t i c k s ( 0 . 4 : 0 . 4 : 1 . 6 ) ; y l a b e l ( 'V_{oc } (V) ' ) ;
516 box on ;
517
518 p ( 3 , 3 ) . s e l e c t ( ) ; % J s c
519 f o r i = 1 : l e n g t h ( EgWhich )
520 semi logx ( gam , i n t e r p 2 ( Eg , gam , J s c _ v a l s 1 ∗1e −1 , EgWhich ( i ) , gam ) , ' LineWidth ' ,

1 . 5 ) ; ho ld on ;
521 end
522 y t i c k s ( 1 0 : 2 0 : 7 0 ) ; y l a b e l ( ' J_ { sc } (mA cm^{ −2}) ' ) ;
523 x t i c k l a b e l s ( [ ] ) ;
524 box on ;
525
526 p ( 3 , 4 ) . s e l e c t ( ) ; % F i l l F a c t o r
527 f o r i = 1 : l e n g t h ( EgWhich )
528 semi logx ( gam , i n t e r p 2 ( Eg , gam , FF_vals1 , EgWhich ( i ) , gam ) , ' LineWidth ' , 1 . 5 ) ;

ho ld on ;
529 end
530 y t i c k s ( 0 . 1 : 0 . 2 : 0 . 9 ) ; y l a b e l ( ' F i l l F a c t o r ' ) ;
531 box on ;
532 x t i c k l a b e l s ( { ' 10^0 ' , ' 10^1 ' , ' 10^2 ' , ' 10^3 ' } ) ;
533 x l a b e l ( ' \ gamma (meV) ' ) ;
534
535
536 i f p l o t S I f i g s
537 d i s p ( 'Now c a l c u l a t i n g e f f e c t s o f a lpha0L . P r e s s any key t o c o n t i n u e ' ) ;
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538 % pause ;
539
540 %% Fig S2 , EQE & FOM l i n e c u t s for d i f f e r e n t gamma, alpha0L ( t h i c kn e s s )
541
542 FigS2 = f i g u r e ;
543 s e t ( FigS2 , ' P o s i t i o n ' , [ 6 0 , 2 0 , 7 50 , 6 00 ] ) ;
544
545 % ma t e r i a l s p a r ame t e r s
546 EgWhich = 1 . 5 ; % [ eV ] , bandgap of m a t e r i a l
547 L = 1 ; % t h i c k n e s s o f ma t e r i a l , j u s t s e t t o 1 so t a t a l pha0 i s i n u n i t s o f 1 /L

.
548 a l pha0 = [ 0 . 0 1 , 0 . 1 , 0 . 3 , 1 , 1 0 ] ; % a b s o r p t i o n o f d i r e c t gap ma t e r i a l ,

a lpha0L i s what m a t t e r s
549 % Subgap p a r ame t e r s
550 gam = 10 . ^ [ −3 : gam_spac ing : 0 ] ; % Bandedge s h a r p n e s s p a r ame t e r [ eV ] ,
551
552 % pane l p a r ame t e r s
553 p = pane l ( ) ;
554 p . pack ( ' h ' , [ 1 / 2 , 1 / 2 ] ) ;
555 p ( 1 ) . pack ( ' v ' , 2 ) ;
556 p ( 2 ) . pack ( ' v ' , 4 ) ;
557
558 p . de . margin = 0 ;
559
560 p ( 1 ) . m a r g i n r i g h t = 20 ;
561 p ( 2 ) . m a r g i n l e f t = 20 ;
562 p ( 1 , 1 ) . marg inbo t tom = 2 ;
563
564 % f i r s t gamma t o p l o t
565 gam1 = 0 .5∗ k∗ Tc e l l ;
566 p ( 1 , 1 ) . s e l e c t ( ) ;
567 ho ld on ;
568 l e g _ s t r = [ ] ;
569 % t e x t ( 0 . 7 , 0 . 1 , [ ' \ gamma = ' , num2s t r ( gam1 . / k . / T c e l l ) , ' kT ' ] , ' FontWeight ' , '

Bold ' , ' Color ' , 'Red ' ) ;
570 f o r i = 1 : l e n g t h ( a l pha0 )
571 p l o t ( E_range , EQE_vals ( E_range , 0 , EgWhich , gam1 , a l pha0 ( i ) , isPB , Gx_comp

, x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) , ' LineWidth ' , 1 . 5 ) ;
572 l e g _ s t r = [ l e g _ s t r , s t r i n g ( num2s t r ( a l pha0 ( i ) ) ) ] ;
573 end
574 ho ld o f f ;
575 h l eg = l egend ( l e g _ s t r , ' Loca t i o n ' , ' NorthWest ' , ' f o n t s i z e ' , 10 ) ;
576 t i t l e ( h leg , ' \ a lpha_0L ' , ' FontWeight ' , ' normal ' ) ;
577 xl im ( [ 0 . 5 , 2 . 5 ] ) ; x t i c k l a b e l s ( [ ] ) ;
578 y t i c k s ( 0 . 1 : 0 . 2 : 0 . 9 ) ;
579 y l a b e l ( ' Absorbance ' ) ;
580 box on ;
581
582 % second gamma t o p l o t
583 gam2 = 2∗k∗ Tc e l l ;
584 p ( 1 , 2 ) . s e l e c t ( ) ;
585 ho ld on ;
586 % t e x t ( 0 . 7 , 0 . 1 , [ ' \ gamma = ' , num2s t r ( gam2 . / k . / T c e l l ) , ' kT ' ] , ' FontWeight ' ,

' Bold ' , ' Color ' , 'Red ' ) ;
587 f o r i = 1 : l e n g t h ( a l pha0 )
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588 p l o t ( E_range , EQE_vals ( E_range , 0 , EgWhich , gam2 , a l pha0 ( i ) , isPB , Gx_comp
, x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) , ' LineWidth ' , 1 . 5 ) ;

589 end
590 ho ld o f f ;
591 x l a b e l ( ' Energy ( eV ) ' ) ; x l im ( [ 0 . 5 , 2 . 5 ] ) ;
592 y t i c k s ( 0 . 1 : 0 . 2 : 0 . 9 ) ;
593 y l a b e l ( ' Absorbance ' ) ;
594 box on ;
595
596 % Ca l c u l a t e FOM f o r v a r y i n g a lpha0L and gamma , f o r f i x e d Eg and IQE
597
598 ou t = SQ_FOM( isBB , f l ux , Gx_comp , x_comp , gam , EgWhich , a l pha0 ∗L , isPB , IQE_SG

, IQE_AG , isIQE_SG_Urbach ) ; % does a l l t h e FOM c a l c u l a t i o n s
599
600 Voc_vals2 = r e s h a p e ( ou t . Voc , l e n g t h ( a l pha0 ) , l e n g t h ( gam ) ) ' ; % ou tpu t , da t a ,

shape i t f o r d a t a p l o t s
601 J s c _ v a l s 2 = r e s h a p e ( ou t . J sc , l e n g t h ( a l pha0 ) , l e n g t h ( gam ) ) ' ;
602 PCE_vals2 = r e s h a p e ( ou t . PCE , l e n g t h ( a l pha0 ) , l e n g t h ( gam ) ) ' ;
603 FF_va l s2 = PCE_vals2∗Pin . / ( Voc_va ls2 .∗ J s c _ v a l s 2 ) ;
604
605 p ( 2 , 1 ) . s e l e c t ( ) ; % e t a
606 f o r i = 1 : l e n g t h ( a l pha0 )
607 semi logx ( gam , i n t e r p 2 ( a lpha0 , gam , PCE_vals2 ∗100 , a l pha0 ( i ) , gam ) , '

LineWidth ' , 1 . 5 ) ;
608 ho ld on ;
609 end
610 ho ld o f f ; box on ; y t i c k s ( 1 0 : 1 0 : 3 0 ) ;
611 yl im ( [ 0 , 3 5 ] ) ;
612 x t i c k l a b e l s ( [ ] ) ;
613 y l a b e l ( ' E f f i c i e n c y (%) ' ) ;
614
615 % j u s t ment ion which Eg i n SI
616 % t i t l e ( [ ' E_g = ' , num2s t r ( EgWhich ) , ' eV ' ] , ' FontWeight ' , ' normal ' ) ;
617
618
619 p ( 2 , 2 ) . s e l e c t ( ) ; % Voc
620 f o r i =1 : l e n g t h ( a l pha0 )
621 semi logx ( gam , i n t e r p 2 ( a lpha0 , gam , Voc_vals2 , a l pha0 ( i ) , gam ) , ' LineWidth '

, 1 . 5 ) ;
622 ho ld on ;
623 end
624 ho ld o f f ;
625 y l a b e l ( 'V_{oc } (V) ' ) ; x t i c k l a b e l s ( [ ] ) ; y t i c k s ( 0 . 4 : 0 . 4 : 1 . 6 ) ;
626 box on ;
627
628
629 p ( 2 , 3 ) . s e l e c t ( ) ; % J s c
630 f o r i = 1 : l e n g t h ( a l pha0 )
631 semi logx ( gam , i n t e r p 2 ( a lpha0 , gam , J s c _ v a l s 2 ∗1e −1 , a l pha0 ( i ) , gam ) , '

LineWidth ' , 1 . 5 ) ;
632 ho ld on ;
633 end
634 x t i c k l a b e l s ( [ ] ) ; y l a b e l ( ' J_ { sc } (mA cm^{ −2}) ' ) ; y t i c k s ( 1 0 : 2 0 : 7 0 ) ;
635 box on ;
636
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637
638 p ( 2 , 4 ) . s e l e c t ( ) ; % FF
639 f o r i = 1 : l e n g t h ( a l pha0 )
640 semi logx ( gam , i n t e r p 2 ( a lpha0 , gam , FF_vals2 , a l pha0 ( i ) , gam ) , ' LineWidth ' ,

1 . 5 ) ;
641 ho ld on ;
642 end
643 y l a b e l ( ' F i l l F a c t o r ' ) ; y t i c k s ( 0 . 1 : 0 . 2 : 0 . 9 ) ;
644 box on ;
645 x t i c k l a b e l s ( { ' 10^0 ' , ' 10^1 ' , ' 10^2 ' , ' 10^3 ' } ) ;
646 x l a b e l ( ' \ gamma (meV) ' ) ;
647
648
649
650 %% Fig S3 , e f f e c t o f i n c l ud ing Paul i −b lock ing to FOM
651 FigS3 = f i g u r e ; %
652 s e t ( FigS3 , ' P o s i t i o n ' , [ 6 0 , 4 0 , 7 00 , 5 00 ] ) ;
653
654 % pane l p a r ame t e r s
655 p = pane l ( ) ;
656 p . pack ( ' h ' , [ 1 / 2 , 1 / 2 ] ) ;
657 p ( 1 ) . pack ( ' v ' , 1 ) ;
658 p ( 2 ) . pack ( ' v ' , 4 ) ;
659
660 p . de . margin = 0 ;
661
662 p ( 1 ) . m a r g i n r i g h t = 20 ;
663 p ( 2 ) . m a r g i n l e f t = 20 ;
664
665 % ma t e r i a l s p a r ame t e r s
666 EgWhich = 1 . 5 ; % [ eV ] , bandgap of m a t e r i a l
667 L = 1e −3; % t h i c k n e s s o f ma t e r i a l , u n i t s o f 1 / a l pha0
668 a l pha0 = 1e3 ; % [ 1 / cm ] , a b s o r p t i o n o f d i r e c t gap ma t e r i a l , a lpha0L i s what

m a t t e r s
669 isPB = f a l s e ; % i n c l u d e p au l i − b l o c k i n g / band f i l l i n g e f f e c t s
670
671 % Subgap p a r ame t e r s
672 gam = 10 . ^ [ −3 : gam_spac ing : 0 ] ; % Bandege s h a r p n e s s p a r ame t e r [ eV ] ,
673 IQE_SG = 1 ; % i n t e r n a l quantum e f f i c i e n c y , sub gap
674
675 % PL pa r ame t e r s
676 gamWhich = [ 0 . 2 : 0 . 4 : 2 . 6 ] ∗ k∗ Tc e l l ; % which gamma f o r EQE, PCE
677 o f f s e t = 1 : 1 . 3 5 : 1 5 ;
678
679 p ( 1 , 1 ) . s e l e c t ( ) ;
680 ho ld on ;
681 % assume t h a t t h e system , unde r i l l u m i n a t i o n & no c o n t a c t s , r e a c h e s i t s
682 % Voc . Thus , PL i s t h e PL a t Voc .
683 h1 = p l o t ( E_range , −1∗ ones ( 1 , l e n g t h ( E_range ) ) , ' k−− ' , ' LineWidth ' , 1 . 5 ) ;
684 h2 = p l o t ( E_range , −1∗ ones ( 1 , l e n g t h ( E_range ) ) , ' k− ' , ' LineWidth ' , 1 . 5 ) ;
685 h3 = p l o t ( E_range , −1∗ ones ( 1 , l e n g t h ( E_range ) ) , ' k : ' , ' LineWidth ' , 1 . 5 ) ;
686
687 f o r i = 1 : l e n g t h ( gamWhich )
688 PL_spec t = J _ s p e c t ( E_range , 0 , EgWhich , gamWhich ( i ) , a lpha0 , isPB , Gx_comp

, x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;
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689 PLp lo t = p l o t ( E_range , PL_spec t . / max ( PL_spec t ) + o f f s e t ( i ) , ' −− ' , ' Colo r ' ,
PL c o l o r P l o t s ( i , : ) , ' LineWidth ' , 1 . 5 ) ;

690
691 EQE_spect = EQE_vals ( E_range , 0 , EgWhich , gamWhich ( i ) , a lpha0 , isPB ,

Gx_comp , x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;
692 p l o t ( E_range , EQE_spect . / max ( EQE_spect ) + o f f s e t ( i ) , ' Colo r ' , PLp lo t .

Color , ' LineWidth ' , 1 . 5 )
693
694 PEg = EQE_spect ( 3 : end ) − EQE_spect ( 1 : end −2) ; % smooth ou t EQE f i r s t ?
695 p l o t ( E_range ( 2 : end −1) , PEg . / max ( PEg ) + o f f s e t ( i ) , ' : ' , ' Colo r ' , PLp lo t .

Color , ' LineWidth ' , 1 . 5 ) ;
696 i f gamWhich ( i ) == k∗ Tc e l l
697 t e x t ( 1 . 6 5 , o f f s e t ( i ) +0 . 5 , [ ' \ gamma = kT ' ] , ' Fon tS i z e ' , 10 , ' Colo r ' ,

PLp lo t . Co lo r ) ;
698 e l s e
699 t e x t ( 1 . 6 5 , o f f s e t ( i ) +0 . 5 , [ ' \ gamma = ' , num2s t r ( gamWhich ( i ) / ( k∗ Tc e l l ) )

, ' kT ' ] , ' Fon tS i z e ' , 10 , ' Colo r ' , PLp lo t . Co lo r ) ;
700 end
701 end
702 ho ld o f f ;
703 x l a b e l ( ' Energy ( eV ) ' ) ; x l im ( [ 0 . 0 , 2 . 1 ] ) ; y l im ( [ 0 . 5 , 1 1 . 5 ] ) ;
704 y t i c k s ( [ ] ) ;
705 l egend ( [ h1 , h2 , h3 ] , { 'PL ' , 'Abs ' , 'P ( E_g ) ' } , ' Loca t i o n ' , ' North ' , '

O r i e n t a t i o n ' , ' h o r i z o n t a l ' ) ;
706 l egend ( ' boxo f f ' ) ;
707 box on ;
708
709 % Ca l c u l a t e FOM f o r no band − f i l l i n g
710
711 Voc_vals_noBF = z e r o s ( 1 , l e n g t h ( gam ) ) ;
712 PCE_vals_noBF = Voc_vals_noBF ;
713 Jsc_va l s_noBF = Voc_vals_noBF ;
714 FF_vals_noBF = Voc_vals_noBF ;
715
716
717 f o r i = 1 : l e n g t h ( gam )
718 EQE_noBF = EQE_vals ( E_range , 0 , EgWhich , gam ( i ) , a lpha0 , isPB , Gx_comp ,

x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;
719 Voc_vals_noBF ( i ) = Voc_noBF ( E_range , EQE_noBF , isBB , f l u x ) ;
720 J sc_va l s_noBF ( i ) = Jsc_noBF ( E_range , EQE_noBF , isBB , f l u x ) ;
721 VmaxnoBF = fminbnd (@(V) V.∗ JV_noBF (V, E_range , EQE_noBF , isBB , f l u x ) , 0 ,

EgWhich ) ;
722 PCE_vals_noBF ( i ) = −VmaxnoBF .∗ JV_noBF (VmaxnoBF , E_range , EQE_noBF , isBB ,

f l u x ) . / P in ;
723 FF_vals_noBF ( i ) = PCE_vals_noBF ( i ) ∗Pin . / ( Voc_vals_noBF ( i ) .∗ J sc_va l s_noBF ( i

) ) ;
724 end
725
726
727 p ( 2 , 1 ) . s e l e c t ( ) ; % e t a
728 semi logx ( gam , PCE_vals_noBF ∗100 , gam , i n t e r p 2 ( Eg , gam , PCE_vals1 ∗100 , EgWhich ,

gam ) , ' LineWidth ' , 1 . 5 )
729 box on ; y t i c k s ( 1 0 : 1 0 : 3 0 ) ; y l im ( [ 0 , 3 5 ] ) ;
730 x t i c k l a b e l s ( [ ] ) ;
731 y l a b e l ( ' E f f i c i e n c y (%) ' ) ;
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732 l egend ({ 'No Band− F i l l i n g ' , 'Band− F i l l i n g ' } , ' Loca t i o n ' , ' SouthWest ' , ' f o n t s i z e
' , 10 ) ;

733
734 p ( 2 , 2 ) . s e l e c t ( ) ; % Voc
735 semi logx ( gam , Voc_vals_noBF , gam , i n t e r p 2 ( Eg , gam , Voc_vals1 , EgWhich , gam ) , '

LineWidth ' , 1 . 5 ) ;
736 y l a b e l ( 'V_{oc } (V) ' ) ; x t i c k l a b e l s ( [ ] ) ; y t i c k s ( 0 . 4 : 0 . 4 : 1 . 6 ) ;
737 box on ;
738 y l a b e l ( 'V_{oc } (V) ' ) ; x t i c k l a b e l s ( [ ] ) ; y t i c k s ( 0 . 4 : 0 . 4 : 1 . 6 ) ;
739
740 p ( 2 , 3 ) . s e l e c t ( ) ; % J s c
741 semi logx ( gam , J sc_va l s_noBF ∗1e −1 , gam , i n t e r p 2 ( Eg , gam , J s c _ v a l s 1 ∗1e −1 ,

EgWhich , gam ) , ' LineWidth ' , 1 . 5 )
742 x t i c k l a b e l s ( [ ] ) ; y l a b e l ( ' J_ { sc } (mA cm^{ −2}) ' ) ; y t i c k s ( 1 0 : 2 0 : 7 0 ) ;
743 box on ;
744
745 p ( 2 , 4 ) . s e l e c t ( ) ; % FF
746 semi logx ( gam , FF_vals_noBF , gam , i n t e r p 2 ( Eg , gam , FF_vals1 , EgWhich , gam ) , '

LineWidth ' , 1 . 5 ) ;
747 y l a b e l ( ' F i l l F a c t o r ' ) ; y t i c k s ( 0 . 1 : 0 . 2 : 0 . 9 ) ;
748 box on ;
749
750 x t i c k l a b e l s ( { ' 10^0 ' , ' 10^1 ' , ' 10^2 ' , ' 10^3 ' } ) ;
751 x l a b e l ( ' \ gamma (meV) ' ) ;
752
753
754 d i s p ( 'Now c a l c u l a t i n g e f f e c t s o f d i f f e r e n t subgap IQE . P r e s s any key t o

c o n t i n u e ' ) ;
755 % pause ;
756
757 %% Fig S8 , IQE Subgap dependence with gamma, FOM
758
759 FigS4 = f i g u r e ;
760 s e t ( FigS4 , ' P o s i t i o n ' , [ 6 0 , 3 0 , 4 50 , 6 00 ] ) ;
761
762 % ma t e r i a l s p a r ame t e r s
763 EgWhich = 1 . 5 ; % [ eV ] , bandgap of m a t e r i a l
764 L = 1e −3; % t h i c k n e s s o f ma t e r i a l , u n i t s o f 1 / a l pha0
765 a l pha0 = 1e3 ; % a b s o r p t i o n o f d i r e c t gap ma t e r i a l , a lpha0L i s what m a t t e r s
766 isPB = t r u e ; % i n c l u d e p au l i − b l o c k i n g / band f i l l i n g e f f e c t s
767
768 % pane l p a r ame t e r s
769 p = pane l ( ) ;
770 p . pack ( ' h ' , 1 ) ;
771 p ( 1 ) . pack ( ' v ' , { 0 . 1 , 0 . 2 25 , 0 . 225 , 0 . 225 , 0 . 2 25} ) ;
772
773 p . de . margin = 0 ;
774
775 % Subgap p a r ame t e r s
776 gam = 10 . ^ [ −3 : gam_spac ing : 0 ] ; % Bandege s h a r p n e s s p a r ame t e r [ eV ] ,
777 IQE_SG = 1 0 . ^ [ − 6 : 2 : 0 ] ; % i n t e r n a l quantum e f f i c i e n c y , sub gap
778
779 ou t = SQ_FOM( isBB , f l ux , Gx_comp , x_comp , gam , EgWhich , a l pha0 ∗L , isPB , IQE_SG

, IQE_AG , isIQE_SG_Urbach ) ; % does a l l t h e FOM c a l c u l a t i o n s
780
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781 Voc_vals3 = r e s h a p e ( ou t . Voc , l e n g t h ( IQE_SG ) , l e n g t h ( gam ) ) ' ; % ou tpu t , da t a ,
shape i t f o r d a t a p l o t s

782 J s c _ v a l s 3 = r e s h a p e ( ou t . J sc , l e n g t h ( IQE_SG ) , l e n g t h ( gam ) ) ' ;
783 PCE_vals3 = r e s h a p e ( ou t . PCE , l e n g t h ( IQE_SG ) , l e n g t h ( gam ) ) ' ;
784 FF_va l s3 = Pin ∗PCE_vals3 . / ( J s c _ v a l s 3 .∗ Voc_vals3 ) ;
785
786 % c a l c u l a t e u rbach IQE , need t o s e t IQE_SG to s i n g l e number t o have t h e
787 % r i g h t s i z e o u t p u t
788 ou t = SQ_FOM( isBB , f l ux , Gx_comp , x_comp , gam , EgWhich , a l pha0 ∗L , isPB , 1 ,

IQE_AG , 1) ; % does a l l t h e FOM c a l c u l a t i o n s
789
790 Voc_vals4 = r e s h a p e ( ou t . Voc , [ 1 , l e n g t h ( gam ) ] ) ;
791 J s c _ v a l s 4 = r e s h a p e ( ou t . J sc , [ 1 , l e n g t h ( gam ) ] ) ;
792 PCE_vals4 = r e s h a p e ( ou t . PCE , [ 1 , l e n g t h ( gam ) ] ) ;
793 FF_va l s4 = Pin .∗ PCE_vals4 . / ( J s c _ v a l s 4 .∗ Voc_vals4 ) ;
794
795 p ( 1 , 2 ) . s e l e c t ( ) ; % e t a
796 l e g _ s t r = [ ] ;
797 f o r i = 1 : l e n g t h ( IQE_SG )
798 semi logx ( gam , i n t e r p 2 ( IQE_SG , gam , PCE_vals3 ∗100 , IQE_SG ( i ) , gam ) , '

LineWidth ' , 1 . 5 ) ;
799 ho ld on ;
800 l e g _ s t r = [ l e g _ s t r , s t r i n g ( [ ' 10^{ ' , num2s t r ( log10 ( IQE_SG ( i ) ) ) , ' } ' ] ) ] ;
801 end
802 semi logx ( gam , PCE_vals4 ∗100 , ' k−− ' ) ; l e g _ s t r = [ l e g _ s t r , ' Urbach ' ] ;
803 ho ld o f f ;
804 yl im ( [ 0 3 5 ] ) ;
805 x t i c k l a b e l s ( [ ] ) ; y t i c k s ( 1 0 : 1 0 : 3 0 ) ;
806 h l eg = l egend ( l e g _ s t r , ' Loca t i o n ' , ' Nor t hOu t s i d e ' , ' O r i e n t a t i o n ' , ' Ho r i z o n t a l '

, ' Fon tS i z e ' , 8 ) ;
807 h l eg . P o s i t i o n ( 2 ) = h l eg . P o s i t i o n ( 2 ) + 0 . 0 7 5 ;
808 t i t l e ( h leg , ' IQE_{SG} ' , ' FontWeight ' , ' Normal ' ) ;
809 y l a b e l ( ' E f f i c i e n c y (%) ' ) ;
810 box on ;
811
812 p ( 1 , 3 ) . s e l e c t ( ) ; % Voc
813 f o r i =1 : l e n g t h ( IQE_SG )
814 semi logx ( gam , i n t e r p 2 ( IQE_SG , gam , Voc_vals3 , IQE_SG ( i ) , gam ) , ' LineWidth '

, 1 . 5 ) ;
815 ho ld on ;
816 end
817 semi logx ( gam , Voc_vals4 , ' k−− ' ) ; y t i c k s ( 0 . 4 : 0 . 4 : 1 . 6 ) ;
818 ho ld o f f ;
819 x t i c k l a b e l s ( [ ] ) ;
820 y l a b e l ( 'V_{oc } (V) ' ) ;
821 box on ;
822
823 p ( 1 , 4 ) . s e l e c t ( ) ; % J s c
824 f o r i = 1 : l e n g t h ( IQE_SG )
825 semi logx ( gam , i n t e r p 2 ( IQE_SG , gam , J s c _ v a l s 3 ∗1e −1 , IQE_SG ( i ) , gam ) , '

LineWidth ' , 1 . 5 ) ;
826 ho ld on ;
827 end
828 semi logx ( gam , J s c _ v a l s 4 ∗1e −1 , ' k−− ' ) ;
829 ho ld o f f ;
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830 x t i c k l a b e l s ( [ ] ) ; y t i c k s ( 1 0 : 2 0 : 7 0 ) ;
831 y l a b e l ( ' J_ { sc } (mA cm^{ −2}) ' ) ;
832 box on ;
833
834 p ( 1 , 5 ) . s e l e c t ( ) ; % F i l l F a c t o r
835 f o r i = 1 : l e n g t h ( IQE_SG )
836 semi logx ( gam , i n t e r p 2 ( IQE_SG , gam , FF_vals3 , IQE_SG ( i ) , gam ) , ' LineWidth ' ,

1 . 5 ) ;
837 ho ld on ;
838 end
839 semi logx ( gam , FF_vals4 , ' k−− ' ) ; y t i c k s ( 0 . 1 : 0 . 2 : 0 . 9 ) ;
840 box on ; ho ld o f f ;
841 x t i c k l a b e l s ( { ' 10^0 ' , ' 10^1 ' , ' 10^2 ' , ' 10^3 ' } ) ;
842 x l a b e l ( ' \ gamma (meV) ' ) ; y l a b e l ( ' F i l l F a c t o r ' ) ;
843
844 end
845 d i s p ( 'Now c a l c u l a t i n g e f f e c t s o f a Gaus s i an T a i l . P r e s s any key t o c o n t i n u e ' ) ;
846 % pause ;
847 i f p l o tGau s sF i g
848 %% Fig S7 , t h e t a = 2 ( Gaussian Ta i l ) ;
849
850 % gam , Eg , FOM con t o u r s
851 FigS7 = f i g u r e ; %
852 s e t ( FigS7 , ' P o s i t i o n ' , [ 6 0 , 4 0 , 7 50 , 6 00 ] ) ;
853
854 % pane l p a r ame t e r s
855 p = pane l ( ) ;
856 p . pack ( ' h ' , [ 0 . 4 7 , 0 . 4 7 ] ) ;
857 p ( 1 ) . pack ( ' v ' , 1 ) ;
858 p ( 2 ) . pack ( ' v ' , 2 ) ;
859
860 p . de . margin = 0 ;
861
862 p ( 1 ) . m a r g i n r i g h t = 20 ;
863 p ( 2 ) . m a r g i n l e f t = 20 ;
864 p ( 2 , 1 ) . marg inbo t tom = 20 ;
865
866
867
868 %% Gaussian S imula t ion Parameters
869
870 % ma t e r i a l s p a r ame t e r s
871 Eg = 0 . 5 : Eg_spac ing : 2 . 5 ; % [ eV ] , bandgap of m a t e r i a l
872 L = 1e −3; % t h i c k n e s s o f m a t e r i a l [ cm]
873 a l pha0 = 1e3 ; % [ 1 / cm ] , a b s o r p t i o n o f d i r e c t gap ma t e r i a l , a lpha0L i s what

m a t t e r s
874 isPB = t r u e ; % i n c l u d e p au l i − b l o c k i n g / band f i l l i n g e f f e c t s
875 isIQE_SG_Urbach = f a l s e ;
876
877 % Subgap p a r ame t e r s
878 gam = 10 . ^ [ −3 : gam_spac ing : log10 ( 0 . 5 5 ) ] ; % Bandege s h a r p n e s s p a r ame t e r [ eV ] ,
879 IQE_SG = 1 ; % i n t e r n a l quantum e f f i c i e n c y , sub gap
880
881 % code i s f a s t e r i f we f i g u r e ou t t h e r i g h t t h e t a f i r s t , compress Gx ,
882 % and t h en use as t a b l e look −up d a t a s e t . Othe rwise , p a s s i n g a round too
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883 % much d a t a .
884 t h e t a = 2 ; % " o r d e r " o f t h e e x p o n e n t i a l , 1 i s urbach , 2 i s Gauss ian , e t c .
885 Gx_comp = a . Gvals ( a . t h e t a l a b e l s == t h e t a , : ) ;
886 Gx_comp = Gx_comp ( 1 : compRatio : end ) ;
887 x_comp = a . x l a b e l s ( 1 : compRatio : end ) ;
888
889 % c a l c u l a t e SQ l i m i t
890 PCE_SQ = z e r o s ( 1 , l e n g t h ( Eg ) ) ;
891 f o r i = 1 : l e n g t h ( Eg )
892 EQE_SQ = E_range >=Eg ( i ) ;
893 Vmax_SQ = fminbnd (@(V) V.∗ JV_noBF (V, E_range , EQE_SQ , isBB , f l u x ) , 0 , Eg ( i

) ) ;
894 PCE_SQ( i ) = −Vmax_SQ .∗ JV_noBF (Vmax_SQ , E_range , EQE_SQ , isBB , f l u x ) . / P in ;
895 end
896
897 ou t = SQ_FOM( isBB , f l ux , Gx_comp , x_comp , gam , Eg , a l pha0 ∗L , isPB , IQE_SG ,

IQE_AG , isIQE_SG_Urbach ) ; % does a l l t h e FOM c a l c u l a t i o n s
898
899 Voc_v a l s _ t h e t a 2 = r e s h a p e ( ou t . Voc , l e n g t h ( Eg ) , l e n g t h ( gam ) ) ' ; % ou tpu t , da t a ,

shape i t f o r d a t a p l o t s
900 J s c _ v a l s _ t h e t a 2 = r e s h a p e ( ou t . J sc , l e n g t h ( Eg ) , l e n g t h ( gam ) ) ' ;
901 PCE_va l s_ t h e t a2 = r e s h a p e ( ou t . PCE , l e n g t h ( Eg ) , l e n g t h ( gam ) ) ' ;
902
903
904 % S p e c t r a l P l o t s , PL , EQE, P ( Eg )
905 p ( 1 , 1 ) . s e l e c t ( ) ;
906 gamWhich = [ 0 . 5 : 1 : 6 . 5 ] ∗ k∗ Tc e l l ; % which gamma f o r EQE, PCE
907 EgWhich = 1 . 5 ; % which Eg f o r EQE
908 o f f s e t = 1 : 1 . 3 5 : 1 5 ;
909 PL c o l o r P l o t s = g e t ( gca , ' c o l o r o r d e r ' ) ;
910
911 ho ld on ;
912 % assume t h a t t h e system , unde r i l l u m i n a t i o n & no c o n t a c t s , r e a c h e s i t s
913 % Voc . Thus , PL i s t h e PL a t Voc .
914 h1 = p l o t ( E_range , −1∗ ones ( 1 , l e n g t h ( E_range ) ) , ' k−− ' , ' LineWidth ' , 1 . 5 ) ;
915 h2 = p l o t ( E_range , −1∗ ones ( 1 , l e n g t h ( E_range ) ) , ' k− ' , ' LineWidth ' , 1 . 5 ) ;
916 h3 = p l o t ( E_range , −1∗ ones ( 1 , l e n g t h ( E_range ) ) , ' k : ' , ' LineWidth ' , 1 . 5 ) ;
917
918 f o r i = 1 : l e n g t h ( gamWhich )
919 Voc_gam = i n t e r p 2 ( Eg , gam , Voc_va l s _ t h e t a2 , EgWhich , gamWhich ( i ) ) ;
920 PL_spec t = J _ s p e c t ( E_range , Voc_gam , EgWhich , gamWhich ( i ) , a lpha0 , isPB ,

Gx_comp , x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;
921 PLp lo t = p l o t ( E_range , PL_spec t . / max ( PL_spec t ) + o f f s e t ( i ) , ' −− ' , ' Colo r ' ,

PL c o l o r P l o t s ( i , : ) , ' LineWidth ' , 1 . 5 ) ;
922 EQE_spect = EQE_vals ( E_range , 0 , EgWhich , gamWhich ( i ) , a lpha0 , isPB ,

Gx_comp , x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;
923 p l o t ( E_range , EQE_spect . / max ( EQE_spect ) + o f f s e t ( i ) , ' − ' , ' Colo r ' , PLp lo t

. Color , ' LineWidth ' , 1 . 5 )
924
925 PEg = EQE_spect ( 3 : end ) − EQE_spect ( 1 : end −2) ;
926 p l o t ( E_range ( 2 : end −1) , PEg . / max ( PEg ) + o f f s e t ( i ) , ' : ' , ' Colo r ' , PLp lo t .

Color , ' LineWidth ' , 1 . 5 ) ;
927 i f gamWhich ( i ) == k∗ Tc e l l
928 t e x t ( 1 . 6 5 , o f f s e t ( i ) +0 . 5 , [ ' \ gamma = kT ' ] , ' Fon tS i z e ' , 10 , ' Colo r ' ,

PL c o l o r P l o t s ( i , : ) ) ;
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929 e l s e
930 t e x t ( 1 . 6 5 , o f f s e t ( i ) +0 . 5 , [ ' \ gamma = ' , num2s t r ( gamWhich ( i ) / ( k∗ Tc e l l ) )

, ' kT ' ] , ' Fon tS i z e ' , 10 , ' Colo r ' , PL c o l o r P l o t s ( i , : ) ) ;
931 end
932 end
933 ho ld o f f ;
934 x l a b e l ( ' Energy ( eV ) ' ) ; x l im ( [ 0 . 3 , 2 . 1 ] ) ; y l im ( [ 0 . 5 , 1 1 . 5 ] ) ;
935 y t i c k s ( [ ] ) ;
936
937 l egend ( [ h1 , h2 , h3 ] , { 'PL ' , 'Abs ' , 'P ( E_g ) ' } , ' Loca t i o n ' , ' North ' , '

O r i e n t a t i o n ' , ' h o r i z o n t a l ' ) ;
938 l egend ( ' boxo f f ' ) ;
939 box on ;
940
941 p ( 2 , 1 ) . s e l e c t ( ) ;
942 J_ subgap_Ra t i o = z e r o s ( s i z e ( gam ) ) ; % f r a c t i o n o f r e c omb i n a t i o n t h a t i s below

t h e bandgap
943 PL_peaksGauss ian = z e r o s ( s i z e ( gam ) ) ;
944 EgPV = z e r o s ( s i z e ( gam ) ) ;
945
946 f o r i = 1 : l e n g t h ( gam )
947 Voc_gam = i n t e r p 2 ( Eg , gam , Voc_va l s _ t h e t a2 , EgWhich , gam ( i ) ) ;
948 PL_spec t = J _ s p e c t ( E_range , Voc_gam , EgWhich , gam ( i ) , a lpha0 , isPB ,

Gx_comp , x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;
949
950 EQE_spect = EQE_vals ( E_range , 0 , EgWhich , gam ( i ) , a lpha0 , isPB , Gx_comp ,

x_comp , L , IQE_SG , IQE_AG , isIQE_SG_Urbach ) ;
951 PEg = EQE_spect ( 3 : end ) − EQE_spect ( 1 : end −2) ;
952 [~ , pk_ idx ] = max ( PEg ) ;
953 EgPV( i ) = E_range ( pk_ idx ) ;
954 J_ subgap_Ra t i o ( i ) = t r a p z ( E_range ( E_range <EgPV( i ) ) , PL_spec t ( E_range <EgPV(

i ) ) ) . / t r a p z ( E_range , PL_spec t ) ;
955 % [~ , pk_ indx ] = max ( PL_spec t ) ; % f i n d E_range indx f o r PL peak
956 PL_peaksGauss ian ( i ) = f indEgPL ( E_range , PL_spect , r e lVa l , numTol ) ; %

E_range ( pk_ indx ) ;
957 end
958
959 yyax i s l e f t ;
960 semi logx ( gam∗1e3 , J_ subgap_Ra t i o , ' LineWidth ' , 1 . 5 ) ; ho ld on ;
961 x l a b e l ( ' \ gamma (meV) ' ) ; y l a b e l ( ' F r a c t i o n o f PL below E_{g , Abs} ' ) ;
962 box on ;
963 yl im ( [ 0 , 1 ] ) ;
964
965
966 yyax i s r i g h t ;
967 semi logx ( gam∗1e3 , EgPV − PL_peaksGauss ian , ' LineWidth ' , 1 . 5 ) ;
968 y l a b e l ( ' \ De l t a E_g ( eV ) ' ) ;
969 yl im ( [ min (EgPV − PL_peaksGauss ian ) , max (EgPV − PL_peaksGauss ian ) ] ) ;
970 xl im ( [ min ( gam ) , max ( gam ) ]∗1 e3 ) ;
971
972 % P l o t new SQ l i m i t f o r Gaus s i an T a i l s
973 p ( 2 , 2 ) . s e l e c t ( ) ;
974 % l e g _ s t r = [ ' S−Q ' ] ;
975 ho ld on ;
976 p l o t ( Eg , PCE_SQ∗100 , ' k−− ' )
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977 f o r i = 1 : l e n g t h ( gamWhich )
978 p l o t ( Eg , i n t e r p 2 ( Eg , gam , PCE_va l s_ t h e t a2 ∗100 , Eg , gamWhich ( i ) ) , ' Colo r ' ,

PL c o l o r P l o t s ( i , : ) , ' LineWidth ' , 1 . 5 ) ;
979 % l e g _ s t r = [ l e g _ s t r , s t r i n g ( num2s t r ( gamWhich ( i ) . / k . / T c e l l ) ) ] ;
980 end
981 ho ld o f f ;
982 % h l eg = l egend ( l e g _ s t r , ' Loca t i on ' , ' Sou thEas t ' ) ;
983 % t i t l e ( h leg , ' \ gamma ( kT ) ' , ' FontWeight ' , ' Normal ' ) ;
984 x l a b e l ( ' Band gap ( eV ) ' ) ; y l a b e l ( ' E f f i c i e n c y (%) ' ) ;
985 box on ;
986
987 f i g u r e ;
988 VocPLPeak = z e r o s ( s i z e ( PL_peaksGauss ian ) ) ;
989 f o r i =1 : l e n g t h ( gam )
990 VocPLPeak ( i ) = Voc_noBF ( E_range , E_range >PL_peaksGauss ian ( i ) , isBB , f l u x ) ;
991 end
992 semi logx ( gam∗1e3 , i n t e r p 2 ( Eg , gam , Voc_va l s _ t h e t a2 , EgWhich , gam ) , ...
993 gam∗1e3 , PL_peaksGauss ian , ...
994 gam∗1e3 , VocPLPeak , ' LineWidth ' , 1 . 5 ) ;
995 l egend ( 'Voc_{BF} ' , 'PL peak ' , 'Voc_{SQ , PL} ' ) ;
996 x l a b e l ( ' \ gamma (meV) ' ) ; y l a b e l ( 'V_{oc } or E_{ peak } ' ) ;
997
998 end
999
1000
1001 % Save a l l v a r i a b l e s du r i n g t h i s run
1002 f i l e n ame = ' SubgapData_v20 . mat ' ;
1003 save ( f i l e n ame ) ;
1004
1005
1006 %% sub− f unc t i on d e f i n i t i o n s
1007
1008 % main f u n c t i o n s f o r c a l c u l a t i n g PV f i g u r e o f m e r i t s
1009 f u n c t i o n ou t = SQ_FOM( isBB , f l ux , Gx , x , gam , Eg , alpha0L , isPB , IQE_SG ,

IQE_AG , isIQE_SG_Urbach )
1010
1011 % i n i t i a l i z e d a t a f o r s t o r a g e
1012 Voc = z e r o s ( l e n g t h ( a lpha0L ) , l e n g t h ( IQE_SG ) , l e n g t h ( IQE_AG) , l e n g t h ( Eg ) ,

l e n g t h ( gam ) ) ;
1013 J s c = Voc ;
1014 PCE = Voc ;
1015
1016 % run loop ove r a l l p a r ame t e r s o f i n t e r e s t
1017 f o r i 1 = 1 : l e n g t h ( a lpha0L )
1018 f o r i 2 = 1 : l e n g t h ( IQE_SG )
1019 f o r i 3 = 1 : l e n g t h ( IQE_AG)
1020 f o r i 4 = 1 : l e n g t h ( Eg )
1021 Voc_guess = Eg ( i 4 ) ;
1022 f o r i 5 = 1 : l e n g t h ( gam )
1023
1024 EQEV = @(V) EQE_vals ( E_range , V, Eg ( i 4 ) , gam ( i 5 ) , a lpha0L (

i 1 ) , isPB , Gx , x , 1 , IQE_SG ( i 2 ) , IQE_AG( i 3 ) ,
isIQE_SG_Urbach ) ;

1025 Voc ( i1 , i2 , i3 , i4 , i 5 ) = f z e r o (@(V) JV_Fu l l (V, E_range , EQEV(
V) , isBB , f l u x ) , Voc_guess ) ;
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1026 Voc_guess = Voc ( i1 , i2 , i3 , i4 , i 5 ) ; % use l a s t Voc p o i n t f o r
n ex t o p t im i z a t i o n

1027
1028 J s c ( i1 , i2 , i3 , i4 , i 5 ) = − JV_Fu l l ( 0 , E_range , EQEV( 0 ) , isBB ,

f l u x ) ;
1029 Vmax = fminbnd (@(V) V.∗ JV_Fu l l (V, E_range , EQEV(V) , isBB ,

f l u x ) , 0 , Voc_guess ) ;
1030
1031 PCE( i1 , i2 , i3 , i4 , i 5 ) = −Vmax .∗ JV_Fu l l (Vmax , E_range , EQEV(

Vmax) , isBB , f l u x ) . / P in ;
1032 end
1033 end
1034 end
1035 end
1036 end
1037
1038 % save d a t a a s o u t p u t s t r u c t , r e s i z e ma t r i x i n main f u n c t i o n
1039 ou t . Voc = Voc ;
1040 ou t . J s c = J s c ;
1041 ou t . PCE = PCE ;
1042 end
1043
1044 f u n c t i o n ou t = G( x , t h e t a ) % c a l c u l a t i o n s " u n i t l e s s " a b s o r p t i o n c o e f f i c i e n t
1045 f = @(xp ) exp (− abs ( xp ) . ^ t h e t a ) .∗ s q r t ( x−xp ) ; % complex numbers t a k e up

p r e c i s i o n !
1046
1047 i f x < 50 % somewhat a r b i t r a r y d i v i s i o n , bu t makes t h e i n t e g r a l s conve rge

p r o p e r l y and run i n t im e l y manner
1048 ou t = 1 . / ( 2 ∗ gamma(1 + 1 / t h e t a ) ) ∗ i n t e g r a l ( f , − i n f , x , ' AbsTol ' , 1e −12 , '

RelTol ' , 1e −12) ;
1049 e l s e
1050 ou t = r e a l ( 1 . / ( 2 ∗ gamma(1 + 1 / t h e t a ) ) ∗ i n t e g r a l ( f , − i n f , i n f ) ) ;
1051 end
1052 end
1053
1054 f u n c t i o n ou t = a l ph a (E , V, Eg , gam , a lpha0 , isPB , Gx , x l a b e l s )
1055 xq = (E−Eg ) . / gam ; % c a l c u l a t e d ime n s i o n l e s s x
1056 GE = i n t e r p 1 ( x l a b e l s , Gx , xq ) ; % t a b l e look up
1057 ou t = a l pha0 ∗ s q r t ( gam / ( k∗ Tc e l l ) ) ∗GE;
1058
1059 i f isPB % i n c l u d e p au l i − b l o c k i n g e f f e c t
1060 o c cF a c t o r = t anh ( ( E−V) / ( 4∗ k∗ Tc e l l ) ) ;
1061 ou t = ou t .∗ o c cF a c t o r ;
1062 end
1063
1064 end
1065
1066 % s p e c t r a l c u r r e n t , i . e . J _ r a d (E )
1067 f u n c t i o n ou t = J _ s p e c t ( E_range , V, Eg , gam , a lpha0 , isPB , Gx , x l a b e l s , L ,

IQE_SG , IQE_AG , isIQE_SG_Urbach )
1068 temp = EQE_vals ( E_range , V, Eg , gam , a lpha0 , isPB , Gx , x l a b e l s , L , IQE_SG ,

IQE_AG , isIQE_SG_Urbach ) .∗ bb ( E_range , F c e l l , T c e l l , V) ;
1069 s i n g u l a r I n d e x = f i n d ( E_range == V) ;
1070 temp ( s i n g u l a r I n d e x ) = ( temp ( s i n g u l a r I n d e x +1) + temp ( s i n g u l a r I n d e x −1) ) / 2 ; %

l i n e a r i n t e r p o l a t i o n t o g e t r i d o f s i n g u l a r i t y a t E = qV
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1071 ou t = temp ;
1072 end
1073
1074 % EQE
1075 f u n c t i o n ou t = EQE_vals ( E_range , V, Eg , gam , a lpha0 , isPB , Gx , x l a b e l s , L ,

IQE_SG , IQE_AG , isIQE_SG_Urbach )
1076 % s imp l e p a r am e t r i z a t i o n wi th an IQE t h a t f a l l s o f f l i k e t h e Urbach
1077 % pa r ame t e r
1078 i f isIQE_SG_Urbach
1079 IQE_SG = z e r o s ( 1 , l e n g t h ( E_range ) ) ; % do t h i s i n two s t e p s so t h a t we

don ' t g e t we i rd NaN e r r o r s from 0∗ exp ( l a r g e number )
1080 IQE_SG ( E_range <=Eg ) = IQE_AG .∗ exp ( ( E_range ( E_range <=Eg )−Eg ) / gam ) ;
1081 end
1082 ou t = dubpass ( a l p h a ( E_range , V, Eg , gam , a lpha0 , isPB , Gx , x l a b e l s ) , L ) . ∗ ( (

E_range <=Eg ) .∗ IQE_SG + ( E_range >Eg ) .∗ IQE_AG) ;
1083 end
1084
1085 f u n c t i o n Eg = findEgPL ( E_range , spec , r e lVa l , numTol )
1086 cumRat1 = f l i p l r ( cumt rapz ( E_range , f l i p l r ( spec ) ) ) . / t r a p z ( E_range , spec ) ;
1087 Eg = max ( E_range ( abs ( cumRat1− r e lV a l ) <numTol ) ) ;
1088 end
1089
1090 % Fu l l JV , i n c l u d i n g band − f i l l i n g e f f e c t s
1091 f u n c t i o n ou t = JV_Fu l l (V, E_range , EQE, isBB , f l u x )
1092 % e i t h e r assume b lackbody i l l um i n a t i o n , o r some spec t rum g iven by
1093 % f l u x . Must be same s i z e as E_range and EQE
1094 i f isBB
1095 J s c = −e∗ abs ( t r a p z ( E_range , EQE . ∗ ( bb ( E_range , Fsun , Tsun , 0 )+bb (

E_range , F c e l l , T c e l l , 0 ) ) ) ) ;
1096 e l s e
1097 J s c = −e∗ abs ( t r a p z ( E_range , EQE . ∗ ( f l u x +bb ( E_range , F c e l l , T c e l l , 0 ) ) ) )

;
1098 end
1099
1100 % c o r r e c t f o r s i n g u l a r i t y by i n t e r p o l a t i o n
1101 J s p e c = EQE.∗ bb ( E_range , F c e l l , T c e l l , V) ;
1102 s i n g u l a r I n d e x = f i n d ( E_range == V) ;
1103 J s p e c ( s i n g u l a r I n d e x ) = ( J s p e c ( s i n g u l a r I n d e x +1) + J s p e c ( s i n g u l a r I n d e x −1) )

/ 2 ; % l i n e a r i n t e r p o l a t i o n t o g e t r i d o f a p p a r e n t s i n g u l a r i t y a t E =
qV

1104 J r a d = −e∗ abs ( t r a p z ( E_range , J s p e c ) ) ;
1105
1106 ou t = J s c − J r a d ;
1107 end
1108
1109 % Bose− E i n s t e i n b lack −body spec t rum wi th some chemica l p o t e n t i a l , no approx
1110 f u n c t i o n spec t rum = bb ( E_range , F , T , V)
1111 spec t rum = 2∗F . / ( h^3∗ c ^2 ) .∗ ...
1112 E_range . ^ 2 . / ( exp ( ( E_range −V) / ( k∗T) ) − 1) ; % blackbody pho ton

f l u x [ Pho tons / ( s e c ∗m^2∗ wave l eng th ) ]
1113 end
1114
1115
1116 % Voc of c e l l assuming no band − f i l l i n g , u s i n g " d iode " app r ox ima t i o n
1117 f u n c t i o n ou t = Voc_noBF ( E_range , EQE, isBB , f l u x )
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1118 J r a d = e∗ abs ( t r a p z ( E_range , EQE.∗ bb ( E_range , F c e l l , T c e l l , 0 ) ) ) ;
1119 J s c = Jsc_noBF ( E_range , EQE, isBB , f l u x ) ;
1120 ou t = k∗ Tc e l l ∗ l og (1 + J s c / J r a d ) ;
1121 end
1122
1123 f u n c t i o n ou t = Jsc_noBF ( E_range , EQE, isBB , f l u x )
1124 i f isBB
1125 ou t = e∗ abs ( t r a p z ( E_range , EQE.∗ bb ( E_range , Fsun , Tsun , 0 ) ) ) ;
1126 e l s e
1127 ou t = e∗ abs ( t r a p z ( E_range , EQE.∗ f l u x ) ) ;
1128 end
1129
1130 end
1131
1132 f u n c t i o n ou t = JV_noBF (V, E_range , EQE, isBB , f l u x )
1133 J s c = −Jsc_noBF ( E_range , EQE, isBB , f l u x ) ;
1134 J r a d = −e∗ abs ( t r a p z ( E_range , EQE.∗ bb ( E_range , F c e l l , T c e l l , 0 ) ) ) ∗ ( exp (V . / ( k

∗ Tc e l l ) ) −1) ;
1135 ou t = J s c − J r a d ;
1136 end
1137
1138 % Beer −Lambert a b s o r p t i o n law , does no t i n c l u d e i n t e r f e r e n c e e f f e c t s o r
1139 % backward p r o p a g a t i n g waves
1140 f u n c t i o n ou t = dubpass ( a lpha , L )
1141 ou t = −expm1(−2∗ a l ph a ∗L) ; %abso rbance , u n i t l e s s . expm1 f o r h igh p r e c i s i o n

o f sma l l a l p h a
1142 end
1143
1144
1145
1146 end
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Listing D.2: Modified Detailed Balance Code for Excitonic Multĳunctions
1
2 f u n c t i o n Exc i t on i cTandem_De ta i l edBa lance_Sweep_v2
3 % Requ i r e s :
4 % MATLAB 2020a , G loba l Op t im i z a t i o n Toolbox , P a r a l l e l Computing Toolbox
5 %
6 % De s c r i p t i o n :
7 % Thi s f u n c t i o n c a l c u l a t e s t h e d e t a i l e d b a l a n c e e f f i c i e n c y of an op t im i z ed
8 % mu l t i j u n c t i o n e x c i t o n i c s o l a r c e l l from 1 t o numExc number o f a b s o r b e r s
9 % and p l o t s t h e i r o p t im i z ed EQE s p e c t r a and JV cu r v e s .
10 %
11 % Assumpt ions and D e t a i l s :
12 % 1 . Abs = EQE and i s d e s c r i b e d by a Gaus s i an wi th an a b s o r p t i o n maximum ,
13 % peak p o s i t i o n , and l i n ew i d t h
14 % 2 . D e t a i l e d b a l a n c e r e l a t i o n s ho lds , ERE = 1 , and no o p t i c a l c o up l i n g
15 % e x i s t s be tween s u b c e l l s
16 % 3 . I n c i d e n t spec t rum i s t h e s o l a r AM1. 5G
17 % 4 . S p e c t r a l windowing from top a b s o r b e r s mode l l ed by s u b s t r a c t i n g t h e
18 % EQE r e s p on s e o f t h e t op a b s o r b e r s from t h e i n c i d e n t spec t rum , which i s
19 % e f f e c t i v e l y a r ay o p t i c s a pp r ox ima t i o n
20 % 5 . En f o r c e s c u r r e n t ma tch ing a t t h e maximum power p o i n t
21 % ( i . e . J (V_max ) _ i = J (V_max ) _ j ) i n t h e o p t im i z a t i o n p r o c e s s
22 % 6 . Op t im i z a t i o n pe r fo rmed by a Globa l Op t im i z a t i o n Rou t i ne ( s u r r o g a t e o p t )
23 % in MATLAB ' s Globa l Op t im i z a t i o n Toolbox
24 % 7 . A l l d a t a i s saved i n a new d i r e c t o r y l a b e l l e d by t h e d a t e and t ime of
25 % when t h i s s c r i p t i s r an .
26 %
27 % Wr i t t e n by Joeson Wong
28 % Las t Updated on Ap r i l 12 , 2020
29
30 % c l e a r f i l e s , f i g u r e s , and make d i r e c t o r y
31 c l e a r a l l ; c l o s e a l l ; c l c ;
32 t ime = c l o ck ;
33 t ime = f i x ( t ime ) ;
34 di r_name = [ ] ;
35 f o r i _ t im e = 1 : l e n g t h ( t ime ) −1 % no need t o add seconds marker on t h e r e . . .
36 d i r_name = [ dir_name , num2s t r ( t ime ( i _ t im e ) ) , ' _ ' ] ;
37 end
38 di r_name ( end ) = [ ] ;
39 mkdir ( d i r_name ) ;
40 %% De f i n i t i o n s
41
42 % d e f i n e p h y s i c a l c o n s t a n t s
43 e = 1.6021766208 e −19; % [C] , f undamen t a l ch a r ge
44 Fsun = 2 .16 e−5∗ p i ; % h em i s p h e r i c a l a n g u l a r range , sun (1 / 46000 f a c t o r f o r

c o n c e n t r a t i o n )
45 F c e l l = p i ; % emi s s i on g e ome t r i c a l f a c t o r , c e l l
46 h = 6.62607004 e −34/ e ; % [ eV− s ] , P lanck ' s c o n s t a n t
47 c = 299792458; % [m/ s ] , speed of l i g h t
48 k = 1.38064852 e −23/ e ; % [ eV /K] , Boltzmann ' s c o n s t a n t
49 Tsun = 5760 ; % [ Ke lv in ] , Tempera tu r e o f Sun , f o r f u l l b l ack −body e x p r e s s i o n
50 T c e l l = 300 ; % [ Ke lv in ] , Tempera tu r e o f C e l l
51 E2 l am_ f a c t o r = 1 .23984193∗1 e −6; % conv e r s i o n f a c t o r be tween ene rgy [ eV ] t o

wave l eng t h s [m] , E [ eV ] = E2 l am_ f a c t o r . / lambda [m]
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52
53 % Load So l a r Spectrum , use f o r c a l c u l a t i n g SQ l i m i t
54 ASTMG173_filename = 'ASTMG173 . x l s x ' ;
55 s h e e t = 'SMARTS2 ' ;
56 xlRange = [ 'A ' , ' 3 ' , ' : ' , 'D ' , ' 2004 ' ] ;
57 o u t d o o r _ d a t a = x l s r e a d ( ASTMG173_filename , s h e e t , xlRange , ' b a s i c ' ) ;
58 l ambda_ou tdoo r = ou t d o o r _ d a t a ( : , 1 ) ∗1e−9 ; % [m]
59 AM0 = ou t d o o r _ d a t a ( : , 2 ) / 1 e −9; % [W/m^3]
60 AM15G = ou t d o o r _ d a t a ( : , 3 ) / 1 e −9; % [W/m^3]
61 AM15D = ou t d o o r _ d a t a ( : , 4 ) / 1 e −9; % [W/m^3]
62
63 % Def ine ene rgy / wave l eng th r a ng e s o f i n t e r e s t
64 E_range = 0 . 0 0 1 : 0 . 0 0 1 : 5 ; % [ eV ] r ange of e n e r g i e s o f i n t e r e s t . Avoid s i n g u l a r

p o i n t (E = 0)
65 lambda_range = E2 l am_ f a c t o r . / E_range ; % [m] , r ange o f wave l eng t h s
66
67 % d e f i n e new r ang e s based on s p e c t r a l d a t a & t a r g e t s p e c t r a l r ange
68 newAM0 = i n t e r p 1 ( lambda_outdoor , AM0, lambda_range , ' l i n e a r ' , 0 ) ;
69 newAM15G = i n t e r p 1 ( lambda_outdoor , AM15G, lambda_range , ' l i n e a r ' , 0 ) ;
70 newAM15D = i n t e r p 1 ( lambda_outdoor , AM15D, lambda_range , ' l i n e a r ' , 0 ) ;
71
72
73 %% Simulat ion Parameters
74
75 % L igh t s ou r c e i n f o rm a t i o n
76 f l u x = newAM15G . / E_range . ^ 3 / e∗h∗c ; % f l u x o f i n t e r e s t , i f no t b l ackbody ( e . g .

AM 15G) . Ex t r a c o nv e r s i o n f a c t o r t o use ene rgy i n t e g r a l
77 isBB = f a l s e ;
78
79 % I n i t i a l i z e Exc i t on Op t im i z a t i o n Problem
80 numExc = 5 ;
81 IQE_exc = 1 ; % i n t e r n a l quantum e f f i c i e n c y ( d i s s o c i a t i o n ∗ c o l l e c t i o n e f i c i e n c y

of e x c i t o n s )
82 maxPCE_exc_uncon = z e r o s ( numExc , 1 ) ;
83 maxPCE_exc_con = maxPCE_exc_uncon ;
84 x_exc_uncon = z e r o s ( numExc , 3∗numExc ) ;
85 x_exc_con = x_exc_uncon ;
86
87 % Opt i on s f o r p l o t t i n g and o p t im i z a t i o n
88 p l o t S p e c = t r u e ;
89 p l o t IV = f a l s e ; %p l o t S p e c needs t o be t r u e t o run p l o t IV
90 doSe r i e sCon = f a l s e ; % per fo rm o p t im i z a t i o n wi th s e r i e s c o n s t r a i n t
91 CurTol = 5e1 ; % rough l y t h e t o l e r a n c e we a l l ow i n c u r r e n t ma tch ing i s 1 / CurTol

i n p e r c e n t a g e ( i . e . 1 /20 = 5%)
92
93 % Ca l c u l a t e I n p u t Power
94 i f isBB
95 Pin = abs ( t r a p z ( E_range , e∗E_range .∗ bb ( E_range , Fsun , Tsun , 0 ) ) ) ; % i n p u t

power , W/m^2
96 e l s e
97 Pin = abs ( t r a p z ( E_range , e∗E_range .∗ f l u x ) ) ;
98 end
99
100 %% Calcu la t e and P lo t Optimized Exci ton Parameters
101 f o r i dx = 1 : numExc
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102 % i n i t a l i z e s t a r t i n g p o i n t f o r o p t im z a t i o n
103 Apeak0 = 0 .5∗ ones ( 1 , i dx ) ; % peak va l u e o f ab so r b anc e
104 E_exc0 = l i n s p a c e ( 0 . 7 , 3 . 2 , i dx ) ; % e x c i t o n e x c i t a t i o n ene rgy
105 Exc_LW0 = 80e−3∗ ones ( 1 , i dx ) ; % Linewid th o f e x c i t o n
106 x0 = [ Apeak0 , E_exc0 , Exc_LW0 ] ;
107
108 i f i dx == 1
109 oldPCE_uncon = 0 ;
110 oldPCE_con = 0 ;
111 e l s e
112 oldPCE_uncon = maxPCE_exc_uncon ( idx −1) ;
113 oldPCE_con = maxPCE_exc_con ( idx −1) ;
114 end
115
116 % Per form Op t im i z a t i o n
117 [maxPCE , x ] = op t imExc i t on ( f l ux , idx , 0 , x0 , oldPCE_uncon ) ;
118 maxPCE_exc_uncon ( i dx ) = −maxPCE ;
119 x_exc_uncon ( idx , 1 :3∗ i dx ) = x ;
120
121 i f doSe r i e sCon
122 % use r e s u l t s from un c o n s t r a i n e d as i n i t i a l s t a r t i n g p o i n t f o r
123 % c o n s t r a i n e d . Also f o r c e t h e c o n s t r a i n e d PCEs t o i n c r e a s e wi th
124 % number o f e x c i t o n i c a b s o r b e r s .
125 [maxPCE , x ] = op t imExc i t on ( f l ux , idx , 1 , x , oldPCE_con ) ;
126 maxPCE_exc_con ( i dx ) = −maxPCE ;
127 x_exc_con ( idx , 1 :3∗ i dx ) = x ;
128 end
129 end
130
131 f i g u r e ;
132 SQ1JPCE = 3 3 . 7 ; % s i n g l e j u n c t i o n SQ l i m i t
133 p l o t ( 1 : numExc , maxPCE_exc_uncon ∗100 , ' −o ' , ' MarkerFaceColo r ' , ' b ' , ' Marke rS ize

' , 10 ) ; ho ld on ;
134 i f doSe r i e sCon
135 p l o t ( 1 : numExc , maxPCE_exc_con ∗100 , ' −o ' , ' MarkerFaceColo r ' , ' r ' , '

Marke rS ize ' , 10 ) ;
136 p l o t ( 1 : numExc , SQ1JPCE∗ ones ( 1 , numExc ) , ' k−− ' , ' LineWidth ' , 1 . 5 ) ;
137 l egend ({ ' Uncon s t r a i n e d ' , ' S e r i e s Con s t r a i n e d ' , 'SQ Limi t ' } , ' Loca t i o n ' , '

NorthWest ' ) ;
138 e l s e
139 p l o t ( 1 : numExc , SQ1JPCE∗ ones ( 1 , numExc ) , ' k−− ' , ' LineWidth ' , 1 . 5 ) ;
140 l egend ({ ' Uncon s t r a i n e d ' , 'SQ Limi t ' } , ' Loca t i o n ' , ' NorthWest ' ) ;
141 end
142 x l a b e l ( 'Number o f E x c i t o n i c Abso rbe r s ' ) ; y l a b e l ( 'Maximum PCE (%) ' ) ;
143 x t i c k s ( 1 : numExc ) ;
144 s a v e f i g ( [ dir_name , ' / maxPCE_vs_numExc . f i g ' ] ) ;
145
146 %% Plo t Spec t ra l Data of Optimized Exc i t on i c Absorbers
147
148 i f p l o t S p e c
149 % Use a d i f f e r e n t c o l o r f o r a d i f f e r e n t number o f e x c i t o n i c a b s o r b e r s
150 c o l o r L i n e s = [
151 0 0 .4470 0 .7410
152 0 .8500 0 .3250 0 .0980
153 0 .9290 0 .6940 0 .1250
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154 0 .4940 0 .1840 0 .5560
155 0 .4660 0 .6740 0 .1880
156 0 .3010 0 .7450 0 .9330
157 0 .6350 0 .0780 0 .1840
158 0 0 .7500 0 .7500
159 0 .2500 0 .2500 0 .2500
160 0 .7500 0 0 .7500
161 0 .7500 0 .7500 0
162 0 .0000 0 .0000 1 .0000
163 0 .0000 0 .5000 0 .0000
164 1 .0000 0 .0000 0 .0000
165 0 .5000 0 .5000 0 .7500
166 0 .8000 0 .1050 0 .5000
167 0 .5000 0 .8000 0 .1050
168 0 .1050 0 .5000 0 .8000
169 0 .7500 0 .5000 0 .0000
170 0 .0000 0 .7500 0 .0000
171 0 .0000 0 .0000 0 . 7 5 0 0 ] ;
172
173
174 f i g u r e ;
175 ho ld on ;
176 s e t ( gcf , ' P o s i t i o n ' , [ 300 , 75 , 300 , 500 ] ) ;
177 AbsSpec t r a_uncon = z e r o s ( numExc , numExc , l e n g t h ( E_range ) ) ;
178 f o r i 1 = 1 : numExc
179 f o r i 2 = 1 : i 1
180 spec = excGauss ( E_range , x_exc_uncon ( i1 , i 2 ) , ...
181 x_exc_uncon ( i1 , i 1 + i 2 ) , x_exc_uncon ( i1 , 2∗ i 1 + i 2 ) ) ;
182 AbsSpec t r a_uncon ( i1 , i2 , : ) = spec ;
183 p l o t ( E_range , ( i1 −1)∗ ones ( 1 , l e n g t h ( E_range ) ) + spec , ...
184 ' − ' , ' Colo r ' , c o l o r L i n e s ( i1 , : ) , ' LineWidth ' , 1 . 5 ) ;
185 end
186 end
187 ho ld o f f ;
188 xl im ( [ 0 . 5 , 3 . 5 ] ) ; box on ;
189 x l a b e l ( ' Energy ( eV ) ' ) ; y l a b e l ( ' Ex c i t o n i c Abso r p t i on Sp e c t r a ' ) ;
190 s a v e f i g ( [ dir_name , ' / AbsSpec t r a_op t im_uncon . f i g ' ] ) ;
191
192 i f doSe r i e sCon
193 f i g u r e ;
194 ho ld on ;
195 s e t ( gcf , ' P o s i t i o n ' , [ 300 , 75 , 300 , 500 ] ) ;
196 AbsSpec t r a_con = z e r o s ( numExc , numExc , l e n g t h ( E_range ) ) ;
197 f o r i 1 = 1 : numExc
198 f o r i 2 = 1 : i 1
199 spec = excGauss ( E_range , x_exc_con ( i1 , i 2 ) , ...
200 x_exc_con ( i1 , i 1 + i 2 ) , x_exc_con ( i1 , 2∗ i 1 + i 2 ) ) ;
201 AbsSpec t r a_con ( i1 , i2 , : ) = spec ;
202 p l o t ( E_range , ( i1 −1)∗ ones ( 1 , l e n g t h ( E_range ) ) + spec , ...
203 ' − ' , ' Colo r ' , c o l o r L i n e s ( i1 , : ) , ' LineWidth ' , 1 . 5 ) ;
204 end
205 end
206 ho ld o f f ;
207 xl im ( [ 0 . 5 , 3 . 5 ] ) ; box on ;
208 x l a b e l ( ' Energy ( eV ) ' ) ; y l a b e l ( ' Ex c i t o n i c Abso r p t i on Sp e c t r a ' ) ;
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209 s a v e f i g ( [ dir_name , ' / AbsSpec t r a_op t im_con . f i g ' ] ) ;
210 end
211
212
213 %% Perform Ana ly s i s to P l o t J−V Cha r a c t e r i s t i c s o f Optimized Exc i t on i c

Absorbers
214 i f p l o t IV
215
216 % I n i t i a l i z e Device Outpu t s t o r a g e
217 Voc_uncon = z e r o s ( numExc , numExc ) ;
218 J sc_uncon = Voc_uncon ;
219 PCE_uncon = Voc_uncon ;
220
221 % Do un c o n s t r a i n e d IV
222 f o r i 1 = 1 : numExc
223 EQE_vals = [ z e r o s ( 1 , l e n g t h ( E_range ) ) ;
224 IQE_exc∗ r e s h a p e ( AbsSpec t r a_uncon ( i1 , 1 : i1 , : ) , [ i1 , l e n g t h (

E_range ) ] ) ] ;
225 TransWindow_vals = 1−cumsum ( EQE_vals , 1 ) ; % f o r c a l c u l a t i n g t h e f l u x

t h e lower l a y e r s e e s
226 TransWindow_vals ( TransWindow_vals <0) = 0 ;
227
228 f i g u r e ;
229 f o r i 2 = 1 : i 1
230 i n f l u x = TransWindow_vals ( i2 , : ) .∗ f l u x ;
231 Jsc_uncon ( i1 , i 2 ) = − JV_bo l t z ( 0 , E_range , EQE_vals ( i 2 + 1 , : ) , isBB ,

i n f l u x ) ;
232 Voc_uncon ( i1 , i 2 ) = f z e r o (@(V) JV_bo l t z (V, E_range , EQE_vals ( i 2

+ 1 , : ) , isBB , i n f l u x ) , 0 . 8∗ x_exc_uncon ( i1 , i 1 + i 2 ) ) ;
233 Vmax = fminbnd (@(V) V.∗ JV_bo l t z (V, E_range , EQE_vals ( i 2 + 1 , : ) , isBB

, i n f l u x ) , 0 , Voc_uncon ( i1 , i 2 ) ) ;
234 PCE_uncon ( i1 , i 2 ) = −Vmax .∗ JV_bo l t z (Vmax , E_range , EQE_vals ( i 2 + 1 , : )

, isBB , i n f l u x ) . / P in ;
235
236 V_vals = l i n s p a c e ( 0 , Voc_uncon ( i1 , i 2 ) , 100) ;
237 J _ v a l s = JV_bo l t z ( V_vals , E_range , EQE_vals ( i 2 + 1 , : ) , isBB , i n f l u x )

;
238 p l o t ( V_vals , − J _ v a l s ∗1e −1 , ' LineWidth ' , 1 . 5 , ' Colo r ' , c o l o r L i n e s (

i1 , : ) ) ; ho ld on ;
239 t e x t (Vmax−0 . 1 , J s c_uncon ( i1 , i 2 ) ∗1e −1+0 .3 , [ ' \ e t a = ' , num2s t r (

round ( PCE_uncon ( i1 , i 2 ) , 3 ) ∗1 e2 ) , '% ' ] , ' Colo r ' , c o l o r L i n e s ( i1
, : ) ) ;

240 end
241 x l a b e l ( ' Vol t age (V) ' ) ; y l a b e l ( ' Cu r r e n t Den s i t y (mA/ cm^2) ' ) ;
242 yl im ( [ 0 , 1 . 1∗max ( J sc_uncon ( i1 , : ) ) ∗1e −1 ] ) ;
243 s a v e f i g ( [ dir_name , ' / JV_optim_uncon_numExc= ' , num2s t r ( i 1 ) , ' . f i g ' ] ) ;
244 end
245
246 i f doSe r i e sCon
247 % Do c o n s t r a i n e d IV
248 Voc_con = z e r o s ( numExc , numExc ) ;
249 J s c_con = Voc_con ;
250 PCE_con = Voc_con ;
251 f o r i 1 = 1 : numExc
252 EQE_vals = [ z e r o s ( 1 , l e n g t h ( E_range ) ) ;
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253 IQE_exc∗ r e s h a p e ( AbsSpec t r a_con ( i1 , 1 : i1 , : ) , [ i1 , l e n g t h (
E_range ) ] ) ] ;

254 TransWindow_vals = 1−cumsum ( EQE_vals , 1 ) ; % f o r c a l c u l a t i n g t h e f l u x
t h e lower l a y e r s e e s

255 TransWindow_vals ( TransWindow_vals <0) = 0 ;
256
257 f i g u r e ;
258 f o r i 2 = 1 : i 1
259 i n f l u x = TransWindow_vals ( i2 , : ) .∗ f l u x ;
260 J s c_con ( i1 , i 2 ) = − JV_bo l t z ( 0 , E_range , EQE_vals ( i 2 + 1 , : ) , isBB ,

i n f l u x ) ;
261 Voc_con ( i1 , i 2 ) = f z e r o (@(V) JV_bo l t z (V, E_range , EQE_vals ( i 2 + 1 , : ) ,

isBB , i n f l u x ) , 0 . 8∗ x_exc_con ( i1 , i 1 + i 2 ) ) ;
262 Vmax = fminbnd (@(V) V.∗ JV_bo l t z (V, E_range , EQE_vals ( i 2 + 1 , : ) , isBB

, i n f l u x ) , 0 , Voc_con ( i1 , i 2 ) ) ;
263 PCE_con ( i1 , i 2 ) = −Vmax .∗ JV_bo l t z (Vmax , E_range , EQE_vals ( i 2 + 1 , : ) ,

isBB , i n f l u x ) . / P in ;
264
265 V_vals = l i n s p a c e ( 0 , Voc_con ( i1 , i 2 ) , 100) ;
266 J _ v a l s = JV_bo l t z ( V_vals , E_range , EQE_vals ( i 2 + 1 , : ) , isBB , i n f l u x )

;
267 p l o t ( V_vals , − J _ v a l s ∗1e −1 , ' LineWidth ' , 1 . 5 , ' Colo r ' , c o l o r L i n e s (

i1 , : ) ) ; ho ld on ;
268 t e x t (Vmax−0 . 1 , J s c_con ( i1 , i 2 ) ∗1e −1+0 .3 , [ ' \ e t a = ' , num2s t r ( round (

PCE_con ( i1 , i 2 ) , 3 ) ∗1 e2 ) , '% ' ] , ' Colo r ' , c o l o r L i n e s ( i1 , : ) ) ;
269 end
270 x l a b e l ( ' Vol t age (V) ' ) ; y l a b e l ( ' Cu r r e n t Den s i t y (mA/ cm^2) ' ) ;
271 yl im ( [ 0 , 1 . 1∗max ( J s c_con ( i1 , : ) ) ∗1e −1 ] ) ;
272 s a v e f i g ( [ dir_name , ' / JV_optim_con_numExc= ' , num2s t r ( i 1 ) , ' . f i g ' ] ) ;
273 end
274 end
275
276 end
277 end
278
279 % save a l l v a r i a b l e s i n t h i s sweep
280 c l o s e a l l ;
281 f i l e n ame = [ dir_name , ' / Exc i t on i cTandem_Va r i ab l eDa t a . mat ' ] ;
282 save ( f i l e n ame ) ;
283
284 %%%%%%%%%%%%%%%%%%%%%%%%% Sub Funct ions %%%%%%%%%%%%%%%%%%%%%%%%%%%
285
286 f u n c t i o n [maxPCE , x ] = op t imExc i t on ( f l ux , numExc , i s S e r i e s , x0 , oldPCE )
287
288 % l e n g t h o f x i s numExc∗3
289
290 % Set −up Op t im i z a t i o n Pa r ame t e r s
291 maxExc_LW = 150e −3;
292 maxEg = 5 ;
293 maxA = 0 . 5 ;
294 l b = z e r o s ( 1 , 3∗numExc ) ;
295 ub = [maxA∗ ones ( 1 , numExc ) , maxEg∗ ones ( 1 , numExc ) , maxExc_LW∗ ones ( 1 , numExc )

] ;
296 o b j c o n s t r = @(x ) conop t ( x , f l ux , numExc , oldPCE , i s S e r i e s ) ; % r ew r i t e

o p t im i z a t i o n f o r s u r r o g a t e o p t
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297 o p t i o n s = op t imop t i o n s ( ' s u r r o g a t e o p t ' , ' I n i t i a l P o i n t s ' , x0 , ...
298 ' Us e P a r a l l e l ' , t r u e , ' MaxFunc t i onEva l u a t i on s ' , max (500 ,200∗ numExc ) , ...
299 ' P lo tF cn ' , ' s u r r o g a t e o p t p l o t ' ) ;
300
301 % Per form Op t im i z a t i o n
302 rng d e f a u l t ;
303 [ x , maxPCE] = s u r r o g a t e o p t ( o b j c o n s t r , lb , ub , o p t i o n s ) ;
304
305 end
306
307 % Sub f un c t i o n t h a t c a l c u l a t e s PCE and Jmax as t h e o b j e c t i v e f u n c t i o n
308 % and n o n l i n e a r c o n s t r a i n t f o r s u r r o g a t e o p t . I n c l u d e s s p e c t r a l
309 % windowing e f f e c t s . En f o r c e s l a r g e r PCE v a l u e s as a c o n s t r a i n t a s we l l
310 f u n c t i o n f = conop t ( x , f l ux , numExc , oldPCE , i s S e r i e s )
311
312 AbsSpec t r a = z e r o s ( numExc , l e n g t h ( E_range ) ) ;
313 f o r i = 1 : numExc
314 AbsSpec t r a ( i , : ) = excGauss ( E_range , x ( i ) , x ( numExc+ i ) , x (2∗ numExc+ i ) ) ;
315 end
316
317 EQE = [ z e r o s ( 1 , l e n g t h ( E_range ) ) ;
318 IQE_exc∗AbsSpec t r a ] ;
319 TransWindow = 1−cumsum (EQE, 1 ) ; % f o r c a l c u l a t i n g t h e f l u x t h e lower l a y e r

s e e s
320 TransWindow ( TransWindow <0) = 0 ;
321
322 Jmax_va l s = z e r o s ( numExc , 1 ) ;
323 newPCE = 0 ;
324 f o r i = 1 : numExc
325 i n p u t f l u x = TransWindow ( i , : ) .∗ f l u x ;
326 [ Vmax_val , Pout ] = fminbnd (@(V) V.∗ JV_bo l t z (V, E_range , EQE( i + 1 , : ) ,

isBB , i n p u t f l u x ) , 0 , x ( numExc+ i ) ) ;
327 Jmax_va l s ( i ) = JV_bo l t z ( Vmax_val , E_range , EQE( i + 1 , : ) , isBB , i n p u t f l u x

) ;
328 newPCE = newPCE − Pout . / P in ;
329 end
330
331 f . Fva l = −newPCE ;
332 minIneq = r e a lm i n ; % log ( minIneq ) i s t h e l owe s t v a l u e we can r e a ch i n t h e

c o n s t r a i n t , so t h e r e a r e no i n f i n i t i e s f o r l og ( 0 ) . Use f l o a t i n g p o i n t
p r e c i s i o n

333 i f i s S e r i e s
334 % Per form c u r r e n t ma tch ing u s i ng n o n l i n e a r i n e q u a l i t i e s ( Ineq
335 % <= 0) by r e w r i t i n g e q u a l i t y c o n s t r a i n t w i th a l og f u n c t i o n
336 f . Ineq = [ oldPCE − newPCE ; l og ( minIneq+abs ( ( Jmax_va l s − Jmax_va l s ( 1 ) )

. / Jmax_va l s ( 1 ) ) ∗CurTol ) ] ;
337 e l s e
338 f . Ineq = oldPCE − newPCE ;
339 end
340 end
341
342 % Gauss i an s p e c t r a f o r e x c i t o n s
343 f u n c t i o n ou t = excGauss ( E_range , Apeak , E_exc , Exc_LW)
344 ou t = Apeak∗exp ( −0 . 5∗ ( ( E_range − E_exc ) . / Exc_LW) . ^ 2 ) ;
345 end
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346
347 % Bose− E i n s t e i n b lack −body spec t rum wi th some e l e c t r o c h em i c a l p o t e n t i a l
348 f u n c t i o n spec t rum = bb ( E_range , F , T , V)
349 spec t rum = 2∗F . / ( h^3∗ c ^2 ) .∗ ...
350 E_range . ^ 2 . / ( exp ( ( E_range −V) / ( k∗T) ) − 1) ; % blackbody pho ton

f l u x [ Pho tons / ( s e c ∗m^2∗ wave l eng th ) ]
351 end
352
353 % Ca l c u l a t e JV c h a r a c t e r i s t i c s unde r Boltzmann app r ox ima t i o n
354 f u n c t i o n ou t = JV_bo l t z (V, E_range , EQE, isBB , f l u x )
355 i f isBB
356 Jpho ton = −e∗ abs ( t r a p z ( E_range , EQE.∗ bb ( E_range , Fsun , Tsun , 0 ) ) ) ;
357 e l s e
358 Jpho ton = −e∗ abs ( t r a p z ( E_range , EQE.∗ f l u x ) ) ;
359 end
360
361 J r a d = −e∗ abs ( t r a p z ( E_range , EQE.∗ bb ( E_range , F c e l l , T c e l l , 0 ) ) ) ∗ ( exp (V . / ( k

∗ Tc e l l ) ) −1) ;
362 ou t = Jpho ton − J r a d ;
363 end
364
365 end
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Listing D.3: Transfer Matrix Code for Monolayer Excitonic Absorbers
1 % 1D, Normal I n c i d en c e , T r a n s f e r Ma t r i x Method
2 % Accoun t ing f o r TMDC as a s h e e t c o n d u c t i v i t y p a r ame t r i z e d by a Lo r e n t z i a n
3 % Also a c coun t f o r a b s o r p t i o n i n i n d i v i d u a l l a y e r s
4 %
5 % Assumed s t r u c t u r e i s GaS / Mica /TMDC/ Mica /Ag . Pe r fo rms t h e f o l l ow i n g sweeps :
6 %
7 % − Sweeps t h i c k n e s s o f GaS and Mica
8 % − Sweeps r a d i a t i v e and non− r a d i a t i v e r a t e s o f Exc i t on
9 % − Examines t h e a b s o r p t i o n s p e c t r a a t e i t h e r t h e optimum t h i c k n e s s o r t h e
10 % s p e c i f i e d t h i c k n e s s ( i f t h i c k n e s s sweep no t r an )
11 % − Examines t h e E l e c t r i c F i e l d P r o f i l e a t e i t h e r t h e optimum t h i c k n e s s o r
12 % th e s p e c i f i e d t h i c k n e s s ( i f t h i c k n e s s sweep no t r an ) . Requ i r e s r unn i ng
13 % a b s o r p t i o n s p e c t r a c a l c u l a t i o n .
14 % − Pe r fo rms a Lo r e n t z i a n t o t a l l i n ew i d t h f i t a s t h e non− r a d i a t i v e r a t e i s
15 % v a r i e d .
16 %
17 % Joeson Wong
18 % Las t Updated : 11 / 14 / 2021
19
20 %% Load in Data and I n i t i a l i z e Var iab l e s
21
22 % load m a t e r i a l d a t a
23 c l e a r a l l ;
24 c l o s e a l l ;
25 a = l o ad ( 'Au_nk . mat ' ) ;
26 b = l o ad ( 'Ag_nk . mat ' ) ;
27
28 % wave l eng t h s o f i n t e r e s t
29 lambda = 550e −9:1 e −9:700 e −9; % Waveleng ths o f i n t e r e s t ( u n i t s o f m^ −1)
30 Ag _ i n t e r p _ n t i l d e = i n t e r p 1 ( b . lambda , b . Ag _ i n t e r p _ n t i l d e , lambda ) ;
31
32 % p h y s i c a l c o n s t a n t s
33 c = 299792458; % [m/ s ] , speed of l i g h t
34 ce = 1.60217656535 e −19; % cha rge o f e l e c t r o n , [C or J / eV ]
35 hba r = 1 .054571817 e −34; % reduced Planck ' s c o n s t a n t , [ J− s ]
36 mu0 = 4∗ p i ∗1e −7; % [ Henry / me te r ] , p e rm e a b i l i t y o f f r e e space
37 eps0 = 8.854187821 e −12; % [ Fa r ad s / me te r ] , p e r m i t t i v t y o f f r e e space
38 G0 = 2∗ ce ^ 2 . / ( 2 ∗ p i ∗ hba r ) ; % 1 /Ohms
39 n_GaS = 2 . 7 ;
40 n_Mica = 1 . 5 5 ;
41 n_SiO2 = 1 . 4 9 ;
42
43 % load and d e f i n e TMDC (WS2) / hBN da t a
44 gamma_r_de fau l t = 4 . 11 e −3;
45 gamma_nr_de fau l t = 38 .6 e −3;
46 omega_exc_de f au l t = 2 . 0 1 ; % [ eV ]
47 omega_peak = omega_exc_de f au l t ∗ ce . / hba r ; % f r equency , i n u n i t s o f r ad / s
48 lambda_peak = 2∗ p i ∗c . / omega_peak ; % wave l eng th
49 k_peak = f i n d ( abs ( lambda − lambda_peak ) ∗1e9<mean ( abs ( d i f f ( lambda ) ) ∗1 e9 ) / 2 ) ; %

wave l eng th i ndex of peak
50 omega_energy = 2∗ p i ∗ hba r ∗c . / lambda . / ce ; % f r equency , i n u n i t s o f ene rgy
51 s igma_s = fun_exc_s igma ( gamma_r_defau l t , gamma_nr_defau l t , omega_energy ,

omega_exc_de f au l t ) ; % c o n d u c t i v i t y o f TMDC, i n [ 1 / Ohms ]
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52
53 % d e f i n e t h i c k n e s s e s
54 d1 = 58e −9; % top GaS
55 d2 = 99e −9; % top Mica
56 d3 = 77e −9; % bot tom Mica
57 d4 = 0e −9; % bot tom SiO2 , i f any
58 t h i c k n e s s e s = [ d1 , d2 , d3 , d4 ] ; %t h i c k n e s s o f each l a y e r
59 z = cumsum ( [ 0 , t h i c k n e s s e s ] ) ; % u n i t s o f [m] , z p o s i t i o n o f l a y e r s . S t a r t a t z = 0 .
60
61 % d e f i n e what t o c a l c u l a t e
62 doThickSweep = f a l s e ;
63 doGamSweep = f a l s e ;
64 doSpe c t r aCa l c = t r u e ;
65 d o F i e l d P l o t = t r u e ;
66 doGamNR_FWHM = t r u e ;
67
68 % d e f i n i t i o n o f l a y e r s , each l a y e r i s a s e p a r a t e column
69 n t i l d e = [ ones ( l e n g t h ( lambda ) , 1 ) , ... %f i r s t l a y e r , which i s a i r u s u a l
70 n_GaS∗ ones ( l e n g t h ( lambda ) , 1 ) , ...
71 n_Mica∗ ones ( l e n g t h ( lambda ) , 1 ) , ...
72 n_Mica∗ ones ( l e n g t h ( lambda ) , 1 ) , ...
73 n_SiO2∗ ones ( l e n g t h ( lambda ) , 1 ) , ...
74 r e s h a p e ( Ag_ i n t e r p _ n t i l d e , [ l e n g t h ( lambda ) , 1 ] ) ...
75 ] ; % l a s t l a y e r i s s u b s t r a t e / a i r , s hou l d have l e n g t h ( t ) +2 number o f l a y e r s

,
76
77 % Stack o r d e r i n g i s : [ n t i l d e ( 1 ) , hasTMDC , n t i l d e ( 2 ) , hasTMDC , . . . ]
78 % n t i l d e ( 1 ) u s u a l l y a i r . hasTMDC ( 1 ) i s a l a y e r o f TMDC between a i r and
79 % f i r s t l a y e r o f d i e l e c t r i c i f hasTMDC ( 1 ) = 1 . Othe rwise , n o t h i n g a t
80 % i n t e r f a c e .
81 hasTMDC = [ 0 , 0 , 1 , 0 , 0 ] ; % 1 i f i n t e r f a c e has graphene , 0 i f no g raphene . There a r e

l e n g t h ( z ) number o f i n t e r f a c e s .
82 Pa r I ndex = [ 1 , 2 , 4 , 5 , 6 ] ;
83 Ac t Index = 3 ;
84
85 % Def ine no rma l i z ed E− F i e l d i n t e n s i t y f o r p l a n e waves
86 E l e c t r i c I n t e n s i t y = @(z , An , Bn , qp ) abs (An) ^2∗ exp (1 i ∗z ∗ ( qp − con j ( qp ) ) ) + ...
87 abs (Bn ) ^2∗ exp (−1 i ∗z ∗ ( qp − con j ( qp ) ) ) + ...
88 2∗ r e a l (An∗ con j (Bn ) ∗exp (1 i ∗z ∗ ( qp + con j ( qp ) ) ) ) ;
89
90 % Some s imp l e e r r o r Checking
91 i f l e n g t h (hasTMDC) ~= l e n g t h ( z )
92 e r r o r ( 'Make s u r e t h e number o f TMDC l o c a t i o n s matches number o f i n t e r f a c e s ' ) ;
93 e l s e i f l e n g t h ( t h i c k n e s s e s ) +2 ~= s i z e ( n t i l d e , 2 )
94 e r r o r ( 'Make s u r e you have s p e c i f i e d a t h i c k n e s s f o r each l a y e r ' ) ;
95 end
96
97 i f d o F i e l d P l o t
98 i f ~ doSpe c t r aCa l c
99 e r r o r ( 'Make s u r e t o pe r fo rm spec t rum c a l c u l a t i o n b e f o r e f i e l d c a l c u l a t i o n '

) ;
100 end
101 end
102
103 %% Sweep top Metal and hBN Thicknes se s
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104
105 i f doThickSweep
106 d1 = 0e −9:1 e −9:120 e −9;
107 d2 = 40e −9:1 e −9:140 e −9;
108 d3 = 30e −9:1 e −9:130 e −9;
109 Tota lAbs = z e r o s ( l e n g t h ( d1 ) , l e n g t h ( d2 ) , l e n g t h ( d3 ) ) ;
110 AbsTMDC = Tota lAbs ;
111 s igma_exc = fun_excs igma ( gamma_r_defau l t , gamma_nr_defau l t , 0 ,

omega_exc_de fau l t , omega_exc_de f au l t ) ; % c o n d u c t i v i t y o f TMDC, i n [ 1 / Ohms ]
112 maxAbsTMDC = 0 ; % f o r f i n d i n g max a c t i v e l a y e r a b s o r p t i o n
113 d1_max = 0 ;
114 d2_max = 0 ;
115 d3_max = 0 ;
116 f o r idx_d1 = 1 : l e n g t h ( d1 )
117 f o r idx_d2 = 1 : l e n g t h ( d2 )
118 f o r idx_d3 = 1 : l e n g t h ( d3 )
119 t h i c k n e s s e s = [ d1 ( idx_d1 ) , d2 ( idx_d2 ) , d3 ( idx_d3 ) , d4 ] ; %

t h i c k n e s s o f each l a y e r
120 z = cumsum ( [ 0 , t h i c k n e s s e s ] ) ; % u n i t s o f [m] , z p o s i t i o n o f

l a y e r s . S t a r t a t z = 0 .
121
122 J = [ 1 , 0 ;
123 0 , 1 ] ; % i n i t a l i z e J a s i d e n t i t y ma t r i x
124
125 % f i r s t l a y e r i s a i r , c o o r d i n a t e s a r e such t h a t t h e a i r −

d i e l e c t r i c
126 % s t a c k s t a r t s a t z = 0
127 f o r j = 1 : l e n g t h ( z )
128 q = 2∗ p i ∗ n t i l d e ( k_peak , j ) / lambda_peak ;
129 qp = 2∗ p i ∗ n t i l d e ( k_peak , j +1) / lambda_peak ;
130 J = 1 / 2∗ [ exp (1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q−omega_peak∗mu0∗

s igma_exc∗hasTMDC( j ) ) / qp ) , exp (−1 i ∗ ( q + qp ) ∗z ( j ) ) ∗
(1 − ( q+omega_peak∗mu0∗ s igma_exc∗hasTMDC( j ) ) / qp ) ; ...

131 exp (1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q−omega_peak∗mu0∗ s igma_exc∗
hasTMDC( j ) ) / qp ) , exp (−1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q+
omega_peak∗mu0∗ s igma_exc∗hasTMDC( j ) ) / qp ) ]∗ J ;

132 end
133 r = − J ( 2 , 1 ) / J ( 2 , 2 ) ; % r e f l e c t i o n amp l i t u d e
134 Tota lAbs ( idx_d1 , idx_d2 , idx_d3 ) = 1− abs ( r ) . ^ 2 ;
135
136 % Ca l c u l a t e a b s o r p t i o n and E− f i e l d i n i n d i v i d u a l l a y e r s , go

t h r ough
137 % l a y e r s a g a i n u s i ng t h e f a c t t h a t we s t a r t w i th [ 1 ; r ] f o r t h e
138 % f i e l d amp l i t u d e
139
140 % C o e f f i c i e n t s o f E− f i e l d i n f i r s t l a y e r , e . g . a i r
141 A( 1 : 2 , 1 ) = [ 1 ; r ] ;
142 f o r j = 1 : l e n g t h ( z )
143 q = 2∗ p i ∗ n t i l d e ( k_peak , j ) / lambda_peak ;
144 qp = 2∗ p i ∗ n t i l d e ( k_peak , j +1) / lambda_peak ;
145 Jn = 1 / 2∗ [ exp (1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q−omega_peak∗mu0∗

s igma_exc∗hasTMDC( j ) ) / qp ) , exp (−1 i ∗ ( q + qp ) ∗z ( j ) ) ∗
(1 − ( q+omega_peak∗mu0∗ s igma_exc∗hasTMDC( j ) ) / qp ) ; ...

146 exp (1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q−omega_peak∗mu0∗ s igma_exc∗
hasTMDC( j ) ) / qp ) , exp (−1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q+
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omega_peak∗mu0∗ s igma_exc∗hasTMDC( j ) ) / qp ) ] ;
147
148 A( 1 : 2 , j +1) = Jn∗A( 1 : 2 , j ) ; % upda t e E− f i e l d c o e f f i c i e n t s
149 % Abso rp t i on i n TMDC
150 i f hasTMDC( j )
151 AbsTMDC( idx_d1 , idx_d2 , idx_d3 ) = r e a l ( s igma_exc ) / ( c∗

n t i l d e ( k_peak , 1 ) ∗ eps0 ) ∗ E l e c t r i c I n t e n s i t y ( z ( j ) ,A( 1 ,
j +1) , A( 2 , j +1) , qp ) ;

152 end
153 end
154
155 i f AbsTMDC( idx_d1 , idx_d2 , idx_d3 ) > maxAbsTMDC
156 d1_max = d1 ( idx_d1 ) ;
157 d2_max = d2 ( idx_d2 ) ;
158 d3_max = d3 ( idx_d3 ) ;
159 maxAbsTMDC = AbsTMDC( idx_d1 , idx_d2 , idx_d3 ) ;
160 end
161 end
162 end
163 end
164
165 FigSpecX = f i g u r e ;
166 s u r f ( d1∗1e9 , d2∗1e9 , t r a n s p o s e ( squeeze (AbsTMDC ( : , : , abs ( d3−d3_max ) <mean ( abs (

d i f f ( d3 ) ) ) / 2 ) ) ) ) ;
167 view ( [ 0 , 9 0 ] ) ;
168 shad i ng i n t e r p ; a x i s t i g h t ;
169 d a s p e c t ( [ 1 , 1 , 1 ] ) ;
170 x l a b e l ( ' Top GaS Th i ckne s s (nm) ' ) ;
171 y l a b e l ( ' Top Mica Th i ckne s s (nm) ' ) ;
172 a x i s s qu a r e ; box on ;
173 hc = c o l o r b a r ; x l a b e l ( hc , ' Peak TMDC Abso rp t i o n ' ) ;
174 co lormap ( ' p a r u l a ' ) ; c a x i s ( [ 0 , 1 ] ) ;
175
176 FigSpecY = f i g u r e ;
177 s u r f ( d2∗1e9 , d3∗1e9 , t r a n s p o s e ( squeeze (AbsTMDC( abs ( d1−d1_max ) <mean ( abs ( d i f f ( d1

) ) ) / 2 , : , : ) ) ) ) ;
178 view ( [ 0 , 9 0 ] ) ;
179 shad i ng i n t e r p ; a x i s t i g h t ;
180 d a s p e c t ( [ 1 , 1 , 1 ] ) ;
181 x l a b e l ( ' Top Mica Th i ckne s s (nm) ' ) ;
182 y l a b e l ( ' Bottom Mica Th i ckne s s (nm) ' ) ;
183 a x i s s qu a r e ; box on ;
184 hc = c o l o r b a r ; x l a b e l ( hc , ' Peak TMDC Abso rp t i o n ' ) ;
185 co lormap ( ' p a r u l a ' ) ; c a x i s ( [ 0 , 1 ] ) ;
186
187 FigSpecZ = f i g u r e ;
188 s u r f ( d1∗1e9 , d3∗1e9 , t r a n s p o s e ( squeeze (AbsTMDC( : , abs ( d2−d2_max ) <mean ( abs ( d i f f (

d2 ) ) ) / 2 , : ) ) ) ) ;
189 view ( [ 0 , 9 0 ] ) ;
190 shad i ng i n t e r p ; a x i s t i g h t ;
191 d a s p e c t ( [ 1 , 1 , 1 ] ) ;
192 x l a b e l ( ' Top GaS Th i ckne s s (nm) ' ) ;
193 y l a b e l ( ' Bottom Mica Th i ckne s s (nm) ' ) ;
194 a x i s s qu a r e ; box on ;
195 hc = c o l o r b a r ; x l a b e l ( hc , ' Peak TMDC Abso rp t i o n ' ) ;
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196 colormap ( ' p a r u l a ' ) ; c a x i s ( [ 0 , 1 ] ) ;
197
198
199 f i g u r e ;
200 p l o t ( d1∗1e9 , squeeze (AbsTMDC( : , abs ( d2−d2_max ) <mean ( abs ( d i f f ( d2 ) ) ) / 2 , abs ( d3−

d3_max ) <mean ( abs ( d i f f ( d3 ) ) ) / 2 ) ) , ' LineWidth ' , 1 . 5 ) ;
201 a x i s t i g h t ;
202 x l a b e l ( ' Top GaS Th i ckne s s (nm) ' ) ;
203 y l a b e l ( ' Ex c i t o n i c Absorbance ' ) ;
204 a x i s s qu a r e ; box on ;
205
206 f i g u r e ;
207 p l o t ( d2∗1e9 , squeeze (AbsTMDC( abs ( d1−d1_max ) <mean ( abs ( d i f f ( d1 ) ) ) / 2 , : , abs ( d3−

d3_max ) <mean ( abs ( d i f f ( d3 ) ) ) / 2 ) ) , ' LineWidth ' , 1 . 5 ) ;
208 a x i s t i g h t ;
209 x l a b e l ( ' Top Mica Th i ckne s s (nm) ' ) ;
210 y l a b e l ( ' Ex c i t o n i c Absorbance ' ) ;
211 a x i s s qu a r e ; box on ;
212
213 f i g u r e ;
214 p l o t ( d3∗1e9 , squeeze (AbsTMDC( abs ( d1−d1_max ) <mean ( abs ( d i f f ( d1 ) ) ) / 2 , abs ( d2−

d2_max ) <mean ( abs ( d i f f ( d2 ) ) ) / 2 , : ) ) , ' LineWidth ' , 1 . 5 ) ;
215 a x i s t i g h t ;
216 x l a b e l ( ' Bottom Mica Th i ckne s s (nm) ' ) ;
217 y l a b e l ( ' Ex c i t o n i c Absorbance ' ) ;
218 a x i s s qu a r e ; box on ;
219
220 % i f ran , s e t d1 , d2 , d3 t o op t ima l v a l u e s
221 d1 = d1_max ;
222 d2 = d2_max ;
223 d3 = d3_max ;
224 t h i c k n e s s e s = [ d1 , d2 , d3 , d4 ] ; %t h i c k n e s s o f each l a y e r
225 z = cumsum ( [ 0 , t h i c k n e s s e s ] ) ; % u n i t s o f [m] , z p o s i t i o n o f l a y e r s . S t a r t a t z

= 0 .
226
227 end
228
229 %% Peak Absorpt ion for vary ing gamma_nr , gamma_r
230 i f doGamSweep
231 gamma_r = [1 e −3 , 3e −3 , 5e −3 ] ;
232 gamma_nr = 0 . 2 e −3 : 0 . 2 e −3:50 e −3;
233 omega_peak = omega_exc_de f au l t ∗ ce . / hba r ; % f r equency , i n u n i t s o f r ad / s
234 lambda_peak = 2∗ p i ∗c . / omega_peak ; % wave l eng th
235 k_peak = f i n d ( abs ( lambda − lambda_peak ) <mean ( abs ( d i f f ( lambda ) ) ) / 2 ) ;
236 Tota lAbs = z e r o s ( l e n g t h ( gamma_r ) , l e n g t h ( gamma_nr ) ) ;
237 AbsTMDC = Tota lAbs ;
238 FigSpec2 = f i g u r e ; ho ld on ;
239 legH = z e r o s ( l e n g t h ( gamma_r ) , 1 ) ;
240 f o r idx_gam_r = 1 : l e n g t h ( gamma_r )
241 f o r idx_gam_nr = 1 : l e n g t h ( gamma_nr )
242
243 s igma_exc = fun_excs igma ( gamma_r ( idx_gam_r ) , gamma_nr ( idx_gam_nr ) , 0 ,

omega_exc_de fau l t , omega_exc_de f au l t ) ; % c o n d u c t i v i t y o f TMDC, i n
[ 1 / Ohms ]

244
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245 J = [ 1 , 0 ;
246 0 , 1 ] ; % i n i t a l i z e J a s i d e n t i t y ma t r i x
247
248 % f i r s t l a y e r i s a i r , c o o r d i n a t e s a r e such t h a t t h e a i r − d i e l e c t r i c
249 % s t a c k s t a r t s a t z = 0
250 f o r j = 1 : l e n g t h ( z )
251 q = 2∗ p i ∗ n t i l d e ( k_peak , j ) / lambda_peak ;
252 qp = 2∗ p i ∗ n t i l d e ( k_peak , j +1) / lambda_peak ;
253 J = 1 / 2∗ [ exp (1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q−omega_peak∗mu0∗ s igma_exc∗

hasTMDC( j ) ) / qp ) , exp (−1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q+omega_peak∗
mu0∗ s igma_exc∗hasTMDC( j ) ) / qp ) ; ...

254 exp (1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q−omega_peak∗mu0∗ s igma_exc∗hasTMDC( j ) )
/ qp ) , exp (−1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q+omega_peak∗mu0∗
s igma_exc∗hasTMDC( j ) ) / qp ) ]∗ J ;

255 end
256
257 % r e f l e c t i o n amp l i t u d e & t r a n sm i s s i o n
258 r = − J ( 2 , 1 ) / J ( 2 , 2 ) ;
259 Tota lAbs ( idx_gam_r , idx_gam_nr ) = 1 − abs ( r ) . ^ 2 ; % assuming T = 0
260
261 % Ca l c u l a t e a b s o r p t i o n and E− f i e l d i n i n d i v i d u a l l a y e r s , go t h r ough
262 % l a y e r s a g a i n u s i ng t h e f a c t t h a t we s t a r t w i th [ 1 ; r ] f o r t h e
263 % f i e l d amp l i t u d e
264
265 % C o e f f i c i e n t s o f E− f i e l d i n f i r s t l a y e r , e . g . a i r
266 A( 1 : 2 , 1 ) = [ 1 ; r ] ;
267 f o r j = 1 : l e n g t h ( z )
268 q = 2∗ p i ∗ n t i l d e ( k_peak , j ) / lambda_peak ;
269 qp = 2∗ p i ∗ n t i l d e ( k_peak , j +1) / lambda_peak ;
270 Jn = 1 / 2∗ [ exp (1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q−omega_peak∗mu0∗ s igma_exc∗

hasTMDC( j ) ) / qp ) , exp (−1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q+omega_peak∗
mu0∗ s igma_exc∗hasTMDC( j ) ) / qp ) ; ...

271 exp (1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q−omega_peak∗mu0∗ s igma_exc∗hasTMDC( j )
) / qp ) , exp (−1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q+omega_peak∗mu0∗
s igma_exc∗hasTMDC( j ) ) / qp ) ] ;

272 A( 1 : 2 , j +1) = Jn∗A( 1 : 2 , j ) ; % upda t e E− f i e l d c o e f f i c i e n t s
273 % Abso rp t i o n i n TMDC
274 i f hasTMDC( j )
275 AbsTMDC( idx_gam_r , idx_gam_nr ) = r e a l ( s igma_exc ) / ( c∗ n t i l d e (

k_peak , 1 ) ∗ eps0 ) ∗ E l e c t r i c I n t e n s i t y ( z ( j ) ,A( 1 , j +1) , A( 2 , j +1)
, qp ) ;

276 end
277 end
278
279 end
280 a = p l o t ( gamma_nr∗1e3 , To ta lAbs ( idx_gam_r , : ) , ' LineWidth ' , 1 . 5 ) ;
281 p l o t ( gamma_nr∗1e3 , AbsTMDC( idx_gam_r , : ) , ' −− ' , ' LineWidth ' , 1 . 5 , ' Colo r ' ,

a . Co lo r ) ;
282 legH ( idx_gam_r ) = a ;
283 end
284 box on ;
285 x l a b e l ( ' $ \ gamma_{ nr }$ (meV) ' , ' i n t e r p r e t e r ' , ' l a t e x ' ) ; y l a b e l ( ' Absorbance ' ) ;
286 h l eg = l egend ( legH , s t r i n g ( gamma_r∗1 e3 ) , ' l o c a t i o n ' , ' s o u t h e a s t ' ) ;
287 t i t l e ( h leg , ' $ \ gamma_{ r }$ (meV) ' , ' i n t e r p r e t e r ' , ' l a t e x ' ) ;
288 end
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289
290 i f d oSpe c t r aCa l c
291 % I n i t i a l i z a t i o n o f m a t r i c e s
292 Tota lAbs = z e r o s ( l e n g t h ( lambda ) , 1 ) ; % t o t a l a b s o r p t i o n
293
294 % a b s o r p t i o n i n i n d i v i d u a l l a y e r s , add i n a d d i t i o n a l l a y e r s f o r graphene ,

i g n o r e a i r
295 AbsLayer = z e r o s ( l e n g t h ( lambda ) , min ( s i z e ( n t i l d e ) ) +sum (hasTMDC) −1) ;
296 A = z e r o s (2∗ l e n g t h ( lambda ) , min ( s i z e ( n t i l d e ) ) ) ; % E− f i e l d c o e f f i c i e n t s , odd

c o e f f i c i e n t s a r e Ai , even c o e f f i c i e n t s a r e Bi
297
298 % Ca l c u l a t e s p e c t r a l l y , monochromat ic wave a s sump t i on
299 f o r k = 1 : l e n g t h ( lambda )
300
301 J = [ 1 , 0 ;
302 0 , 1 ] ; % i n i t a l i z e J a s i d e n t i t y ma t r i x
303
304 omega = 2∗ p i ∗c . / lambda ( k ) ; % f r equency , u s e f u l f o r no t r e p e a t i n g

c a l c u l a t i o n s .
305
306 % f i r s t l a y e r i s a i r , c o o r d i n a t e s a r e such t h a t t h e a i r − d i e l e c t r i c
307 % s t a c k s t a r t s a t z = 0
308 f o r j = 1 : l e n g t h ( z )
309 q = 2∗ p i ∗ n t i l d e ( k , j ) / lambda ( k ) ;
310 qp = 2∗ p i ∗ n t i l d e ( k , j +1) / lambda ( k ) ;
311 J = 1 / 2∗ [ exp (1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q−omega∗mu0∗ s igma_s ( k ) ∗

hasTMDC( j ) ) / qp ) , exp (−1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q+omega∗mu0∗
s igma_s ( k ) ∗hasTMDC( j ) ) / qp ) ; ...

312 exp (1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q−omega∗mu0∗ s igma_s ( k ) ∗hasTMDC( j ) ) / qp )
, exp (−1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q+omega∗mu0∗ s igma_s ( k ) ∗

hasTMDC( j ) ) / qp ) ]∗ J ;
313 end
314
315 % r e f l e c t i o n amp l i t u d e & t r a n sm i s s i o n
316 r = − J ( 2 , 1 ) / J ( 2 , 2 ) ;
317 Tota lAbs ( k ) = 1 − abs ( r ) . ^ 2 ; % assuming T = 0
318
319 % Ca l c u l a t e a b s o r p t i o n and E− f i e l d i n i n d i v i d u a l l a y e r s , go t h r ough
320 % l a y e r s a g a i n u s i ng t h e f a c t t h a t we s t a r t w i th [ 1 ; r ] f o r t h e
321 % f i e l d amp l i t u d e
322
323 % C o e f f i c i e n t s o f E− f i e l d i n f i r s t l a y e r , e . g . a i r
324 A(2∗k −1:2∗k , 1 ) = [ 1 ; r ] ;
325
326 f o r j = 1 : l e n g t h ( z )
327 q = 2∗ p i ∗ n t i l d e ( k , j ) / lambda ( k ) ;
328 qp = 2∗ p i ∗ n t i l d e ( k , j +1) / lambda ( k ) ;
329 Jn = 1 / 2∗ [ exp (1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q−omega∗mu0∗ s igma_s ( k ) ∗

hasTMDC( j ) ) / qp ) , exp (−1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q+omega∗mu0∗
s igma_s ( k ) ∗hasTMDC( j ) ) / qp ) ; ...

330 exp (1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q−omega∗mu0∗ s igma_s ( k ) ∗hasTMDC( j ) ) / qp
) , exp (−1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q+omega∗mu0∗ s igma_s ( k ) ∗
hasTMDC( j ) ) / qp ) ] ;

331
332 A(2∗k −1:2∗k , j +1) = Jn∗A(2∗k −1:2∗k , j ) ; % upda t e E− f i e l d
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c o e f f i c i e n t s
333
334 % Abso rp t i o n i n D i e l e c t r i c l a y e r
335 % s p e c i a l c a s e f o r l a s t l a y e r , s i n c e i n f i n i t e s a r e no t n i c e f o r

MATLAB. Could v e c t o r i z e ?
336 i f j == l e n g t h ( z )
337 AbsLayer ( k , j +sum (hasTMDC ( 1 : j ) ) ) = r e a l ( n t i l d e ( k , end ) ) / n t i l d e (

k , 1 ) ∗ abs (A(2∗k−1 , end ) ) ^2∗ exp (−4∗ p i ∗ imag ( n t i l d e ( k , end ) ) ∗z (
end ) / lambda ( k ) ) ;

338 e l s e
339 AbsLayer ( k , j +sum (hasTMDC ( 1 : j ) ) ) = 4∗ p i ∗ r e a l ( n t i l d e ( k , j +1) ) ∗

imag ( n t i l d e ( k , j +1) ) / ( lambda ( k ) ∗ n t i l d e ( k , 1 ) ) ∗...
340 i n t e g r a l (@(z ) E l e c t r i c I n t e n s i t y ( z , A(2∗k−1 , j +1) , A(2∗k , j +1) ,

qp ) , z ( j ) , z ( j +1) ) ;
341 end
342
343 % Abso rp t i o n i n TMDC
344 i f hasTMDC( j )
345 AbsLayer ( k , j +sum (hasTMDC ( 1 : j ) ) −1) = r e a l ( s igma_s ( k ) ) / ( c∗ n t i l d e

( k , 1 ) ∗ eps0 ) ∗ E l e c t r i c I n t e n s i t y ( z ( j ) ,A(2∗k−1 , j +1) , A(2∗k , j
+1) , qp ) ;

346 end
347 end
348 end
349
350 % Make some s p e c t r a l a b s o r p t i o n p l o t s
351 FigSpec3 = f i g u r e ; ho ld on ;
352 D i e l e c t r i cA b s = sum ( AbsLayer ( : , [ 1 , 2 , 4 ] ) , 2 ) ;
353 TMDCAbs = AbsLayer ( : , 3 ) ;
354 BotMetalAbs = AbsLayer ( : , end ) ;
355 h = a r e a ( repmat ( 1 2 3 9 . 8 4 . / ( lambda ' ∗ 1 e9 ) , [ 1 , 3 ] ) , [ BotMetalAbs , TMDCAbs,

D i e l e c t r i cA b s ] , ' EdgeColor ' , ' none ' ) ; ho ld on ;
356 a l ph a 0 . 7 ;
357 p l o t ( 1 2 3 9 . 8 4 . / ( lambda ∗1 e9 ) , BotMetalAbs , ' Colo r ' , h ( 1 ) . FaceColor , ' LineWidth ' ,

1 . 5 ) ;
358 p l o t ( 1 2 3 9 . 8 4 . / ( lambda ∗1 e9 ) , BotMetalAbs+TMDCAbs, ' Colo r ' , h ( 2 ) . FaceColor , '

LineWidth ' , 1 . 5 ) ;
359 p l o t ( 1 2 3 9 . 8 4 . / ( lambda ∗1 e9 ) , BotMetalAbs+TMDCAbs+D i e l e c t r i cAb s , ' Colo r ' , h ( 3 ) .

FaceColor , ' LineWidth ' , 1 . 5 ) ;
360 a x i s s qu a r e ; box on ;
361 x l a b e l ( ' Energy ( eV ) ' ) ;
362 y l a b e l ( ' Absorbance ' ) ; a x i s ( [ 1 . 5 , 3 , 0 , 1 ] ) ;
363 l egend ( [ h ( 3 ) , h ( 2 ) , h ( 1 ) ] , { ' D i e l e c t r i c s ' , 'TMDC ' , ' Bottom Meta l ' } , ' Loca t i o n '

, ' NorthWest ' ) ;
364 end
365
366 i f d o F i e l d P l o t
367 numLayers = l e n g t h ( t h i c k n e s s e s ) +1 ; % number o f l a y e r s i n s t a c k . P l u s 1 from

me ta l b a c k r e f l e c t o r
368 num l i n s p a c eP t s = 1000 ; % number o f d e f a u l t p o i n t s i n l i n s p a c e , which i s

u s u a l l y 100 ( as o f 1 2 / 1 5 / 1 6 )
369 EF i e l dD i s t = z e r o s ( l e n g t h ( lambda ) , n um l i n s p a c eP t s ∗numLayers ) ; % l i n s p a c e has

100 p t s , so u s u a l l y have l e n g t h 100∗ numLayers
370 e x t r aL e ng t h = 50e −9;% Th i ckne s s o f back me t a l a n a l y s i s
371 Lay e rCoo r d i n a t e s = cumsum ( [ 0 , t h i c k n e s s e s , e x t r aL e ng t h ] ) ;
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372
373 % Gene r a t e App r o p r i a t s P o i n t s f o r sampl ing , n um l i n s p a c e p t s pe r l a y e r
374 z P o i n t s = [ ] ;
375 f o r i = 1 : numLayers
376 % add e x t r a po i n t , t o remove l a t e r
377 zLayer = l i n s p a c e ( L ay e rCoo r d i n a t e s ( i ) , L a y e rCoo r d i n a t e s ( i +1) ,

n um l i n s p a c eP t s +1) ;
378 zLayer ( end ) = [ ] ; % remove end pt , t o avo id r e p e a t v a l u e s
379 z P o i n t s = [ zPo i n t s , zLayer ] ;
380 end
381
382 f o r lam_idx = 1 : l e n g t h ( lambda )
383 f o r i = 1 : numLayers
384 EF i e l dD i s t ( lam_idx , ( n um l i n s p a c eP t s ∗ ( i −1) +1: num l i n s p a c eP t s ∗ i ) ) = ...
385 E l e c t r i c I n t e n s i t y ( z P o i n t s ( n um l i n s p a c eP t s ∗ ( i −1) +1: num l i n s p a c eP t s ∗ i ) , ...
386 A(2∗ lam_idx −1 , i +1) , A(2∗ lam_idx , i +1) , 2∗ p i ∗ n t i l d e ( lam_idx , i +1) /

lambda ( lam_idx ) ) ;
387 end
388 end
389
390 % E f i e l d c on t o u r P l o t
391 f i g u r e ;
392 s u r f ( lambda ∗1e9 , z P o i n t s ∗1e9 , EF i e l dD i s t ' ) ;
393 x l a b e l ( ' Wavelength (nm) ' ) ;
394 y l a b e l ( ' Di s t a n c e from s u r f a c e o f h e t e r o s t r u c t u r e (nm) ' ) ;
395 view ( [ 0 , 9 0 ] ) ;
396 a x i s t i g h t ; s h ad i ng i n t e r p ;
397 hc = c o l o r b a r ; x l a b e l ( hc , ' $ | E | ^ 2 / | E_0 | ^ 2 $ ' , ' i n t e r p r e t e r ' , ' l a t e x ' ) ;
398 co lormap ( p a r u l a ) ;
399
400 % E f i e l d a t t h e e x c i t o n peak p o s i t i o n
401 f i g u r e ; ho ld on ;
402 p l o t ( z P o i n t s ∗1e9 , EF i e l dD i s t ( k_peak , : ) , ' k− ' , ' LineWidth ' , 1 . 5 ) ;
403 y l im s p l o t = y l im ;
404 x l im s p l o t = x l im ;
405 yv a l s = [ y l im s p l o t ( 1 ) , y l im s p l o t ( 1 ) , y l im s p l o t ( 2 ) , y l im s p l o t ( 2 ) ] ;
406 Meta lCo lo r = [ 0 . 2 , 0 . 2 , 0 . 2 ] ;
407 GaSColor = [ 0 . 2 , 0 . 7 , 0 . 7 ] ;
408 TMDCColor = [ 1 , 0 . 3 , 0 . 1 ] ;
409 MicaColor = [ 0 . 1 , 0 . 9 , 0 . 2 ] ;
410 SiO2Color = [ 0 . 7 , 0 . 7 , 0 . 7 ] ;
411 FaceCo lo r s = [ GaSColor ; MicaColor ; TMDCColor ; MicaColor ; SiO2Color ; Me ta lCo lo r

] ;
412 FaceAlpha = 0 . 5 ;
413 TMDC_thick = 0 . 7 e −9;
414
415 f o r i = 1 : numLayers
416 i f hasTMDC( i )
417 xv a l s = [ L ay e rCoo r d i n a t e s ( i )−TMDC_thick / 2 , L ay e rCoo r d i n a t e s ( i ) +

TMDC_thick / 2 , L ay e rCoo r d i n a t e s ( i ) +TMDC_thick / 2 , L ay e rCoo r d i n a t e s ( i )
−TMDC_thick / 2 ] ;

418 pa t c h ( x v a l s ∗1e9 , yva l s , FaceCo lo r s ( i +sum (hasTMDC ( 1 : i ) ) −1 , : ) , ' EdgeColor
' , ' none ' ) ;

419 xv a l s = [ L ay e rCoo r d i n a t e s ( i ) , L a y e rCoo r d i n a t e s ( i +1) , L ay e rCoo r d i n a t e s ( i
+1) , L ay e rCoo r d i n a t e s ( i ) ] ;
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420 pa t c h ( x v a l s ∗1e9 , yva l s , FaceCo lo r s ( i +sum (hasTMDC ( 1 : i ) ) , : ) , ' FaceAlpha ' ,
FaceAlpha , ' EdgeColor ' , ' none ' ) ;

421 e l s e
422 xv a l s = [ L ay e rCoo r d i n a t e s ( i ) , L a y e rCoo r d i n a t e s ( i +1) , L ay e rCoo r d i n a t e s ( i

+1) , L ay e rCoo r d i n a t e s ( i ) ] ;
423 pa t c h ( x v a l s ∗1e9 , yva l s , FaceCo lo r s ( i +sum (hasTMDC ( 1 : i ) ) , : ) , ' FaceAlpha ' ,

FaceAlpha , ' EdgeColor ' , ' none ' ) ;
424 end
425 end
426 xl im ( [ 0 , L ay e rCoo r d i n a t e s ( end ) ∗1 e9 ] ) ; box on ;
427 x l a b e l ( ' Di s t a n c e from s u r f a c e o f h e t e r o s t r u c t u r e (nm) ' ) ;
428 y l a b e l ( ' $ | E | ^ 2 / | E_0 | ^ 2 $ ' , ' i n t e r p r e t e r ' , ' l a t e x ' ) ;
429
430 end
431
432
433 i f doGamNR_FWHM
434 gamma_nr = 5e −3:1 e −3:50 e −3;
435
436 f _ l o r e n t z = @(x , xd a t a ) x ( 1 ) . ∗ ( x ( 3 ) . ^ 2 . / ( ( x ( 2 ) − xda t a ) . ^ 2 + x ( 3 ) . ^ 2 ) ) + x ( 4 ) ;
437 LB = [ 0 , omega_exc_de f au l t . ∗ 0 . 9 5 , 0 , 0 ] ;
438 UB = [1 , omega_exc_de f au l t . ∗ 1 . 0 5 , 0 . 1 , 1 ] ;
439 l s qOp t s = op t imop t i o n s ( ' l s q c u r v e f i t ' , ' S t e pTo l e r a n c e ' , 1e −18 , '

Fun c t i o nTo l e r a n c e ' , 1e −18 , ' Op t im a l i t y T o l e r a n c e ' , 1e −18 , '
MaxFunc t i onEva l u a t i on s ' , 300) ;

440 ms_lsqOpts = op t imop t i o n s ( ' l s q c u r v e f i t ' , ' S t e pTo l e r a n c e ' , 1e −6 , '
Fun c t i o nTo l e r a n c e ' , 1e −6 , ' Op t im a l i t y T o l e r a n c e ' , 1e −6 , '
MaxFunc t i onEva l u a t i on s ' , 10 ) ;

441 num_MS_s ta r tp t s = 500 ;
442 do_MS = f a l s e ;
443
444 % I n i t i a l i z a t i o n o f m a t r i c e s
445 FWHM = ze r o s ( 1 , l e n g t h ( gamma_nr ) ) ; % t o t a l a b s o r p t i o n
446 AbsExc = z e r o s ( l e n g t h ( lambda ) , l e n g t h ( gamma_nr ) ) ;
447 Tota lAbs = AbsExc ;
448
449 f ig_gamnr = f i g u r e ;
450 f o r idx_gam_nr = 1 : l e n g t h ( gamma_nr )
451 sigma_gam_nr = fun_excs igma ( gamma_r_defau l t , gamma_nr ( idx_gam_nr ) , 0 ,

omega_energy , omega_exc_de f au l t ) ; % c o n d u c t i v i t y o f TMDC, i n [ 1 / Ohms ]
452
453 % Ca l c u l a t e s p e c t r a l l y , monochromat ic wave a s sump t i on
454 f o r k = 1 : l e n g t h ( lambda )
455
456 J = [ 1 , 0 ;
457 0 , 1 ] ; % i n i t a l i z e J a s i d e n t i t y ma t r i x
458
459 omega = 2∗ p i ∗c . / lambda ( k ) ; % f r equency , u s e f u l f o r no t r e p e a t i n g

c a l c u l a t i o n s .
460
461 % f i r s t l a y e r i s a i r , c o o r d i n a t e s a r e such t h a t t h e a i r − d i e l e c t r i c
462 % s t a c k s t a r t s a t z = 0
463 f o r j = 1 : l e n g t h ( z )
464 q = 2∗ p i ∗ n t i l d e ( k , j ) / lambda ( k ) ;
465 qp = 2∗ p i ∗ n t i l d e ( k , j +1) / lambda ( k ) ;
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466 J = 1 / 2∗ [ exp (1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q−omega∗mu0∗ sigma_gam_nr (
k ) ∗hasTMDC( j ) ) / qp ) , exp (−1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q+
omega∗mu0∗ sigma_gam_nr ( k ) ∗hasTMDC( j ) ) / qp ) ; ...

467 exp (1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q−omega∗mu0∗
sigma_gam_nr ( k ) ∗hasTMDC( j ) ) / qp ) , exp (−1 i ∗ (
q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q+omega∗mu0∗ sigma_gam_nr (
k ) ∗hasTMDC( j ) ) / qp ) ]∗ J ;

468 end
469
470 % r e f l e c t i o n amp l i t u d e & t r a n sm i s s i o n
471 r = − J ( 2 , 1 ) / J ( 2 , 2 ) ;
472 Tota lAbs ( k , idx_gam_nr ) = 1 − abs ( r ) . ^ 2 ; % assuming T = 0
473
474 % C o e f f i c i e n t s o f E− f i e l d i n f i r s t l a y e r , e . g . a i r
475 A_gam_nr = [ 1 ; r ] ;
476
477 f o r j = 1 : l e n g t h ( z )
478 q = 2∗ p i ∗ n t i l d e ( k , j ) / lambda ( k ) ;
479 qp = 2∗ p i ∗ n t i l d e ( k , j +1) / lambda ( k ) ;
480 Jn = 1 / 2∗ [ exp (1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q−omega∗mu0∗ sigma_gam_nr

( k ) ∗hasTMDC( j ) ) / qp ) , exp (−1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q+
omega∗mu0∗ sigma_gam_nr ( k ) ∗hasTMDC( j ) ) / qp ) ; ...

481 exp (1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1 − ( q−omega∗mu0∗
sigma_gam_nr ( k ) ∗hasTMDC( j ) ) / qp ) , exp (−1 i ∗ (
q − qp ) ∗z ( j ) ) ∗ ( 1+ ( q+omega∗mu0∗ sigma_gam_nr (
k ) ∗hasTMDC( j ) ) / qp ) ] ;

482
483 A_gam_nr = Jn∗A_gam_nr ; % upda t e E− f i e l d c o e f f i c i e n t s
484
485 % Abso rp t i o n i n TMDC
486 i f hasTMDC( j )
487 AbsExc ( k , idx_gam_nr ) = r e a l ( s igma_gam_nr ( k ) ) / ( c∗ n t i l d e ( k

, 1 ) ∗ eps0 ) ∗ E l e c t r i c I n t e n s i t y ( z ( j ) , A_gam_nr ( 1 ) , A_gam_nr
( 2 ) , qp ) ;

488 end
489 end
490 end
491
492 xda t a = 1 2 3 9 . 8 4 . / ( lambda ∗1 e9 ) ;
493 yda t a = r e s h a p e ( To ta lAbs ( : , idx_gam_nr ) , s i z e ( xd a t a ) ) ;
494
495 i f idx_gam_nr == 1
496 x0 = [max ( yd a t a ) , omega_exc_de fau l t , ( gamma_r_de fau l t + gamma_nr (

idx_gam_nr ) ) / 2 , min ( yd a t a ) ] ;
497 end
498
499 i f do_MS
500 s t p t s = [ (UB( 1 ) −LB( 1 ) ) ∗ r and ( num_MS_star tp t s , 1 ) + LB( 1 ) , ...
501 (UB( 2 ) −LB( 2 ) ) ∗ r and ( num_MS_star tp t s , 1 ) + LB( 2 ) , ...
502 (UB( 3 ) −LB( 3 ) ) ∗ r and ( num_MS_star tp t s , 1 ) + LB( 3 ) , ...
503 (UB( 4 ) −LB( 4 ) ) ∗ r and ( num_MS_star tp t s , 1 ) + LB( 4 ) ] ;
504
505 s t a r t p t s = Cu s t omS t a r t P o i n t S e t ( s t p t s ) ;
506 problem = c r ea t eOp t imProb l em ( ' l s q c u r v e f i t ' , ' o b j e c t i v e ' , f _ l o r e n t z , '

x0 ' , x0 , ...
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507 ' xda t a ' , xda ta , ' yda t a ' , yda ta , ' l b ' , LB , ' ub ' , UB, ' o p t i o n s ' ,
ms_ l sqOpts ) ;

508 ms = Mu l t i S t a r t ;
509 x0 = run (ms , problem , s t a r t p t s ) ;
510 end
511
512 x _ f i t = l s q c u r v e f i t ( f _ l o r e n t z , x0 , xda ta , yda ta , LB , UB, l s qOp t s ) ;
513 FWHM( idx_gam_nr ) = 2∗ x _ f i t ( 3 ) ;
514 x0 = x _ f i t ;
515
516 f i g u r e ( f i g_gamnr ) ;
517 p l o t ( xda ta , yda ta , ' k . ' , xda ta , f _ l o r e n t z ( x _ f i t , x d a t a ) , ' b−− ' ) ;
518 ax i s_gamnr = gca ;
519 x l a b e l ( ax is_gamnr , ' Energy ( eV ) ' ) ;
520 y l a b e l ( ax is_gamnr , ' Absorbance ' ) ;
521 l egend ( ax is_gamnr , { ' S imu l a t i o n ' , ' F i t ' } , ' Loca t i o n ' , ' NorthWest ' ) ;
522 t i t l e ( ax is_gamnr , [ ' \ gamma_{ nr } : ' , num2s t r ( round ( gamma_nr ( idx_gam_nr ) ∗1 e3

) ) , ' meV, ' , ...
523 ' F i t t e d \ gamma_{T} : ' , num2s t r ( round (FWHM( idx_gam_nr ) ∗1 e3 ) ) , ' meV ' ] ) ;
524 drawnow ;
525
526 end
527
528 f i g u r e ;
529 p l o t ( gamma_nr∗1e3 , FWHM∗1e3 , gamma_nr∗1e3 , (FWHM − gamma_nr ) ∗1e3 , ' LineWidth ' ,

1 . 5 ) ;
530 a x i s s qu a r e ; box on ;
531 x l a b e l ( ' \ gamma_{ nr } (meV) ' ) ;
532 h l eg = l egend ({ ' \ gamma_{T} ' , ' \ gamma_{T} − \ gamma_{ nr } ' } , ' Loca t i o n ' , '

NorthWest ' ) ;
533 y l a b e l ( ' \ gamma (meV) ' ) ;
534
535 % Make some s p e c t r a l a b s o r p t i o n p l o t s
536 f i g u r e ;
537 omega_peak = omega_exc_de f au l t ∗ ce . / hba r ; % f r equency , i n u n i t s o f r ad / s
538 lambda_peak = 2∗ p i ∗c . / omega_peak ; % wave l eng th
539 k_peak = f i n d ( abs ( lambda − lambda_peak ) <mean ( abs ( d i f f ( lambda ) ) ) / 2 ) ;
540
541 p l o t (FWHM∗1e3 , To ta lAbs ( k_peak , : ) , ' k− ' , ' LineWidth ' , 1 . 5 ) ; ho ld on ;
542 p l o t (FWHM∗1e3 , AbsExc ( k_peak , : ) , ' k−− ' , ' LineWidth ' , 1 . 5 ) ;
543 a x i s s qu a r e ; box on ;
544 x l a b e l ( ' \ gamma_T (meV) ' ) ;
545 y l a b e l ( ' Absorbance ' ) ;
546
547
548 end
549
550 f u n c t i o n exc_s igma = fun_exc_s igma ( gamma_r , gamma_nr , omega , omega_exc )
551 % a l l omegas and gammas a r e wi th t h e same un i t s , e i t h e r i n r ad / s o r ene rgy .
552 % which on ly has a d i f f e r e n t o f hbar , which i s c a n c e l l e d eve rywhere o f
553 % r e l e v a n c e
554
555 ce = 1.60217656535 e −19; % cha rge o f e l e c t r o n , [C]
556 hba r = 1 .054571817 e −34; % reduced Planck ' s c o n s t a n t , [ J− s ]
557 sigma_0 = ce ^2 / ( 4∗ hba r ) ; % conduc t ance quantum , [ 1 /Ohm]
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558 a l ph a = 0 .0072973525693 ; % f i n e s t r u c t u r e c o n s t a n t , [ u n i t l e s s ]
559 p0 = gamma_r . / ( 4 ∗ p i ∗omega_exc∗ a l ph a ) ; % o s c i l l a t o r s t r e n g t h , [ u n i t l e s s ]
560
561 s i gma_ l o r e n t z = 4∗ s igma_0∗p0 .∗ omega∗1 i . / ( omega − omega_exc + 1 i ∗gamma_nr / 2 ) ;
562
563 exc_s igma = s i gma_ l o r e n t z ;
564 end
565
566 f u n c t i o n eps = GaS_eps i l on (E )
567 d e f a u l t _ f k = 9 4 . 0 ;
568 d e f a u l t _Ek = 4 . 8 6 ;
569 defau l t_gammak = 0 . 0 4 98 ;
570 d e f a u l t _ e p s _ b g = 2 . 1 8 7 ;
571 eps = e p s i l o n ( d e f a u l t _ f k , d e f au l t _Ek , defaul t_gammak , E , l e n g t h ( d e f a u l t _ f k ) ,

d e f a u l t _ e p s _ b g ) ;
572 end
573
574 f u n c t i o n eps = e p s i l o n ( fk , Ek , gammak , E , N, eps_bg )
575 eps = eps_bg∗ ones ( s i z e (E ) ) ;
576 f o r i dx = 1 :N
577 eps = eps + fk ( i dx ) . / ( Ek ( i dx ) ^2−E.^2 −1 i ∗E∗gammak ( i dx ) ) ;
578 end
579 end
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Listing D.4: PDE Solver and Fitting for Excitons coupled to Heat
1
2 f u n c t i o n f i t _ a n d_ s o l v e _Ex c i t o nS e e b e c k _v6
3
4 c l e a r ;
5 c l o s e a l l ;
6 rng ( ' d e f a u l t ' ) ;
7
8 %% Load stroboSCAT Data
9 s amp l e_da t a = l o ad ( ' s t roboSCAT_encaps_da ta . mat ' ) ;
10
11 %% Guesses for Parameters ( x0 )
12 muX0 = 0 ; % [cm^ 2 / (V− s ) , e x c i t o n mob i l i t y ]
13 S0 = 0 ; % [uV /K, Seebeck c o e f f i c i e n t f o r e x c i t o n s ]
14 tauT0 = 10 ; % [ ns ] , h e a t decay t ime
15 tauX0 = 10 ; % [ ns ] , e x c i t o n l i f e t i m e
16 RA0 = 0 ; % [cm^2 / s ] , Auger c o e f f i c i e n t / B i e x c i t o n r e c omb i n a t i o n r a t e
17 Pavg0 = 0 . 4 8 ; % [uW] , t ime − ave r aged pump power , 480 nW f o r 1 . 85 e13 g e n e r a t i o n
18
19 a l pha0 = 1 ; % f i t t i n g p a r ame t e r t h a t s c a l e s t h e 520 and 705 d a t a . . .
20
21 j u s t p l o t x 0 = t r u e ; % i f t r u e , on ly c a l c u l a t e u s i n g t h e x0 s p e c i f i e d above
22
23 %% Mul t iS tar t Parameters
24 doMS = t r u e ; % per fo rm m u l t i s t a r t o p t im i z a t i o n i f t r u e
25 plotMSLive = t r u e ; % p l o t t h e " b e s t " v a l u e and " l i v e " v a l u e o f o p t im i z a t i o n
26 num_MS_s ta r tp t s = 1000 ; % number o f m u l t i s t a r t p o i n t s
27
28 maxfunceva l = 50 ;
29 OptimTol = 1e −6;
30 S t epTo l = 1e −6;
31 max I t e r = 5e1 ;
32 FuncTol = 1e −6;
33 ms_l sqOpts = op t imop t i o n s ( ' l s q c u r v e f i t ' , ' MaxFunc t i onEva l u a t i on s ' , maxfunceval

, ...
34 ' Op t im a l i t y T o l e r a n c e ' , OptimTol , ' S t e pTo l e r a n c e ' , S tepTol , ...
35 ' Max I t e r a t i o n s ' , maxI t e r , ' Fun c t i o nTo l e r a n c e ' , FuncTol ) ;
36
37 %% l s q c u r v e f i t Parameters
38 maxfunceva l = 1000 ;
39 OptimTol = 1e −18;
40 S t epTo l = 1e −15;
41 max I t e r = 1e4 ;
42 FuncTol = 1e −12;
43 l s qOp t s = op t imop t i o n s ( ' l s q c u r v e f i t ' , ' MaxFunc t i onEva l u a t i on s ' , maxfunceval , ...
44 ' Op t im a l i t y T o l e r a n c e ' , OptimTol , ' S t e pTo l e r a n c e ' , S tepTol , ...
45 ' Max I t e r a t i o n s ' , maxI t e r , ' Fun c t i o nTo l e r a n c e ' , FuncTol ) ;
46
47 %% F i t t i n g Bounds and Parameter D e f i n i t i o n s
48 rphys_end = 3e −4; % [cm]
49 tphys_end = 10e −9; % [ s ]
50 xda t a = s amp l e_da t a . p o s i t i o n _ 7 0 5 ;
51 yda t a = [ s amp l e_da t a . stroboSCAT_520 ( : ) ; s amp l e_da t a . stroboSCAT_705 ( : ) ] ;
52 fun = @(x , xd a t a ) f i t f u n c ( x , x d a t a ( : ) , y d a t a ( : ) , s amp l e_da t a . t imep t s , rphys_end ,
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t phys_end ) ;
53 LB = [ 1 , 0 , 0 . 0 1 , 0 . 0 1 , 0 , 0 , 0 ] ;
54 UB = [100 , 1e3 , 5 , 5 , 5 , 50 , 1 0 ] ;
55 x0 = [muX0 , S0 , tauT0 , tauX0 , RA0 , Pavg0 , a l pha0 ] ;
56
57 %% Star t the op t im i za t i on and p l o t t i n g
58 t i c ;
59 i f j u s t p l o t x 0
60 xop t = x0 ;
61 e l s e
62 i f doMS % wr i t e custom MS
63
64 % i n i t i a l i z e
65 i f p lo tMSLive
66 f ig_ms = f i g u r e ;
67 end
68
69 be s t _ r e s no rm = i n f ;
70 x b e s t = x0 ;
71 x_ms = z e r o s ( num_MS_star tp t s , l e n g t h ( x0 ) ) ;
72 resnorm_ms = z e r o s ( num_MS_star tp t s , 1 ) ;
73
74 % s t a r t i n g p o i n t s a r e random p o i n t s w i t h i n t h e l e n g t h (LB)− d imen s i o n a l

space , bounded by LB ,UB
75 s t p t s = z e r o s ( num_MS_star tp t s , l e n g t h ( x0 ) ) ;
76 f o r i dx = 1 : l e n g t h ( x0 )
77 s t p t s ( : , i dx ) = (UB( idx )−LB( idx ) ) ∗ r and ( num_MS_star tp t s , 1 ) + LB( i dx )

;
78 end
79
80 f o r i dx = 1 : num_MS_s ta r tp t s
81 % t r y r unn i ng a l o c a l o p t im i z e r f o r each p o i n t
82 t r y
83 [ x_ms ( idx , : ) , resnorm_ms ( i dx ) ] = l s q c u r v e f i t ( fun , s t p t s ( idx , : )

, xda ta , yda ta , LB , UB, ms_lsqOpts ) ;
84 c a t c h
85 resnorm_ms ( i dx ) = i n f ;
86 end
87
88 % i f a new b e s t v a l u e i s found , p l o t and save i t .
89 i f resnorm_ms ( i dx ) < be s t _ r e s no rm
90 xb e s t = x_ms ( idx , : ) ;
91 b e s t _ r e s no rm = resnorm_ms ( i dx ) ;
92 p l o t n ewbe s t = t r u e ;
93 e l s e
94 p l o t n ewbe s t = f a l s e ;
95 end
96
97 i f plo tMSLive
98 f i g u r e ( f ig_ms ) ;
99 semi logy ( idx , resnorm_ms ( i dx ) , ' o ' , ' MarkerEdgeColor ' , ' b ' , '

MarkerFaceColo r ' , ' b ' ) ; ho ld on ;
100 semi logy ( idx , be s t _ r e sno rm , ' o ' , ' MarkerEdgeColor ' , ' r ' , '

MarkerFaceColo r ' , ' r ' ) ;
101 x l a b e l ( ' F i t t i n g I t e r a t i o n ' ) ;
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102 y l a b e l ( ' Normal ized Re s i d u a l ' ) ;
103 l egend ( ' Live ' , ' Bes t ' ) ;
104 box on ;
105 a x i s t i g h t ;
106 drawnow ;
107
108 i f p l o t n ewbe s t
109 p l o t F i t t e d D a t a ( xbe s t , xda ta , yda ta , s amp l e_da t a . t imep t s , 1 ) ;

% p l o t s t h e da t a , s a v e s i t , and c l o s e s i t
110 end
111 end
112
113 % save p a r ame t e r s o f o p t im i z a t i o n f o r each run
114 save ( s t r c a t ( e x t r a c t A f t e r ( mfi lename , ' Seebeck_ ' ) , ' _MSf i t _v a l s . mat ' )

, ' i dx ' , ' num_MS_s ta r tp t s ' , ' ms_lsqOpts ' , ' l s qOp t s ' , ' rphys_end
' , ' t phys_end ' , ...

115 'LB ' , 'UB ' , ' xda t a ' , ' yda t a ' , ' be s t _ r e s no rm ' , ' xb e s t ' , '
resnorm_ms ' , ' x_ms ' , ' s t p t s ' ) ;

116 end
117 % run f i n a l o p t im i z a t i o n f o r " f i n e " t u n i n g
118 xop t = l s q c u r v e f i t ( fun , xbe s t , xda ta , yda ta , LB , UB, l s qOp t s ) ;
119 e l s e
120 % run on ly one o p t im i z a t i o n
121 xop t = l s q c u r v e f i t ( fun , x0 , xda ta , yda ta , LB , UB, l s qOp t s ) ;
122 end
123 end
124 d i s p ( [ ' To t a l t ime f o r o p t im z a t i o n i s : ' , num2s t r ( t o c ) , ' s e conds ' ] ) ;
125
126 % p l o t t h e f i n a l " op t im i z ed " da t a , o r j u s t " x0 " i f o p t im i z a t i o n no t r an
127 p l o t F i t t e d D a t a ( xopt , xda ta , yda ta , s amp l e_da t a . t imep t s , 0 ) ; % p l o t s t h e d a t a and

s av e s i t
128
129
130 f u n c t i o n p l o t F i t t e d D a t a ( xopt , xda ta , yda ta , t imep t s , c l o s e f i g s )
131
132 %% Draw the p l o t s on top of data
133 y f i t = f i t f u n c ( xopt , xda ta , yda ta , t imep t s , rphys_end , t phys_end ) ;
134
135 s t r = { [ ' \mu_X : ' , num2s t r ( round ( xop t ( 1 ) , 3 ) ) , ' cm^ 2 / (V− s ) ' ]
136 [ 'S : ' , num2s t r ( round ( xop t ( 2 ) , 3 ) ) , ' \muV/K ' ]
137 [ ' \ t au_T : ' , num2s t r ( round ( xop t ( 3 ) , 3 ) ) , ' ns ' ]
138 [ ' \ tau_X : ' , num2s t r ( round ( xop t ( 4 ) , 3 ) ) , ' ns ' ]
139 [ 'R_A: ' , num2s t r ( round ( xop t ( 5 ) , 3 ) ) , ' cm^2 / s ' ]
140 [ ' P_{ avg } : ' , num2s t r ( round ( xop t ( 6 ) , 3 ) ) , ' \muW ' ]
141 [ ' \ a l p h a : ' , num2s t r ( round ( xop t ( 7 ) , 3 ) ) ] } ;
142
143 l i n e _ c o l o r s = l i n s p e c e r ( l e n g t h ( t im e p t s ) ) ;
144 f i g 520 = f i g u r e ;
145 f i g 520 . P o s i t i o n = [200 , 50 , 600 , 5 0 0 ] ;
146 f o r idx2 = 1 : l e n g t h ( t im e p t s )
147 y l i n e _ d a t a = yda t a ( ( idx2 −1)∗ l e n g t h ( xd a t a ) +1: i dx2 ∗ l e n g t h ( xd a t a ) ) ;
148 y l i n e _ f i t = y f i t ( ( idx2 −1)∗ l e n g t h ( xd a t a ) +1: i dx2 ∗ l e n g t h ( xd a t a ) ) ;
149
150 h = s u b p l o t ( 4 , 3 , i dx2 ) ;
151 p l o t ( xda ta , y l i n e _ d a t a , ' o ' , ' Colo r ' , l i n e _ c o l o r s ( idx2 , : ) ) ; ho ld on ;
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152 p l o t ( xda ta , y l i n e _ f i t , ' − ' , ' Colo r ' , l i n e _ c o l o r s ( idx2 , : ) ) ;
153 t i t l e ( h , [ num2s t r ( t im e p t s ( i dx2 ) ) , ' ns ' ] ) ;
154 pos = g e t ( h , ' P o s i t i o n ' ) ;
155 s e t ( h , ' P o s i t i o n ' , [ pos ( 1 ) + 0 . 0 6 , pos ( 2 ) − 0 . 0 5 , pos ( 3 : end ) ] ) ;
156 end
157 dim = [0 , 0 , 0 . 5 , 1 ] ;
158 a n n o t a t i o n ( ' t e x t b o x ' , dim , ' Fon tS i z e ' , 7 , ' S t r i n g ' , s t r , ' i n t e r p r e t e r ' , '

t e x ' , ' L i n eS t y l e ' , ' none ' ) ;
159 s g t i t l e ( ' 520 nm Probe ' ) ;
160 t r y
161 s av e a s ( gcf , s t r c a t ( e x t r a c t A f t e r ( mfi lename , ' Seebeck_ ' ) , ' _ 5 2 0 _ f i t ' ) , '

png ' ) ;
162 c a t c h
163 d i s p ( [ ' F i l e ' , s t r c a t ( e x t r a c t A f t e r ( mfi lename , ' Seebeck_ ' ) , ' _ 5 2 0 _ f i t .

png ' ) , ' d id no t s ave ' ] ) ;
164 end
165
166 f i g 705 = f i g u r e ;
167 f i g 705 . P o s i t i o n = [200 , 50 , 600 , 5 0 0 ] ;
168 f o r idx2 = l e n g t h ( t im e p t s ) +1:2∗ l e n g t h ( t im e p t s )
169 y l i n e _ d a t a = yda t a ( ( idx2 −1)∗ l e n g t h ( xd a t a ) +1: i dx2 ∗ l e n g t h ( xd a t a ) ) ;
170 y l i n e _ f i t = y f i t ( ( idx2 −1)∗ l e n g t h ( xd a t a ) +1: i dx2 ∗ l e n g t h ( xd a t a ) ) ;
171
172 h = s u b p l o t ( 4 , 3 , i dx2 − l e n g t h ( t im e p t s ) ) ;
173 p l o t ( xda ta , y l i n e _ d a t a , ' o ' , ' Colo r ' , l i n e _ c o l o r s ( idx2 − l e n g t h ( t im e p t s )

, : ) ) ; ho ld on ;
174 p l o t ( xda ta , y l i n e _ f i t , ' − ' , ' Colo r ' , l i n e _ c o l o r s ( idx2 − l e n g t h ( t im e p t s )

, : ) ) ;
175 t i t l e ( h , [ num2s t r ( t im e p t s ( i dx2 − l e n g t h ( t im e p t s ) ) ) , ' ns ' ] ) ;
176 pos = g e t ( h , ' P o s i t i o n ' ) ;
177 s e t ( h , ' P o s i t i o n ' , [ pos ( 1 ) + 0 . 0 6 , pos ( 2 ) − 0 . 0 5 , pos ( 3 : end ) ] ) ;
178 end
179 dim = [0 , 0 , 0 . 5 , 1 ] ;
180 a n n o t a t i o n ( ' t e x t b o x ' , dim , ' Fon tS i z e ' , 7 , ' S t r i n g ' , s t r , ' i n t e r p r e t e r ' , '

t e x ' , ' L i n eS t y l e ' , ' none ' ) ;
181 s g t i t l e ( ' 705 nm Probe ' ) ;
182 t r y
183 s av e a s ( gcf , s t r c a t ( e x t r a c t A f t e r ( mfi lename , ' Seebeck_ ' ) , ' _ 7 0 5 _ f i t ' ) , '

png ' ) ;
184 c a t c h
185 d i s p ( [ ' F i l e ' , s t r c a t ( e x t r a c t A f t e r ( mfi lename , ' Seebeck_ ' ) , ' _ 7 0 5 _ f i t .

png ' ) , ' d id no t s ave ' ] ) ;
186 end
187
188
189 %% Examine "Real" Popu la t i ons from c a l c u l a t i o n s
190 [ Nout , Tout , r ou t , t o u t , t 0_ i dx , t0_s im , ~ , ~] = s o l v eExc i t o nS e eb e ck (

rphys_end , tphys_end , xop t ) ;
191 Nout = Nout ( t 0 _ i d x : end , : ) ;
192 Tout = Tout ( t 0 _ i d x : end , : ) ;
193 t o u t = t o u t ( t 0 _ i d x : end ) − t 0_s im ∗1 e9 ; % [ ns ]
194
195 excpop = f i g u r e ;
196 f o r idx2 = 1 : l e n g t h ( t im e p t s )
197 N_phy s_ s l i c e = i n t e r p 2 ( r ou t , t o u t , Nout , xda ta , t im e p t s ( i dx2 ) ) ;
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198 h = s u b p l o t ( 4 , 3 , i dx2 ) ;
199 p l o t ( xda ta , N_phys_s l i c e , ' − ' , ' Colo r ' , l i n e _ c o l o r s ( idx2 , : ) , '

LineWidth ' , 2 ) ;
200 t i t l e ( h , [ num2s t r ( t im e p t s ( i dx2 ) ) , ' ns ' ] ) ;
201 end
202 s g t i t l e ( ' Exc i t on P o p u l a t i o n ( 1 / cm^{2}) ' ) ;
203 t r y
204 s av e a s ( excpop , s t r c a t ( e x t r a c t A f t e r ( mfi lename , ' Seebeck_ ' ) , '

_ f i t t e d _ e x c ' ) , ' png ' ) ;
205 c a t c h
206 d i s p ( [ ' F i l e ' , s t r c a t ( e x t r a c t A f t e r ( mfi lename , ' Seebeck_ ' ) , '

_ f i t t e d _ e x c . png ' ) , ' d id no t s ave ' ] ) ;
207 end
208
209 temppop = f i g u r e ;
210 f o r idx2 = 1 : l e n g t h ( t im e p t s )
211 T_phy s _ s l i c e = i n t e r p 2 ( r ou t , t o u t , Tout , xda ta , t im e p t s ( i dx2 ) ) ;
212 h = s u b p l o t ( 4 , 3 , i dx2 ) ;
213 p l o t ( xda ta , T_phys_ s l i c e , ' − ' , ' Colo r ' , l i n e _ c o l o r s ( idx2 , : ) , '

LineWidth ' , 2 ) ;
214 t i t l e ( h , [ num2s t r ( t im e p t s ( i dx2 ) ) , ' ns ' ] ) ;
215 y t i c k f o rm a t ( '%.1 f ' ) ;
216 end
217 s g t i t l e ( ' Tempera tu r e (K) ' ) ;
218 t r y
219 s av e a s ( temppop , s t r c a t ( e x t r a c t A f t e r ( mfi lename , ' Seebeck_ ' ) , '

_ f i t t e d _ t emp ' ) , ' png ' ) ;
220 c a t c h
221 d i s p ( [ ' F i l e ' , s t r c a t ( e x t r a c t A f t e r ( mfi lename , ' Seebeck_ ' ) , '

_ f i t t e d _ t emp . png ' ) , ' d id no t s ave ' ] ) ;
222 end
223
224 i f c l o s e f i g s
225 c l o s e ( f i g 520 ) ;
226 c l o s e ( f i g 705 ) ;
227 c l o s e ( excpop ) ;
228 c l o s e ( temppop ) ;
229 end
230
231 end
232
233
234 f u n c t i o n y = f i t f u n c ( x , xda ta , yda ta , t p t s , rphys_end , t phys_end )
235
236 a l ph a = x ( end −1) ; % used f o r f i t t i n g
237
238 [ Nphys , Tphys , rphys , tphys , z e ro_ idx , t0 , N0 , T0 ] = s o l v eExc i t o nS e eb e ck (

rphys_end , tphys_end , x ) ;
239
240 tphys_new = tphy s ( z e r o _ i d x : end ) − t 0 ∗1 e9 ; % [ ns ]
241
242 %% 520 nm Ca l cu l a t i on
243 space_convo_520 = 0 . 4 5 ∗ 0 . 5 2 / 1 . 4 ; % ( 0 . 4 5 ) ∗wave l eng th . /NA
244 t ime_convo_520 = 0 . 1 0 8 . / 2 . 3 5 5 ; % [ ns ] , FWHM = 108 ps
245
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246 % Time Convo lu t i on
247 Tconvo520 = gaus s_ t ime_convo ( tphys , rphys , Tphys / T0−1 , t ime_convo_520 ) ;
248
249 % Rede f i n e t = 0 t o be a t t 0 a f t e r t ime c o n v o l u t i o n
250 Tconvo520 = Tconvo520 ( z e r o _ i d x : end , : ) ;
251
252 % Space c o n v o l u t i o n
253 Tconvo520 = gaus s_ space_convo ( tphys_new , rphys , Tconvo520 , space_convo_520

) ;
254
255
256 % Sampl ing t o be t h e same as t h e d a t a s e t
257 [ xmesh , tmesh ] = meshgr id ( xda ta , t p t s ) ;
258 Tt_520 = i n t e r p 2 ( rphys , tphys_new , Tconvo520 , xmesh , tmesh ) ;
259 Tt_520 = Tt_520 ' ;
260 Tt_520 = Tt_520 ( : ) ;
261
262
263 b e t a = − t r a p z ( xda ta , y d a t a ( 1 : l e n g t h ( xd a t a ) ) ) . / t r a p z ( xda ta , Tt_520 ( 1 : l e n g t h (

xd a t a ) ) ) ; % Assume b e t a t o be t h e f i r s t e qu a l t o t h e p o i n t a t f i r s t
t ime p o i n t / s pace p o i n t

264 I520 = − b e t a ∗Tt_520 ;
265
266 %% 705 nm Ca l cu l a t i on
267 space_convo_705 = 0 . 4 5 ∗ 0 . 7 0 5 / 1 . 4 ; % ( 0 . 4 5 ) ∗wave l eng th . /NA
268 t ime_convo_705 = 0 . 6 0 . / 2 . 3 5 5 ; % [ ns ] , FWHM = 60 ps
269
270 % Time Convo lu t i on
271 Tconvo705 = gaus s_ t ime_convo ( tphys , rphys , Tphys / T0−1 , t ime_convo_705 ) ;
272 Nconvo705 = gaus s_ t ime_convo ( tphys , rphys , Nphys /N0 , t ime_convo_705 ) ; %

need t o make s u r e t p hy s and p r ob e_pu l s e _ t ime_w id t h have same u n i t s
273
274 % Rede f i n e t = 0 t o be a t t 0 a f t e r t ime c o n v o l u t i o n
275 Nconvo705 = Nconvo705 ( z e r o _ i d x : end , : ) ;
276 Tconvo705 = Tconvo705 ( z e r o _ i d x : end , : ) ;
277
278 % Space c o n v o l u t i o n
279 Nconvo705 = gaus s_ space_convo ( tphys_new , rphys , Nconvo705 , space_convo_705

) ; % space c o n v o l u t i o n
280 Tconvo705 = gaus s_ space_convo ( tphys_new , rphys , Tconvo705 , space_convo_705

) ; % space c o n v o l u t i o n
281
282 % Sampl ing t o be t h e same as t h e d a t a s e t
283 Nt_705 = i n t e r p 2 ( rphys , tphys_new , Nconvo705 , xmesh , tmesh ) ;
284 Tt_705 = i n t e r p 2 ( rphys , tphys_new , Tconvo705 , xmesh , tmesh ) ;
285
286 % t u r n i n t o column v e c t o r wi th t h e t ime t r a c e s s t a c k e d v e r t i c a l l y
287 Nt_705 = Nt_705 ' ;
288 Nt_705 = Nt_705 ( : ) ;
289 Tt_705 = Tt_705 ' ;
290 Tt_705 = Tt_705 ( : ) ;
291 numDatapts = l e n g t h ( xd a t a ) ∗ l e n g t h ( t p t s ) +1 ;
292
293 % gamma = t r a p z ( xda ta , y d a t a ( numDatapts : numDatapts −1+ l e n g t h ( xd a t a ) ) ) . /

t r a p z ( xda ta , Nt_705 ( 1 : l e n g t h ( xd a t a ) ) − a l ph a ∗ b e t a ∗Tt_705 ( 1 : l e n g t h ( xd a t a ) ) ) ;
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294 % I705 = gamma∗ ( Nt_705 − a l ph a ∗ b e t a ∗Tt_705 ) ; % gamma he r e i s l i k e t h e
a l ph a p a r ame t e r from Hannah

295
296 gamma = t r a p z ( xda ta , y d a t a ( numDatapts : numDatapts −1+ l e n g t h ( xd a t a ) ) + a l ph a ∗

b e t a ∗Tt_705 ( 1 : l e n g t h ( xd a t a ) ) ) . / t r a p z ( xda ta , Nt_705 ( 1 : l e n g t h ( xd a t a ) ) ) ;
297 I705 = gamma∗Nt_705 − a l ph a ∗ b e t a ∗Tt_705 ; % gamma he r e i s l i k e t h e a l ph a

p a r ame t e r from Hannah
298
299 y = [ I520 ; I705 ] ; % 520 da ta , f o l l owed by 705 da t a , a l l t ime d a t a p o i n t s
300
301 end
302
303
304
305 f u n c t i o n [ Nphys , Tphys , rphys , tphys , z e ro_ idx , t0 , N0 , T0 ] =

s o l v eExc i t o nSe eb e c k ( rphys_end , tphys_end , x )
306
307 % Rewr i t e so t h a t most numbers a r e o f o r d e r 1 . . .
308 muX = x ( 1 ) ; % [cm^ 2 / (V− s ) ] , e x c i t o n mob i l i t y
309 S = x ( 2 ) ∗1e −6; % [V/K] , Seebeck c o e f f i c e i t n f o r e x c i t o n s
310 tauT = x ( 3 ) ∗1e −9; % [ s ] , h e a t decay t ime
311 tauX = x ( 4 ) ∗1e −9; % [ s ] , e x c i t o n l i f e t i m e
312 RA = x ( 5 ) ; % [cm^2 / s ] , Auger−Mei tne r / B i e x c i t o n Rate
313 Pavg = x ( 6 ) ∗1e −6; % [W] , Time− ave r aged pump power
314
315 %% Fundamental Constants
316 kb = 1 .38 e −23; % [ J /K, Boltzmann Con s t a n t ]
317 q = 1 . 6 e −19; % [C , Fundamenta l u n i t o f Charge ]
318
319 %% Assumed Fixed Parameters
320 DT = 0 . 1 5 ; % [cm^2 / s ] , h e a t d i f f u s i v i t y
321 he a t _ c ap = 0 .54 e −6; % [ J / ( cm^2−K) ] [ mass h e a t cap∗ d e n s i t y ∗ t h i c k n e s s ]
322 Ephoton = 1239 .8 / 440∗ q ; % 440 nm Exc , [ J ]
323 T0 = 300 ; % [K, e q u i l i b r i um t emp e r a t u r e ]
324 Eg = 1 . 3 8 ; % [ eV ]
325 Abs = 0 . 3 5 ; % u n i t l e s s abso rbance , a t l a s e r wave l eng th
326 f r e p = 16 e6 ; % 16 MHz, [Hz or 1 / s ]
327
328 LT = s q r t (DT∗ t auT ) ; % [cm ] , t h e rma l d i f f u s i o n l e n g t h
329 lambda_exc = 440e −7; % [cm]
330 NA = 1 . 4 ;
331 pump_pulse_phys_wid th = 0 .45∗ lambda_exc /NA; % [cm ] , l a s e r p u l s e wid th
332 s i g p r = pump_pulse_phys_wid th / LT ; % [ u n i t l e s s , bu t f a c t o r s o f s q r t (DT∗ t auT

) , e q u i v a l e n t t o s p o t s i z e ]
333 s i g p t = 72e − 1 2 . / 2 . 3 5 5 ; % [ s ] , pump pu l s e width , i n t ime , FWHM = 72 ps
334
335 %% Derived Parameters
336 % N0 = 1 .85 e13 ; % Pavg∗Abs / ( Ephoton∗ f r e p ) / ( 2∗ p i ∗ pump_pulse_phys_wid th ^2 ) ;

% [ 1 / cm^2 , i n t e g r a t e d c a r r i e r d e n s i t y e x c i t e d by l a s e r ]
337 N0 = Pavg∗Abs / ( Ephoton∗ f r e p ) / ( 2∗ p i ∗ pump_pulse_phys_wid th ^2 ) ; % [ 1 / cm^2 ,

i n t e g r a t e d c a r r i e r d e n s i t y e x c i t e d by l a s e r ]
338 x i = muX∗kb∗T0 / ( q∗DT) ; % [ u n i t l e s s ] , r a t i o o f e x c i t o n / h e a t d i f f u s i v i t y
339 ch i = tauT / tauX ; % [ u n i t l e s s ] , r a t i o o f l i f e t i m e s
340 p s i = RA∗N0∗ t auT ; % [ u n i t l e s s ] , f r a c t i o n o f c a r r i e r s l o s s v i a Auger du r i n g

h e a t l i f e t i m e
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341 z e t a = q∗Eg∗N0 / ( h e a t _ c ap ∗T0 ) ; % [ u n i t l e s s ] , a v e r ag e h e a t g e n e r a t i o n
r e l a t i v e t o T0

342 z e t a 2 = ( Ephoton − q∗Eg ) ∗N0 / ( h e a t _ c ap ∗T0 ) ; % [ u n i t l e s s ] , d i r e c t g e n e r a t i o n
o f h e a t due t o t h e r m a l i z a t i o n

343 s = q∗S / kb ; % [= q^2∗S / kb ] , i . e . , i s u n i t l e s s . Reduced Seebeck c o e f f ]
344
345 %% Simulat ion Parameters / Range
346 t o t _ t _ p t s = 1001 ;
347 t o t _ r _ p t s = 51 ;
348
349 r s o l = l i n s p a c e ( 0 , rphys_end / LT , t o t _ r _ p t s ) ; % [ u n i t l e s s , i n u n i t s o f LT]
350 t 0 = 1000e −12; % [ s ] , c e n t e r o f p u l s e i n t ime
351 t_end = ( t phys_end + t 0 ) / t auT ; % [ u n i t l e s s , i n u n i t s o f tauT ]
352
353 numt1p t s = round ( t 0 / tauT / t _end ∗ ( t o t _ t _ p t s −1) ) +1;
354 numt2p t s = round ( ( t _ end − t 0 / t auT ) / t _ end ∗ ( t o t _ t _ p t s −1) ) +1;
355 t 1 = l i n s p a c e ( 0 , t 0 / tauT , numt1p t s ) ; % [ u n i t l e s s , i n u n i t s o f tauT ]
356 t 2 = l i n s p a c e ( t 0 / tauT , t_end , numt2p t s ) ;
357 t s o l = [ t1 , t 2 ( 2 : end ) ] ;
358 m = 1 ; % c y l i n d r i c a l symmetry
359
360 %% Solve PDE in two parts , f o r the pu l s e r i s e and f a l l .
361 pd e op t i o n s = o d e s e t ( ' RelTol ' , 2 . 222 e −14 , ' AbsTol ' , 2 . 222 e −14) ;
362 s o l 1 = pdepe (m, @(r , t , u , dudx ) seebeckpde ( r , t , u , dudx , tauT , t0 , s i g p r ,

s i g p t , x i , ch i , p s i , z e t a , z e t a2 , s ) , ...
363 @seebe ck i c , @seebeckbc , r s o l , t1 , p d e o p t i o n s ) ; % pde s o l v e r
364 s o l 2 = pdepe (m, @(r , t , u , dudx ) seebeckpde ( r , t , u , dudx , tauT , t0 , s i g p r ,

s i g p t , x i , ch i , p s i , z e t a , z e t a2 , s ) , ...
365 @(r ) s e e b e c k i c 2 ( r , so l1 , r s o l ) , @seebeckbc , r s o l , t2 , p d e o p t i o n s ) ; %

pde s o l v e r
366
367 %% Convert So lu t i on to Phy s i c a l Uni t s
368 u1 = [ s o l 1 ( : , : , 1 ) ; s o l 2 ( 2 : end , : , 1 ) ] ;
369 u2 = [ s o l 1 ( : , : , 2 ) ; s o l 2 ( 2 : end , : , 2 ) ] ;
370
371 rphys = r s o l ∗LT∗1 e4 ; % [um]
372 t phy s = t s o l ∗ t auT ∗1 e9 ; % [ ns ]
373 Nphys = u1∗N0 ; % [ 1 / cm^2]
374 Tphys = u2∗T0 ; % [K]
375 z e r o _ i d x = numt1p t s ;
376 end
377
378
379 f u n c t i o n [C , F , S ] = seebeckpde ( r , t , u , dudx , tauT , t0 , s i g p r , s i g p t , x i , ch i , p s i

, z e t a , z e t a2 , s )
380 t p = t .∗ t auT ; % [ s ] , r e a l t ime
381 Gen = ( 1 . / s q r t ( 2 . ∗ p i .∗ s i g p t ^2 ) ) .∗ exp (− r . ^ 2 / ( 2 . ∗ s i g p r ^2 ) ) .∗ exp ( − ( tp − t 0 )

. ^ 2 . / ( 2 . ∗ s i g p t ^2 ) ) ; % [ 1 / s ]
382
383 C = [ 1 ; 1 ] ;
384 F = [ x i .∗ u ( 2 ) .∗ dudx ( 1 ) + s .∗ x i .∗ u ( 1 ) .∗ dudx ( 2 ) ;
385 dudx ( 2 ) ] ;
386 S = [ − (1+ s ) .∗ x i .∗ dudx ( 1 ) .∗ dudx ( 2 ) + Gen .∗ t auT − c h i .∗ u ( 1 ) − p s i .∗ u ( 1 ) . ^ 2 ;
387 z e t a .∗ c h i .∗ u ( 1 ) + z e t a .∗ p s i .∗ u ( 1 ) . ^ 2 − ( u ( 2 ) −1) + z e t a 2 .∗Gen .∗ t auT ] ;
388 % pump pu l s e wid th can be t h e t 0 . . .
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389 end
390
391 f u n c t i o n u0 = s e e b e c k i c ( r )
392 u0 = [ 0 ; 1 ] ;
393 end
394
395 f u n c t i o n u0 = s e e b e c k i c 2 ( r , so l , r s o l )
396 u0 = [ i n t e r p 1 ( r s o l , s o l ( end , : , 1 ) , r ) ; i n t e r p 1 ( r s o l , s o l ( end , : , 2 ) , r ) ] ;
397 end
398
399 f u n c t i o n [ pl , q l , pr , q r ] = seebeckbc ( r l , u l , r r , ur , t )
400 p l = [ 0 ; 0 ] ; % i gno r e d s i n c e m = 1 ;
401 q l = [ 0 ; 0 ] ; % i gno r e d s i n c e m = 1 ;
402 pr = [ 0 ; 0 ] ;
403 qr = [ 1 ; 1 ] ;
404 end
405
406 f u n c t i o n ou t = gaus s_ t ime_convo ( t p t s , r p t s , n , s igma_convo )
407 n = r e s h a p e ( n , l e n g t h ( t p t s ) , l e n g t h ( r p t s ) ) ;
408 ou t = z e r o s ( s i z e ( n ) ) ;
409 t 0 _ c t r = mean ( t p t s ) ; % added so t h e g a u s s i a n i s no rma l i z ed when i n t e g r a t e d

ove r t
410 k e r n e l = 1 / s q r t (2∗ p i ∗ s igma_convo . ^ 2 ) .∗ exp ( − ( t p t s − t 0 _ c t r ) . ^ 2 . / ( 2 ∗

s igma_convo . ^ 2 ) ) ;
411 DelT = mean ( d i f f ( t p t s ) ) ;
412 f o r i = 1 : l e n g t h ( r p t s )
413 ou t ( : , i ) = conv ( k e r n e l , n ( : , i ) , ' same ' ) .∗ DelT ;
414 end
415 end
416
417 f u n c t i o n ou t = gaus s_ space_convo ( t p t s , r p t s , n , s igma_convo )
418 n = r e s h a p e ( n , l e n g t h ( t p t s ) , l e n g t h ( r p t s ) ) ;
419 r 0 _ c t r = mean ( r p t s ) ;
420 k e r n e l = 1 . / s q r t (2∗ p i ∗ s igma_convo . ^ 2 ) .∗ exp ( − ( r p t s − r 0 _ c t r ) . ^ 2 . / ( 2 ∗

s igma_convo . ^ 2 ) ) ;
421 DelR = mean ( d i f f ( r p t s ) ) ;
422 nconv = z e r o s ( l e n g t h ( t p t s ) , 2∗ l e n g t h ( r p t s ) −1) ;
423 f o r i = 1 : l e n g t h ( t p t s )
424 nconv ( i , : ) = conv ( k e r n e l , n ( i , : ) , ' f u l l ' ) .∗ DelR ;
425 end
426 [~ , max_idx ] = max (max ( nconv ) ) ;
427 ou t = nconv ( : , max_idx : max_idx + l e n g t h ( r p t s ) −1) ;
428 end
429
430 end
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Listing D.5: Sample Code for Controlling Leica Microscope to Perform Reflection
Contrast Measurements and Subsequent Fitting

1 % Thi s program use s micromanager t o c o n t r o l t h e ASI s t a g e , Le i c a microscope ,
2 % and Cobo l t l a s e r , and u s e s l i g h t f i e l d t o t a k e a s p e c t r a . I f a r e f e r e n c e
3 % measurement o r d a t a f i l e i s g iven , t h en t h e p l o t t e d r e f l e c t i v i t y spec t rum
4 % i s a p p r o p r i a t e l y no rma l i zed , bu t t h e d a t a t h a t i s saved i s t h e raw spec t rum .
5 % Othe r p r o p e r t i e s r e l a t e d t o t h e measurement a r e a l s o saved whenever p o s s i b l e .
6 %
7 % Wr i t t e n by Joeson Wong
8 % Las t Updated Oc tobe r 6 , 2021
9 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
10 c l o s e a l l ;
11
12 %% −−−−−−−−−−−−−−Measurement parameters −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
13 expo su r e_ t ime = 350 ; % exposu r e t ime i n ms
14 num_frames = 20 ; % number o f measurement f r ames
15 R e f l _ f i l t e r _ c u b e _ p o s = 0 ; % 0 i s BF ( t op of Le i c a Bu t t on s ) , and goes down

i n c r em e n t a l l y u n t i l 5 ( empty ) .
16 l f _ expe r imen t_name = ' PL_PIXIS ( VIS ) _300gpmm_BL500_JWong_Reflection . l f e ' ;
17
18 % r e f l 0 ( e i t h e r t a k e a r e f l 0 f i r s t o r use a s p e c i f i e d r e f l 0 d a t a f i l e )
19 mea s _ r e f l 0 = 1 ; % e i t h e r 0 f o r no r e f l 0 measurement , 1 t o r e c o r d r e f l 0 , 2 t o use a

s p e c i f i c r e f l 0 f i l e / d i r e c t o r y
20 r e f l 0 _ d i r e c t o r y = 'C : \ Use r s \ Ateam \ Desktop \ Use r s \ Joe son \10 −21 −2020\ For_P ickup ' ; %

on ly used when meas_bg = 2
21 r e f l 0 _ f i l e n am e = '

Ag_refl_25umExc_105umColl_50xLWD_no425nmLP_70msExp_1frame_run3_2020_10_21_20_16
. csv ' ; % on ly used when meas_bg = 2

22 r e f l 0 _wav e s _ i d x = 3 ;
23 r e f l 0 _ c o u n t s _ i d x = 6 ;
24
25 meas_bg = 2 ; % e i t h e r 0 f o r no bg measurement , 1 t o r e c o r d bg , 2 t o use a s p e c i f i c

bg f i l e / d i r e c t o r y
26 b g _ d i r e c t o r y = 'C : \ Use r s \ Ateam \ Desktop \ Use r s \ Joe son \01 −17 −2021\ old_GaS_PDMS ' ; %

on ly used when meas_bg = 2
27 bg_ f i l e n ame = ' bg_1 . csv ' ; % on ly used when meas_bg = 2
28 bg_waves_idx = 3 ;
29 bg_coun t s _ i dx = 6 ;
30 num_bg_frames = 20 ;
31
32 wave_ f i t _min = 400 ; % [nm]
33 wave_f i t_max = 800 ; % [nm]
34 numCameraXPixels = 1340 ;
35
36 % Jogg ing Pa r ame t e r s
37 X jog s t ep = 5 ; % [um]
38 Yjog s t ep = 5 ; % [um]
39 Z j o g s t e p = 1 ; % [um]
40 S tageSpeed = 100e −3; % [mm/ s ]
41
42 % F i t t i n g Pa r ame t e r s
43 t _ t h i nF i lm_m in = 0 ; % [nm]
44 t_ t h i nF i lm_max = 5 ; % [nm]
45
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46 t _ o v e r l a y e r _m i n = 270 ;
47 t _ove r l a y e r _max = 300 ;
48
49 num_MS_s ta r tp t s = 500 ; % number o f p o i n t s f o r m u l t i s t a r t o p t im i z a t i o n
50 % t _ o v e r l a y e r = 285 ; % [nm]
51
52
53 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
54
55 %% I n i t i a l i z e Micromanager and L i g h t f i e l d
56 i f ~ e x i s t ( 'mmc ' , ' va r ' )
57 d i s p ( ' I n i t i a l i z i n g Equipment Connec t i on s . . . ' ) ;
58 mic romanage r_pa th = 'C : \ Program F i l e s \ Micro −Manager −2 .0gamma ' ;
59 d e f a u l t S t a g e S p e e d = 0 . 0 0 5 ; % [mm/ s ]
60 d e f a u l t S t a g eB a c k l a s h = 0 ; % [mm]
61
62 addpa th ( mic romanage r_pa th ) ;
63 impo r t mmcorej . ∗ ;
64 mmc = CMMCore ;
65
66 %% Set −up Stage
67 mmc . l o adDev i c e ( " P2 " , " Se r i a lManage r " , "COM2" ) ; % s e t u p s e r i a l p o r t
68 mmc . l o adDev i c e ( " XYStage " , " ASIStage " , "XYStage " ) ; % s e t u p s t a g e
69 mmc . s e t P r o p e r t y ( " XYStage " , " P o r t " , " P2 " ) ; % connec t p o r t t o s t a g e
70
71 %% Set −up Leica Microscope
72 mmc . l o adDev i c e ( " P12 " , " Se r i a lManage r " , "COM12" ) ;
73 mmc . l o adDev i c e ( " Scope " , " LeicaDMI " , " Scope " ) ;
74 mmc . l o adDev i c e ( " IL−Tu r r e t " , " LeicaDMI " , " IL−Tu r r e t " ) ;
75 mmc . l o adDev i c e ( " O b j e c t i v e T u r r e t " , " LeicaDMI " , " O b j e c t i v e T u r r e t " ) ;
76 mmc . l o adDev i c e ( " FocusDr ive " , " LeicaDMI " , " FocusDr ive " ) ;
77 mmc . l o adDev i c e ( " S i d e P o r t " , " LeicaDMI " , " S i d e P o r t " ) ;
78 mmc . l o adDev i c e ( " IL− S h u t t e r " , " LeicaDMI " , " IL− S h u t t e r " ) ;
79 mmc . l o adDev i c e ( "TL− S h u t t e r " , " LeicaDMI " , "TL− S h u t t e r " ) ;
80 mmc . l o adDev i c e ( " T r a n sm i t t e d L i gh t " , " LeicaDMI " , " T r a n sm i t t e d L i gh t " ) ;
81 mmc . s e t P r o p e r t y ( " P12 " , " AnswerTimeout " , 500) ;
82 mmc . s e t P r o p e r t y ( " P12 " , " BaudRate " , 19200) ;
83 mmc . s e t P r o p e r t y ( " P12 " , "DTR" , " D i s a b l e " ) ;
84 mmc . s e t P r o p e r t y ( " P12 " , " F a s t USB to S e r i a l " , " D i s a b l e " ) ;
85 mmc . s e t P r o p e r t y ( " P12 " , " S t o pB i t s " , 1 ) ;
86 mmc . s e t P r o p e r t y ( " P12 " , " P a r i t y " , "None " ) ;
87 mmc . s e t P r o p e r t y ( " P12 " , " Da t aB i t s " , 8 ) ;
88 mmc . s e t P r o p e r t y ( " P12 " , " DelayBetweenCharsMs " , 0 )
89
90 mmc . s e t P r o p e r t y ( " Scope " , " AnswerTimeOut " , 250) ;
91 mmc . s e t P r o p e r t y ( " Scope " , " P o r t " , " P12 " ) ;
92 mmc . s e t P a r e n t L a b e l ( " IL−Tu r r e t " , " Scope " ) ;
93 mmc . s e t P a r e n t L a b e l ( " O b j e c t i v e T u r r e t " , " Scope " ) ;
94 mmc . s e t P a r e n t L a b e l ( " FocusDr ive " , " Scope " ) ;
95 mmc . s e t P a r e n t L a b e l ( " S i d e P o r t " , " Scope " ) ;
96
97 %% Set −up XCite
98 mmc . l o adDev i c e ( " P11 " , " Se r i a lManage r " , "COM11" ) ;
99 mmc . l o adDev i c e ( "X−C i t e " , " XCiteXT600 " , " Turbo / XT600 C o n t r o l l e r " ) ;
100 mmc . l o adDev i c e ( "LED1" , " XCiteXT600 " , "LED1 Device " ) ;
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101
102 mmc . s e t P r o p e r t y ( " P11 " , " AnswerTimeout " , 500) ;
103 mmc . s e t P r o p e r t y ( " P11 " , " BaudRate " , 19200) ;
104 mmc . s e t P r o p e r t y ( " P11 " , "DTR" , " D i s a b l e " ) ;
105 mmc . s e t P r o p e r t y ( " P11 " , " F a s t USB to S e r i a l " , " D i s a b l e " ) ;
106 mmc . s e t P r o p e r t y ( " P11 " , " S t o pB i t s " , 1 ) ;
107 mmc . s e t P r o p e r t y ( " P11 " , " P a r i t y " , "None " ) ;
108 mmc . s e t P r o p e r t y ( " P11 " , " Da t aB i t s " , 8 ) ;
109 mmc . s e t P r o p e r t y ( " P11 " , " DelayBetweenCharsMs " , 0 )
110 mmc . s e t P r o p e r t y ( "X−C i t e " , " P o r t " , " P11 " ) ;
111
112 mmc . i n i t i a l i z e A l l D e v i c e s ( ) ;
113
114 mmc . se tXYStageDevice ( " XYStage " ) ; % choose c o r r e c t xy s t a g e
115 mmc . s e t P r o p e r t y ( " XYStage " , " Speed −S " , d e f a u l t S t a g e S p e e d ) ; % s e t speed of

t r a n s l a t i o n s t a g e
116 mmc . s e t P r o p e r t y ( " XYStage " , " Backlash −B" , d e f a u l t S t a g eB a c k l a s h ) ; % amount o f

b a c k l a s h wh i l e moving
117
118 %% Set −up Labels f or Microscope
119 mmc . s e t Focu sDev i c e ( " FocusDr ive " ) ;
120 mmc . s e t F o c u sD i r e c t i o n ( " FocusDr ive " , 0 ) ;
121
122 mmc . d e f i n e S t a t e L a b e l ( " IL−Tu r r e t " , 0 , "1−BF" ) ;
123 mmc . d e f i n e S t a t e L a b e l ( " IL−Tu r r e t " , 1 , "2 −405/414 nm PL " ) ;
124 mmc . d e f i n e S t a t e L a b e l ( " IL−Tu r r e t " , 2 , "3−532 nm PL " ) ;
125 mmc . d e f i n e S t a t e L a b e l ( " IL−Tu r r e t " , 3 , "4−Empty " ) ;
126 mmc . d e f i n e S t a t e L a b e l ( " IL−Tu r r e t " , 4 , "5−Empty " ) ;
127 mmc . d e f i n e S t a t e L a b e l ( " IL−Tu r r e t " , 5 , "6−Empty " ) ;
128
129 mmc . d e f i n e S t a t e L a b e l ( " O b j e c t i v e T u r r e t " , 0 , "1−5x 0 .15 na " ) ;
130 mmc . d e f i n e S t a t e L a b e l ( " O b j e c t i v e T u r r e t " , 1 , "2−10x 0 . 3 na " ) ;
131 mmc . d e f i n e S t a t e L a b e l ( " O b j e c t i v e T u r r e t " , 2 , "3−20x 0 . 5 na " ) ;
132 mmc . d e f i n e S t a t e L a b e l ( " O b j e c t i v e T u r r e t " , 3 , "4−50x 0 .55 na " ) ;
133 mmc . d e f i n e S t a t e L a b e l ( " O b j e c t i v e T u r r e t " , 4 , "5−50x 0 . 8 na " ) ;
134 mmc . d e f i n e S t a t e L a b e l ( " O b j e c t i v e T u r r e t " , 5 , "6−100x 0 . 9 na " ) ;
135
136 mmc . d e f i n e S t a t e L a b e l ( " S i d e P o r t " , 0 , " Camera " ) ;
137 mmc . d e f i n e S t a t e L a b e l ( " S i d e P o r t " , 1 , " L e f t ( S p e c t r ome t e r ) " ) ;
138 mmc . d e f i n e S t a t e L a b e l ( " S i d e P o r t " , 2 , " R igh t ( Empty ) " ) ;
139
140 % I n i t i a l i z e f o r X−C i t e
141 mmc . s e t P r o p e r t y ( "LED1" , "L . 14 On / Off S t a t e (1=On 0=Off ) " , 0 ) ;
142 mmc . s e t P r o p e r t y ( "LED1" , "L . 15 I n t e n s i t y ( 0 . 0 o r 5 . 0 − 100 . 0 )%" , 5 ) ;
143
144 end
145 mmc . s e t P r o p e r t y ( " XYStage " , " Speed −S " , S tageSpeed ) ; % s e t speed of t r a n s l a t i o n

s t a g e
146
147 %i n i t i a l i z e L i gh t F i e l d
148 i f ~ e x i s t ( ' i n s t a n c e ' , ' va r ' )
149 run Se t u p_L i gh tF i e l d _Env i r o nmen t .m;
150 i n s t a n c e = lfm ( t r u e ) ;
151 i n s t a n c e . l o a d_ exp e r imen t ( l f _ expe r imen t_name ) ;
152 % S t a r t u p d e l a y when l o a d i n g expe r imen t / s e t t i n g up s p e c t r ome t e r
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153 d i s p ( ' I n i t i a l i z i n g L i gh t F i e l d ' ) ;
154 r un_ i dx = 1 ;
155 end
156
157 % where t o save a l l t h e d a t a
158 [ d a t a _ f i l e n ame , d a t a _ d i r e c t o r y , ~ ] = u i p u t f i l e ( ' ∗ . mat ' , 'Name of d a t a f i l e ' , ' t e s t 1 .

mat ' ) ;
159 i f i s emp ty ( d a t a _ f i l e n ame )
160 e r r o r ( ' Use a p r op e r . mat f i l e n ame ' ) ;
161 end
162 d a t a _ d i r e c t o r y = d a t a _ d i r e c t o r y ( 1 : end −1) ;
163 d a t a _ f i l e n ame = e x t r a c t B e f o r e ( d a t a _ f i l e n ame , ' . mat ' ) ;
164
165 % use s d a t a f i l ename , u n l e s s a l r e a d y e x i s t s . I f so , appends a t imes t amp t o
166 % p r e v e n t o v e rw r i t i n g
167 f u l l _ d a t a _ n ame = s t r c a t ( d a t a _ d i r e c t o r y , ' / ' , d a t a _ f i l e n ame ) ;
168 i f r un_ i dx > 1
169 c = c l o ck ;
170 mat_data_name = s t r c a t ( f u l l _ d a t a _name , ' _run ' , num2s t r ( r un_ i dx ) , ' _ ' , num2s t r (

c ( 1 ) ) , ' _ ' , num2s t r ( c ( 2 ) ) , ' _ ' , num2s t r ( c ( 3 ) ) , ' _ ' , num2s t r ( c ( 4 ) ) , ' _ ' ,
num2s t r ( c ( 5 ) ) , ' . mat ' ) ;

171 f i g_da t a_name = s t r c a t ( f u l l _ d a t a _name , ' _run ' , num2s t r ( r un_ i dx ) , ' _ ' , num2s t r (
c ( 1 ) ) , ' _ ' , num2s t r ( c ( 2 ) ) , ' _ ' , num2s t r ( c ( 3 ) ) , ' _ ' , num2s t r ( c ( 4 ) ) , ' _ ' ,
num2s t r ( c ( 5 ) ) , ' . png ' ) ;

172 f i t _ f i g _ n ame = s t r c a t ( f u l l _ d a t a _name , ' _ f i t _ r u n ' , num2s t r ( r un_ i dx ) , ' _ ' ,
num2s t r ( c ( 1 ) ) , ' _ ' , num2s t r ( c ( 2 ) ) , ' _ ' , num2s t r ( c ( 3 ) ) , ' _ ' , num2s t r ( c ( 4 ) ) ,

' _ ' , num2s t r ( c ( 5 ) ) , ' . png ' ) ;
173 l f _da t a_name = s t r c a t ( d a t a _ f i l e n ame , ' _run ' , num2s t r ( r un_ i dx ) , ' _ ' , num2s t r ( c

( 1 ) ) , ' _ ' , num2s t r ( c ( 2 ) ) , ' _ ' , num2s t r ( c ( 3 ) ) , ' _ ' , num2s t r ( c ( 4 ) ) , ' _ ' ,
num2s t r ( c ( 5 ) ) ) ;

174 r un_ i dx = run_ i dx +1;
175 e l s e
176 mat_data_name = s t r c a t ( f u l l _ d a t a _name , ' . mat ' ) ;
177 f i g_da t a_name = s t r c a t ( f u l l _ d a t a _name , ' . png ' ) ;
178 f i t _ f i g _ n ame = s t r c a t ( f u l l _ d a t a _name , ' _ f i t . png ' ) ;
179 l f _da t a_name = d a t a _ f i l e n ame ;
180 run_ i dx = run_ i dx +1;
181 end
182
183 %% e i t h e r perform background measurement or use appropr ia te data f i l e
184 sw i t c h meas_bg
185 ca s e 0
186 bg_waves = nan ;
187 bg_coun t s = 0 ;
188 x0_bg_meas = nan ;
189 y0_bg_meas = nan ;
190 z0_bg_meas = nan ;
191 raw_bg_spec t rum = nan ;
192 ca s e 1
193 d i s p ( 'Move t o d e s i r e d background p o s i t i o n . P r e s s " a , d ,w, s " t o move l e f t ,

r i g h t , up , down , r e s p e c t i v e l y . ' ) ;
194 mmc . s e t S t a t e ( " S i d e P o r t " , 0 ) ; % Use camera
195 mmc . s e t P r o p e r t y ( "LED1" , "L . 14 On / Off S t a t e (1=On 0=Off ) " , 1 ) ;
196 mmc . s e t P r o p e r t y ( "LED1" , "L . 15 I n t e n s i t y ( 0 . 0 o r 5 . 0 − 100 . 0 )%" , 5 ) ;
197
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198 d i s p ( ' P l e a s e t ype " s t a r t " t o s t a r t measurement , a d j u s t f o cu s wi th " r " and
" f " ' ) ;

199 s t r = [ ] ;
200 wh i l e ~ s t r cmp ( s t r , " s t a r t " )
201
202 s t r = i n p u t ( ' ' , ' s ' ) ;
203
204 i f s t r cmp ( s t r , " a " ) % jog l e f t
205 mmc . s e t R e l a t i v eXYPo s i t i o n (−Xjogs tep , 0 ) ;
206 e l s e i f s t r cmp ( s t r , " d " ) % jog r i g h t
207 mmc . s e t R e l a t i v eXYPo s i t i o n ( Xjogs tep , 0 ) ;
208 e l s e i f s t r cmp ( s t r , "w" ) % jog up
209 mmc . s e t R e l a t i v eXYPo s i t i o n ( 0 , Y jog s t ep ) ;
210 e l s e i f s t r cmp ( s t r , " s " ) % jog down
211 mmc . s e t R e l a t i v eXYPo s i t i o n ( 0 , −Yjogs t ep ) ;
212 e l s e i f s t r cmp ( s t r , " r " ) % jog up i n z
213 mmc . s e t R e l a t i v e P o s i t i o n ( " FocusDr ive " , Z j o g s t e p ) ;
214 e l s e i f s t r cmp ( s t r , " f " ) % jog down i n z
215 mmc . s e t R e l a t i v e P o s i t i o n ( " FocusDr ive " , −Z j og s t e p ) ;
216 e l s e i f s t r cmp ( s t r , " doub l e " ) % doub l e s s i z e and speed of j og
217 d i s p ( ' Doubl ing S tep S i z e ' ) ;
218 X jog s t ep = 2∗Xjogs t ep ;
219 Yjog s t ep = 2∗Yjogs t ep ;
220 Z j o g s t e p = 2∗ Z j og s t e p ;
221 S tageSpeed = 2∗ StageSpeed ;
222 mmc . s e t P r o p e r t y ( " XYStage " , " Speed −S " , S tageSpeed ) ;
223 e l s e i f s t r cmp ( s t r , " h a l f " ) % h a l v e s s i z e and speed of j og
224 d i s p ( ' Halv ing S tep S i z e ' ) ;
225 X jog s t ep = Xjog s t ep / 2 ;
226 Y jog s t ep = Yjog s t ep / 2 ;
227 Z j o g s t e p = Z j o g s t e p / 2 ;
228 S tageSpeed = StageSpeed / 2 ;
229 mmc . s e t P r o p e r t y ( " XYStage " , " Speed −S " , S tageSpeed ) ;
230 e l s e i f s t r cmp ( s t r , " s t a r t " )
231 b r eak ;
232 e l s e
233 d i s p ( ' Not a v a l i d key . Use " a , d , w, s " t o move l e f t , r i g h t , up ,

down ' ) ;
234 end
235 end
236
237 x0_bg_meas = mmc . g e tXPo s i t i o n ( ) ; % [mm] , c e n t e r o f map , where we began

measurements
238 y0_bg_meas = mmc . g e tYPo s i t i o n ( ) ; % [mm] , c e n t e r o f map , where we began

measurements
239 z0_bg_meas = mmc . g e t P o s i t i o n ( " FocusDr ive " ) ; % [mm] , c e n t e r o f map , where

we began measurements
240
241 mmc . s e t P r o p e r t y ( "LED1" , "L . 14 On / Off S t a t e (1=On 0=Off ) " , 0 ) ;
242
243 d i s p ( [ ' Pe r fo rm ing background measurement a t x : ' , num2s t r ( x0_bg_meas ) , 'um

, y : ' , num2s t r ( y0_bg_meas ) , 'um , z : ' , num2s t r ( z0_bg_meas ) , 'um ' ] ) ;
244 d i s p ( [ ' Exposure Time f o r background : ' , num2s t r ( e xpo su r e_ t ime ) , ' ms ' ] ) ;
245 d i s p ( [ 'Number o f Frames : ' , num2s t r ( num_frames ) ] ) ;
246
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247 mmc . s e t S t a t e ( " IL−Tu r r e t " , R e f l _ f i l t e r _ c u b e _ p o s ) ; % change t o a p p r o p r i a t e
f i l t e r cube

248 mmc . s e t S t a t e ( " S i d e P o r t " , 1 ) ; % Use l e f t s i d e p o r t w i th s p e c t r ome t e r
249 mmc . wa i tFo rSys t em ( ) ;
250
251 % s e t s t h e f i l e n ame and d i r e c t o r y i n l i g h t f i e l d
252 meas_bg_f i l ename = s t r c a t ( ' bg_ fo r_ ' , l f _ d a t a_name ) ;
253 i n s t a n c e . s e t ( P r i n c e t o n I n s t r um e n t s . L i g h t F i e l d . AddIns . E x p e r im e n t S e t t i n g s .

F i l eNameGene r a t i o nD i r e c t o r y , d a t a _ d i r e c t o r y ) ;
254 i n s t a n c e . s e t ( P r i n c e t o n I n s t r um e n t s . L i g h t F i e l d . AddIns . E x p e r im e n t S e t t i n g s .

F i l eNameGenera t ionBaseFi leName , meas_bg_f i l ename ) ;
255
256 i n s t a n c e . s e t _ e x p o s u r e ( expo su r e_ t ime ) ;
257 i n s t a n c e . s e t _ f r ame s ( num_frames ) ;
258 [ spec t rum , bg_waves ]= a c q u i r e ( i n s t a n c e ) ;
259
260 raw_bg_spec t rum = squeeze ( spec t rum ) ;
261
262 i f l e n g t h ( s i z e ( spec t rum ) ) >2
263 bg_coun t s = mean ( squeeze ( spec t rum ) , 2 ) ;
264 e l s e
265 bg_coun t s = squeeze ( spec t rum ) ;
266 end
267 d i s p ( ' Background measurement comp le t e ! ' ) ;
268 mmc . s e t S t a t e ( " S i d e P o r t " , 0 ) ; % Go back t o camera
269
270 ca s e 2
271 t r y
272 bg_da t a = c s v r e a d ( s t r c a t ( b g _ d i r e c t o r y , ' / ' , b g_ f i l e n ame ) , 0 , 0 ) ;
273 c a t c h
274 bg_da t a = c s v r e a d ( s t r c a t ( b g _ d i r e c t o r y , ' / ' , b g_ f i l e n ame ) , 1 , 0 ) ;
275 end
276 bg_waves = bg_da t a ( : , bg_waves_idx ) ; % [nm]
277 bg_coun t s = bg_da t a ( : , b g_coun t s _ i dx ) ; % coun t s
278
279 i f num_bg_frames >1
280 bg_coun t s = mean ( r e s h a p e ( bg_coun t s , [ numCameraXPixels , num_bg_frames ] )

, 2 ) ;
281 end
282
283 x0_bg_meas = nan ;
284 y0_bg_meas = nan ;
285 z0_bg_meas = nan ;
286 raw_bg_spec t rum = nan ;
287 o t h e rw i s e
288 e r r o r ( ' Use 0 f o r no bg s u b t r a c t i o n / measurement , 1 f o r bg meas , 2 f o r bg

d a t a f i l e ' ) ;
289 end
290
291 sw i t c h mea s _ r e f l 0
292 ca s e 0
293 r e f l 0 _wav e s = nan ;
294 r e f l 0 _ c o u n t s = 0 ;
295 x0_ r e f l 0_mea s = nan ;
296 y0_ r e f l 0_mea s = nan ;
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297 z0_ r e f l 0_mea s = nan ;
298 r aw_ r e f l 0 _ s p e c t r um = nan ;
299 ca s e 1
300
301 d i s p ( 'Move t o d e s i r e d r e f e r e n c e p o s i t i o n . P r e s s " a , d ,w, s " t o move l e f t ,

r i g h t , up , down , r e s p e c t i v e l y . ' ) ;
302 mmc . s e t S t a t e ( " S i d e P o r t " , 0 ) ; % Use camera
303 mmc . s e t P r o p e r t y ( "LED1" , "L . 14 On / Off S t a t e (1=On 0=Off ) " , 1 ) ;
304 mmc . s e t P r o p e r t y ( "LED1" , "L . 15 I n t e n s i t y ( 0 . 0 o r 5 . 0 − 100 . 0 )%" , 5 ) ;
305
306 d i s p ( ' P l e a s e t ype " s t a r t " t o s t a r t measurement , a d j u s t f o cu s wi th " r " and

" f " ' ) ;
307 s t r = [ ] ;
308 wh i l e ~ s t r cmp ( s t r , " s t a r t " )
309
310 s t r = i n p u t ( ' ' , ' s ' ) ;
311
312 i f s t r cmp ( s t r , " a " ) % jog l e f t
313 mmc . s e t R e l a t i v eXYPo s i t i o n (−Xjogs tep , 0 ) ;
314 e l s e i f s t r cmp ( s t r , " d " ) % jog r i g h t
315 mmc . s e t R e l a t i v eXYPo s i t i o n ( Xjogs tep , 0 ) ;
316 e l s e i f s t r cmp ( s t r , "w" ) % jog up
317 mmc . s e t R e l a t i v eXYPo s i t i o n ( 0 , Y jog s t ep ) ;
318 e l s e i f s t r cmp ( s t r , " s " ) % jog down
319 mmc . s e t R e l a t i v eXYPo s i t i o n ( 0 , −Yjogs t ep ) ;
320 e l s e i f s t r cmp ( s t r , " r " ) % jog up i n z
321 mmc . s e t R e l a t i v e P o s i t i o n ( " FocusDr ive " , Z j o g s t e p ) ;
322 e l s e i f s t r cmp ( s t r , " f " ) % jog down i n z
323 mmc . s e t R e l a t i v e P o s i t i o n ( " FocusDr ive " , −Z j og s t e p ) ;
324 e l s e i f s t r cmp ( s t r , " doub l e " ) % doub l e s s i z e and speed of j og
325 d i s p ( ' Doubl ing S tep S i z e ' ) ;
326 X jog s t ep = 2∗Xjogs t ep ;
327 Yjog s t ep = 2∗Yjogs t ep ;
328 Z j o g s t e p = 2∗ Z j og s t e p ;
329 S tageSpeed = 2∗ StageSpeed ;
330 mmc . s e t P r o p e r t y ( " XYStage " , " Speed −S " , S tageSpeed ) ;
331 e l s e i f s t r cmp ( s t r , " h a l f " ) % h a l v e s s i z e and speed of j og
332 d i s p ( ' Halv ing S tep S i z e ' ) ;
333 X jog s t ep = Xjog s t ep / 2 ;
334 Y jog s t ep = Yjog s t ep / 2 ;
335 Z j o g s t e p = Z j o g s t e p / 2 ;
336 S tageSpeed = StageSpeed / 2 ;
337 mmc . s e t P r o p e r t y ( " XYStage " , " Speed −S " , S tageSpeed ) ;
338 e l s e i f s t r cmp ( s t r , " s t a r t " )
339 b r eak ;
340 e l s e
341 d i s p ( ' Not a v a l i d key . Use " a , d , w, s " t o move l e f t , r i g h t , up ,

down ' ) ;
342 end
343 end
344
345 x0_ r e f l 0_mea s = mmc . g e tXPo s i t i o n ( ) ; % [mm] , c e n t e r o f map , where we began

measurements
346 y0_ r e f l 0_mea s = mmc . g e tYPo s i t i o n ( ) ; % [mm] , c e n t e r o f map , where we began

measurements
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347 z0_ r e f l 0_mea s = mmc . g e t P o s i t i o n ( " FocusDr ive " ) ; % [mm] , c e n t e r o f map ,
where we began measurements

348
349 mmc . s e t P r o p e r t y ( "LED1" , "L . 14 On / Off S t a t e (1=On 0=Off ) " , 0 ) ;
350
351 d i s p ( [ ' Pe r fo rm ing r e f e r e n c e measurement a t x : ' , num2s t r ( x0_ r e f l 0_mea s ) , '

um , y : ' , num2s t r ( y0_ r e f l 0_mea s ) , 'um , z : ' , num2s t r ( z 0_ r e f l 0_mea s ) , '
um ' ] ) ;

352 d i s p ( [ ' Exposure Time f o r Re f e r enc e : ' , num2s t r ( e xpo su r e_ t ime ) , ' ms ' ] ) ;
353 d i s p ( [ 'Number o f Frames : ' , num2s t r ( num_frames ) ] ) ;
354
355 mmc . s e t S t a t e ( " IL−Tu r r e t " , R e f l _ f i l t e r _ c u b e _ p o s ) ; % change t o a p p r o p r i a t e

f i l t e r cube
356 mmc . s e t S t a t e ( " S i d e P o r t " , 1 ) ; % Use l e f t s i d e p o r t w i th s p e c t r ome t e r
357 mmc . wa i tFo rSys t em ( ) ;
358
359 % s e t s t h e f i l e n ame and d i r e c t o r y i n l i g h t f i e l d
360 me a s _ r e f l 0 _ f i l e n ame = s t r c a t ( ' r e f l 0 _ f o r _ ' , l f _ d a t a_name ) ;
361 i n s t a n c e . s e t ( P r i n c e t o n I n s t r um e n t s . L i g h t F i e l d . AddIns . E x p e r im e n t S e t t i n g s .

F i l eNameGene r a t i o nD i r e c t o r y , d a t a _ d i r e c t o r y ) ;
362 i n s t a n c e . s e t ( P r i n c e t o n I n s t r um e n t s . L i g h t F i e l d . AddIns . E x p e r im e n t S e t t i n g s .

F i l eNameGenera t ionBaseFi leName , me a s _ r e f l 0 _ f i l e n ame ) ;
363
364 i n s t a n c e . s e t _ e x p o s u r e ( expo su r e_ t ime ) ;
365 i n s t a n c e . s e t _ f r ame s ( num_frames ) ; % always use 1 f rame f o r bg
366 [ spec t rum , r e f l 0 _wav e s ]= a c q u i r e ( i n s t a n c e ) ;
367
368 r aw_ r e f l 0 _ s p e c t r um = squeeze ( spec t rum ) ;
369
370 i f l e n g t h ( s i z e ( spec t rum ) ) >2
371 r e f l 0 _ c o u n t s = mean ( squeeze ( spec t rum ) , 2 ) ;
372 e l s e
373 r e f l 0 _ c o u n t s = squeeze ( spec t rum ) ;
374 end
375 d i s p ( ' Re f e r enc e measurement comp le t e ! ' ) ;
376 mmc . s e t S t a t e ( " S i d e P o r t " , 0 ) ; % Go back t o camera
377
378 ca s e 2
379 t r y
380 r e f l 0 _ d a t a = c s v r e a d ( s t r c a t ( r e f l 0 _ d i r e c t o r y , ' / ' , r e f l 0 _ f i l e n am e ) , 0 ,

0 ) ;
381 c a t c h
382 r e f l 0 _ d a t a = c s v r e a d ( s t r c a t ( r e f l 0 _ d i r e c t o r y , ' / ' , r e f l 0 _ f i l e n am e ) , 1 ,

0 ) ;
383 end
384 r e f l 0 _wav e s = r e f l 0 _ d a t a ( : , r e f l 0 _wav e s _ i d x ) ; % [nm]
385 r e f l 0 _ c o u n t s = r e f l 0 _ d a t a ( : , r e f l 0 _ c o u n t s _ i d x ) ;
386 x0_ r e f l 0_mea s = nan ;
387 y0_ r e f l 0_mea s = nan ;
388 z0_ r e f l 0_mea s = nan ;
389 r aw_ r e f l 0 _ s p e c t r um = nan ;
390 o t h e rw i s e
391 e r r o r ( ' Use 0 f o r no r e f l 0 n o rm a l i z a t i o n / measurement , 1 f o r r e f l 0 meas , 2

f o r r e f l 0 d a t a f i l e ' ) ;
392 end
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393
394 i f meas_bg && mea s_ r e f l 0
395 bg_coun t s = r e s h a p e ( bg_coun t s , s i z e ( r e f l 0 _ c o u n t s ) ) ;
396 end
397
398 %% Prepare for Re f l e c t i o n measurement
399 d i s p ( 'Move t o d e s i r e d p o s i t i o n f o r r e f l e c t a n c e measurements . P r e s s " a , d ,w, s " t o

move l e f t , r i g h t , up , down , r e s p e c t i v e l y . ' ) ;
400 mmc . s e t P r o p e r t y ( "LED1" , "L . 14 On / Off S t a t e (1=On 0=Off ) " , 1 ) ;
401 mmc . s e t P r o p e r t y ( "LED1" , "L . 15 I n t e n s i t y ( 0 . 0 o r 5 . 0 − 100 . 0 )%" , 5 ) ;
402 mmc . s e t S t a t e ( " S i d e P o r t " , 0 ) ; % Use camera
403
404 d i s p ( ' P l e a s e t ype " s t a r t " t o s t a r t measurement , a d j u s t f o cu s wi th " r " and " f " ' ) ;
405 s t r = [ ] ;
406 wh i l e ~ s t r cmp ( s t r , " s t a r t " )
407
408 s t r = i n p u t ( ' ' , ' s ' ) ;
409
410 i f s t r cmp ( s t r , " a " ) % jog l e f t
411 mmc . s e t R e l a t i v eXYPo s i t i o n (−Xjogs tep , 0 ) ;
412 e l s e i f s t r cmp ( s t r , " d " ) % jog r i g h t
413 mmc . s e t R e l a t i v eXYPo s i t i o n ( Xjogs tep , 0 ) ;
414 e l s e i f s t r cmp ( s t r , "w" ) % jog up
415 mmc . s e t R e l a t i v eXYPo s i t i o n ( 0 , Y jog s t ep ) ;
416 e l s e i f s t r cmp ( s t r , " s " ) % jog down
417 mmc . s e t R e l a t i v eXYPo s i t i o n ( 0 , −Yjogs t ep ) ;
418 e l s e i f s t r cmp ( s t r , " r " ) % jog up i n z
419 mmc . s e t R e l a t i v e P o s i t i o n ( " FocusDr ive " , Z j o g s t e p ) ;
420 e l s e i f s t r cmp ( s t r , " f " ) % jog down i n z
421 mmc . s e t R e l a t i v e P o s i t i o n ( " FocusDr ive " , −Z j og s t e p ) ;
422 e l s e i f s t r cmp ( s t r , " doub l e " ) % doub l e s s i z e and speed of j og
423 d i s p ( ' Doubl ing S tep S i z e ' ) ;
424 X jog s t ep = 2∗Xjogs t ep ;
425 Yjog s t ep = 2∗Yjogs t ep ;
426 Z j o g s t e p = 2∗ Z j og s t e p ;
427 S tageSpeed = 2∗ StageSpeed ;
428 mmc . s e t P r o p e r t y ( " XYStage " , " Speed −S " , S tageSpeed ) ;
429 e l s e i f s t r cmp ( s t r , " h a l f " ) % h a l v e s s i z e and speed of j og
430 d i s p ( ' Halv ing S tep S i z e ' ) ;
431 X jog s t ep = Xjog s t ep / 2 ;
432 Y jog s t ep = Yjog s t ep / 2 ;
433 Z j o g s t e p = Z j o g s t e p / 2 ;
434 S tageSpeed = StageSpeed / 2 ;
435 mmc . s e t P r o p e r t y ( " XYStage " , " Speed −S " , S tageSpeed ) ;
436 e l s e i f s t r cmp ( s t r , " s t a r t " )
437 b r eak ;
438 e l s e
439 d i s p ( ' Not a v a l i d key . Use " a , d , w, s " t o move l e f t , r i g h t , up , down ' ) ;
440 end
441 end
442
443 mmc . s e t P r o p e r t y ( "LED1" , "L . 14 On / Off S t a t e (1=On 0=Off ) " , 0 ) ;
444 x0_meas = mmc . g e tXPo s i t i o n ( ) ; % [mm] , where we began measurements
445 y0_meas = mmc . g e tYPo s i t i o n ( ) ; % [mm] , where we began measurements
446 z0_meas = mmc . g e t P o s i t i o n ( " FocusDr ive " ) ;
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447
448 d i s p ( [ ' Pe r fo rm ing r e f l e c t a n c e measurement a t x : ' , num2s t r ( x0_meas ) , 'um , y : ' ,

num2s t r ( y0_meas ) , ' um , z : ' , num2s t r ( z0_meas ) , ' um ' ] ) ;
449 d i s p ( [ ' Exposure Time f o r Spect rum : ' , num2s t r ( e xpo su r e_ t ime ) , ' ms ' ] ) ;
450 d i s p ( [ 'Number o f Frames : ' , num2s t r ( num_frames ) ] ) ;
451
452 mmc . s e t S t a t e ( " IL−Tu r r e t " , R e f l _ f i l t e r _ c u b e _ p o s ) ; % change t o a p p r o p r i a t e f i l t e r

cube
453 mmc . s e t S t a t e ( " S i d e P o r t " , 1 ) ; % Use l e f t s i d e p o r t w i th s p e c t r ome t e r
454 o b j e c t i v e _ i n _ u s e = mmc . g e t S t a t e L a b e l ( " O b j e c t i v e T u r r e t " ) ;
455 % add i n some code t o t u r n o f f t h e X− c i t e l i g h t when we f i g u r e ou t how to
456 % c o n t r o l i t a g a i n
457 mmc . wa i tFo rSys t em ( ) ;
458
459 % Se t s t h e f i l e n ame and d i r e c t o r y i n l i g h t f i e l d , and t a k e s a spec t rum
460 i n s t a n c e . s e t ( P r i n c e t o n I n s t r um e n t s . L i g h t F i e l d . AddIns . E x p e r im e n t S e t t i n g s .

F i l eNameGene r a t i o nD i r e c t o r y , d a t a _ d i r e c t o r y ) ;
461 i n s t a n c e . s e t ( P r i n c e t o n I n s t r um e n t s . L i g h t F i e l d . AddIns . E x p e r im e n t S e t t i n g s .

F i l eNameGenera t ionBaseFi leName , l f _d a t a_name ) ;
462 i n s t a n c e . s e t _ e x p o s u r e ( expo su r e_ t ime ) ;
463 i n s t a n c e . s e t _ f r ame s ( num_frames ) ;
464 [ spec t rum , waves ]= a c q u i r e ( i n s t a n c e ) ;
465
466 raw_spec t rum = squeeze ( spec t rum ) ;
467
468 i f l e n g t h ( s i z e ( spec t rum ) ) >2
469 r e f l _ c o u n t s = r e s h a p e ( mean ( squeeze ( spec t rum ) , 2 ) , s i z e ( r e f l 0 _ c o u n t s ) ) ;
470 e l s e
471 r e f l _ c o u n t s = r e s h a p e ( squeeze ( spec t rum ) , s i z e ( r e f l 0 _ c o u n t s ) ) ;
472 end
473
474
475 i f mea s _ r e f l 0 && meas_bg
476 spectrum_w_norm = ( r e f l _ c o u n t s − bg_coun t s ) . / ( r e f l 0 _ c o u n t s − bg_coun t s ) ;
477 e l s e i f me a s _ r e f l 0 && ~meas_bg
478 spectrum_w_norm = ( r e f l _ c o u n t s ) . / ( r e f l 0 _ c o u n t s ) ;
479 e l s e i f ~mea s _ r e f l 0 && meas_bg
480 spectrum_w_norm = r e f l _ c o u n t s − bg_coun t s ;
481 e l s e
482 spectrum_w_norm = r e f l _ c o u n t s ;
483 end
484
485 %% Generate R e f l e c t i v i t y Contrast P l o t
486 % Wavelength
487 spe cF i g = f i g u r e ;
488 s e t ( specF ig , ' P o s i t i o n ' , [ 200 , 400 , 500 , 500 ] ) ;
489 box on ;
490 x l a b e l ( ' Wavelength (nm) ' ) ; y l a b e l ( 'R/ R_0 ' ) ;
491 xl im ( [ min ( waves ) , max ( waves ) ] ) ;
492 a x i s t i g h t ; ho ld on ;
493 pspec = p l o t ( waves , spectrum_w_norm ) ;
494 s av e a s ( specF ig , f i g_da t a_name ) ;
495
496 % Energy
497 specF ig2 = f i g u r e ;
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498 s e t ( specF ig2 , ' P o s i t i o n ' , [ 600 , 400 , 500 , 500 ] ) ;
499 box on ;
500 ene rgy = 1 2 3 9 . 8 . / waves ;
501 x l a b e l ( ' Energy ( eV ) ' ) ; y l a b e l ( 'R/ R_0 ' ) ;
502 xl im ( [ min ( ene rgy ) , max ( ene rgy ) ] ) ;
503 a x i s t i g h t ; ho ld on ;
504 pspec = p l o t ( energy , spectrum_w_norm ) ;
505
506 f i l t e r _ i n _ u s e = mmc . g e t S t a t e L a b e l ( " IL−Tu r r e t " ) ;
507 g r a t i n g _ c e n t e r _w a v e l e n g t h = i n s t a n c e . g e t ( P r i n c e t o n I n s t r um e n t s . L i g h t F i e l d . AddIns .

S p e c t r om e t e r S e t t i n g s . G r a t i ngCen t e rWave l eng t h ) ;
508 g r a t i n g _ s e l e c t e d = s t r i n g ( i n s t a n c e . g e t ( P r i n c e t o n I n s t r um e n t s . L i g h t F i e l d . AddIns .

S p e c t r om e t e r S e t t i n g s . G r a t i n g S e l e c t e d ) ) ;
509 d i s p ( ' Acq u i s i t i o n Complete ! ' ) ;
510 mmc . s e t S t a t e ( " IL−Tu r r e t " , 0 ) ; % change back t o BF f i l t e r cube
511 mmc . s e t S t a t e ( " S i d e P o r t " , 0 ) ; % Go back t o camera
512 mmc . s e t P r o p e r t y ( "LED1" , "L . 14 On / Off S t a t e (1=On 0=Off ) " , 1 ) ;
513 mmc . s e t P r o p e r t y ( "LED1" , "L . 15 I n t e n s i t y ( 0 . 0 o r 5 . 0 − 100 . 0 )%" , 5 ) ;
514
515 %% Perform F i t t i n g us ing " s imple" e l l i p s ome t r y
516 d i s p ( ' S t a r t i n g F i t t i n g . . . ' ) ;
517 wave_bool = waves >wave_ f i t _min & waves <wave_f i t_max ;
518 wav e_ f i t = waves ( wave_bool ) ;
519 e n e r g y _ f i t = 1 2 3 9 . 8 4 . / wav e_ f i t ;
520
521 n t i l d e _ t h i n F i l m = s q r t ( MoS2_epsi lon ( e n e r g y _ f i t ) ) ;
522
523 n_Si = l o ad ( ' n t i l d e _ S i . mat ' ) ;
524 n t i l d e _ s u b = i n t e r p 1 ( n_Si . lambda_Si , n_Si . n t i l d e _ S i , wav e_ f i t ) ;
525 lambda_SiO2 = 0 . 2 : 0 . 0 0 1 : 3 ;
526 n_SiO2 = s q r t ( 1 + 0 . 6 9 6 1 6 6 3 . / ( 1 − ( 0 . 0 6 8 4 0 4 3 . / lambda_SiO2 ) . ^ 2 )

+ 0 . 4 0 7 9 4 2 6 . / ( 1 − ( 0 . 1 1 6 2 4 1 4 . / lambda_SiO2 ) . ^ 2 ) + 0 . 8 9 7 4 7 9 4 . / ( 1 − ( 9 . 8 9 6 1 6 1 . /
lambda_SiO2 ) . ^ 2 ) ) ;

527 n t i l d e _ o v e r l a y e r = i n t e r p 1 ( lambda_SiO2∗1e3 , n_SiO2 , wav e_ f i t ) ;
528
529
530 %% Mul t iS tar t Parameters
531 maxfunceva l = 1e2 ;
532 OptimTol = 1e −9;
533 S t epTo l = 1e −9;
534 max I t e r = 1e2 ;
535 FuncTol = 1e −9;
536 ms_lsqOpts = op t imop t i o n s ( ' l s q c u r v e f i t ' , ' MaxFunc t i onEva l u a t i on s ' , maxfunceval , ...
537 ' Op t im a l i t y T o l e r a n c e ' , OptimTol , ' S t e pTo l e r a n c e ' , S tepTol , ...
538 ' Max I t e r a t i o n s ' , maxI t e r , ' Fun c t i o nTo l e r a n c e ' , FuncTol ) ;
539
540
541 %% l s q c u r v e f i t Parameters
542 maxfunceva l = 1e3 ;
543 OptimTol = 1e −15;
544 S t epTo l = 1e −15;
545 max I t e r = 1e3 ;
546 FuncTol = 1e −15;
547 l s qOp t s = op t imop t i o n s ( ' l s q c u r v e f i t ' , ' MaxFunc t i onEva l u a t i on s ' , maxfunceval , ...
548 ' Op t im a l i t y T o l e r a n c e ' , OptimTol , ' S t e pTo l e r a n c e ' , S tepTol , ...
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549 ' Max I t e r a t i o n s ' , maxI t e r , ' Fun c t i o nTo l e r a n c e ' , FuncTol ) ;
550
551
552 x0 = [ ( t _ t h i nF i lm_m in + t_ t h i nF i lm_max ) / 2 , ( t _ o v e r l a y e r _m i n + t _ove r l a y e r _max ) / 2 ] ;
553 fun = @(x , xd a t a ) f i t f u n c ( x , xda ta , n t i l d e _ t h i n F i lm , n t i l d e _ o v e r l a y e r , n t i l d e _ s u b ) ;
554 xda t a = wav e_ f i t ( : ) ;
555 yda t a = spectrum_w_norm ( wave_bool ) ;
556 yda t a = yda t a ( : ) ;
557 l b = [ t _ t h i nF i lm_min , t _ o v e r l a y e r _m i n ] ;
558 ub = [ t_ th inF i lm_max , t _ ov e r l a y e r _max ] ;
559
560 s t p t s = [ ( t _ t h i nF i lm_max − t _ t h i nF i lm_m in ) ∗ r and ( num_MS_star tp t s , 1 ) +

t _ t h i nF i lm_min , ...
561 ( t _ ov e r l a y e r _max − t _ o v e r l a y e r _m i n ) ∗ r and ( num_MS_star tp t s , 1 ) +

t _ o v e r l a y e r _m i n ] ;
562
563 s t a r t p t s = Cu s t omS t a r t P o i n t S e t ( s t p t s ) ;
564 problem = c r ea t eOp t imProb l em ( ' l s q c u r v e f i t ' , ' o b j e c t i v e ' , fun , ' x0 ' , x0 , ...
565 ' xda t a ' , xda ta , ' yda t a ' , yda ta , ' l b ' , lb , ' ub ' , ub , ' o p t i o n s ' , ms_ l sqOpts )

;
566 ms = Mu l t i S t a r t ;
567 t i c ;
568 x_ms = run (ms , problem , s t a r t p t s ) ;
569 [ x_ l sq , resnorm ] = l s q c u r v e f i t ( fun , x_ms , xda ta , yda ta , t _ t h i nF i lm_min ,

t_ th inF i lm_max , l s qOp t s ) ;
570 f i t t e d _ t h i c k n e s s = x_ l s q ( 1 ) ;
571 o x i d e _ t h i c k n e s s = x_ l s q ( 2 ) ;
572 d i s p ( [ ' To t a l t ime f o r f i t : ' , num2s t r ( round ( toc , 1 ) ) , ' s econds ' ] ) ;
573
574 % Wavelength
575 s p e c F i g F i t = f i g u r e ;
576 s e t ( s p e cF i gF i t , ' P o s i t i o n ' , [ 200 , 400 , 500 , 500 ] ) ;
577 box on ;
578 x l a b e l ( ' Wavelength (nm) ' ) ; y l a b e l ( 'R/ R_0 ' ) ;
579 xl im ( [ min ( wav e_ f i t ) , max ( wav e_ f i t ) ] ) ;
580 a x i s t i g h t ; ho ld on ;
581 pspec1 = p l o t ( xda ta , yda ta , ' k . ' ) ; ho ld on ;
582 pspec2 = p l o t ( xda ta , fun ( x_ l sq , x d a t a ) , ' b− ' ) ;
583 t i t l e ( [ ' Film Th i ckne s s : ' , num2s t r ( round ( f i t t e d _ t h i c k n e s s , 1 ) ) , ' nm , Oxide

Th i ckne s s : ' , num2s t r ( round ( o x i d e _ t h i c k n e s s , 1 ) ) , ' nm , F i t t i n g Re s i d u a l : ' ,
num2s t r ( round ( resnorm , 1 ) ) ] ) ;

584 l egend ( [ pspec1 , pspec2 ] , { ' Exper imen t ' , ' F i t ' } , ' O r i e n t a t i o n ' , ' Ho r i z o n t a l ' , '
Loca t i o n ' , ' Nor t hOu t s i d e ' ) ;

585 s a v e a s ( s p e cF i gF i t , f i t _ f i g _ n ame ) ;
586
587
588 % save a l l r e l e v a n t d a t a i n a . mat f i l e
589 save ( mat_data_name , ' l f _ expe r imen t_name ' , ' expo su r e_ t ime ' , ' num_frames ' , ...
590 ' o b j e c t i v e _ i n _ u s e ' , ' f i l t e r _ i n _ u s e ' , ' R e f l _ f i l t e r _ c u b e _ p o s ' , '

g r a t i n g _ c e n t e r _w a v e l e n g t h ' , ' g r a t i n g _ s e l e c t e d ' , ...
591 ' x0_meas ' , ' y0_meas ' , ' z0_meas ' , ' waves ' , ' r aw_spec t rum ' , '

spectrum_w_norm ' , ...
592 ' b g _ d i r e c t o r y ' , ' bg_ f i l e n ame ' , ' bg_waves_idx ' , ' bg_coun t s _ i dx ' , ...
593 ' meas_bg ' , ' bg_waves ' , ' bg_coun t s ' , ...
594 ' x0_bg_meas ' , ' y0_bg_meas ' , ' z0_bg_meas ' , ' raw_bg_spec t rum ' , ...
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595 ' r e f l 0 _ d i r e c t o r y ' , ' r e f l 0 _ f i l e n am e ' , ' r e f l 0 _wav e s _ i d x ' , ' r e f l 0 _ c o u n t s _ i d x '
, ...

596 ' mea s_ r e f l 0 ' , ' r e f l 0 _wav e s ' , ' r e f l 0 _ c o u n t s ' , ...
597 ' x0_ r e f l 0_mea s ' , ' y0_ r e f l 0_mea s ' , ' z0_ r e f l 0_mea s ' , ' r aw_ r e f l 0 _ s p e c t r um ' , ...
598 ' f i t t e d _ t h i c k n e s s ' , ' o x i d e _ t h i c k n e s s ' , ' n t i l d e _ t h i n F i l m ' , ' n t i l d e _ s u b ' , '

n t i l d e _ o v e r l a y e r ' , ' t _ o v e r l a y e r ' , ' wave_ f i t _min ' , ' wave_f i t_max ' , ...
599 ' numCameraXPixels ' , ' num_bg_frames ' , ' Xjogs t ep ' , ' Yjogs t ep ' , ' Z j og s t e p ' , '

StageSpeed ' ) ;
600
601 f u n c t i o n y = f i t f u n c ( x , xda ta , n t i l d e _ t h i n F i lm , n t i l d e _ o v e r l a y e r , n t i l d e _ s u b )
602 R = Fou rL ay e r _ t h i nF i lmFa s t ( n t i l d e _ t h i n F i lm , x ( 1 ) , n t i l d e _ o v e r l a y e r , x ( 2 ) ,

n t i l d e _ s u b , xd a t a ) ;
603 R0 = Fou rL ay e r _ t h i nF i lmFa s t ( n t i l d e _ t h i n F i lm , 0 , n t i l d e _ o v e r l a y e r , x ( 2 ) ,

n t i l d e _ s u b , xd a t a ) ;
604 y = R ( : ) . / R0 ( : ) ;
605 end
606
607 f u n c t i o n R = th i nF i lmSub ( n t i l d e _ t h i n F i lm , t _ t h i n F i lm , n t i l d e _ s u b , lambda )
608 % n t i l d e _ t h i n F i l m has s i z e s i z e ( n t i l d e _ s u b )
609 %
610 % t _ t h i n F i lm i s a s i n g l e s c a l a r [ same u n i t s a s lambda ]
611 %
612 % n t i l d e _ s u b has d imens i on s o f u s u a l l y l e n g t h ( lambda ) x 1 or 1 x
613 % l e n g t h ( lambda )
614 %
615 % lambda i s a v e c t o r and has u n i t s o f t _ t h i n F i lm
616 %
617 % Outpu t R i s a v e c t o r wi th t h e same d imens i on s as lambda , i . e . R =
618 % R( lambda )
619 %
620 % Reshape ma t r i c e s t o t h e r i g h t s i z e
621 n _ a i r = ones ( s i z e ( n t i l d e _ s u b ) ) ;
622 n t i l d e _ t h i n F i l m = r e s h a p e ( n t i l d e _ t h i n F i lm , s i z e ( n t i l d e _ s u b ) ) ;
623 lambda = r e s h a p e ( lambda , s i z e ( n t i l d e _ s u b ) ) ;
624
625 r12 = ( n_a i r − n t i l d e _ t h i n F i l m ) . / ( n _ a i r + n t i l d e _ t h i n F i l m ) ;
626 r23 = ( n t i l d e _ t h i n F i l m − n t i l d e _ s u b ) . / ( n t i l d e _ t h i n F i l m + n t i l d e _ s u b ) ;
627 b e t a = (2∗ p i .∗ n t i l d e _ t h i n F i l m .∗ t _ t h i n F i lm ) . / lambda ;
628
629 r = ( r12+ r23 .∗ exp (2 i ∗ b e t a ) ) . / ( 1 + r12 .∗ r23 .∗ exp (2 i ∗ b e t a ) ) ; % s imp l e 3− l a y e r

i n t e r f e r e n c e model
630 R = abs ( r ) . ^ 2 ;
631 end
632
633 f u n c t i o n R = Fou rL ay e r _ t h i nF i lmFa s t ( n t i l d e _ t h i n F i lm , t _ t h i n F i lm , n t i l d e _ o v e r l a y e r ,

t _ o v e r l a y e r , n t i l d e _ s u b , lambda )
634
635 % Reshape ma t r i c e s t o t h e r i g h t s i z e
636 n _ a i r = ones ( s i z e ( n t i l d e _ s u b ) ) ;
637 n t i l d e _ t h i n F i l m = r e s h a p e ( n t i l d e _ t h i n F i lm , s i z e ( n t i l d e _ s u b ) ) ;
638 n t i l d e _ o v e r l a y e r = r e s h a p e ( n t i l d e _ o v e r l a y e r , s i z e ( n t i l d e _ s u b ) ) ;
639 lambda = r e s h a p e ( lambda , s i z e ( n t i l d e _ s u b ) ) ;
640
641 r01 = ( n _ a i r − n t i l d e _ t h i n F i l m ) . / ( n _ a i r + n t i l d e _ t h i n F i l m ) ;
642 r12 = ( n t i l d e _ t h i n F i l m − n t i l d e _ o v e r l a y e r ) . / ( n t i l d e _ t h i n F i l m +
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n t i l d e _ o v e r l a y e r ) ;
643 r23 = ( n t i l d e _ o v e r l a y e r − n t i l d e _ s u b ) . / ( n t i l d e _ o v e r l a y e r + n t i l d e _ s u b ) ;
644 be t a 1 = (2∗ p i .∗ n t i l d e _ t h i n F i l m .∗ t _ t h i n F i lm ) . / lambda ;
645 be t a 2 = (2∗ p i .∗ n t i l d e _ o v e r l a y e r ∗ t _ o v e r l a y e r ) . / lambda ;
646
647 % J01 = [ 1 , r01 ; r01 , 1 ] ;
648 % L1 = [ exp (−1 i ∗ be t a 1 ) , 0 ; 0 , exp (1 i ∗ be t a 1 ) ] ;
649 % J12 = [ 1 , r12 ; r12 , 1 ] ;
650 % L2 = [ exp (−1 i ∗ be t a 2 ) , 0 ; 0 , exp (1 i ∗ be t a 2 ) ] ;
651 % J23 = [ 1 , r23 ; r23 , 1 ] ;
652 %
653 % S = J01∗L1∗ J12∗L2∗ J23 ;
654 % r = S ( 2 , 1 ) . / S ( 1 , 1 ) ;
655
656 num = ( r01 + r12 .∗ exp (2 i ∗ be t a 1 ) ) + exp (2 i ∗ be t a 2 ) .∗ r23 . ∗ ( r01 .∗ r12 + exp (2 i ∗

be t a 1 ) ) ;
657 denom = (1 + exp (2 i ∗ be t a 1 ) .∗ r01 .∗ r12 ) + exp (2 i ∗ be t a 2 ) .∗ r23 . ∗ ( r12 + exp (2 i ∗

be t a 1 ) .∗ r01 ) ;
658 R = abs ( num . / denom ) . ^ 2 ;
659
660 end
661
662 f u n c t i o n R = Fou rLaye r _ t h i nF i lm ( n t i l d e _ t h i n F i lm , t _ t h i n F i lm , n t i l d e _ o v e r l a y e r ,

t _ o v e r l a y e r , n t i l d e _ s u b , lambda )
663
664 % d e f i n i t i o n o f l a y e r s , each l a y e r i s a s e p a r a t e columm v e c t o r . T o t a l
665 % ma t r i x o f n t i l d e i s m x n , where m i s t h e number o f wave l eng t h s and n i s
666 % th e number o f l a y e r s o f m a t e r i a l
667 n t i l d e = [ ones ( l e n g t h ( lambda ) , 1 ) , ... %f i r s t l a y e r , which i s a i r u s u a l
668 r e s h a p e ( n t i l d e _ t h i n F i lm , [ l e n g t h ( lambda ) , 1 ] ) , ...
669 r e s h a p e ( n t i l d e _ o v e r l a y e r , [ l e n g t h ( lambda ) , 1 ] ) , ...
670 r e s h a p e ( n t i l d e _ s u b , [ l e n g t h ( lambda ) , 1 ] ) , ...
671 ] ; % l a s t l a y e r i s s u b s t r a t e / a i r , s hou l d have l e n g t h ( t ) +2 number o f l a y e r s

,
672
673 z = cumsum ( [ 0 , t _ t h i n F i lm , t _ o v e r l a y e r ] ) ; % u n i t s o f [m] , a c t u a l z p o s i t i o n o f

l a y e r s . S t a r t a t z = 0 .
674
675 R = z e r o s ( l e n g t h ( lambda ) , 1 ) ;
676
677 % Ca l c u l a t e s p e c t r a l l y , monochromat ic wave a s sump t i on
678 f o r k = 1 : l e n g t h ( lambda )
679
680 J = [ 1 , 0 ;
681 0 , 1 ] ; % i n i t a l i z e J a s i d e n t i t y ma t r i x
682
683 % f i r s t l a y e r i s a i r , c o o r d i n a t e s a r e such t h a t t h e a i r − d i e l e c t r i c
684 % s t a c k s t a r t s a t z = 0
685 f o r j = 1 : l e n g t h ( z )
686 q = 2∗ p i ∗ n t i l d e ( k , j ) / lambda ( k ) ;
687 qp = 2∗ p i ∗ n t i l d e ( k , j +1) / lambda ( k ) ;
688 J = 1 / 2∗ [ exp (1 i ∗ ( q − qp ) ∗z ( j ) ) ∗ (1+ q / qp ) , exp (−1 i ∗ ( q + qp ) ∗z ( j

) ) ∗ (1−q / qp ) ; ...
689 exp (1 i ∗ ( q + qp ) ∗z ( j ) ) ∗ (1−q / qp ) , exp (−1 i ∗ ( q − qp )

∗z ( j ) ) ∗ (1+ q / qp ) ]∗ J ;
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690 end
691
692 % r e f l e c t i o n amp l i t u d e
693 r = − J ( 2 , 1 ) / J ( 2 , 2 ) ;
694
695 % R e f l e c t i o n c o e f f i c i e n t from J
696 R( k ) = abs ( r ) . ^ 2 ;
697
698 end
699
700 end
701
702 f u n c t i o n eps = GaS_eps i l on (E )
703 d e f a u l t _ f k = [ 0 . 0 0 81 , 7 0 . 2 6 2 2 ] ;
704 d e f a u l t _Ek = [ 2 . 8 2 36 , 4 . 6 0 9 3 ] ;
705 defau l t_gammak = [ 0 . 1 , 0 . 0 3 5 2 ] ;
706 d e f a u l t _ e p s _ b g = 2 . 8 9 12 ;
707 % d e f a u l t _ f k = 30 ; % d e f a u l t
708 % de f a u l t _Ek = 4 . 7 1 63 ;
709 % defau l t_gammak = 3 .8859 e −14;
710 % de f a u l t _ e p s _ b g = 6 . 0 4 30 ;
711 eps = e p s i l o n ( d e f a u l t _ f k , d e f au l t _Ek , defaul t_gammak , E , l e n g t h ( d e f a u l t _ f k ) ,

d e f a u l t _ e p s _ b g ) ;
712 end
713
714 f u n c t i o n eps = MoS2_epsi lon (E )
715 d e f a u l t _ f k = [ 0 . 9 8 24 , 3 . 3385 , 9 . 5771 , 30 , 3 0 ] ;
716 d e f a u l t _Ek = [ 1 . 8 6 6 , 2 . 010 , 2 . 489 , 2 . 8596 , 3 . 1 8 5 ] ;
717 defau l t_gammak = [ 0 . 0 5811 , 0 . 1545 , 0 . 6605 , 0 . 36189 , 0 . 4 4 8 1 ] ;
718 d e f a u l t _ e p s _ b g = 7 . 5 2 3 ;
719 eps = e p s i l o n ( d e f a u l t _ f k , d e f au l t _Ek , defaul t_gammak , E , l e n g t h ( d e f a u l t _ f k ) ,

d e f a u l t _ e p s _ b g ) ;
720 end
721
722 f u n c t i o n eps = MoSe2_eps i lon (E )
723 d e f a u l t _ f k = [ 0 . 7 7 70 , 1 . 5210 , 2 . 4830 , 10 . 1110 , 26 . 3230 , 13 . 5090 ,

14 . 2800 , 1 8 . 6 2 3 0 ] ;
724 d e f a u l t _Ek = [ 1 . 5 4 70 , 1 . 7490 , 1 . 9890 , 2 . 3500 , 2 . 6250 , 3 . 0280 ,

3 . 3930 , 3 . 6 6 1 0 ] ;
725 defau l t_gammak = [ 0 . 0 5 00 , 0 . 1120 , 0 . 3890 , 0 . 5480 , 0 . 4730 ,

0 . 6250 , 0 . 2170 , 0 . 1 4 0 0 ] ;
726 d e f a u l t _ e p s _ b g = 2 . 7 5 3 ;
727
728 eps = e p s i l o n ( d e f a u l t _ f k , d e f au l t _Ek , defaul t_gammak , E , l e n g t h ( d e f a u l t _ f k ) ,

d e f a u l t _ e p s _ b g ) ;
729
730 end
731
732 f u n c t i o n eps = WSe2_epsi lon (E )
733 d e f a u l t _ f k = [ 0 . 6 7 76 , 1 . 9509 , 8 . 1767 , 28 . 0458 , 2 7 . 7 9 3 0 ] ;
734 d e f a u l t _Ek = [ 1 . 6 5 2 , 2 . 079 , 2 . 431 , 2 . 927 , 3 . 5 0 7 ] ;
735 defau l t_gammak = [ 0 . 0 4 6 2 , 0 . 1 8 5 6 , 0 . 3 2 9 7 , 0 . 4 9 5 0 , 0 . 0 6 0 7 ] ;
736 d e f a u l t _ e p s _ b g = 5 . 68552 ;
737 eps = e p s i l o n ( d e f a u l t _ f k , d e f au l t _Ek , defaul t_gammak , E , l e n g t h ( d e f a u l t _ f k ) ,

d e f a u l t _ e p s _ b g ) ;
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738 end
739
740 f u n c t i o n eps = WS2_epsi lon (E )
741 d e f a u l t _ f k = [ 1 . 9 6 3 , 3 . 505 , 20 . 212 , 3 0 . 0 0 0 ] ; % d e f a u l t
742 d e f a u l t _Ek = [ 2 . 0 1 2 , 2 . 403 , 2 . 862 , 3 . 2 1 9 ] ;
743 defau l t_gammak = [ 0 . 0 3 56 , 0 . 1892 , 0 . 3568 , 0 . 3 5 8 5 ] ;
744 d e f a u l t _ e p s _ b g = 6 . 9 2 33 ;
745 eps = e p s i l o n ( d e f a u l t _ f k , d e f au l t _Ek , defaul t_gammak , E , l e n g t h ( d e f a u l t _ f k ) ,

d e f a u l t _ e p s _ b g ) ;
746 end
747
748 f u n c t i o n eps = e p s i l o n ( fk , Ek , gammak , E , N, eps_bg )
749 eps = eps_bg∗ ones ( s i z e (E ) ) ;
750 f o r i dx = 1 :N
751 eps = eps + fk ( i dx ) . / ( Ek ( i dx ) ^2−E.^2 −1 i ∗E∗gammak ( i dx ) ) ;
752 end
753 end
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Listing D.6: Excitons dissociating in an Electric Field Code
1 numPts = 100 ; % use g = 40 f o r r e a s o n a b l e speed and a c cu r a cy . 200 i s " h igh

r e s o l u t i o n "
2 p = l i n s p a c e ( −5 , 5 , numPts ) ; % 1D mesh
3 h = p ( 2 ) − p ( 1 ) ; % sp a c i n g
4
5 [Xmesh , Ymesh , Zmesh ] = meshgr id ( p , p , p ) ; % 3D Mesh
6 X = Xmesh ( : ) ; Y = Ymesh ( : ) ; Z = Zmesh ( : ) ; % a l l e l emen t s a s a s i n g l e

column
7 R = s q r t (X. ^ 2 + Y. ^ 2 + Z . ^ 2 ) ; % d i s t a n c e from t h e c e n t e r
8 e = ones ( numPts , 1 ) ;
9 L = s p d i a g s ( [ e −2∗e e ] , −1:1 , numPts , numPts ) / h ^2 ; % 1D f i n i t e

d i f f e r e n c e Lap l a c i a n
10 I = speye ( numPts ) ;
11 L3 = kron ( kron (L , I ) , I ) + kron ( kron ( I , L ) , I ) + kron ( kron ( I , I ) , L ) ; %

ex t end Lap l a c i a n t o 3 D
12
13 F_va l s = l i n s p a c e ( 0 , 1 , 2 1 ) ; % F i e l d va l ue s , i n e x c i t o n i c u n i t s
14 EvsF = z e r o s ( s i z e ( F_va l s ) ) ; % 1 s e i g e n e n e r g i e s vs . f i e l d
15 Ps i v sF = z e r o s ( g3 , l e n g t h ( F_va l s ) ) ; % wave f un c t i o n s vs . f i e l d
16 Tunne lProb = z e r o s ( s i z e ( F_va l s ) ) ; % t u n n e l i n g p r o b a b i l i t y = d i s s o c i a t i o n

e f f i c i e n c y
17 f i g = f i g u r e ;
18 c o l o r L i n e s = l i n s p e c e r ( l e n g t h ( F_va l s ) ) ; % c r e a t e c o l o r s f o r p r e t t y l i n e s
19
20 f o r F_idx = 1 : l e n g t h ( F_va l s )
21 Vext = −2 . /R − F_va l s ( F_idx ) .∗Z ; % p o t e n t i a l ene rgy
22 H = −L3 + s p d i a g s ( Vext , 0 , numPts ^3 , numPts ^3 ) ; % Hami l t on i an o f e x c i t o n
23 [ PSI , E ] = e i g s (H, 1 , ' s m a l l e s t r e a l ' ) ; % Sma l l e s t e i g e n v a l u e o f e x c i t o n
24
25 EvsF ( F_idx ) = E ; % 1 s e n e r g i e s vs . f i e l d , u n i t s o f Rydberg
26 Ps i v sF ( : , F_idx ) = PSI ; % wave f un c t i o n s i n column format , vs f i e l d
27
28 PSI_3 = r e s h a p e ( PSI , [ numPts , numPts , numPts ] ) ; % shape p r o p e r l y t o

i n t e g r a t e
29 PS I _ z I n t = squeeze ( t r a p z ( p , t r a p z ( p , abs ( PSI_3 ) . ^ 2 ) ) ) ; % i n t e g r a t e ove r

a l l x , y
30 PS I _ z I n t = PS I _ z I n t . / s q r t ( t r a p z ( p , abs ( PS I _ z I n t ) . ^ 2 ) ) ; % no rma l i z e
31 p l o t ( p , abs ( PS I _ z I n t ) . ^ 2 , ' − ' , ' Colo r ' , c o l o r L i n e s ( F_idx , : ) , ' LineWidth ' ,

1 . 5 ) ; ho ld on ; % p l o t wavefcns
32
33 z0 = s q r t ( 2 / F_va l s ( F_idx ) ) ; % maximum va l u e o f p o t e n t i a l f o r z > 0
34 Tunne lProb ( F_idx ) = t r a p z ( p ( p>z0 ) , abs ( PS I _ z I n t ( p>z0 ) ) . ^ 2 ) ; % t r e a t any

p a r t o f t h e wfcn t h a t i s p a s t t h i s p o i n t a s be i ng i o n i z e d
35 end
36 x l a b e l ( ' $z / a_0$ ' , ' i n t e r p r e t e r ' , ' l a t e x ' ) ; y l a b e l ( ' $ | \ p s i ( z ) | ^ 2 $ ' , '

i n t e r p r e t e r ' , ' l a t e x ' ) ;
37 a x i s s qu a r e ;
38
39 % Cre a t e a n o t h e r f i g u r e f o r how t h e b i n d i n g e n e r g i e s change wi th f i e l d
40 f i g u r e ;
41 p l o t ( F_va l s , EvsF , ' k− ' , ' LineWidth ' , 0 . 5 ) ; ho ld on ;
42 f o r F_idx = 1 : l e n g t h ( F_va l s )
43 p l o t ( F_va l s ( F_idx ) , EvsF ( F_idx ) , ' o ' , ' MarkerFaceColo r ' , c o l o r L i n e s ( F_idx
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, : ) , ' MarkerEdgeColor ' , c o l o r L i n e s ( F_idx , : ) ) ; ho ld on ;
44 end
45 x l a b e l ( ' $eF_z a_0 / E_b$ ' , ' i n t e r p r e t e r ' , ' l a t e x ' ) ;
46 y l a b e l ( ' $ ( \ hba r \ omega−E_g ) / E_{b , 0}$ ' , ' i n t e r p r e t e r ' , ' l a t e x ' ) ;
47
48 % Cre a t e a n o t h e r f i g u r e f o r how d i s s o c i a t i o n e f f i c i e n c y changes wi th f i e l d
49 f i g u r e ;
50 semi logy ( F_va l s , TunnelProb , ' k− ' , ' LineWidth ' , 0 . 5 ) ; ho ld on ;
51 f o r F_idx = 1 : l e n g t h ( F_va l s )
52 semi logy ( F_va l s ( F_idx ) , Tunne lProb ( F_idx ) , ' o ' , ' MarkerFaceColo r ' ,

c o l o r L i n e s ( F_idx , : ) , ' MarkerEdgeColor ' , c o l o r L i n e s ( F_idx , : ) ) ; ho ld on
;

53 end
54 x l a b e l ( ' $eF_z a_0 / E_b$ ' , ' i n t e r p r e t e r ' , ' l a t e x ' ) ;
55 y l a b e l ( ' $ \ e t a _ { d i s s }$ ' , ' i n t e r p r e t e r ' , ' l a t e x ' ) ;
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Listing D.7: Solutions to the 2D Keldysh Potential Code
1 c l e a r ;
2 c l o s e a l l ;
3
4 numpt_va l s = [100 , 1 0 0 ] ;
5 r v a l s = [ 5 , 1 5 ] ;
6
7 eps1 = 1 ;
8 eps2 = 1 ;
9
10 a0 = 1 ;
11 r 0 _ v a l s = [ l o g s p a c e ( −5 , 0 , 21) , l i n s p a c e ( 1 , 1 0 , 2 1 ) ] ;
12 EN = z e r o s ( 2 , l e n g t h ( r 0 _ v a l s ) ) ; % a
13
14 f o r r ho_ i dx = 1 : l e n g t h ( r 0 _ v a l s )
15 f o r i dx = 1 :2
16 numpts = numpt_va l s ( i dx ) ;
17 rmax = r v a l s ( i dx ) ;
18 l i nmesh = l i n s p a c e (− rmax , rmax , numpts ) ; % one d imens ion space

l a t t i c e
19 [X, Y] = meshgr id ( l inmesh , l i nmesh ) ; % two d imens ion space
20 d e l t a = l i nmesh ( 2 ) − l i nmesh ( 1 ) ; % sp a c i n g
21 X = X ( : ) ; Y = Y ( : ) ; % a l l e l emen t s o f a r r a y as a s i n g l e column
22 R = s q r t (X. ^ 2 + Y. ^ 2 ) ; % d i s t a n c e from t h e c e n t e r
23 % Vext = −2 . / R ; % p o t e n t i a l ene rgy
24 Vext = −2∗ p i ∗a0 . / ( ( eps1+eps2 ) ∗ r 0 _ v a l s ( r ho_ i dx ) ) ∗StruveH0Y0 (R∗a0 . / r 0 _ v a l s (

r ho_ i dx ) ) ;
25 e = ones ( numpts , 1 ) ;
26 L = s p d i a g s ( [ e −2∗e e ] , −1:1 , numpts , numpts ) / d e l t a ^2 ; % 1D f i n i t e

d i f f e r e n c e Lap l a c i a n
27 I = speye ( numpts ) ;
28 L2 = kron (L , I ) + kron ( I , L ) ; % ex t end Lap l a c i a n t o 2 D
29 H = −L2 + s p d i a g s ( Vext , 0 , numpts ^2 , numpts ^2 ) ; % Hami l t on i an o f H atom
30 [ PSI , E ] = e i g s (H, i dx ^2 , ' s m a l l e s t r e a l ' ) ; % Sma l l e s t e i g e n v a l u e

o f H
31 E = d i ag (E ) ;
32
33 EN( idx , r ho_ i dx ) = mean (E ( ( idx −1) ∗ ( idx −1) + 1 : i dx ∗ i dx ) ) ; % ave r ag e t h e

e n e r g i e s
34 end
35 end
36
37 De l t a12 = abs (EN ( 1 , : ) − EN( 2 , : ) ) ;
38 Eb = abs (EN ( 1 , : ) ) ;
39 CoulombVal = 9 / 8 ; % From 2D Coulomb
40
41 f i g u r e ;
42 p l o t ( r 0 _ v a l s . / a0 , Eb . / De l ta12 , ' b− ' , ' LineWidth ' , 2 ) ; ho ld on ;
43 p l o t ( l i n s p a c e ( 0 , max ( r 0 _ v a l s ) . / a0 ) , CoulombVal .∗ ones ( 1 , 100) , ' k−− ' ) ;
44 x l a b e l ( ' $ r_0 / a_0$ ' , ' i n t e r p r e t e r ' , ' l a t e x ' ) ;
45 y l a b e l ( ' $E_b / \ De l t a _ {12}$ ' , ' i n t e r p r e t e r ' , ' l a t e x ' ) ;
46 t e x t ( 5 , 1 . 175 , ' 2D Coulomb Limi t ' ) ;
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