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Abstract

Despite an overwhelming abundance of crude solar energy, current photovoltaic
systems worldwide harness less than 1% of this available power. As such, emerging
solar generation technology must be developed to further spur global adoption—
whereby increased sunlight to power conversion efficiency alongside decreased system
costs constitute the primary methods to accomplish this goal. The luminescent
solar concentrator (LSC) offers a unique approach to collecting and redirecting large
areas of incident light onto small-area solar cells. Relying upon photoluminescent
materials (i.e., luminophores) suspended within a dielectric waveguide, the LSC
absorbs high energy irradiance and re-emits photons at down-shifted energies into
optical waveguide modes.

This thesis presents analytical, computational, and experimental work to illus-
trate the technical power conversion efficiency limits for LSC-based photovoltaic
devices. We begin with a technical description of two LSC numerical models—a
stochastic Monte Carlo ray-trace and a deterministic closed-form approach. We
apply these models to quantify the effects of system and component parameters
on power conversion efficiency for a number of end-use applications. To validate
our modeling and unveil current practical material limits, we fabricate CdSe/CdS
and CulnSy/ZnS core/shell quantum dot waveguides hosting embedded InGaP and
GaAs photovoltaic cells, respectively. From these measurements, we observe close
model-to-experiment matching and report a world-record LSC power conversion ef-
ficiency reaching approximately 10% under 1-sun illumination at modest incident to
outgoing radiance areas.

Herein we consider four distinct applications for the LSC: (i) single junction
LSC devices for terrestrial-based energy generation, (4i) building-integrated LSC
form factors for on-site electricity, (7i4) multijunction LSC modules for utility-scale
installations at high power conversion efficiency, and (iv) ultra-light structures for
on-board power in aerospace settings. We organize each chapter according to its
end-use application.



vi

Contents

Acknowledgments . . . . . ... iii
Abstract . . . . . . .. A
Contents . . . . . . . . . . e e vi
List of Figures . . . . . . . . . . . . . . . ... e ix
List of Tables . . . . . . . . . . .. xii
Published Content and Contributions . . . . .. .. ... ... ... .. xiii
1 Introduction & Background . ... ... ... ............. 1
1.1 Solar Photovoltaic Energy Generation . . . ... .. ... ...... 4
1.1.1 The Fundamentals of Photovoltaic Devices . . . .. ... .. 4

1.1.2  Technical and Economic Constraints on Solar Devices . . . . 12

1.2 The Concentration of Sunlight . . ... ... ... ... ... .... 13
1.2.1 Passive Concentration: the Geometric Solar Concentrator . . 14

1.2.2  Active Concentration: the Luminescent Solar Concentrator . 15
Luminescent Solar Concentrator Modeling Techniques . . . . .. 25
2.1 Active Concentrator Modeling Principles . . . . . . .. ... ... .. 26
2.1.1 Model Run-time, Lengths Scales, Accuracy, and Versatility . 26

2.2 Stochastic Modeling Tools . . . . . . .. .. .. ... ... ...... 27
2.2.1 The Monte Carlo Ray Trace Method . . . . . .. .. ... .. 28

2.2.2  Monte Carlo Ray Trace Validation . . . .. .. .. ... ... 30

2.3 Deterministic Modeling Tools . . . . .. .. .. .. ... ... .... 31
2.3.1 Deterministic Methods and Techniques. . . . . . .. ... .. 32

2.3.2 The Solid Angle Model of Luminescence . . . . . .. ... .. 34

2.4 LSC Modeling Techniques Outlook . . . . . ... ... ... ... .. 38
Single Junction LSC Devices for Terrestrial Applications . . . . . 39
3.1 Efficiency Limits for Single Junction LSCs Under 1-Sun . . . . . .. 40
3.1.1 The LSC Limit in the Context of a Maxwell Demon . . . . . 40

3.1.2 Detailed Balance Limits for Single Junction LSCs . . . . . . 44

3.1.3 The Single Junction LSC Parameter Space . . ... ... .. 45

3.2 The Implications of Anisotropic Luminophore Radiance . . . . . . . 47
3.2.1 1-Sun Limits of Anisotropically Emitting LSCs . . . . . . .. 48

3.2.2  Anisotropic LSC Thermodynamic Losses . . . . . . ... ... 57

3.3 Consequences of Geometric Form Factors . . . ... ... ... ... 59
3.3.1 The Geometric Gain . . . . . . . ... ... ... ... .... 59

3.3.2 LSC Form Factors . . . . .. .. ... ... .. ........ 61

3.4 Solid-State, Single Junction LSC Devices . . . ... ... ... ... 63



CONTENTS vii

3.4.1 Single Junction Fabrication Procedure . . . . . .. ... ... 63

3.4.2 Single Junction Results and Analysis . . . . . ... ... ... 65

3.5 Passive/Active Concentrator Devices . . . . . . . . .. .. ... ... 66
3.5.1 Geometric Concentrator Fabrication . . . . .. ... .. ... 67

3.5.2 Liquid Waveguide Layer Integration . . .. .. .. ... ... 68

3.5.3 Full Device Assembly and Analysis . . . . . . ... ... ... 69

3.6 Single Junction LSC Device Outlook . . . . . . ... ... ... ... 73

4 Single Junction, Building Integrated LSC Devices . ... ... .. 75
4.1 Blending Form with Functionality . . .. ... .. ... ... .... 77
4.2  Luminophore Optimization for LSC Windows . . . . . . .. ... .. 79
4.2.1 Performance of Architectural LSCs . . . . . . ... ... ... 79

4.2.2 LSC Window Aesthetics . . . . . ... ... ... ....... 81

4.3 Technoeconomics of Architectural LSC Windows . . . .. ... ... 82
4.4 LSC Windows Outlook . . . . . . . ... ... ... ... ....... 87

5 Multijunction LSC Devices for Terrestrial Applications . . . . . . 89
5.1 The Multijunction LSC Device . . . .. .. ... ... ... ..... 90
5.1.1 The Detailed Balance Limit for n LSC Stacks . . . . . . . .. 90

5.2 The Tandem LSC/SiDevice . . . . . .. ... .. ... ... ..... 92
5.2.1 The Detailed Balance Limit for LSC/Si Modules . . . . . .. 94

5.2.2 The LSC/Si Parameter Space . . . . . .. . ... ... .... 94

5.3 LSC/Si Module Fabrication and Analysis . . . ... ... ... ... 96
5.3.1 GaAs Based LSC/Si Fabrication Procedure . . . ... .. .. 96

5.3.2 GaAs Based LSC/Si Results and Analysis . . . . .. ... .. 98

5.3.3 InGaP Based LSC/Si Fabrication Procedure . . ... .. .. 99

5.3.4 InGaP Based LSC/Si Indoor Characterization . . . ... .. 103

5.3.5 InGaP Based LSC/Si Outdoor Testing . . . . . . . ... ... 105

5.3.6 InGaP Based LSC/Si Device Analysis . . . . ... ... ... 106

5.4 Multijunction LSC Device Outlook . . . . . .. ... ... ... ... 109

6 Ultra-Light LSC Structures for Aerospace Applications . . . . . . 111
6.1 The Space Race for High Specific Power Technology . . . .. .. .. 112
6.2 The Case for Ultra-light LSC Devices . . . ... ... ... ..... 113
6.3 Limits of LSCs for Aeronautical Applications . . . . . ... ... .. 114
6.3.1 Specific Power Limits of Single Junctions . . . ... ... .. 114

6.3.2 Specific Power Limits of Multijunctions . . . ... ... ... 115

6.4 First Ever Space Flight of an LSC . . . . ... .. ... ....... 116
6.4.1 Design and Optimization of Lower-Earth Orbit LSCs . . . . . 116

6.4.2 Flight-Ready LSC Component Fabrication. . . . . .. .. .. 117

6.4.3 Preliminary Results and Analysis . . . . .. ... ... .... 120

6.5 Ultra-Light, Aeronautical LSC Device Outlook . . .. ... ... .. 122

7 Conclusions & Outlook . . . . . . . ... .. ... .. ... ....... 123
A A Stochastic Algorithm for LSCs . . . . . ... ... ... ...... 131

B A Deterministic Model of LSCs . . . . . .. . ... ... ... .... 173



viii

Chapter 0

T Q =2 = U Q

-

Life-Cycle Assessment for Tandem LSC/Si Devices. . . . . . . . . 181
Technoeconomic Analysis for Single Junction LSC Devices . . . . 185
GaAs Heterojunction Cell Fabrication Design . . . . . .. ... .. 191
Passivated Contact Si Cell Design and Analysis . . . . .. ... .. 195
CdSe/CdS Synthesis and Waveguide Recipe . . . . ... ... ... 199
Diffuse Trench Reflector Design and Fabrication . . ... ... .. 203
Characterization of LSC Samples under Illumination . ... ... 205
Market Research of Luminescent Solar Concentrators . . . . . . . 207

References . . . . . . . . . e 213



ix

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
1.10
1.11
1.12

2.1
2.2
2.3
2.4
2.5

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10
3.11
3.12
3.13
3.14
3.15
3.16
3.17
3.18
3.19
3.20
3.21
3.22
3.23

List of Figures

Global Electricity Demand and Generation Over Time . . . . . . . .
Crystalline Silicon Solar Cell Cost and Power Efficiency Over Time .
Bandgap Energy of Bulk Semiconductors and Silicon Band Structure
pn Junctions and Band-Splitting . . . . ... ... ...
Solar Cell JV Analysis and the Irradiance Spectra of Our Sun . . . .
Detailed Balance Efficiency Limits and Recombination Types . . . .
Module Cost and Efficiency Breakdown for a Silicon Solar Cell

Principles and Limits for Passive Light Concentration . . .. .. ..
LSC Device Principles Hlustration . . . .. ... ... ... .....
Luminophore Classes and Examples . . . . ... ... ... .. ...
LSC Photoluminescence Trapping Mechanisms . . . . ... ... ..

LSC Loss Mechanisms . . . . . . . . . . . . . .

LSC Parameter Space Overview . . . . . .. .. ... ... ... ...
The Monte Carlo Ray Trace Conceptualization for LSCs . . . . . . .
The Solid-Angle Model for LSCs . . . . .. ... ... ... .....
The Impact of Luminophore Position on Photon Collection . . . . .
Closed-Form Results of LSC Collection Efficiency . . . . . . ... ..

LSC Dark Current Radiative Limit . . . . . .. .. ... ... ....
Single Junction LSC Detailed Balance Limits . . . . . .. ... ...
Single Junction LSC Parameter Space . . . . . ... ... ... ...
Single Junction GaAs Based LSC Parameter Space . . . . . . . . ..
Spectral Overview of a GaAs Based LSC with Anisotropy . . . . . .
The Impact of Ideal Luminophore Anisotropy . . . . . .. ... ...
The Impact of Ideal Luminophore Anisotropy (Cross sections) . . . .
An LSC Employing Dipole Emitting Luminophores . . . . . . . . ..
An LSC Employing Asymmetric Azimuthal Emitting Luminophores
Heterobilayer TMDC Luminophore Spectral Overview . . . . . . ..
An LSC Equipped with Heterobilayer TMDC Luminophores . . . . .
The Effect of Anisotropy on a Record LSC. . . . . . ... ... ...
Anisotropic LSC Loss Analysis . . . . . ... ... ... ... ....
The LSC Geometric Gain Scalability . . . . .. ... ... ... ...
The Impact of Cell Orientation within an LSC . . . . ... ... ..
Solid-state LSC Fabrication Process and Spectra . . . . . . . .. ..
Solid-state, Single Junction LSC Experimental Performance . . . . .
Hybrid Active/Passive Photovoltaic Concentrator Concept . . . . . .
Hemispherical Shell Reflector Fabrication . . .. ... ... .. ...
Hybrid Active/Passive Concentrator Luminophore Analysis . . . . .
Liquid LSC Testing Apparatus . . . . . . . .. .. ... ... ....
Passive/Active Device Concentration Factor Results . . . . ... ..
Passive to Active Concentrator Transition with Optical Density . . .

~N Ot W

10

13
15
16
18
20
23

26
30
34
36
38

43
45
46
47
48
50
51
52
93
54
56
o7
o8
60
62
64
66
67
68
70
71
72
73



Chapter 0

3.24

4.1
4.2
4.3
4.4
4.5
4.6
4.7

5.1
5.2
5.3
0.4
9.5
5.6
0.7
5.8
5.9
5.10
5.11
5.12
5.13
5.14

6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8
6.9

7.1
7.2
7.3
7.4

Al
B.1
C.1

E.1
E.2

F.1

Angle of Incidence Response of a Hybrid Concentrator . . . . . . . . 74
Photovoltaic Window Technology Survey . . . .. .. .. ... ... 76
The LSC as a Power Generating Window . . . . . .. ... .. ... 77
GaAs Micro-cell Spectral and Electrical Response . . . . . . .. . .. 78
Luminophore Spectral Impact on Window Power Efficiency . . . . . 80
The Aesthetics of LSC Based Window Technology . . . .. ... .. 82
A Roll-to-roll Assembly of an LSC Based Window Module . . . . . . 84
The Technoeconomic Limits of an LSC Window . . . . . . . . .. .. 86
Multijunction Solar Devices Overview . . . . . .. .. ... ..... 90
Detailed Balance Limit forn LSCs . . . . . .. ... ... ... ... 92
The Tandem LSC/Si Detailed Balance limits . . . . . .. ... ... 93
The Tandem LSC/Si Bandgap Parameter Space. . . . . . ... ... 94
Parameter Space of a GaAs-based LSC/Si Tandem . . . . . ... .. 95
Heterojunction Silicon Cell Fabrication Process . . . . . . . ... .. 97
Experimental Results of a GaAs LSC/Si Tandem . . . . . . ... .. 98
Overview and Schematic of an InGaP Based LSC/Si Tandem . . . . 100
Spectral Characteristics of an InGaP Based LSC/Si Tandem Structure103
Laboratory Characterization of an InGaP LSC/Si Four Terminal . . 104
Angle of Incidence Field Testing for an InGaP LSC/Si Module . . . 105
Diffusivity Field Testing for an InGaP LSC/Si Module . . . . . . .. 107
Quantifying Loss Mechanisms in Tandem LSC/Si Devices . . . . . . 108
Forecasting Improvement in LSC/Si Devices . . . . . ... ... ... 109
The Concept of Space Based Solar Power . . . . . ... ... ... .. 111
Single Junction LSC Specific Power Limits . . . . . . . ... ... .. 114
Multijunction LSC Specific Power for n junctions . . . . . . ... .. 115
Launch Overview into Lower Earth Orbit . . . . ... ... ... .. 117
The Device Design for a Space Based LSC . . . . . . ... ... ... 118
Launch Ready Photovoltaic Cells for Space Bound LSCs . . . . . . . 119
Short-pass, Long-stop Filter Optimization for Space LSCs . . . . . . 120
Temperature Cycling for a Si Based, Space Bound LSC . . . . . .. 121
Temperature Cycling for a GaAs Based, Space Bound LSC . . . . . 122
A Photonic Crystal Waveguide LSC Device . . . . ... ... .... 125
A CulnS3/ZnS Photonic Nanojet Concept . . . . . . ... ... ... 126
Preliminary Monte Carlo Modeling of Photonic Nanojet LSCs . . . . 127
Self Powered Electrochromic Windows via LSC Photovoltaics . . . . 128
Branches of the Monte Carlo Ray Trace Code . . . . . . . ... ... 131
Analytical Model Architecture . . . . .. ... ... ... ...... 173
Life Cycle Assessment of an LSC/Si Module . . . . . ... ... ... 183
GaAs Fabrication Mask Set . . . .. ... ... ... L. 192
Singulated GaAs Cell Current Density, Voltage Analysis . . . . . . . 193

Passivated Contact Si Cell Characteristics . . . . . . . . .. ... .. 196



LIST OF FIGURES xi

H.1 Diffuse Trench Reflector Design and Fabrication . . . ... ... .. 203
I.1 Calibration of the Solar Simulator . . . ... .. ... ... ..... 206
J.1 Historical Trends in Building Integrated Photovoltaics . . . . . . . . 208
J.2 The Value Chain for Photovoltaic Windows . . . . . . ... ... .. 209
J.3 Market Interview and Data Collection . . . . . ... ... ... ... 210



xii

2.1
2.2

4.1
4.2
4.3

6.1
6.2

List of Tables

Comparison of LSC Modeling Techniques . . . . . . ... ... ... 27
Monte Carlo Ray Trace Model Validation . . . .. .. ... .. ... 31
Operating Parameters of a Technoeconomic Analysis . . . . . . . .. 83
CapEx for an LSC Window Line . . . . .. ... ... ........ 85
OpEx for an LSC Window Line . . . . . . . ... ... ... ..... 86
Specific Powers of Example Space Based Photovoltaics . . . . . . . . 112

Areal Mass Density Limits of LSC Devices . . . . . .. .. ... ... 113



xiii

Published Content and Contributions

1]

Needell, D. R.; Nett, Z.; Ilic, O.; Bukowsky, C. R.; He, J.; Xu, L.; Nuzzo, R.
G.; Lee, B. G.; Geisz, J. F.; Alivisatos, A. P.; Atwater, H. A. Micro-Optical
Tandem Luminescent Solar Concentrator. In 2017 IEEE /4th Photovoltaic
Specialist Conference (PVSC); IEEE, 2017; pp 1737-1740. https://doi.
org/10.1109/PVSC.2017.8366508.

D.R.N. participated in the conceptualization of the project, development and
validation of the computational model, execution of the simulations, analysis
of the results, and writing of the manuscript.

Needell, D. R.; Ilic, O.; Bukowsky, C. R.; Nett, Z.; Xu, L.; He, J.; Bauser,
H.; Lee, B. G.; Geisz, J. F.; Nuzzo, R. G.; Alivisatos, A. P.; Atwater, H. A.
Design Criteria for Micro-Optical Tandem Luminescent Solar Concentrators.
IEEE J. Photovoltaics 2018, 8 (6), 1560-1567. https://doi.org/10.1109/
JPHOTOV.2018.2861751.

D.R.N. participated in the conceptualization of the project, development and
validation of the computational model, execution of the simulations, analysis
of the results, and writing of the manuscript.

Needell, D. R.; Bauser, H.; Phelan, M.; Bukowsky, C. R.; Ilic, O.; Kelzen-
berg, M. D.; Atwater, H. A. Ultralight Luminescent Solar Concentrators for
Space Solar Power Systems. In 2019 IEEE 46th Photovoltaic Specialists Con-
ference (PVSC); TIEEE, 2019; pp 2798-2801. https://doi.org/10.1109/
PVSC40753.2019.8981161.

D.R.N. participated in the conceptualization of the project, development and
validation of the computational model, execution of the simulations, analysis
of the results, and writing of the manuscript.

Theingi, S.; Needell, D. R.; Bauser, H. C.; Phelan, M. E.; Nemeth, W_;
Findley, D.; Su, H.; Koscher, B. A.; Nett, Z.; Ilic, O.; Bukowsky, C. R.;
Nuzzo, R. G.; Alivisatos, A. P.; Geisz, J. F.; Stradins, P.; Atwater, H. A.
Luminescent Solar Concentrator Tandem-on-Silicon with above 700mV Passi-
vated Contact Silicon Bottom Cell. In 2019 IEEE /6th Photovoltaic Specialists
Conference (PVSC); IEEE, 2019; pp 0747-0749. https://doi.org/10.1109/
PVSC40753.2019.8980809.

D.R.N. participated in the conceptualization of the project, analysis of the
experimental results, and editing of the manuscript.


https://doi.org/10.1109/PVSC.2017.8366508
https://doi.org/10.1109/PVSC.2017.8366508
https://doi.org/10.1109/JPHOTOV.2018.2861751
https://doi.org/10.1109/JPHOTOV.2018.2861751
https://doi.org/10.1109/PVSC40753.2019.8981161
https://doi.org/10.1109/PVSC40753.2019.8981161
https://doi.org/10.1109/PVSC40753.2019.8980809
https://doi.org/10.1109/PVSC40753.2019.8980809

Xiv

Chapter 0

[5]

[10]

[11]

Lunardi, M. M.; Needell, D. R.; Bauser, H.; Phelan, M.; Atwater, H. A.;
Corkish, R. Life Cycle Assessment of Tandem LSC-Si Devices. Energy 2019,
181, 1-10. https://doi.org/10.1016/j.energy.2019.05.085.

D.R.N. participated in the conceptualization of the project, construction of the
model inputs, analysis of the results, and editing of the manuscript.

Needell, D. R.; Bukowsky, C. R.; Darbe, S.; Bauser, H.; Ilic, O.; Atwater, H.
A. Spectrally Matched Quantum Dot Photoluminescence in GaAs-Si Tandem
Luminescent Solar Concentrators. IEEE J. Photovoltaics 2019, 9 (2), 397-401.
https://doi.org/10.1109/JPHOTOV.2019.2892075.

D.R.N. participated in the conceptualization of the project, development and
validation of the computational model, execution of the simulations, analysis
of the results, and writing of the manuscript.

Bauser, H. C.; Bukowsky, C. R.; Phelan, M.; Weigand, W.; Needell, D. R.;
Holman, Z. C.; Atwater, H. A. Photonic Crystal Waveguides for >90% Light
Trapping Efficiency in Luminescent Solar Concentrators. ACS Photonics 2020,
7 (8), 2122-2131. https://doi.org/10.1021/acsphotonics.0c00593.

D.R.N. participated in the conceptualization of the project and editing of the
manuscript.

Phelan, M.; Needell, D. R.; Bauser, H.; Su, H.; Deceglie, M.; Theingi,
S.; Koscher, B.; Nett, Z.; Bukowsky, C. R.; Ilic, O.; Stradins, P.; Geisz, J.;
Nuzzo, R.; Alivisatos, A. P.; Atwater, H. A. Outdoor Performance of a Tandem
InGaP/Si Photovoltaic Luminescent Solar Concentrator. Sol. Energy Mater.
Sol. Cells 2021, 223 (October 2020), 110945. https://doi.org/10.1016/j.
solmat.2020.110945.

D.R.N. participated in the conceptualization of the project, development and
validation of the computational model, fabrication of the samples, execution of
the simulations and experimental testing, analysis of the results, and writing
of the manuscript.

Needell, D. R.; Phelan, M. E.; Hartlove, J. T.; Atwater, H. A. Solar Power
Windows: Connecting Scientific Advances to Market Signals. Energy 2021,
219, 119567. https://doi.org/10.1016/j.energy.2020.119567.

D.R.N. participated in the conceptualization of the project, analysis of the
results, and writing of the manuscript.

Bauser, H. C.; Needell, D. R.; Atwater, H. A. AISb as a Material for High
Index Contrast Nanophotonics. Opt. Mater. FExpress 2021, 11 (5), 1334.
https://doi.org/10.1364/0ME.422163.

D.R.N. participated in the conceptualization of the project, analysis of the
results, and writing of the manuscript.

van der Burgt, J. S.; Needell, D. R.; Veeken, T.; Polman, A.; Garnett,
E. C.; Atwater, H. A. Unlocking Higher Power Efficiencies in Luminescent
Solar Concentrators through Anisotropic Luminophore Emission. ACS Appl.


https://doi.org/10.1016/j.energy.2019.05.085
https://doi.org/10.1109/JPHOTOV.2019.2892075
https://doi.org/10.1021/acsphotonics.0c00593
https://doi.org/10.1016/j.solmat.2020.110945
https://doi.org/10.1016/j.solmat.2020.110945
https://doi.org/10.1016/j.energy.2020.119567
https://doi.org/10.1364/OME.422163

Published Content and Contributions XV

[12]

[14]

Mater. Interfaces 2021, 13 (34), 40742-40753. https://doi.org/10.1021/
acsami.1c12547.

D.R.N. participated in the conceptualization of the project, development and
validation of the computational model, execution of the simulations, analysis
of the results, and writing of the manuscript.

Potter, M. M.; Phelan, M. E.; Balaji, P.; Jahelka, P.; Bauser, H. C.; Glaudell,
R. D.; Went, C. M.; Enright, M. J.; Needell, D. R.; Augusto, A.; Atwater,
H. A.; Nuzzo, R. G. Silicon Heterojunction Microcells. ACS Appl. Mater.
Interfaces 2021, 13 (38), 45600-45608. https://doi.org/10.1021/acsami.
1c11122.

D.R.N. participated in the conceptualization of the project and writing of the
manuscript.

Bauser, H.; Bukowsky, C. R.; Phelan, M.; Weigand, W.; Needell, D. R.;
Holman, Z. C.; Atwater, H. A. Luminescent Solar Concentrators with High
Concentration Using Photonic Crystal Waveguides. In High Contrast Metas-
tructures X; Fan, J. A., Chang-Hasnain, C. J., Zhou, W., Eds.; SPIE, 2021;
Vol. 11695, p 13. https://doi.org/10.1117/12.2576720.

D.R.N. participated in the conceptualization of the project.

Tham, R. W.; Needell, D. R.; Atwater, H. A. Two-Dimensional Transi-
tion Metal Dichalcogenide Heterobilayer Emitters for Luminescent Solar Con-
centrator Photovoltaics. In 2021 IEEE /8th Photovoltaic Specialists Con-
ference (PVSC); IEEE, 2021; pp 0372-0376. https://doi.org/10.1109/
PVSC43889.2021.9518444.

D.R.N. participated in the conceptualization of the project, development and
validation of the computational model, execution of the simulations, analysis
of the results, and writing of the manuscript.

Phelan, M. E.; Potter, M. M.; Balaji, P.; Jahelka, P. R.; Bauser, H. C.;
Glaudell, R.; Needell, D. R.; Enright, M.; Augusto, A.; Nuzzo, R.; Atwater,
H. A. Fabrication Techniques for High-Performance Si Heterojunction (SHJ)
Microcells. In 2021 IEEE 48th Photovoltaic Specialists Conference (PVSC);
IEEE, 2021; pp 0330-0334. https://doi.org/10.1109/PVSC43889.2021.
9518579.

D.R.N. participated in the conceptualization of the project and writing of the
manuscript.

Enright, M.J.; Jasrasaria, D.; Hanchard, M.M.; Needell, D.R.; Phelan, M.E.;
Weinberg, D.; McDowell, B.M.; Hsiao, H.W.; Akbari, H.; Kottwitz, M.; Pot-
ter, M.M.; Wong, J.; Zuo, J.M.; Atwater, H.A.; Rabani, E.; Nuzzo, R.G. Role
of Atomic Structure and Exciton Delocalization on Photoluminescence in NIR,
Emissive InAs/InP/ZnSe Quantum Dots. Under Review 2021.

D.R.N. participated in the conceptualization of the project, execution of the
simulations, analysis of the results, and writing of the manuscript.


https://doi.org/10.1021/acsami.1c12547
https://doi.org/10.1021/acsami.1c12547
https://doi.org/10.1021/acsami.1c11122
https://doi.org/10.1021/acsami.1c11122
https://doi.org/10.1117/12.2576720
https://doi.org/10.1109/PVSC43889.2021.9518444
https://doi.org/10.1109/PVSC43889.2021.9518444
https://doi.org/10.1109/PVSC43889.2021.9518579
https://doi.org/10.1109/PVSC43889.2021.9518579

xvi

Chapter 0

[17]

[19]

Bauser, H.C.; Phelan, M.E.; Foley, M.; Weigand, W.; Needell, D.R.; Hol-
man, Z.C.; Atwater, H.A. Highly Efficient, Spectrally-Selective Reflectors in
the Visible Spectrum via Amorphous Silicon Carbide High Contrast Gratings.
In Progress, 2022.

D.R.N. participated in the conceptualization of the project.

Needell, D.R.; Potter, M.M.; Phelan, M.E.; Jahelka, P.R.; Bauser, H.C.;
Korus, D.; Velarde, A.; Balaji, P.; Augusto, A.; McDaniel, H.; Geisz, J.F.;
Nuzzo, R.G., Atwater, H.A. Performance Limits and Applications of Area-

scalable Luminescent Solar Concentrator Photovoltaic Devices. In Progress,
2022.

D.R.N. participated in the conceptualization of the project, development and
validation of the computational model, fabrication of the samples, execution of
the simulations and experimental testing, analysis of the results, and writing
of the manuscript.

Needell, D.R.; Su, H.; Phelan, M.E.; Bauser, H.C.; Enright, M.J.; Geisz,
J.F.; Nuzzo, R.G.; Atwater, H.A. Active-Passive Hybrid Photovoltaic Con-
centrators. In Progress, 2022.

D.R.N. participated in the conceptualization of the project, development and
validation of the computational model, fabrication of the samples, execution of
the simulations and experimental testing, analysis of the results, and writing
of the manuscript.

Needell, D.R.; Phelan, M.E.; Korus, D.; Bauser, H.C.; Kelzenberg, M.D.;
Loke, S.; Theingi, S.; McDaniel, H.; Stradins, P.; Geisz, J.F.; Nuzzo, R.G.;
Atwater, H.A. Luminescent Solar Concentrators Flown in Lower Earth Orbit.
In Progress, 2023.

D.R.N. participated in the conceptualization of the project, development and
validation of the computational model, fabrication of the samples, execution of
the simulations and experimental testing, analysis of the results, and writing
of the manuscript.



CHAPTER 1

Introduction & Background

In 2020, the world consumed over 23,000 TWh of electricity'. In it, nonrenewable
energy sources (e.g., coal, oil, natural gas) made up over 80% of the generated elec-
trical energy—shown in Figure 1.1(a)?. With such a significant portion supplied by
these fuel sources—sources which produce carbon dioxide emissions as a byproduct
of their combustion—recent ecological and climate studies prognosticate a range of
baleful environmental outcomes”°.
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Figure 1.1: An analysis of the global energy portfolio since the beginning of the millen-
nium for (a) all energy sources (renewable and nonrenewable) in terms of the percentage of
total generated energy and (b) renewable generation technology in terms of the produced
electricity (TWh). Figures adapted from BP’s Annual Review of World Energy Report’.

But despite such a bleak environmental outlook, we would be remiss not to clar-
ify the unmistakable growth that renewable energy sources (e.g., solar photovoltaics,
solar thermal, wind, tidal) have undergone; whereby, for example, we readily observe
how this renewable energy portfolio has grown by nearly an order or magnitude in
generation capacity since the turn of the century’. Illustrated in Figure 1.1(b), solar
photovoltaic energy—i.e., the conversion of incident sunlight (photons) into useful
electricity (electrons)—at present constitutes about 20% of our renewable generation
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source’. Despite tremendous growth of photovoltaic energy production shown by
Figure 1.1(b) inset, the total amount of solar radiance that reaches earth, integrated
over an entire year, far outweighs the current worldwide production.

To illustrate this point more quantitatively, let us for example consider some
arbitrary photovoltaic generation system (some “blackbox” device that churns out
a number of electrons given a number of incident photons). For ease of arithmetic,
let us assume that this device produces a single useful electron for every ten incident
photons—that is, very roughly speaking, that the overall power conversion efficiency
of such a photovoltaic is 10%. Finally, again for argument’s sake, let us imagine
building enough of these blackbox devices so as to cover 0.50% of the available
land area of earth (total land area being almost 150 million km?, 0.50% of this
being about 750 thousand km?, which equates roughly to the land area of Texas).
Assuming all the produced electrons can either immediately be of practical use or
stored for later use, we now want to estimate how long it would take to generate the
global energy demand of 2020—recalling it to be approximately 23,000 TWh. While
the sun delivers just over 1300 watts per square meter of power on the atmosphere,
let us assume that half of this is either attenuated or scattered by the atmosphere
and cloud coverage. Therefore, we can easily calculate how such a system would
generate the worldwide energy demand in about half a day®. However over-simplified
this gedanken experiment, the raw energy availability of the sun imbues us with the
opportunity to eliminate our societal dependence on fossil fuels.

Despite such crude abundance however, there still exist significant hurdles that
limit the adoption and integration of photovoltaic systems into the existing energy
infrastructure. Appreciably, sunlight is an intermittent resource. Be it in space (ge-
ographical) or time (daily, seasonal), irradiance conditions vary considerably and,
accordingly, yield intermittent patterns in photovoltaic electricity production’. Be-
yond hurdles related to receiving photons, the costs for building and implement-
ing photovoltaic systems (e.g., raw materials acquisition and transport, processing,
manufacturing, installation) arbitrates the economic competitiveness against the in-
cumbent nonrenewable sources. In order to account for both the electrical power
generation and full economic scope of a particular system, we can define the lev-
elized cost of energy (LCOE) as a singular Figure of merit to holistically compare
different energy generation systems'’. As defined by Equation 1.1, the levelized cost
of energy weighs the total cost of the system (conventionally expressed in ¢) against
the amount of energy generated over the system lifetime (expressed units of kWh).

N
| Y,
LCOE = Lifecycle cost _ o— (1.1)
Lifetime energy production N
E,
n=1

where Cy and C), give the system costs (¢) for the initial installation and operating
costs of every year (n) for N years, respectively. E, gives the amount of energy
generated (kWh) for a given year, n, whereby current standards assume system
lifetimes, N, to be greater than or equal to 25 years. As seen from the levelized
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cost of energy, developing a photovoltaic system more competitive to incumbent,
nonrenewable technologies reduces to: (a) driving down system costs, and/or (b)
optimizing performance to enable increased energy harvesting.

The myriad strategies to accomplish these tasks predicates how solar photo-
voltaic energy technology has evolved over time. For example, Figure 1.2(a) high-
lights the production capacity evolution of three distinct classes of photovoltaic
materials—single crystalline silicon, poly- or multi-crystalline silicon, and thin-film
based devices (e.g., gallium arsenide, copper indium gallium selenide). From this
we can observe how silicon-based photovoltaic systems have and continue to occupy
the vast majority of installed generation capacity. To clarify (at least qualitatively)
why silicon rose and continues to rise in photovoltaic market share, we must recall
the first practical demonstration of a working solar cell in 1953 at Bell laborato-
ries''. This early fabrication relied upon a monocrystalline silicon cell and, later
as the semiconductor industry grew exponentially with the advent of the integrated
circuit, the price of silicon processing decreased with economies of scale. As such
we find, illustrated in Figure 1.2(b), how the cost reductions of the silicon solar cell,
combined with the tremendous power conversion efficiency improvements, corre-
late to the historical market ubiquity—where today silicon-based photovoltaic cells

account for up to 93% of all systems'?.
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Figure 1.2: An analysis of installed photovoltaic system trends from 1980 until 2015. (a)
The three categories of solar technologies and how they contribute to the overall annual
energy production over time. (b) The cost (left y-axis, red solid line) of crystalline (single
and multi-) silicon photovoltaic cells per area (US$ per m?), averaged over several leading
manufacturers, adapted from Kavlak et al'®. The record monocrystalline silicon (c-Si), single
junction sunlight to electrical power efficiency (right y-axis, green dashed line) certified at
the National Renewable Energy Laboratory, adapted from published research cell efficiency
charts'*. Combined, the cost decrease and performance increase help explain the ubiquity
of silicon-based photovoltaic technology in the energy market.
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1.1 Solar Photovoltaic Energy Generation

Despite the ubiquity of crystalline silicon solar cells, Figure 1.2(b) depicts a critical
concern for such devices: a power conversion efficiency plateau. In it, there appears
a practical limit to the performance of the silicon cell to convert incident photons to
useful electrons—shown to saturate at approximately 25%, where we find that the
past two decades of research and development in silicon cells have cumulatively seen
less than 1% absolute efficiency improvement. To unveil the origins of this perfor-
mance ceiling and moreover how to push beyond it, we must first begin by discussing
the photonic and electronic material properties fundamental to the photovoltaic ef-
fect. To do so, we start with an overview of the basic principles behind how such
devices convert incident photons into electrons that can provide useful work. We
then discuss the thermodynamic principles that set the conversion efficiency lim-
its for all solar cells under equilibrium, wherein we introduce a breakdown of each
energetic loss mechanism that sets such a limit. We finally provide a synopsis of
current methods to overcome various losses in order to saturate experimental device
efficiencies to their theoretical limit. This discussion of overcoming such losses leads
us naturally to strategizing next-generation devices and, more specifically, to the
topic of this thesis.

1.1.1 The Fundamentals of Photovoltaic Devices

To quantify the limits of photovoltaic devices, we must first understand the interac-
tion between incident photons—that is, localized electromagnetic oscillations of en-
ergy quanta inversely proportional to the wavelength of oscillation, F = hc/X (h, c,
and \ being Plank’s constant, the speed of light, and the wavelength respectively)—
and electrons within solid materials (i.e., crystalline or amorphous). Originally the-
orized in 1905 by Albert Einstein'”, the photoelectric effect quantifies how photons
of sufficient energy can, upon interaction with certain solid-state materials, excite
valance electrons out from their localized orbitals and into a delocalized state. This
photon-electron interaction, together with the development of solid-state quantum
mechanics, provided the basis for rich scientific discoveries in condensed matter
physics—among many others, the theory and experimental realization of solar pho-
tovoltaic cells.

When a material sufficiently cools in temperature such that there exist local
equilibria positions for each atom, a repeated pattern or structure forms (i.e., a
crystalline lattice). The atomic constituents determine the interatomic spacing be-
tween nearest neighbor atoms. Applying the Pauli exclusion principle, where no
two or more identical fermions (e.g., electrons) can occupy the same quantum state
(e.g., energy and spin) within the same quantum system, we can qualitatively derive
a fundamental property of crystalline solids—the electronic bandgap. As the atoms
settle into their minimum energy positions in the lattice, valance band electronic
wavefunctions begin to spatially overlap. By the exclusion principle, certain energy
levels become forbidden according to this interatomic spacing, and we observe the
formation of an electronic energy bandgap (£,) between localized (valance band)
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and delocalized (conduction band) electrons.

As illustrated in Figure 1.3(a), we arbitrarily categorize a class of solid-state
materials as semiconductors, defined principally by their electronic bandgap in a
crystalline structure of lattice parameter (i.e., nearest neighbor distance), a. This
taxonomical class of solids exhibits bandgap energies that typically fall within a few
electron volts (eVs)—as opposed to insulators whose electronic bandgaps extend
beyond several electron volts, while conductors exhibit negligibly small bandgaps.
This energy bandgap quantifies the difference between upper-most, electron-filled
energies within the valence band (electrons localized to a single nucleus or multiple
nuclei) and lower-most, electron-empty energy levels within the conduction band
(whereby excited electrons become delocalized to any one nucleus).

Figure 1.3(b) shows an example of a measured energy band diagram of crystalline
silicon and conceptualizes the distinction between electronic valence and conduction
bands. As shown, the wavenumber (i.e., the number of electron wavepacket os-
cillations per unit distance in a certain direction) can extend in different spatial
directions of the lattice. As wavenumbers are therefore expressed in units of inverse
length (usually em~!), we often describe their behavior in this reciprocal space.
Figure 1.3(b) highlights how, by varying this wavenumber in reciprocal space (il-
lustrated in the bottom left corner), the valence and conduction band energy levels
shift; however, we define the principal electronic bandgap of a solid material as
the difference between the highest valance energy band level in reciprocal space
(in this case occurring at the I' point) and the lowest conduction level (near X).
Therefore, for the case of crystalline silicon, we find a minimum bandgap energy of
approximately 1.1eV, whereby the distinction between valence and conduction band
wavenumbers illustrate how such a material forms an indirect bandgap (separated
by a momentum vector).
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Figure 1.3: An overview of semiconductors showing (a) commonly used types with their ac-
companying energy bandgaps, lattice parameter, a, and associated alloy pathways, adapted
from Yang et al.'’, and (b) a measured crystalline silicon energy band diagram, adapted
from Chelikowsky & Cohen'”. In this, the lowest conduction band and highest valence band
energies form an indirect gap from one another, requiring a change of electronic wavenumber
(i.e., momentum).
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pn Junctions, Light Interaction, and Carrier Dynamics

The goal for any photovoltaic device is to generate a current of electrons propelled
through some external load by an electromotive force. As we define electrical power
as the electronic current multiplied by the voltage (i.e., the electromotive force), the
solar cell must therefore achieve both high current and voltage in order to attain
high photon to electrical power conversion efficiency. We previously introduced the
concept of how sufficiently energetic photons can excite electrons from the valance
band into the conduction band—Ileaving behind a vacancy in its photoexcited wake
(termed a hole). While this excitation produces a delocalized electron that can in
principle propagate freely through the semiconductor lattice, the solar cell device
must issue some sort of electromotive force in order to separate the electron-hole
pair (exciton) from recombining.

The electromotive force that drives this separation, known as the photovoltaic
effect, results from an interface (junction) between two semiconductor materials:
one with added impurities which donates electrons (e™) at energy levels in between
the valence and conduction bands (termed “donor” states), the other with impuri-
ties offering electron vacancies (i.e., holes, h*) again with mid-level energies (termed
“acceptor” states). When two semiconducting materials with opposite doping con-
centrations are brought into direct contact—or when donor and acceptor dopants
are diffused from opposing sides of a single host material—the mid-level donor state
(n-type) valance electrons fill the acceptor state (p-type) holes. This process is
driven by the fact that there exists, before reaching thermodynamic equilibrium, a
difference in the Fermi energy levels (that is, the relative concentration of electrons
and holes) across the junction. After equilibration, when the Fermi energy achieves
a constant value across the entire device, an electric potential barrier, V4, forms
according to the concentration gradient across this region. Due to the filling of
mid-level energy states, we refer to this as the “depletion” region.

Figure 1.4 conceptualizes this pn junction and a real-space energy band diagram
across it. For a p-type material, the Fermi energy (the point of equal energy occu-
pancy probability for electrons and holes via our Fermi-Dirac statistics) lies closer
to the valence band owing to a higher occupancy of holes in intragap energies. For
n-type material, the Fermi level conversely shifts closer to conduction band edge,
given that there exist more mid-level electrons. For a pn junction under no illumi-
nation and in thermodynamic equilibrium, there exists a single Fermi energy across
this junction, yielding a band diagram shown in Figure 1.4(a). Here we can readily
observe the band bending (i.e., energy barrier, £ = ¢V}) across the depletion region.

Under no external voltage biasing and no illumination source, the electric field
across the depletion region separates excitons generated via the thermal background
(at finite temperature) in opposite direction. We label this p-type to n-type flow the
drift current. However, there also exists a concentration gradient of electrons and
holes across the junction given by the difference of donor/acceptor doping levels.
Therefore, via the second law of thermodynamics, there exists a flow opposite the
drift, called the diffusion current. In thermodynamic equilibrium, these two currents
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Figure 1.4: A visualization of the pn homojunction as it pertains to solar cells, where (a)
depicts the steady-state, equilibrium condition under no illumination or biasing with some
electric potential barrier, V4, and (b) provides a qualitative understanding of the junction
and charge carrier dynamics under a forward voltage bias, V', with incident photons of
energy greater than the semiconductor’s bandgap. At forward biases below the open-circuit
voltage (Vo.), the electric potential barrier weakens in magnitude, thereby perturbing the
system out of equilibrium. As a consequence, diffusion of majority carriers on each side
competes against photogenerated excitons that separate due to the electric field across the
depletion region (electrons pushed to the n-type side and holes to the p-type). The excitonic
chemical potential difference (electromotive force) is given by the quasi-Fermi level split.

exactly cancel each other and we arrive at the band diagram shown in Figure 1.4(a).

When we expose a solar cell to a source of photons (e.g., the sun), the total num-
ber of photogenerated excitons under no external voltage biasing sets the maximum
amount of light-induced photocurrent, I, of the device. As such, drift dominates
over diffusion current—as few charge carriers can diffuse across the junction relative
to the large number of photogenerated excitons separated by the intrinsic electric
field. We label this maximum current as the short-circuit condition, Iy, given that
this large current forms when we directly connect the opposite sides of the junction
together with little to no resistance across it (i.e., shorting the junction). Here we
note that the number of photogenerated excitons depends upon both the incident
irradiance (intensity and spectra); the area of solar cell (Aeep); the cell absorbance,
reflectance, and transmittance properties; and the exciton separation and collection
efficiencies. In order to eliminate areal dependence, we define the short-circuit cur-
rent density (Js.) by dividing the short-circuit current with respect to the overall
illuminated cell area. We can characterize the cell excitonic collection efficiency
with respect to the incident photon energy, termed the internal quantum efficiency.
Further, we can combine the absorbance/reflectance/transmittance spectra with the
cell internal quantum efficiency into a single Figure of merit, given as the external
quantum efficiency of the cell with respect to photon energy. Near-unity external
quantum efficiency signifies a high excitonic generation and collection probability
for a photon of energy he/\.

In contrast to the short-circuit condition, if we apply an external voltage bias
(V') opposite the intrinsic potential barrier, we can shift the p- and n-type bands
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with respect to one another by the amount ¢V as shown in Figure 1.4(b). Owing to
the electric potential barrier decrease across the junction, a split of the Fermi level
issues—where quasi-Fermi levels for electrons and holes separately emerge given the
imbalance between drift and diffusion currents. The magnitude of this splitting (i.e.,
the relative difference between the electron and hole quasi-Fermi energies) reveals the
chemical potential, uen, of the exciton. As expected, while an increase in forward
bias voltage increases the chemical potential of the photogenerated exciton, drift
current decreases relative to diffusion, which increases exponentially with decreased
barrier height. Therefore at sufficient biases or loads, termed the open-circuit volt-
age (Voc) condition, there exists an exact balance between drift and diffusion such
that no net current flow exists across the device. At biases beyond the V; (for the
case of external voltage sources), radiative and non-radiative electron-hole pair re-
combination continues to increase exponentially and, as a result, such biases create
current flow in what is called the forward direction.

Equation 1.2 defines the relationship between current density and applied voltage
bias, V, for a solar cell. Here, we show how the net current results from light induced
drift photocurrent, Ji,, in the reverse direction (i.e., affixing a negative sign to this
term) and charge recombination due to diffusion current in the forward direction
(positive).

J=Jo (e% — 1) —Jr, (1.2)

where Jj is known as the dark saturation current, g electron charge, n ideality factor
of the diode, k Boltzmann constant, and T cell temperature. From Equation 1.2,
we can see how the dark saturation term, .Jy, gives the amount of diffusion current
that exists under ambient background illumination in thermodynamic equilibrium
at temperature, T'. Jy can therefore be viewed as the measure of nonradiative and
radiative recombination of excitons in the absence of high-intensity illumination
since, at thermal equilibrium, total absorption must equal total emission via the
Kirchoff law of thermal radiation. By setting V' or J to zero, we can uncover Jy
and Vi from Equation 1.2, respectively. Doing so, we find:

Jse = —JL, (1.3)

nkT JL >
Voe=——1In +1]. 14
q <Jo (4

For V. in Equation 1.4, we can identify two sources of dark current contribution.
First, there exists a certain amount of thermally generated excitons (at the sur-
rounding temperature, 7') owing to a small amount of high-energy photons that
exist in the Blackbody background, which excite charge carriers from the valence to
conduction band, Jj. Second, material defects of the semiconductor lattice—which
can yield interband energy states—also give rise to excitons within the cell that
can contribute to this dark current, which we refer to as the non-radiative term,
Ji". We can choose to view these two terms (the radiative and non-radiative dark
currents) either as exciton generation or annihilation. Thus, we can re-write our
cell Vo given these two contributions to dark saturation current in the context of
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radiative efficiency:

‘/OC = nkT 111 < - JL nr + ].>
q o+ Jp
nkT ( Jr, >
~ In - —
q Jy + J§ (15)
nkT Jr, nkT Jg '
& 71 77’ + ln T nr
q J5 q Jy + J§
kT J kT
~ <ﬁ> + 2 In (Qere) »
q Jo q

where QQgrg defines the external radiative efficiency of the solar cell. We will see
later on in this thesis how the V., more specifically the radiative efficiency, plays
an important role in enhancing solar cell performance.

FElectrical power is given as the electron current flow times the voltage bias
(chemical potential) across the junction. Because of the diode response of a solar
cell in Equation 1.2, there exists a point of maximum power at a specific current
and voltage (Jmp, Vimp). The fill factor (FF) of a solar cell compares this point of
maximum power to the upper limit open-circuit voltage and short-circuit current
points. The power conversion efficiency (npce) of the solar cell is therefore the ratio
of output power density of the solar cell to total input power of the light source
(integrated over the irradiance, I, of the source with respect to wavelength and
solid incident angle, 2), as described in Equations 1.6 and 1.7:

Pou mp * Vm sc * oc'FF
o _ Jap - Vip _ Joc - Ve (16)

Pln B Pln Pm
Pin_//l(/\,Q) dQd. (1.7)
AJQ

As shown in Figure 1.5(a), the current-voltage (JV') relationship gives the power
conversion efficiency, non-idealities of the diode behavior (series/shunt resistances),
Vocs Jsc, and FF. Figure 1.5(b) provides the measured terrestrial (AM1.5) and ex-
traterrestrial (AMO) irradiance spectra from our sun alongside a theoretical black-
body spectrum at 6000K for reference—with several common semiconductor energy
bandgaps.

Tlpce =

Detailed Balance Efficiency Limit for Single Junction Cells

Because the bandgap energy, E,, of the depletion region determines the maximum
number of photogenerated excitons in the solar cell (short-circuit current), it follows
that this energy also relates to the maximum power conversion efficiency obtainable.
As described, the Jg. results from this number of photogenerated excitons with no
external biasing. In materials with smaller bandgaps, a larger portion of incoming
photons can excite electrons and, therefore, such materials can typically achieve
higher short-circuit currents. Due to smaller energy gaps between the conduction
and valence band edges, however, lower bandgap cells cannot attain as large of
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Figure 1.5: (a) An example of a current-voltage (JV') curve for a typical crystalline silicon
solar cell'®. FF defines the area fraction between the inner rectangle formed by the volt-
age/current maximum power points, (Vinp, Jmp), and the outer formed by the open-circuit
voltage and short-circuit current, (Voc, Jsc). (b) The incident light spectra from our sun,
showing the blackbody spectrum at 6000K, the measured irradiance at the outer atmosphere
(AMO), and the measured irradiance at the surface (AM1.5). Decreased intensity gaps oc-
cur as a result of atmospheric light scattering for certain wavelengths. Four commonly used
semiconductor materials for solar cells are shown for reference.

quasi-Fermi energy level splittings (i.e., lower chemical potential, pen of the photo-
generated exciton). Thus, smaller bandgap materials yield decreased open-circuit
voltages. Thus, there exists an optimization between Jg. and V. with respect to
the electronic bandgap.

Introduced in the early 1960s'”, the theoretical maximum power conversion effi-
ciency of a photovoltaic cell occurs by assuming every incident photon with energy
greater than or equal to the cell bandgap produces precisely one exciton within the
pn junction that can be separated and collected. We can then apply the concept of
detailed balance, where we require that exciton pairs be eliminated (radiatively as
photons or nonradiatively as phonons) at the same rate as they are generated (via
incident illumination or operating temperature blackbody background). This must
be the case under thermodynamic equilibrium, otherwise we would observe a charge
build up which would contradict our state of equilibrium. By use of the well-known
Planck distribution spectrum, Equation 1.8 quantifies this detailed balance limit of
power conversion efficiency, 7get.bal., With respect to the energy bandgap.
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where x, = E,/kTs where T is the blackbody temperature of the sun. In this limit,
we assume the chemical potential of the photogenerated excitons to equal the max-
imum quasi-Fermi energy level split, given by the semiconductor bandgap. Further,
as shown in the denominator of Equation 1.8, we assume all incident photons to
strike at normal incidence with respect to the cell planar surface.
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While the simplest form of the detailed balance limit shown by Equation 1.8
reaches a maximum efficiency of approximately 44% near a bandgap energy of 1.12
eV, this limit does not take into account deleterious loss mechanisms such as: (i) the
amount of available incident power and solid angle subtended from the sun, (7i) the
transmission of radiative recombination out of the cell, (7ii) the exciton separation
and collection efficiencies of the junction, and (iv) incomplete photon absorption
by the cell for above bandgap energies. For example, including the subtended solid
angle from the solar disc and relevant terrestrial AM1.5¢g spectrum (i.e., the amount
of light that reaches the surface of earth on a clear, sunny day), the maximum
efficiency occurs when F, = 1.1 eV and decreases to approximately 32.9%°Y. For the
case of crystalline Si cells, when including nonradiative recombination pathways and
optical absorption/reflection losses, this limit further decreases to 29.8% assuming
a standard cell thickness of 100um?'. Figure 1.6(a) displays the original detailed
balance efficiency limit as a function of bandgap energy, and illustrates how this limit
decreases with subsequent revisions that take into account non-idealities. Figure
1.6(b) conceptually shows the four primary recombination types that limit overall
power conversion efficiency.
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Figure 1.6: (a) Detailed balance models for single junction, 1-sun illumination of a solar
cell assuming: (1) blackbody spectrum, no optical absorption/reflection losses, and perfect
carrier extraction; (2) AM1.5 spectrum and limited solid angle, no optical losses, and no
nonradiative recombination; and (3) AM1.5 spectrum with subtended solid angle, optical
losses, radiative and nonradiative recombination. (b) A conceptual diagram comparing the
four general categories of recombination within a solar cell: (1) radiative with an emitted
photon of energy less than or equal to Ey; (2) Shockley-Reed-Hall for an emission of a phonon
and filling of an intermediate energy state (e.g., dopant/defect); (3) Auger recombination
where demotion of a conduction band electron to the valence band transfers its energy
to a conduction electron, promoted to higher energies, and ultimately thermalizing back
to the conduction band edge through phonon emission; and (4) defect state filling at the
surface/edge of the semiconductor crystalline lattice and release of a phonon. Adapted from

Tous?2.
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1.1.2 Technical and Economic Constraints on Solar Devices

As previously discussed in Figure 1.2(a), crystalline silicon cell costs (i.e., processing,
manufacturing) have decreased by more than 99% since the early 1980s. Owing to
this appreciable decrease, the balance of system (BoS) and “soft” costs! currently
constitute more than half of the overall system costs, shown in Figure 1.7(a)** .
With this recent shift in solar energy economics, current research efforts focus away
from the minimization of photovoltaic fabrication costs and instead toward designs
that can enable markedly lowered BoS and soft costs. With such a paradigm shift,
two strategies to further photovoltaic system adoption emerge: (i) performance-
enhancing designs to enable greater power output per area—thereby requiring fewer
installations per unit energy generated—while keeping cell and raw material costs
low, and (%) integration of solar designs into existing architectural structures and
fagades that absorb installation costs, while keeping cell performance high.

While the detailed balance limit sets a maximum on the theoretical efficiency
possible for a single junction cell under 1-sun (i.e., a solar cell with a single bandgap
energy, F,), there exist various strategies that can extend power conversion effi-
ciencies beyond this limit. As Figure 1.7(b) illustrates, despite certain unavoidable
thermodynamic losses (e.g., entropy due to the conversion of a photon to an elec-
tron), such inefficiencies total to approximately 14%”*. The most significant loss
for single junction cells results from highly excited photogenerated carrier relax-
ation down to the electronic conduction band edge (i.e., thermalization). By the
same token, cells with too large of bandgaps suffer from incomplete absorption of
the solar spectrum due to the transmission of incident photons with energies below
that of the required bandgap. Combined, these two mechanisms account for greater
than 40% efficiency loss for a standard silicon solar cell of bandgap energy 1.1 eV.
Further, when excitons radiatively recombine and emit as photons into free space,
there exists an entropy penalty owing to the angular spread of luminescence relative
to the incident solar disc. This penalty accounts for approximately 10% absolute
power conversion efficiency loss.

Given these loss mechanisms, there exist myriad methods to overcome the sin-
gle junction, 1-sun detailed balance limit. On one hand, in an effort to reduce the
losses of exciton thermalization and incomplete light absorption, multijunction pho-
tovoltaic module designs employ more than one cell material type and, thereby, more
than one bandgap. By arranging cells with higher bandgaps in descending vertical
order, photons cascade through traditionally monolithic structures, being absorbed
and collected by the cell corresponding to its energy. Separately, cells (single- and
multijunction) can employ concentrating optics to increase light trapping and re-
duce the entropic penalties for radiatively recombined excitons. Together with mul-
tijunction devices and concentration mechanisms, top research cell efficiencies have
recently demonstrated performances that extend up to 47.1% under standard test-
ing conditions®”?°. Despite such achievements, broad photovoltaic implementation
for high-efficiency cells remains limited. For the case of multijunction modules, cell

'BoS costs include racking and mounting of panels (i.e., arrays of cells) and supporting
structures. Soft costs include all other related costs minus photovoltaic cell fabrication/ma-
terials and structural hardware (e.g. permitting, inspection, interconnection, etc.).
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Figure 1.7: (a) A cost breakdown of a standard crystalline silicon (c-Si) solar cell. The
BoS and soft costs add up to roughly 60% of the total, adapted from Fu et al.?*. (b) Sources
of cell efficiency loss, showing the dominate mechanisms owing to either incomplete photon
absorption, thermalization of high-energy photogenerated carriers, and entropy penalties for
radiatively recombined excitons. Adapted from Polman & Atwater®’.

material and processing costs traditionally outweigh the efficiency enhancement, re-
sulting in a substantial increase in the LCOE?" . Similarly, along with the additional
optical materials expense for traditional concentrator technology, such devices can
only operate for certain angles of incidence and often exhibit detrimental device
heating”®.

As an alternative to enhanced module efficiency, building integrated photovoltaic
systems could provide a separate pathway to enable decreased overall LCOE?"30.
With such modules, the visual aesthetics of the cell aim to blend photovoltaic de-
vices into building facade components—e.g., shingles in a rooftop®' or glass panes
in a window®” !, In certain form factors, building integrated BoS costs can reduce
to approximately 14% its typical value®”. Outfitting the functionality of a building
component with solar photovoltaic generation can reduce BoS costs. However, ow-
ing to increased reflectance or transmittance properties of the device to blend into
architectural form factors, the power conversion efficiency typically suffers. Despite
over 40 years of research and development for building integrated systems, only re-
cently has there existed a need for this technology given the shifting cost breakdown
of the standard utility-scale solar module®°.

1.2 The Concentration of Sunlight

For both high-efficiency, multijunction modules and low-cost, building-integrated
cells, concentration of incident light onto a small-area solar cell presents an in-
triguing method to further technological adoption. In both cases, concentration
can enable increased light trapping efficiency and, as discussed, issue higher per-
formances owing to a reduction in the angular spread of radiatively recombined
excitons. In the former case of high-efficiency multijunction designs, light concen-
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tration reduces the required cell area, thereby decreasing the amount of expensive
high-bandgap cell material costs. For the latter case of low BoS cost building in-
tegration, concentration allows for non-traditional geometries and structures that
serve to further blend the cell into a building component—often obscuring the cell
entirely from view. Therefore, cost and power efficient light concentration mecha-
nisms that maintain functionality irrespective of the incident radiance angle could
enable higher implementation across a wide variety of markets.

Historically, we can categorize light concentration into two distinct optical vari-
eties: passive (e.g., geometric) and active (e.g., luminescent). In passive light con-
centration, systems (e.g., Fresnel lenses) focus irradiance of an aperture area, Ajy,
onto a smaller output area, Ayys, with no photon energy change. In contrast, active
concentration converts incident light that impinges upon A;, with energy, Ei,, to a
lower energy, FEout, in order to redirect downshifted radiance to the output collector,
Aout- To understand how we can achieve angle-independent light concentrators, we
must first consider the case of passive concentration.

1.2.1 Passive Concentration: the Geometric Solar Concentrator

For geometric concentration systems, there exists an optical, or series of optical,
setup(s) such that incident photons, entering at A;, and within an acceptance cone
defined by 6;,, concentrate onto an exit aperture, Ay, within an exit cone of Ogys.
Figure 1.8(a) displays a general passive concentration device. The radiance of the
light (L) and the projected area and solid angle yield the total photon flux for both
the input (®j,) and output (Poyt) apertures. We can define an arbitrary photon
flux (®;) through a certain area (A;) for some surface, i, as:

0;
P, = /LiAi cosf dQ) = 277/ LiA;cosfsinf df. (1.9)
0

In the limit of maximum concentration, where we assume conservation of flux
throughout the system (i.e., conservation of energy) as well as the stearance of pho-
tons (i.e., conservation of optical étendue), incident radiance (Li,) matches output
radiance (Lgyt). In this limit, assuming the concentrator system is made of a medium
with refractive index, n, we obtain the general concentration limit for passive con-
centrators given by Equation 1.10. Here we define concentration factor (C) as the
ratio of illumination flux per area on the exit to entrance apertures. In the limit of
angularly independent photon acceptance at the exit aperture, that is 6,4 = 90°,
Equation 1.10 simplifies to the well-known limit for passive concentrators®”:

212 102
q)out/Aout . n Lout sin® Oout

C = =
iy /Ain L2 sin? 6y,
2 2
n~ sin“ 6,
< fout’ for Lin = Lout (1.10)
sin“ i,
n2

————, for fou = 90°.

~ sin Gin
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Assuming an index of 1.5 and an acceptance cone matching that of the solar disc half
angle for our sun (approximately 0.25°*%), passive concentrators can theoretically
reach concentration factors over 100,000 as shown in Figure 1.8(b).
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Figure 1.8: (a) A 2D and 3D illustration of an arbitrary passive concentration system,
visually defining the entrance and exit apertures and acceptance angles as well as the index
of refraction for the system. (b) The maximum achievable concentration ratio for passive
concentrators given from Equation 1.10.

As seen in Figure 1.8(b), maximum concentration only occurs for narrow accep-
tance angles. As an example, if we assume a relatively broad acceptance angle of 50°
and a refractive index of 1.5, we observe a concentration factor less than 4. Thus,
current state of the art geometric concentrators with narrow acceptance angles re-
quire tracking technology in order to achieve sustained performance throughout the
day?’. With this constraint, BoS costs can often outweigh the increased efficiency
enhancements illustrated in Figure 1.7, yielding a higher overall LCOE"’.

1.2.2 Active Concentration: the Luminescent Solar Concentrator

Similar to passive systems, active or luminescent solar concentrators (LSCs) redi-
rect incident light entering the optical system at area, A;,, with an acceptance
cone, #i,, onto an output collector of area, Ayy. Unlike its passive counterpart,
LSCs rely upon embedded photoluminescent (luminophore) particles within an op-
tical waveguide structure as the primary means of light trapping. As incident
photons impinge upon the LSC, dispersed luminophores selectively absorb higher
energy, shorter-wavelength light, Ai,, and re-emit photons of lower energy, longer-
wavelength, Aout. LSCs naturally concentrate this luminophore radiation, or pho-
toluminescence, through occupation of total internal reflection (TIR) modes/an-
gles within the optical waveguide. Thus, we can characterize the outgoing angular
spread, oy, as the photoluminesced angles that lie outside the TIR escape cone.
For traditional LSC form factors, cells with bandgaps comparable to the average
photoluminescent energy border the optical waveguide, converting the trapped ra-
diation into photogenerated excitons®'*%. Figure 1.9 illustrates the fundamental
concentration mechanism for an LSC device, where for example we orient the solar
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cell parallel to the rectangular waveguide perimeter edge (i.e., 2-axis parallel).

Photon energy (eV)
4.1 3.1 25 21 1.8 1.6 1.4

100

[E Lumin Abs

Optical waveguide Lumin PL 90
PMMA
InGaP 80

70

60

50

40

30

Luminophore Abs/PL (a.u.)
Internal quantum efficiency (%)

20

\ J,

A 300 400 500 600 760 800 900
(a) out (b) Photon wavelength (nm)

Solar PV cell

Figure 1.9: (a) A simplified rendering of an LSC employing a traditional edge-lined pho-
tovoltaic cell geometry. Light impinges upon the top aperture of area, A;,, at an angle,
Oin, and with energy, hry. Luminophores embedded within the optical waveguide absorb a
portion of these incident photons within the luminophore absorption regime and re-radiate
as photoluminescence at energies, hiy, at angles outside the TIR escape cone, denoted here
by Oous. TIR re-directs these radiated photons to impinge upon the optically coupled cell
area, Aout. (b) An example CdSe/CdS quantum dot luminophore absorption and pho-
toluminescence spectra with respect to photon wavelength and energy, against an example
InGaP solar cell internal quantum efficiency and commonly used (poly)methyl methacrylate
(PMMA) refractive index (real part).

LSC Device Components

As shown in Figure 1.9, we can conceptually discretize active concentrator operating
mechanisms as: (i) conversion of incident photons into photoluminescence via the
active luminophore material, (i7) trapping of this radiation into TIR guided modes or
angles within the optical waveguide(s), and (74) exciton photogeneration within the
output solar cell collector via this trapped photoluminescence. Given this process,
we begin our analysis of LSC operating mechanisms and limits by first considering
the photoluminescent material properties and characteristics of commonly employed
luminophores.

The term luminophore describes a broad class of particles that absorb photons
at a particular range of energies, \i,, and re-emit at downshifted photoluminescence
at Aout- Depending on the physical processes responsible for emission, we broadly
categorize luminophores into two distinct types. In type-A materials, lower energy
radiation occurs within the same physical structure as the light absorbing process.
For this class of luminophores, energy downshifting, termed the Stokes shift (o), can
occur for example from vibrational relaxation®” or quantum confinement™. Type-
A luminophores, shown generally in Figure 1.10(a), require large Stokes shifts and
narrow emission profiles in order to minimize the overlap between absorption and
photoluminescence. Figure 1.10(c) shows a variety of type-A luminophore absorp-
tion/emission spectra.
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In contrast, type-B luminophores qualify a class of materials where the absorp-
tion and photoluminescence processes are decoupled. Such luminophores consist of
two or more structures, where the absorber layer shuttles the photogenerated exci-
ton to the emitter layer at a lower energy level, resulting in a tunable Stokes shift
given the choice and size of absorber and emitter materials’'. Figure 1.10(b) depicts
a typical type-B luminophore absorption and PL spectra, where the emitter mate-
rial sets the amount of re-absorption. The luminophore extinction coefficient, £y,
defined as the ratio of absorber to emitter photon absorption (ai/a2), quantifies
the likelihood for photoluminescence re-absorption within the LSC. Figure 1.10(d)
provides sample spectra for various type-B luminophores.

Whether type-A or B, the photoluminescence quantum yield (PLQY) of the
luminophore species determines the likelihood of exciton radiative recombination.
For PLQYs below unity, incident light absorption (i.e., hry) and photoluminescence
re-absorption (i.e., hig) can yield nonradiative recombination and, subsequently,
transformation into heat within the luminophore particle and LSC waveguide sys-
tem. However, upon radiative emission by the luminophore species, photons can
occupy certain angles within the optical waveguide (in the ray-optical regime) or
modes (wave-optical), Ooyt, With respect to the waveguide top surface normal. For
an LSC structure with no external trapping mechanisms, the difference in index of
refraction between the waveguide and surrounding medium naturally reflects a por-
tion of emitted photons that lies outside the waveguide escape cone. For an index
Nywe surrounded by air (n.i = 1), we define the escape cone angle, 6., according to
Snell’s law of refraction.

Nwg SIN Oc = Nair sin90°  (Snell’s law)

— 9. =sin"! <1> . (L11)

Nwg

From 6., we can calculate the solid angle of the resulting escape cone, )., and
thus the fractional amount of luminophore radiation, F' = cosf., that occupies
TIR angles for a rectangular slab waveguide assuming an isotropic luminophore
emission profile and no reabsorption/re-emission events. For example, the case when
n = 1.5, the optical waveguide traps approximately 74.5% of luminophore-emitted
radiation®”. Upon emission into a TIR angle or mode, the optical waveguide medium
(often a glass or polymer) guides photons to impinge upon a coupled photovoltaic
cell, provided no attenuation or bulk/surface scattering of the trapped radiance.

The ratio of incident solar illuminated area, Aj,, to total cell surface area,
Aout, defines the geometric gain of the LSC system. By considering the radia-
tive efficiency (i.e., PLQY) of the luminophore with respect to wavelength of light,
Nplqy(A); LSC incident photon waveguide absorbance given the luminophore ma-
terial(s), naps(A, 0, ®); photoluminescence reabsorption via non-ideal luminophore
spectra, nscf(A, 0, ¢); radiance trapping and waveguiding efficiency, 9rap(A, 6, ¢);
and incident photon reflection by the waveguide top surface, R(\,0,y); we can
quantify the upper limit of the LSC optical efficiency, 7opt, at an incoming photon
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Figure 1.10: Classification of luminophore type-A (a) and -B (b) absorption and photolu-
minescence (PL) spectra with respect to photon wavelength (nm). Luminophore band-edge
absorption (aq), Stokes shift (o), re-absorption (a2), and extinction coefficient (g14m,) de-
termine the concentration performance of the LSC. (c) and (d) survey various examples of
type-A and -B luminophores including luminescent dyes” ™*, nanocrystal structures’ ",
two-dimensional materials”® ™, rare-earth doped molecules®’, and perovskite compounds®'.
Adapted from Meinardi et al?’.

wavelength, polar, and azimuthal angles for an LSC:

Nopt (A, 0,90) = Npiqy(A) - Mabs(A, 0, ©) - Mseie(A, 0, )
' ntrap(Aﬂ 9’ 90) ' (1 - R(Av 07 90)) .
While we can take into account the photon polarization in addition to the wavelength

and incident angles, solar irradiance is unpolarized. For such concentrators, we can
quantify the geometrical concentration factor, C, as proportional to the system

(1.12)
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geometric gain by the optical efficiency of the LSC, shown here in Equation 1.13:

‘bou
Crsc(\, 0, 0) = GG - o t

= GG 'nOpt(A)97¢)7 (113)

m

where &, and D, give the incident and outgoing light fluxes, respectively. Equa-
tion 1.13 exactly matches the concentration factor definition in the passive case;
however for the case of active concentrators, we do not assume equal radiance in
and out. As a result of detrimental escape cone loss and non-unity PLQY—thereby
poor LSC optical efficiencies—many such concentrator designs incorporate alter-
native structures, geometries, and luminescent mechanisms in order to increase the
overall radiated trapping fraction, F', and efficiency, nap. Some of these escape cone
loss minimization strategies include: applying external trapping layers with pho-
tonic bandgaps®***, alternative waveguiding geometries and structures with higher
natural trapping fractions®”“’, asymmetrical luminophore materials for anisotropic
photoluminescence emission into guided angles/modes”""”? and nanophotonic de-
93795 Figure 1.11 overviews several of these
mechanisms for increased waveguiding efficiency and how they impact photolumi-
nescence angles/modes that fall outside of the escape cone.

signs for induced luminophore anisotropy

Optical Etendue for LSCs

As referenced in Figure 1.7, there exist numerous strategies to enhance the perfor-
mance of a photovoltaic cell through amplification of the V.. As introduced, the
concentration of incident photons represents one of these pathways to increased per-
formance, so long as this asymmetrically affects the incoming photons (i.e., Js.) and
not the thermal radiation background (i.e., Jp). In fact, we can quantify the effects
of concentrating and angle-restricting optics on the V. in terms of the incoming
and outdoing photon entropy of the system. Specifically, we can apply the concept
of optical étendue to define the entropy related to the angular distribution of the
emitted (goyt) versus incoming beams of photons (&iy).

Let us assume, without loss of generality, a terrestrial-based photovoltaic system
whose incoming photons originate entirely via direct normal incidence from the solar
disc—for now, let us ignore the second-order contribution of thermal background ra-
diation at ambient temperature to incoming irradiance. Given the average distance
between the earth and sun (approximately 150 million miles) and the sun’s radius
(about 800 thousand miles), as described in section 1.2.1, we can approximate the
solar disc half angle to be roughly 0.25°(6;,). We can define optical étendue as the
product of illumination area (Aj,) by the solid angle subtended by the light source
(©). For the case of direct radiation from our sun, we can therefore express étendue
as:

€= A // sin(#) df d¢
Q
21 rOin
€in = Ain / sin()dfd¢
o Jo

~ -5
€in,sun = 6 x 10 'Ain-

(1.14)
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Figure 1.11: Two strategies commonly employed to increase photoluminescence (PL)
trapping within LSC optical waveguides through a reduction of escape cone loss, where
(a),(b) make use of external optical structures to reflect back escape cone emission, and
(¢),(d) illustrate anisotropically-emitting luminophore structures to minimize the amount of
radiation entering the escape cone. (a) An aperiodic, dielectric stack short-pass filter design,
plotting photoluminescence reflectance (%) vs. output polar angle (°) and wavelength (nm),
optimized for a CdSe/CdS quantum dot emission pattern. (b) A high contrast grating
metasurface structure employing a hexagonal array of sub-wavelength periodicity aluminum
antimonide on glass, again optimized for a CdSe/CdS luminophore’®“7. (c) A quantum
nanorod structure relying on a CdS cylindrical shell and a CdSe quantum dot core”’’, whose
simulated anisotropic emission pattern follows a sine squared, dipole-like function. (d)
A CdSe/CdS quantum dot luminophore layer placed between two cylindrical pillars of a
high index, dielectric layer for resonant coupling”®, showing a power function radiation
distribution for example.

Given Equation 1.14, we can quantify the relationship between incoming and out-
going étendue with respect to the LSC system; furthermore, we can re-write the
expression for V.. in terms of this étendue ratio’®:

‘/0 .= Vorélax + Voectendue + ‘/OECRE

kT in kT 1.15
:Vongax-i-nq 1I1<€ ) +nq In (QERE) - (1.15)

Eout

Where, as described in Equation 1.4, Qgrr gives the external radiative efficiency
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of the cell or module (e.g., LSC system) and V]2* defines the upper limit of open-
circuit voltage given by the limiting case of spectral absorption up to the system
electronic bandgap, thermalization loss of high energy carriers to this band edge,
and the Carnot loss given by the ratio of source (i.e., our sun) to the sink (i.e.,
the cell) temperatures. For the case of an LSC, the maximum open circuit voltage
term in Equation 1.15 is complicated by virtue of the system employing at least two
bandgaps (luminophore(s) and photovoltaic cell).

As seen by Equation 1.15, the ratio of incoming and outgoing étendue plays
an important role in the open-circuit voltage limit. For most photovoltaic systems,
we strictly assume €;, < g4yt in order to satisfy the second law of thermodynamics
(i.e., the photon angular distribution must increase or, ideally, remain constant over
time). For solar cells unable to limit the outgoing or restrict the incoming étendue,
Voe values fall well below the maximum. Geometric concentrators, discussed in
section 1.2.1, can recover this limit by restricting the acceptance light cone and
focus to a smaller output area. A separate method for eliminating the étendue open
circuit voltage loss is to angularly restrict the outgoing cell photoluminescence.

The Thermodynamic Luminescence Concentration Limit of LSCs

Following our discussion of the optical étendue limit of a solar cell, we can now
investigate the thermodynamic consequences for the LSC—a device which can, in
principle, break conservation of optical étendue owing to the heat generation through
the photoluminescence Stokes shift. For the case of the geometric concentrator, the
flux per area ratio between the output and input apertures defines the concentration;
however, unlike the case for a geometric concentrator, the radiance (Lj, /out) at these
apertures differs as a consequence of the spectral downshifting by the luminophores.

If we assume a photon energy, Ej,, corresponding to the case when photon energy
matches the luminophore absorption bandgap, and FEq,; to be the emission energy
of the luminophore (where we have that the Stokes shift, o is given as Ei, — Egut),
we can approximate the radiance of an input/output photon within the LSC by
Planck’s formula. For the case of a photon luminescence event with energy Fiy, /out,
we have:

2 E3

in/out

Linjout = 1= ?
fout h3c? exp{(Ein/out - /’Lin/out) /kTO} -1

(1.16)

where h, k, and c¢ correspond to the Planck and Boltzmann constants, and the
speed of light, respectively. Ty gives the operating temperature of the LSC, and
Einjout — Hinjout the amount of energy that the luminophore species dissipates into
heat through either the absorption or photoluminescence process, respectively. In
this case, Ejy, /oy denotes the absorption /emission for a photon of certain energy, and
Hin/ous describes the portion of original energy converted to the luminophore excited
state. The creation of heat in this LSC system can be thought of as an increase
in the entropy due to the absorption or emission process, where the value depends
directly on the Stokes shift, o, of the luminophore””. In thermal equilibrium, when
Iin = Mout OF conceptually when the rate of absorbed photons equals that of emitted
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photons, we obtain the concentration factor limit:

(I)Ol.l
C= . iele!

Lout

= L for pin = pout

B3 exp{(Ewm—p) /kTo} -1 (1.17)
El%l exp{(Fout — 1) /kTo} — 1
E3.

< 5; -exp{o/kTy}.

From Equation 1.17 we find that the LSC thermodynamic concentration limit
depends exponentially on the Stokes shift of the luminophore. That is, we can
arbitrarily reach smaller and smaller outgoing optical étendue for ever-increasing
Stokes shifts. However, the practical limits of optical efficiency, detailed by Equation
1.12, has prevented any measured LSC system from approaching such an exponential
concentration. In addition, this limit, originally derived by Yablonovitch”’, does not
reveal how this concentration translates into photovoltaic power conversion efficiency
(i.e., Voo or Js). It is therefore important to understand and quantify the intrinsic
loss mechanisms within the LSC and how they prevent active concentrators from
converging upon the maximum thermodynamic limiting case. In later chapters, we
will also describe this limit in the context of étendue and open-circuit voltage.

LSC Loss Mechanisms and Performance Parameter Space

Measured output/input flux ratios for both simulated and fabricated devices exhibit
far less light concentration than the exponential limit shown by Equation 1.17. To
understand why, we begin by observing that dispersed luminophores typically can-
not photoluminesce at above-unity PLQY's or emit into smaller and smaller outgoing
angles (i.e., exhibit experimentally observable decreasing solid angles of emission).
Second, not all incoming radiance can be absorbed by the dispersed luminophores,
owing to non-zero top surface reflectance, incomplete absorbance by luminophores
via insufficient volume concentration, or limited spectral absorbance coverage of
the luminophore species itself. Upon absorption, the PLQY sets the probability of
photon re-emission by the luminophore ensemble. Upon emission, optical waveg-
uide trapping efficiency, reabsorption and scattering probability, waveguide light
attenuation, and non-unity cell external quantum efficiencies limit the amount of
concentration for an LSC system'"". Figure 1.12 depicts each of the possible loss and
collection mechanisms characteristic of LSCs where we show each loss mechanism
in the ray-optical regime.

In this thesis, we explore the power conversion efficiency thermodynamics, geo-
metrical designs, performance-limiting cases, module architectures, and experimen-
tal realization of LSCs for various photovoltaic applications. To do this, we first
establish the analytical and computational models we use to evaluate the optical
and power conversion efficiency performance of an LSC. Chapter 2 details the tools
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Figure 1.12: Loss and collection mechanisms of LSCs for a general cell, waveguide geom-
etry, and luminophore material. 0Oa,b,c (brown arrows) indicate potential losses that can
occur upon incoming irradiance. These include transmission of light through the LSC (0a),
parasitic absorption by the luminophore via non-unity PLQY for incoming irradiance (0b),
and top surface reflection (0Oc). la,b (green arrows) depict the two pathways that photo-
luminescence can be collected by the photovoltaic cell, corresponding to direct absorption
by the cell or via waveguide TIR modes/angles, respectively. Additional loss mechanisms
can occur at the cell through non-radiative recombination of the exciton (i.e. non-unity
quantum efficiencies). 2 (blue arrow) shows the possibility for radiated photons to become
re-absorbed by other luminophores within the optical waveguide, where each of the path-
ways shown here apply to that luminophore absorption event as well. 3a,b,c show the optical
losses by the waveguide itself. These include photons that couple into the escape cone upon
emission (3a), scatter through bulk or surface imperfections (3b), and become attenuated
by the waveguide (3c).

that we employ throughout the entirety of this thesis in order to quantify these
Figures of merit. Chapter 3 develops the analytical, computational, and experimen-
tal work to quantify the limits of single junction LSC photovoltaic devices under
typical 1-sun illumination conditions on Earth. Chapter 4 then investigates how
these single-junction limits apply to the case for building-integrated applications,
whereby we include a discussion on the technoeconomic metrics. Chapter 5 explores
the concept of multijunction LSC devices, aimed to push beyond the single-junction
limits for a variety of junction motifs. Finally, given the results of single- and mul-
tijunction LSCs, chapter 6 turns to the limits of energy generation per unit mass in
the context of LSCs for aerospace applications.
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CHAPTER 2

Luminescent Solar Concentrator Modeling Techniques

As introduced in chapter 1, the process of actively concentrating incident photons
of given flux, ®;,, at a top surface waveguide area, Aj,, to an output flux, ®qyt, at a
total photovoltaic cell collection area, Ay, relies upon a large number of parameters.
Shown by Equation 1.12, we express optical efficiency as the product of individual
constituent efficiencies that interact with the incident and outgoing radiances. We
should also note that, as discussed by previous work'"’, higher efficiency of an
individual constituent can adversely affect another.

Aside from the LSC optical efficiency, we must also consider the photovoltaic
cell collection efficiency (i.e., external quantum efficiency) and the diode behavior in
order to fully quantify the LSC power conversion efficiency. The parameter space of
an LSC can thus be categorized by the waveguide components (e.g., photolumines-
cence generation, trapping, collection) and the photovoltaic cell exciton dynamics
(e.g., electronic bandgap, photoluminescence absorbance, carrier collection), as seen
in Figure 2.1. As shown, we subcategorize parameters of the waveguide and cell for
a general LSC device.

Given the myriad LSC form factors and materials, the task of modeling the
optical and power conversion efficiencies can be accomplished through, and often
requires, a variety of techniques. For example, given the waveguide thickness of
the LSC and luminescent medium, LSCs can be analyzed in the ray-optical regime
(i.e., thickness > photoluminescent wavelength)—treating photons as point parti-
cles that obey certain properties according to their wavelength, polarization, and
path of propagation—or in the wave-optical regime (i.e., thickness ~ photolumines-
cent wavelength)—where we treat photons as electromagnetic waves that occupy
discrete modes within the waveguide. Tremendous research efforts in this commu-
nity exist concerning the accuracy, run-time (i.e., computational cost), and form
factor versatility of LSC models. Here, we identify and compare several techniques
to model LSCs. We discuss in detail two custom-built models to evaluate LSC opti-
cal and power conversion efficiency that provide the basis for computational analysis
in this thesis.



26 Chapter 2

Bulk Scattering

vaveguice) AT ]
/ A /
Attenuation

(waveguide)

PLQY Contact shading
(cell)

R

Bandgap energy
(cell)

Luminophore
concentration

Cell IQE

Low to High—3»
P X

Quality Factor
(luminophore)

PL-trapping

[~
Geometricgain

Figure 2.1: The waveguide (a) and photovoltaic cell (b) parameter space for an arbitrary
LSC device. Here, the green and red polygons correspond to LSC devices with relatively
high and low power conversion efficiencies, respectively. The primary parameters of the
waveguide component (a) of an LSC include the scattering of photoluminescence by the
waveguide, luminophore radiative efficiency (i.e., PLQY), concentration of embedded lu-
minophores, trapping of emission within TIR modes or angles, geometric gain of the sys-
tem, luminophore absorption, emission downshifting (i.e., Stokes shift), photoluminescence
reabsorption (i.e., extinction factor), and optical waveguide attenuation. Primary factors of
performance for the cell component (b) include the shading of incident photons by top metal
contacts, electronic energy bandgap of the cell material, quantum and radiative efficiencies of
the junction, photoluminescence absorption/reflection, and series/shunt resistances—which
indicate the diode response of the cell.
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2.1 Active Concentrator Modeling Principles

For traditional LSC applications, the waveguide scale (thickness, length, and width)
enables the use of models based on the ray-optical approach. In this regime, we
can readily apply a stochastic computational framework (e.g., a Monte Carlo ray-
trace) to predict optical performance for a variety of geometries and structures to
within a high degree of accuracy'’'. However, as we will see, computational run-
time and rapid optimization can often limit the applicability of traditional ray-trace
algorithms. As a result, we also discuss the possibility of implementing a closed-form,
deterministic analytical technique to model LSC behavior. Recently, developments
of high photoluminescence trapping structures on the wave-optics scale necessitate
the implementation of analytical or finite-difference, time-domain partial differential
equation solvers in order to uncover LSC device performance.

2.1.1 Model Run-time, Lengths Scales, Accuracy, and Versatility

Given the wide variety of optical and power conversion efficiency models, Table 2.1
overviews several examples with respect to the model run-time (in O notation),
applicable length scales, primary outputs, quoted accuracy, robustness of the pa-
rameter space (as shown in Figure 2.1), and versatility across LSC applications.

As shown in Table 2.1, each model yields certain advantages for a particular
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Model type Run-time Length scale Output Accuracy Parameters Versatile
Monte Carlo ray-trace | O (N21g(V))!'%? > 0(N) Tpces Nopts CLSC High All Yes
Quality factor®’ o) All Nopt» CLsC High Limited No
Single frequency'%’ o) > 0(N) Topt, CLSC Low All No
Thermodynamic rate'’? 0o (1) All Npces Nopts CLSC Low Limited No
Photon flow”? o0(1) > 0(N) TNopt> CLsC Low Limited No
Edge Collection'"” o0(1) > O0(N) Topt Low Limited No
Probability chain®’ 0O (1) O\ Topt High Limited No
FDTD' | O(N%)!7 o) Topt, High Limited Yes

Table 2.1: A number of active concentrator modeling techniques. We compare model types
according to the run-time, length-scale, performance outputs, literature-verified accuracy,
LSC parameter versatility as identified in Figure 2.1, and whether or not the model can be
applied to alternative geometries, form factors, and applications.

setting. For example, in the case of a ray-optical limit LSC, studies often rely upon
the Monte Carlo ray-trace method in order to accurately model system geometries.
However, as evident in the polynomial computational run-time, the high cost of ray-
tracing prompts the use of analytical solvers for certain cases—particularly in that
of rapid optimization studies. Substantial research efforts continue to be directed
toward identifying highly efficient, versatile models on the ray-optical length scale
in constant run-time.

On the other end of the spectrum, relatively few models exist to simulate the
performance of wave-optical LSCs. The most common techniques include the finite-
difference time-domain (FDTD) solver and Markov chain approximations®’>!'%%. As
LSC researchers have historically fabricated devices within ray-optical regimes, most
models focus on the photon interactions based on the laws of ray tracing”. How-
ever, as photonic LSC devices continue to emerge’” '’ models to predict device
performance and optimal design must follow suit.

2.2 Stochastic Modeling Tools

Numerous fields of study apply the method of repeated random sampling to approxi-
mate a numerical solution to a deterministic problem (i.e., the Monte Carlo method).
The original Monte Carlo concept itself dates back to the work of Stainslaw Ulam
and John von Neumann on neutron diffusion in fissionable materials'’”. In it, Ulam
and Neumann retooled statistical analysis, such that by applying a large sampling
and computationally observing the output behavior (one based upon probabilities of
the given system), one could arrive at a numerical solution. This approach extends
across a wide-range of scientific fields—even branching into modern graphical/ren-
dering software. In the mid 1960’s, Leslie Polgar and John Howell Implemented the
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first known version of the Monte Carlo method applied to ray-optical situations (and
thus the first ever Monte Carlo ray-trace model) in an application to understand-
ing thermal-radiative properties in various conical cavities''”. The approach used
by Polgar and Howell closely matches the core concept applied today in ray-trace
algorithms. Namely, the model depends upon far-field material properties such as
reflectance, absorptance, and transmittance in order to predict the paths of injected
photons.

2.2.1 The Monte Carlo Ray Trace Method

To evaluate the optical and power conversion efficiencies of an LSC module com-
prised of varying system configurations and parameters (as discussed in Figure 2.1),
we employ a custom Monte Carlo ray-trace model. In it, we stochastically trace indi-
vidual photons throughout each layer of the LSC architecture (e.g., the luminophore-
doped waveguide, top/bottom selective reflector layers, edges or perimeter interac-
tions, solar photovoltaic cells), where we initialize a two dimensional grid mesh
across the waveguide top surface area that serves as the injection matrix for inci-
dent photons. The size of each mesh pixel, as shown in Figure 2.2 as m, and m,,
sets this photon areal density. We simulate photons within the wavelength range of
particular relevance—however, for most solar applications, 300 to 1500 nm accounts
for the first order device effects given the Blackbody spectrum of our sun. In or-
der to achieve accurate LSC modeling results''" 2, we initialize O (107) individual
photons for every simulation.

Upon initialization, we record the previous and current photon positions within
the device (74, 7y,72), original and current photon wavelengths (o, A), and velocity
(vg, vy, v;). Photons travel through the model in discrete step vectors (¢) where we
set ¢ = 5um—where for most applications such a large step is sufficient to approx-
imating the dynamics of the photoluminesced photon given layer thicknesses. The
normalized velocity vector determines the photon trajectory throughout the device.
To approximate the probability of luminophore absorption within the waveguide
layer, we apply the Beer-Lambert law given a particular optical density of absorbers.
For the remainder of this thesis, we will therefore denote luminophore concentration
within a waveguide through the use of this optical density measurement, defined as
the total absorption of incident light at a particular wavelength through a single pass
of the waveguide structure. We note that by applying the optical density as the met-
ric for luminophore concentration, we can easily apply our model to experimental
setups through direct measurement. Equation 2.1 details the Beer-Lambert law in
the context of this ray-trace model, giving the waveguide luminophore absorptance
probability (P4) with respect to the step size, optical density (OD) at a reference
wavelength (\g), waveguide thickness (7T'), and wavelength-dependent luminophore
absorption profile (a()A)) normalized at the reference wavelength, Ao:

Py =1— 109D a)-(¢/T) (2.1)

To determine the probabilities of reflectance and transmittance at a given material
interface (e.g., waveguide top surface to surrounding air), we apply the Fresnel and
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Snell laws of reflectance and refraction, respectively. As described in Equation 2.2,
we supply the model with specific refractive indices of the interface (ni,n2) given
the LSC materials (e.g., glass substrate/superstrate, polymer waveguide, surround-
ing medium), photon polarization (s, p), and incident polar angle (6) as calculated
from the velocity vector to determine the reflectance/transmittance probabilities
(Pr, Pr). While the Fresnel reflectance law assumes azimuthal (¢) independence,
we can modify the code to specify wavelength-selective reflectors that intentionally

break this symmetry—as is the case with high contrast grating metasurfaces”’:

. +nqcosd Fnoy/l— (% sin@)
PE = (2.2)

nycosf +mngq /1 — (%sin&)

Upon absorption by the luminescent species within the waveguide, we calculate the
probability of re-emission as downshifted photoluminescence via the luminophore ra-
diative efficiency (i.e., PLQY). If radiated, we determine the new wavelength given
the emission profile of that luminophore and assign its new unit velocity vector
direction according to its far-field radiation profile (e.g., isotropic or anisotropic).
Upon interaction with the solar cell, we first apply the known cell reflectance and
transmittance with respect to angle of incidence (6, ¢) and photon wavelength ()
to determine absorption and exciton photogeneration. If absorbed, we apply the
known cell internal quantum efficiency at that particular wavelength to estimate
carrier collection. For most system configurations, we assume a finite area (e.g.,
2.5%) of the solar cell to be specularly reflective given metal contacts for carrier
extraction. Similarly, we simulate the use of external photoluminescence trapping
structures—like that of Figure 1.11(a,b)—through the simulated or measured re-
flectance, R(\, 0, ), and transmittance, T'(\, 0, ), characteristics.

For each photon striking the LSC top surface area, we mark the photon as
collected via the coupled photovoltaic cell(s) or lost due to a particular mechanism.
If collected, we weigh the photon’s original incident wavelength by the irradiance
spectrum for that setting (e.g., AMO for space applications, AM1.5g for terrestrial)
and multiply by the mesh unit area to approximate the resulting cell photocurrent.
For strings of cells, we typically assume parallel interconnects, where photocurrents
are summed over each cell. If photons are lost either as heat or escape the device
structure into free space, we tag that particular mechanism for later analysis (as
shown in Figure 1.12).

Once all photon wavelengths and grid meshes terminate, we apply open-circuit
voltage and fill factor functions (modeled or measured) for a particular cell to calcu-
late the resulting power conversion efficiency of the LSC module. Alternatively, we
can apply a detailed balance model for open-circuit voltage and fill factor approxi-
mations via the cell radiative efficiency as defined by Equation 1.15°% '3, Chapters
3 and 5 describe the detailed balance of an LSC device. In certain situations, we also
calculate optical efficiency by comparing the collected cell photocurrent to a refer-
ence value according to the specific irradiance conditions. Figure 2.2 conceptualizes
the ray-trace algorithm features in the context of LSCs. Appendix A overviews
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Figure 2.2: A conceptualization of the Monte Carlo ray-trace algorithm as applied to an
LSC device architecture. Here we show the grid of injected photons, each mesh of area m,
by m,, photons tracked throughout the architecture, photon unit step size (¢), and processes
of photon-luminophore and photon-cell interactions. While in reality the photons consist
of spatially localized electromagnetic waves, the ray-trace approximates their behavior as
straight lines given the scale of the system.

Photon

the pseudo-code and provides a version of the implemented Monte Carlo ray-trace
Matlab/C code for reference.

As introduced by Table 2.1, a critical advantage of the Monte Carlo over other
computational choices lies in the model versatility and accuracy. Moreover with
LSCs, there exists a wide range of form factors—e.g., shapes, sizes, and materials
of the waveguide; luminophores and photovoltaic cell types; applications and inci-
dent photon spectra; single- vs. multijunction modules. Given this range, Monte
Carlo simulations predict device performance to a fine degree of accuracy, as we will
quantify in the following section.

2.2.2 Monte Carlo Ray Trace Validation

In order to apply this Monte Carlo model to a variety of LSC parameter sweeps,
we must first identify the accuracy of this model against measured base cases, for
both single junction photovoltaic cells and known LSC variations. To do this, Table
2.2 compares the measured performance of a given device (single junction cell or
LSC module) against the Monte Carlo ray-trace output. In each case, the optically
coupled photovoltaic external quantum efficiency and diode behavior are taken into
account in order to accurately apply this model to estimate the short-circuit current
density, open-circuit voltage, and fill factor. For each case shown, we find matching
within experimental error between the measured and simulated performances.

While we find excellent agreement between the ray-trace algorithm and a variety
of base cases, as shown in Table 2.1, there exist numerous disadvantages for such



Luminescent Solar Concentrator Modeling Techniques 31

Device | Measured Performance Modeled Performance
Record GaAs Single junction®” n=29.1 + 0.6% n = 28.8%
PERC Si Single junction'' n=19.2 £ 0.5% n = 19.4%
Pass. Contact Si''* n = 20.4 + 0.5% n = 20.3%
Double-dye, LSC6% 119 n="71%04% n="11%
High Concentration LSC!'6 Crsc =303 £1 Crsc = 31.0
Record LSC Devicef n = 9.86 + 0.8% n=10%

Table 2.2: Evaluation of the Monte Carlo implemented model against various literature and
experimental benchmarks. The first three rows compare the simulation to single junction
solar cells under AM1.5g 1-sun illumination. The double-dye, LSC includes a four GaAs,
edge-lined waveguide employing two types of organic dye luminophores (LumogenRed, Flu-
orescence Yellow), where we model exact specifications from Sloof et al.®”!''°. The high
concentration LSC derives from a study performed by Bronstein et al.''® measuring LSC
concentration factors consisting of a micro-silicon photovoltaic cell within a thin waveguide
(30um) of CdSe/CdS quantum dots. Finally, the last comparison (denoted by 1) consists of
a single-junction, GaAs solar cell (1.4mm square) coupled to a CulnSs/ZnS quantum dot
waveguide with no external trapping structures, measured and discussed in chapter 3.

stochastic modeling tools. Notably, the model run-time and physical scale can often
limit these simulations both in their ability to perform rapid optimization routines
and restrict the applicability to a specific class of LSC devices. As such, we now
turn our attention to the pursuit of analytical, closed form solutions—the primary
goal being to identify a simulation tool that operates in constant time and can be
applied to a variety of LSC parameters within a high degree of accuracy. In the
following section, we explore two formulations for a deterministic LSC model, and
discuss how it can inform our design and fabrication of high efficiency LSCs.

2.3 Deterministic Modeling Tools

As discussed, while stochastic Monte Carlo methods enable highly accurate and
versatile modeling capabilities, they can not only limit the ability to perform rapid
optimization but also our understanding of photon dynamics within the lumines-
cent medium and fundamental performance limits. For example, one aspect of LSC
photon collection not readily understood by most ray-tracing techniques lies in the
appearance of non-uniform waveguide collection with respect to translational, op-
tical excitation''”. Given the statistical nature of ray-trace models, often a deeper
understanding of how photoluminesced photons concentrate onto the solar cells can
elude analyses.

In this section, we overview a particular LSC analytical tool, commonly cited
in the community, for example, and clarify the limits to which this method can
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be applied. Next we introduce a novel tool based upon the photoluminescence
solid angle between the emitting luminophore and collecting cell, link how this new
expression can fold into the existing method, and overview the results of this model
with respect to optical collection efficiency.

2.3.1 Deterministic Methods and Techniques

Evidenced by Table 2.1, the search for accurate, versatile, and constant run-time
LSC models—as well as for other photonic applications—remains an active area of
research. Within this field, the “quality factor” model developed in 2016 by Klimov
et al.?Y provides a unique perspective into the performance of active concentra-
tors. In it, the model suggests that the concentration factor limit for such devices
is crucially linked with what the authors term luminophore quality factor—what
we refer to in this thesis as the extinction coefficient, )y, or the probability of
photoluminescence reabsorption. The strength of this model lies in both its con-
stant run-time, length scale applicability, and high accuracy against Monte Carlo
validation for specific instances of LSC geometries.

To begin, the quality factor model issues a core assumption in order to uncover
concentration factor limits of LSCs. Namely, we begin by assuming that waveguide
losses stem solely from luminophore reabsorption events. As shown in Figure 1.12,
we can broadly categorize photoluminescence loss into: (1) photons re-emitted back
into free space and (2) photons that lead to nonradiative recombination (heat) by
a particular system constituent. In the former, apart from initial surface reflection
or incomplete absorption by the luminophores, emission back into free space occurs
whenever photons exit the waveguide through TIR escape cone angles (ray-optical)
or modes (wave-optical). In this case, radiation can either be scattered by the
waveguide host material or become re-absorbed by luminophores and, subsequently,
re-emitted into angles/modes falling within this cone. Therefore, as we will observe,
this model does not take into account scattering within the waveguide structure—
which, for most practical cases, is a second order effect compared to luminophore
reabsorption.

In the latter loss mechanism (non-radiative absorption of a photon), heat can
be generated by the LSC system in three, distinct processes. Namely: (i) non-
radiative attenuation by the waveguide bulk or top/bottom surfaces, (ii) parasitic
reabsorption of trapped photons by the luminophore species, owing to finite extinc-
tion factors (equm) or insufficiently large Stokes shifts (o), and (%ii) absorption by
the optically coupled solar cell(s) and exciton nonradiative recombination for below
unity quantum and collection efficiencies. For this model by Klimov et al., we as-
sert that waveguide attenuation is a second order effect compared to reabsorption
by the luminophore—which can be true provided high quality host materials. We
also ignore the effects of non-ideal cell quantum efficiencies, given that our primary
concern lies with the optical efficiency by which the waveguide can deliver radiance
to its output aperture area, Agys.

We can write the total count of photoluminesced photons after a certain number
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of n reabsorption events within the waveguide via a geometric series. Specifically,
given our assumptions above, we can express the LSC optical efficiency (7pt) as
a factor of the absorption (n.ps) and collection (7o) efficiencies, where we define
the collection efficiency as a convolution of the PLQY (7piqy), trapping (7trap), and
waveguiding (nwg) efficiencies. In this last term, ny, represents the fraction of ini-
tial absorption/emission photons that reach the solar cells. The inductive step of
this model asserts that, for a given n'® reabsorption event by a luminophore, the
collection efficiency becomes:

n n—1 1
Neol = <77plqy * Mtrap [1 - névlg)} ) '77<(:o%’ (2.3)

where nsvlg) is first-generation (initial absorption) fraction of incident light to be

collected by cells in the absence of luminophore re-emission—that is, the upper
limit of waveguiding efficiency for a particular geometry. Therefore, the factor n\(R,lg)
also takes into account the amount of incident absorption by the LSC waveguide
given the optical density of luminophores. Finally, we can sum all contributions to

absorption/emission events to yield:

(1)

)

Z n

nCOI = ’]7?01 = col (1) . (24)
n=1 1- Tlplqy * Thrap <1 - nwg)

In this form, we know that the collection efficiency of the very first absorption event,

77((:3 , simplifies to the PLQY and trapping efficiencies. Thus, the final unknown term

in Equation 2.4 is given by the factor n‘(,vlg). We can observe its importance in this
analytical model by re-writing as the overall LSC optical efficiency:

1
Tlabs * Tlplqy * Thrap * Usvg) (2 5)

oy
1- Tlplqy * Thtrap (1 — Mplqy * Mtrap ° n\()vg);)

Tlopt =

Besides the unknown factor, nsvlg), we can directly measure each term of the op-

tical efficiency shown in Equation 2.5—absorption, PLQY, and average trapping
efficiencies. However, this final term, 77&,2, cannot be directly measured as it ac-
counts for the dynamics of photons within the waveguide system with respect to
the collecting cell areas. In the original model, Klimov et al. estimate this term on
a previous calculation of waveguiding efficiency based upon the work of Weber and
Lambe'?, citing the perimeter edge length, L, and luminophore reabsorption edge,

a9, as the sole variables.

The accuracy of this example quality factor model therefore depends entirely
on the expression for waveguiding efficiency of an initial absorption event. With
appropriate choices for this term with respect to the LSC form factor, one can obtain
reasonably accurate optical efficiencies®’. However, while useful in certain situations,
this model cannot operate without this initial explicit input. It is therefore of
significant interest to describe the photoluminescence dynamics within a waveguide
from first principles in a closed form setting.
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2.3.2 The Solid Angle Model of Luminescence

Let us consider a single luminophore absorption event of an incoming photon within
an optical waveguide of thickness, T, of a certain dielectric material of refractive
index, n, located at some point, 7. For LSC applications, we aim to determine the
likelihood that, upon radiative emission, the photon is collected by some intended
absorber (e.g., a solar cell). Therefore, let us assume an arbitrary absorbing material
located at one of the four waveguide edges of length, [, where we place our origin,
O, in the center of this edge. For simplicity, we will assume that all other edges are
completely absorptive. Finally, let us define the probability of photoluminescence
collection by this absorber as I (), where we assume some dependence of this col-
lection according to the distance, 7, between the cell and emitter center positions.
Figure 2.3(a) depicts the general setup of the luminophore/waveguide/absorber sys-
tem.

/Direct collection .. .. Indirect collection

Qo( e (b)

2
.
o g,

Figure 2.3: A general absorber/emitter setup for an LSC system, where we restrict our
scope to a single luminescence event. (a) A 3D conceptualization of the problem, identifying
the origin, O, for the given solid angle calculation, and emitter position, 7 (r, ¢, z), in cylin-
drical coordinates for mathematical ease. (b) and (c¢) illustrate a simplified 2D setup for the
direct and indirect (guided) photon collection solid angle cases )y and 2, respectively.

To quantify this probability, we must first identify the pathways by which pho-
tons can reach this cell. Within a waveguide of thickness T' > Ajj, where A is
the emitted photon wavelength, we can distinguish two pathways for collection.
First, emitted photons within a solid angle can impinge upon the absorber with no
waveguide edge interactions (i.e., can strike the absorber directly). Second, emitted
photons can radiate at waveguide TIR angles and reach the absorber after a cer-
tain number of top/bottom edge boundary reflections. For the case of waveguide
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thicknesses T' ~ Apj, we must consider discrete TIR modes rather than the nearly
continuous set of angles.

As described, emitted photons can reach the absorbing cell via two pathways
(direct and guided). In the general case where we place a rectangular cell absorber
in the waveguide center, photoluminescence can impinge upon either the absorber
top/bottom or side surfaces. However, in this edge-lined case, we need only consider
interaction with the cell edge surface that directly faces the waveguide. Thus, we
can re-write our photon collection probability as:

: 0 '
Iedge—lined (F) = Jt°P (77) + eide (TT) :Mf}) + Jeide (17')
= [Side (7) + Z side (7.0),

€€§tir

(2.6)

where we have that Iy describes the probability of direct photon collection for either
the top or side surface and 6 is a TIR angle in the set of angles, ¢, that impinge
upon the absorber surface. For the edge-lined cell case, all TIR angles will impinge
upon the cell after a certain number of top/bottom reflection events, provided the
emission direction is toward that edge. As such, the discrete sum of angles becomes
an integral for TIR emitted, edge-facing photons—i.e., with 6 € (0., — 6.), where
0. is the critical angle given by Equation 1.11. We now can define each probability
term as the solid angle of that collection method (direct or guided) given the total
sum of available 47 steradians solid angles per collection mode. Re-writing I(7)
with respect to this integral of solid angles, we have:

T—0.
] Qside 7 0)do
g, TEE0
Iedge—lined (T) = +

4 0.
/ 47do
0c

where Q%ide and %9¢ give the solid angle for photons at a location, 7, to the area of an
edge-lined absorbing cell for the direct and indirect (i.e., guided) cases, respectively.
As shown in Figure 2.3(b),(c), we can identify this solid angle given the collection
surface dimensions, luminophore position, and the photon path-lengths. For directly

incident pathways, this solid angle can be calculated, in cylindrical coordinates for
118.

; (2.7)

convenience, as

Qfide (r, ¢, 2) = 4sin~? (sin (a%ide (r, b, Z)) - sin < 5 (r, ¢, Z)))
o ) B l|cos ¢|
= 4sin! (sm (tan ! <m>> ) (2.8)

sin [ tan-t T|cos (tan™" (z/r))‘
2Vr? + 22 ‘

We can derive a similar expression for the Q%19¢ solid angle function as well.
Accounting for how the emitted angle affects the overall radial distance, r, we can
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write the solid angle for indirect, guided pathways as:
Qside (r, ¢, 2,0) = 4sin~ ! (sin (aSide (r, ¢, z, 9)) - sin (BSide (r, ¢, z, 9)))
l|cos ¢|

= 4sin~! (sin tan~! .
2/ Lo + 22 (2.9)

sin? 6

sin | tan™

1 [ T|cos (tan™! (z/7))| ) .

r2 2
sin? 0 +z

With the analytical expressions for each term of Equation 2.6, we can now de-
velop some intuitive understanding of the photoluminesced photon collection prob-
ability for a luminophore at position vector, 7, relative to the edge-lined cell center.
Figure 2.4 examines the interplay between some of the system geometrical parame-
ters and this collection probability in the absence of luminophore reabsorption. We
assume a 500um thick waveguide of refractive index n = 1.50 and cell edge length
lem. Seen in Figure 2.4(a), we can probe the vector space by simultaneously varying
each position component.
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Figure 2.4: Results of the solid-angle model in the ideal case of zero luminophore re-
absorption (i.e., a = 0). (a) Full, 3D parameter space results of the photon collection
probability with respect to the radial distance, r, in micrometers (um); polar angle, ¢, in
degrees (°); and vertical distance, z, with respect to the cell edge center. (b),(c) show how
radial distance and vertical or polar coordinates, respectively, affect the photon collection
probability for the case where ¢ = 15° or z = +50um, respectively.

While Figure 2.4 quantifies the likelihood of photon collection from a fractional
solid angle standpoint within a perfect waveguide material, we know from previ-
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ous work the detriment photoluminescence reabsorption can have on LSC perfor-
39,42 As such, we can modify Equations 2.8 and 2.9 by including a reab-
sorption term. Specifically, we apply the Beer-Lambert absorption law for a given
luminophore extinction coefficient, aa, to scale the total photoluminescence travel
length, d, giving us a multiplicative absorption factor (A) to Qf)ide and Q%1€ ag

mance

A= exp{ ag-(d/T)}
exp{ _ Q2 VTrTTzT W} for: Qaide (2.10)

2
agy/ —Lt5—=+22 .
exp{ - 751;29 } for: Qside,

By combining the reabsorption factor, A, with the full expression for photon
collection probability in 2.7, we can calculate the total waveguiding efficiency, n&,lg), of
a given LSC device by integrating the collection probability for a given luminescence
event location, Iedge-lined (7), across all points in a particular waveguide geometry.
For discussion, let us assume a square form factor with side length, ¢, and thickness,
T, as shown in Figure 2.3(a). Thus, our final expression for total waveguiding
efficiency can be written as:

V5/26%
n53g>: / / { (r, 2) Q€ (r, ¢, 2) +

/ (’I“ P 0) QSlde( 0) de (211)

—3 }TdZdQSdT,
|
Oc

where the integral bounds are determined by transforming from Cartesian to cylin-
drical coordinates for the square waveguide. For brevity, Equation 2.11 does not
include the normalization factor, where we must divide by unity probability at all
points within the device volume. We can now see how to write the LSC waveg-
uiding efficiency term—discussed by Klimov et al.*’—based solely off the device
geometry and luminophore reabsorption coefficient, as. Given this expression, we
can vary the luminophore characteristics to unveil both the limits of waveguiding
(and overall optical) efficiency and the effect of luminophore reabsorption. Figure
2.5 shows these results and the impact of as on both the collection probability (a)
and overall waveguiding efficiency (b). From previous work’?, we can observe the
close matching of this solid-angle luminescence collection model to measurement.

With a closed form model at hand to quantify the overall LSC optical efficiency,
we can apply rapid optimization analyses to probe the parameter space for a variety
of form factors. Appendix B describes the analytical model implementation in a
Matlab/C environment.
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Figure 2.5: The results of a first principles calculation of collection efficiency of a square
LSC of side length £. (a) The impact of luminophore re-absorption (as from Equation 2.10)
and radial component, r, on the luminophore collection probability, Iedge-lined, at a given

location 7 = (r,0,0). (b) The full waveguiding efficiency, n‘(ng), for an LSC of edge length ¢
given by equation 2.11.

2.4 LSC Modeling Techniques Outlook

In this chapter, we have discussed various methods to quantify LSC device perfor-
mance (in the context of optical and power conversion efficiency). While there exists
a variety of closed form models, the accuracy of Monte Carlo ray-tracing routines
and their versatility to a wide-range of ray-optical form factors enable such tools to
be the most common and widely accepted modeling approach. However, both for
rapid optimization and wave-optical regimes, ray-trace methods cannot sufficiently
describe all scenarios. Given these limitations, we have introduced here a closed
form calculation of photoluminescence waveguide collection probability and, sub-
sequently, overall LSC optical efficiency based in part on the quality factor model
by Klimov et al.*’. The approach of this model in developing an analytical ex-
pression for fractional solid angles with respect to emission location applies itself
to non-traditional waveguide geometries, wave-optical LSCs, and constant run-time
analyses for large parameter sweeps. Future work in this area must compare exper-
imentally the predicated performance by the model for both ray- and wave-optical
scales in order to verify its versatility and accuracy.

With the tools discussed in this chapter, we can now turn our attention to
quantifying the performance and technoeconomic limits of LSCs. Throughout the
remainder of this thesis, we will rely primarily upon the Monte Carlo ray-trace
tool to examine device limits and the effects of system constituent non-idealities—
enabling us to understand the pathways forward toward higher power conversion
efficiencies. As such, we organize each chapter in this thesis by application and
intended LSC use that sets the form factor and system input parameters.
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CHAPTER 3

Single Junction LSC Devices for Terrestrial Applications

In the spring of 1953, Gerald Pearson, Daryl Chapin, and Calvin Fuller of Bell Lab-
oratories inadvertently fabricated the first ever single junction silicon photovoltaic
cell—a cell which, at the time, reached a record 4% power conversion efficiency un-
der typical terrestrial (i.e., I-sun AM1.5¢) conditions''. Within two years, William
Cherry proposed the first ever large-scale application of photovoltaic cells through
integration with orbiting Earth satellites. And in 1958, the Vanguard I space satel-
lite flew into orbit with on-board silicon photovoltaic modules, delivering less than
one watt of electrical power. It was not until the early 1970’s that photovoltaic cell
manufacturing reached low enough costs to enable terrestrial applications. And, as
described in chapter 1, the tremendous decrease in cell cost combined with scientific
breakthroughs in performance led to single-junction terrestrial photovoltaic systems
today totaling more than 500 GW of power—that is, 500 billion times the amount
of total power production in about 60 years.

Of particular importance to both the general solar photovoltaic and more niche
LSC communities, quantifying the thermodynamic limits of a terrestrial, single junc-
tion solar converter enables finer understanding in the potential impact a specific
device holds, in addition to the methodology for how to reach these upper-bounds.
Having shown the well-known detailed balance limit in Figure 1.6 and Equation
1.8, we can apply a similar analogue to the LSC. Previous studies exist illustrat-
ing how such a detailed balance approach could apply to certain geometries of an
LSC''97 1214 device that consists of not one but two distinct electronic bandgap en-
ergies (i.e., the luminophore absorber/emitter and photovoltaic cell collector). Here
we detail a general approach to quantifying the power conversion efficiency limit
of LSCs, taking into account the double bandgap of LSCs as well as the system
parameters. Such an analysis identifies both the upper performance limits and the
pathways to achieving increased efficiencies.



40 Chapter 3

3.1 Efficiency Limits for Single Junction LSCs Under
1-Sun

To begin, let us assume an arbitrary LSC device that consists of an optical waveguide
with refractive index, n, embedded luminophores of absorption and photolumines-
cence bandgap energies, Eﬁﬁi and Elpulm respectively, and an optically coupled solar

cell of bandgap energy, F,,. We can further define the Stokes shift separation, o,
between absorbed and emitted photons of the luminophore as ¢ = E&P — EP

lum :
As given in Chapter 1 via Equations 1.3,1.4, and 1.6, to clarify the upper per?o?—
mance limits we must characterize the short-circuit current and open-circuit volt-
age. To quantify the former, we can apply either our deterministic or stochastic
modeling techniques given the luminophore and cell bandgap energies—whereby we
can also include device-specific parameters (e.g., luminophore PLQY, photolumines-
cence trapping, waveguide attenuation or scattering, etc.). However, to understand
the open-circuit voltage maximum, we must also develop a model for calculating
the dark saturation current of the photovoltaic cell when optically coupled to a

luminescent waveguide.

Therefore, before we can quantify the AM1.5g 1-sun performance limits for a
general single junction LSC device, we must first construct an understanding of the
dark current term and, specifically, how inelastic, incoherent concentration of light
affects the ratio between dark and light currents.

3.1.1 The LSC Limit in the Context of a Maxwell Demon

Let us, for the moment, consider by way of analogy a famous gedanken experiment
originally brought forward by James Clerk Maxwell. Described in a letter around
the mid 19*" century to Peter Guthrie Tait'??, Maxwell introduced the concept of
a system that could, at first glance, break the second law of thermodynamics via
some sort of “demon”—some outside entity that would decrease entropy. In its first
form, Maxwell envisioned this foreign entity (the “demon”) to distinguish between
low and high velocity gas molecules in a box. At time t = 0, all particles would
exist within a single partition. As time runs forward and the atoms collide with the
barrier, Maxwell imagined a “trap door” that the demon could open and close at
will. The demon would then quickly open and shut the valve in order to separate
low and high velocity gasses. Thus, it would appear that a temperature gradient
would spontaneously form—the high and low velocity gas sides becoming hotter and
cooler, respectively.

We resolve this apparent contradiction by considering the amount of entropy
that the demon must add to the system through the act of opening and shutting
the trap door and measuring the gas velocities. Turning our attention back to
LSCs, we can similarly frame the upper performance regime for such a device in the
context of a Maxwell demon. If we imagine a waveguide that could trap high energy
photons but reflect low energy photons, where the trapped particles would forever
occupy waveguide modes, then we would effectively recover the photonic analogy
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to the Maxwell demon'??. However, as given by Liouville’s theorem—with specific
application to the brightness theorem in geometric optics—the intensity (that is,
the number of particles passing through a given point per unit momentum, per unit
area, per unit solid angle) of a photon beam cannot change'?*.

Given that trapping high energy incident light remains the general goal of LSCs,
we must carefully understand how it is that we do not violate Liouville’s theorem
and, in turn, the second law of thermodynamics. Akin to the demon, we must
include in our system that the only means by which we can trap high energy light is
through the use of waveguide-embedded luminophores. Such particles absorb high
energy light and re-radiate lower energy light along with heat. Thus, we resolve our
apparent paradox by noting that the downshifting luminophores must play the role of
our demon, generating additional entropy within the system. At the uppermost limit
of photon concentration, the system equilibrates: where the luminescent waveguide
emits high energy photons at the same rate as they are absorbed and downshifted
(as shown in Equation 1.17 via pin = fiout)-

To determine the impact that this photon concentration holds over the LSC pho-
tovoltaic performance, we begin by quantifying this effect with respect to the dark
radiative current term, Jjj, and its relationship with open-circuit voltage. While the
concentration of the incident photon beam affects both the light induced photocur-
rent (Js.) and dark radiative current, the latter results from ambient, background
radiation when the LSC system is in thermal equilibrium (and thus we can readily
apply the Kirchoff law of radiation). To calculate the photoinduced current at high
irradiance levels, to first order, we can ignore the effects of the surrounding ambient
blackbody radiation.

In the LSC radiative limit, where we consider the photovoltaic cell dark current
to result solely from radiative recombination/generation of excitons (i.e., Qgrg = 1),
we can rewrite our open-circuit voltage, given by Equation 1.5, as:

KT . [ J
yrad — X2 1y <s> , 3.1
o p T (3.1)

where, as before, k, ¢, and T are the Boltzmann constant, electronic charge, and
temperature of the LSC (which we assume to be at 300K for typical terrestrial-based
applications).

In thermodynamic equilibrium, the total absorption by the LSC system from the
blackbody background (J§ ;) must equal the total emission by the LSC into free
space (Jg it )> a8 illustrated in Figure 3.1(a). Therefore, when solving for .J§, we can
choose either the absorption or emission picture'?”. Let us therefore assume that X %
of luminophore photoluminescence and Y% of photovoltaic cell photoluminescence
enter the waveguide escape cone and radiate back into free space. Here, X% can be
calculated via the specific luminophore radiance profile and knowledge of the escape
cone and Y% by the waveguide index of refraction and specific cell orientation®’.
Starting with the emission picture, we can distinguish the resulting LSC dark current

as the luminophore contribution (JyM™%) and photovoltaic cell (J3P¥.) into free
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space:
T = Toemit = Toemis + Joemic- (3.2)
Figures 3.1(a),(b),(c) conceptually illustrate this dark current term in both the
emission and absorption settings. Given the X% and Y% fractions, we can rewrite
Equation 3.2 to include the total amount of luminophore and cell emission rather
than solely into the escape cone—and thereby back into free space. Doing so, we
have:

r r,lum T,pv
JO =X%- Jnet7 emit + Y% Jnet, emit’ (33)
where J5M and JEPY ive the total amount of radiative recombination b
net, emit net, emit g y

the luminophore and solar cell, respectively, and not just the portion that emits
back into free space. By Kirchhoff, the total absorption into the luminophores/cell
must equal total emission out of the luminophores/cell, respectively. And so we
can rewrite Equation 3.3 in the context of absorption—which we more readily can
measure:

Jb=X% Jum Ly 9. JorY (3.4)

net, abs net, abs"

As shown in Figure 3.1(b), we know that the total cell absorption (JI2" , ) must
be a sum of both the trapped luminophore photoluminescence (i.e., 1 -X %) and
photons entering the waveguide and striking the cell directly from the blackbody
spectrum at ambient temperature, T—where the geometric gain (GG) gives this
amount of ambient background radiation directly striking the cell. For simplicity
we assume (given the electronic bandgap of the luminophores and that cell PLQY's
are orders of magnitude lower than that of luminophores) that the trapped cell
photoluminescence contributes a negligible amount to the total absorption of the

luminophores. Therefore, we can write:

r,lum r,Jlum 1 r,pv
Jé =X%- Jne;l, abs T Y% <(1 - X%) ’ Jne;l, abs T GGJO,pabs> ) (3'5)
where, as shown in Equation 3.5, we distinguish between Jrrlel;l e and JyP - where

the former gives total absorption by the luminophore species, which must equal the
total amount of photoluminescence, while the latter indicates irradiance absorbed
by the photovoltaic cells exclusively by free space blackbody radiation. We can
now define each of these terms given our known absorption profiles and the Planck
spectrum:

JE = X%+Y%(1—X%)] .//Alum (w,9) - By, (w) dQdw +
wJQ

1
Y% . @ . [LAI)V ((.d, Q) . (I)bb ((JJ) dew,

where Ay, and Ay, give the absorption profiles of the luminophore and photovoltaic
cells, respectively, as a function of photon frequency, w, and incident solid angle,
Q. &y, is the Planck spectra at 300K. With this expression, we can calculate the
dark current of our LSC in closed form and, thereby, the radiative-limit open-circuit
voltage. Given Equation 3.6, we can conceptually unveil the effects of luminescence

(3.6)
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trapping with such an optical waveguide in terms of the spectral shifting of the solar
cell radiative recombination of excitons, highlighted by Figures 3.1(d),(e),(f).

As shown in Figure 3.1(d), if we assume general luminophore and cell absorp-
tion and emission profiles, we can qualitatively observe the impact of luminophore
light trapping on exciton recombination energies. As seen in 3.1(e), partial trapping
yields blue-shifted cell emission (higher photogenerated exciton energies), while full
trapping (3.1(f)) demonstrates how the effective system open-circuit voltage satu-
rates to the luminophore bandgap for the limit of high geometric gain. In order
to include non-radiative effects of the cell (i.e., excitons that do not contribute to
meaningful work and are not radiated at bandgap energies), we can apply explicit
forms of the external radiative efficiency (Qgrr), as well as approximate fill factor
calculations (i.e., series/shunt resistances) to account for non-idealities in carrier
transport.
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Figure 3.1: A conceptualization of the LSC system when in thermal equilibrium with the
ambient Blackbody background at 300K. In this case, we know that absorption into and
emission out of the LSC system must be equal as shown in (a). Therefore, we can choose
to analyze the system in either the absorption (b) or emission (¢) pictures. (d),(e), and
(f) conceptually illustrate the spectral consequence to outgoing, free space photolumines-
cence via the coupled photovoltaic cell—shown here to be oriented as an edge-lining cell for
example—as the luminophore photoluminescence trapping increases. (d) depicts the case of
no photoluminescence trapping, where the luminophore absorption (blue) and luminescence
(red) are shown to be separated by the Stokes shift energy (o), and there is some spec-
tral width to the cell radiative emission (green) for an arbitrary cell absorption (gray). (e)
and (f) show how varying the amount of luminophore photoluminescence trapping affects
the spectral location of the cell emission—where, as shown in (f), complete trapping yields
the highest open-circuit voltage condition which is given by the luminophore absorption
bandgap.
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3.1.2 Detailed Balance Limits for Single Junction LSCs

With an explicit form of LSC dark radiative current given by Equation 3.6, we can
now predict the detailed balance performance limits. Unlike conventional single
junction photovoltaic cells, an LSC consists of two energy bandgaps (luminophore,
cell) and a Stokes shift energy that traps luminophore emission to impinge upon
the cell. Therefore, we begin our analysis of the detailed balance limit of an LSC
by co-varying the luminophore and cell bandgaps. To elucidate the upper limit,
we assume: (i) a co-planar cell form factor at a geometric gain of 20 for example,
(7) unity luminophore PLQY, (7ii) a constant Stokes shift separation (in wave-
length) of luminophore absorption/emission, (iv) a high optical density of embed-
ded luminophores within the LSC waveguide such that 99% of incident light up
to the absorption bandgap of the luminophores is absorbed, and (v) a Heaviside
step-function as the collecting photovoltaic cell external quantum efficiency. Impor-
tantly, the detailed balance results of this section assume an LSC form factor where
the collecting photovoltaic lies parallel along the bottom waveguide surface (normal
in the 42 direction). Section 3.3 discusses the implications for edge-lined versus
co-planar orientations of the cell and consequences on area scalability.

Figure 3.2(a) illustrates the luminophore absorption and photovoltaic cell en-
ergy bandgaps of the LSC with respect to wavelength against the incident AM1.5¢g
irradiance. As shown, we first vary the luminophore and cell absorption bandgaps
separately in order to clarify the full operating space of an arbitrary LSC system.
Figures 3.2(b),(c) quantify this detailed balance limit for the cases of luminophore
photoluminescence trapping limited by the refractive index contrast between the
optical waveguide (n = 1.50) and surrounding medium (air) and perfect trapping,
respectively. We observe that in either case, there exists an ideal luminophore to
cell bandgap offset. For this analysis, we assume a certain Stokes shift of 200nm
wavelength for every luminophore instance. Given the 20nm emission full-width at
half-maximum, we find ideal cell matching to depend upon both the photolumines-
cence profile width and the Stokes shift—where in this case the ideal separation we
find to be 180nm. Of course, we could have chosen a different emission profile shape
and/or a varied Stokes shift. In any case, the ideal matching between the cell and
luminophore is given by how the luminescence matches near the band edge of the
photovoltaic cell.

For the case of ideal emission trapping in Figure 3.2(c), we find an ultimate
LSC power conversion efficiency upper limit approaching 28% given the system ge-
ometric gain, optical density, and absorption/emission spectra for the case when lu-
minophore/cell bandgaps near 1000/1200nm, respectively. This limit nearly matches
the detailed balance limit for a single junction photovoltaic cell at 1000nm (i.e.,
1.24eV); however, as discussed in section 3.1.1, the dark current limit must also
take into account the photovoltaic cell photoluminescence that escapes back into
free space. Given that we make no assumptions on how the LSC system traps
outgoing cell emission, the open-circuit voltage of the ideal LSC falls short of the
traditional detailed balance 1-sun limit given the finite geometric gain of 20. How-
ever, in the limit where the geometric gain approaches infinity and we retain perfect
waveguide trapping, the power conversion efficiency will saturate to the well-known
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Figure 3.2: A detailed balance analysis for an LSC device, varying simultaneously the
luminophore and photovoltaic cell bandgaps. We assume fixed Stokes shift with respect to
wavelength offset, ideal cell and luminophore absorption edges as shown in (a), and unity
PLQY to probe the upper performance limits for such modules at a system geometric gain of
20 and high luminophore optical density loading to enable complete incident light absorption
by the luminophores. (b) The upper limits for LSCs with no luminophore photoluminescence
trapping methods other than the contrast in index of refraction between the waveguide and
external media (TIR). (c) The upper limits for LSCs in the case for some arbitrary perfect
photoluminescence trapping waveguide mechanism. Here we observe a narrow ridge-line
that forms, given the luminophore emission profile and Stokes shift.

detailed balance limit for traditional photovoltaic cells.

3.1.3 The Single Junction LSC Parameter Space

Beyond the two bandgap system, we can quantify the impact of optical waveg-
uide luminophore emission trapping and PLQY on the system power conversion
efficiency. As discussed in chapter 2 and shown in Figure 2.1, there exists myr-
iad number of device parameters that affect power conversion and optical efficiency
performance. However, the photoluminescence trapping and luminophore PLQY
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are first order factors for attaining high efficiencies, as shown quantitatively in Fig-
ures 3.3(a),(b) respectively. We observe how, in order to achieve high performance
LSCs, we must reach near-unity trapping and PLQY efficiencies at optimized lu-
minophore/cell bandgaps. We also observe how, contrary to previous paradigms in
the LSC community'“°, the photoluminescence trapping plays a more impactful role
in attaining maximum power conversion efficiency than PLQY.
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Figure 3.3: The parameter space of an LSC with respect to the system bandgap. Given
the optimization between photovoltaic cell and luminophore bandgaps shown in Figure
3.2, we assume a fixed wavelength offset in order to quantify the effects of luminophore
photoluminescence waveguide trapping efficiency (a) and PLQY (b). In (a), we assume
unity PLQY; whereas in (b), we fix the trapping efficiency to 100%. As seen, a reduction
in trapping from unity to 90% yields a power efficiency reduction of approximately 17.5%
absolute for the optimal system bandgap case. In contrast, PLQY leads to less than 8.5%
absolute for the same range.

Armed with this knowledge of the LSC parameter space with respect to the
luminophore and cell bandgap energies, we can now begin to unveil how various
system parameters affect performance (e.g., geometric gain and optical density).
Given the availability of high radiative efficiency and ideal band alignment of III-V
GaAs photovoltaic cells, we now analyze power conversion efficiency for such an
LSC. We begin by assuming an ideal, step-like function response of the GaAs cell
external quantum efficiency (electronic bandgap at approximately 900nm). Further,
to probe the limits for such devices, we also assume a reabsorption free luminophore
material'”” with ideal bandgap matching as given by Figures 3.2 and 3.3.

As expected for near zero luminophore reabsorption, Figure 3.4(a) shows how
increased optical density (i.e., concentration within the dielectric waveguide) yields
increased power conversion efficiency performance regardless of the photolumines-
cence trapping fraction (7ap) and PLQY (np1). For all cases, the power conversion
efficiency saturates for optical density values greater than 3—corresponding to an
average visible transparency of 0.1%. We can further understand the effects of vary-
ing the ratio of illuminated waveguide area to total photovoltaic cell area (geometric
gain). As we should expect, increasing gain monotonically decreases power conver-
sion efficiency, illustrated in Figure 3.4, as more photons must travel greater lengths
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within the optical waveguide to be collected by the planar solar cell. Additionally, at
low geometric gains, the photovoltaic cell collects incident irradiance not absorbed
by the luminophore species.

Average visible transmittance (%)
100 316 10 3.2 1 0.3 0.1

T LA T T T

—0— —0— —t— 35 —O0— —— —t— |
(75%,75%)  (95%,75%) (100%,100%) (75%,75%)  (95%,75%) (100%,100%)

= 20)
S

N
(%]
T

N
o

o
T

(9]

LSC power efficiency (%) (OD = .60)

LSC power efficiency (%) (GG
o

0 0.5 1 1.5 2 25 3 1 2 5 10 20 50 100
(a) Optical density (b) Geometric gain

Figure 3.4: The upper performance limits for an ideal (Heaviside) GaAs embedded cell
of area 1.4mm x 1.4mm within an optical waveguide of index, n = 1.5, varying (a) the
luminophore loading (optical density measured at 450nm light) and (b) geometric gain
together with the trapping efficiency (7rap) and photoluminescence quantum yield (7p1).

3.2 The Implications of Anisotropic Luminophore Ra-
diance

As we have seen in Figure 3.3(a), trapping photoluminesced photons into the optical
waveguide modes most influentially determines the resulting power conversion effi-
ciency of an LSC photovoltaic device. Given this result, we can turn our attention to
various methods that serve to increase this trapping fraction. For single junction ap-
plications (i.e., LSCs with only one luminophore species), we can optimize external
photonic crystal structures exhibiting optical bandgaps to enable high transmit-
tance of short-wavelength, high reflectance of long-wavelength light. However, such
structures (e.g., one-dimensional photonic crystals) typically depend on the incident
polar angle of light (with respect to the surface normal). Thus, while suitable for a
narrow range of incident photon angles, LSCs equipped with these trapping layers
suffer from high reflectance for off-angle light—preventing such concentrators from
operating at high efficiencies in diffuse light conditions''”.

An alternative approach to inducing high photoluminescence trapping efficien-
cies is to alter the angular distribution of the luminophore emission profile while
maintaining high incident light absorption. Certain luminophores naturally exhibit
anisotropic radiation due to geometrical asymmetry, such as quantum rod struc-
tures’! 1%, specific dye molecules®’, or two-dimensional transition metal dichalco-
genide heterobilayers™. While there exist various known materials that achieve
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anisotropy, relatively fewer studies unveil the effects on power conversion efficiency
for LSC devices'?”.

3.2.1 1-Sun Limits of Anisotropically Emitting LSCs

Given the LSC power conversion efficiency limits for an ideal GaAs-based device,
we can now model an experimentally realized GaAs cell based on the Alta devices
record””. As shown in Figure 3.5(a), we consider an ideal luminophore absorption
bandgap with a Stokes shift less than 200nm and a finite reabsorption band within
the photoluminescence wavelength regime. Here we aim to quantify effects of lu-
minophore anisotropic emission on power conversion efficiency, assuming isotropic
incident light absorption and a more realistic reabsorption pattern than in Figures
3.2. Figure 3.5(b) shows example luminophore photoluminescence spectra for three
radiation profiles: the isotropic, Heaviside, and dipole-like patterns.
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Figure 3.5: (a) The spectral profiles that we assume; whereby we model a luminophore with
an absorption edge up to 700nm (left y-axis), a photoluminescence center of 800nm with a
full-width at half-maximum of 20nm (left y-axis), and a GaAs cell whose measured external
radiative efficiency we show in green (far right y-axis). We plot against the AM1.5g spectrum
(right y-axis) for reference. (b) Three examples of luminophore photoluminescence profiles
(arbitrary wavelength) given the emission angle relative to the top waveguide surface normal.
Here we show the relative emission probability for the case of an isotropic luminophore with
equal likelihood of radiance across all angles; a Heaviside function luminophore with a
probability, P.g., of emitting into the escape cone and a complementary probability, P, of
emitting into trapped angles; and a dipole emission pattern showing a continuous anisotropic
profile.

Ideal Emitters with Step-like Anisotropy

To begin, we assume a step-like luminescence angular emission distribution, as shown
in Figures 3.6(a),(b). We vary the luminescence intensity fraction, P, emitted at
total internal reflectance angles and assume this angular distribution to be sym-
metric about the z-axis (i.e., normal to the waveguide plane). By representing
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the luminophore anisotropy with a single variable, we uncover the relationship be-
tween anisotropic emission, system geometric gain, optical density of embedded
luminophore absorbers, and luminophore PLQY. First, we vary the luminescence
quantum yield and P, of the luminophores, assuming a high optical density of
three, such that 99.9% of the incident light is absorbed in a single pass for a modest
geometric gain of 20. As shown in Figure 3.6(c), the optimal conversion efficiency oc-
curs for unity PLQY and P, where for this luminophore/cell system, we observe a
global maximum of approximately 29% power conversion efficiency under 1-sun illu-
mination—approaching the detailed balance limit with respect to the luminophore
absorption and reabsorption bandgaps, including nonradiative effects within the
GaAs cell. We note that by decreasing the Stokes shift to enable a broader spectral
coverage of incident light, the power conversion efficiency for this system extends
past that shown by Figures 3.2 and 3.4. In contrast to this anisotropic limit, the
isotropic case (P, = 75%) falls short of 5% power conversion efficiency.

Within Figure 3.6(c), we plot contours of the product (PLQY, P, ) for constant
values of 0.60, 0.70, 0.80, 0.90, 0.95, and 0.99, finding qualitative alignment between
these contours and the simulation results. This agreement can be understood given
that the product of luminescence quantum yield and P, sets the probability that
a trapped photon survives an absorption event by a luminophore and traverses the
waveguide to reach the solar cell collector. Whether the photon is lost through
nonradiative recombination (for low PLQY) or by escaping the waveguide (low P )
is irrelevant for the high-level power conversion efficiency. Significantly, achieving
higher P fractions is more important than increasing the luminescence quantum
yield, as seen by previous results in the detailed balance section.

To examine the relationship between photoluminescence trapping, PLQY, geo-
metric gain, and optical density, Figures 3.6(d),(e) show stacked contour maps for
total internal reflection limited and ideal trapping cases, respectively. As seen in
Figure 3.6(d), there exists a global optimum optical density for all PLQY and ge-
ometric gain values of approximately 0.50 for PLQYs between 75% and 100%. As
the geometric gain increases for PLQYs at or below 99%, we observe a steep and
monotonically decreasing power conversion efficiency at constant optical density.
Importantly, we find that for ideal emitters (near-unity PLQY and unity trapping)
lower geometric gain limits the maximum concentration of the system thereby con-
straining the open-circuit voltage to the GaAs electronic bandgap. As the gain
increases for these high PLQY and trapping cases, the system tends toward the
luminophore absorption bandgap yielding higher overall performance.

We find a similar trend with a global optimum optical density near 1.0 for
cases where the PLQY falls below 95%. For higher PLQYs we observe a shift in
maximum power conversion efficiency with respect to optical density—in the case of
unity PLQY, higher density yields more significant power conversion efficiency. Only
in the case of unity trapping and PLQY do we observe power conversion efficiencies
that remain constant with increasing geometric gain. Figures 3.6(c) and 3.6(e)
demonstrate the importance of achieving both near-unity PLQY and PL trapping.

In order to more closely quantify the role of optical density and geometric gain,
Figures 3.7(a),(b) examine how various (PLQY, Piy) pairs impact conversion effi-
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Figure 3.6: (a) 2D polar plot of the step-function emitter profile, illustrating how the total
internal reflection (TIR) escape cone (Pesc) and TIR trapping probabilities (Py,) affect the
overall luminescence angle of emission probability. As shown in (c), we assume symmetry
about the polar angle (i.e., about the z-axis). (b) The effects of luminophore anisotropy
on the power conversion efficiency of an LSC. Here we vary the PLQY and amount of TIR
emitted radiation by the luminophore, assuming a geometric gain (GG) of 20 at a waveguide
optical density of 3. The analytical predictions for the efficiency (green contours) show close
matching with the Monte Carlo results. (d),(e) Monte Carlo ray-trace simulations for the
power conversion efficiency of an LSC with luminophores that emit 75% into TIR angles
(i.e., isotropic) vs. 100% (i.e., anisotropic) as a function of geometric gain, optical density,
and PLQY, respectively.

ciency. As seen in Figure 3.7(a), the optimal optical density depends strongly upon
the waveguide trapping and luminophore radiative efficiency. Since this density de-
termines both the amount of absorbed sunlight and photoluminescence reabsorption
within the waveguide, a poor PLQY and P, results in detrimental nonradiative
recombination and high escape cone losses for absorbed incident and re-emitted
photons. As the (PLQY, Pi:) product increases, the drawback of re-absorption
diminishes while the advantage of increased sunlight absorption remains, thereby
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Figure 3.7: (a) LSC power conversion efficiencies as a function of optical densities for
several (PLQY,P;) pairs, illustrating how an increase in the (PLQY,P;;;) enables higher
efficiencies and shifts the optimum optical loading to higher values. Here we assume a GG
of 20. (b) LSC power efficiencies as a function of geometric gain for the same (PLQY,P;i;)
pairs as (a), assuming an optical density of three. We observe decreasing efficiencies with
increasing geometric gain for low PLQY and P, values due to surface and bulk scattering
waveguide losses. At near-unity PLQYs and P;;, values, however, increased geometric gain
yields open-circuit voltage enhancement due to larger concentration. The dotted lines in
both (a) and (b) correspond to the optical density and geometric gain for the previous record
LSC with conversion efficiency 7.1%, respectively.

increasing the optimal optical density. Figure 3.7(b) illustrates the difficulty in
achieving a high power conversion efficiency for increasingly large waveguide to cell
area ratios for products less than unity. In all but the ideal case, efficiency mono-
tonically decreases with increasing geometric gain. Even in this special case of
unity PLQY and P, increasing the geometric gain beyond a certain value yields
higher likelihood of photoluminescence scattering inside the escape cone, resulting
in lowered power conversion efficiencies. We find that for power conversion efficiency
values above 15% and geometric gains greater than 10, the (PLQY, Pi,) product
must exceed 85%.

Having identified the effects of an ideal anisotropic system on the power con-
version efficiency of an LSC device, one where we can continuously vary the degree
of anisotropy, we can now model more realistic anisotropic systems. We can still
assume certain idealities with respect to the luminophore absorption/emission spec-
tra and second-order effects such as bulk/surface state waveguide scattering. By
modeling certain experimentally-achievable far-field emission profiles, we can better
understand how realistic devices can unlock higher performance.

Emitters with Dipole-like Anisotropy

For a more realistic approximation of an LSC employing anisotropic emission, we
begin by modeling a system comprised of dipole-like emitters. Figures 3.8(a),(b)
illustrate the polar and 3D plots of the far-field dipole emission pattern, where we
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again observe symmetry about the z-axis (azimuthal). We find upon integration
that approximately 91% of the generated luminescence is emitted into TIR angles
assuming a dielectric waveguide of refractive index, n ~ 1.5. Varying the PLQY,
geometric gain, and optical density, we find that—similar to our previous analysis
for non-unity (PLQY, P;;) pairs—there exist global optima optical densities. A
PLQY of 95% and gains below 60 yield optimal luminophore concentrations near
0.67. We find a maximum power conversion efficiency of approximately 25% for the
case of unity PLQY, optical density of three, and geometric gain of unity. For a gain
of 10, a geometry of practical experimental interest, the maximum power conversion
efficiency decreases to approximately 18.5% for unity PLQY and an optical density
loading of 0.75.

Angle of emission (°)

a 0 c
( ) 30 330 ( )
N ) 100
28
60 300
h - 99.9 26
24
: 99 22
\ X
\,20 40 60 80 97.5 207
N 18 &
< 95 16 %
120 o 240 > =
y . 9 90 14 -
o 12 2
c
85 ; 0 8
-
80 6
75 4
2
50 0
100 80
60 2
40 1
20
Geometric Gain 10 Optical Density

Figure 3.8: Monte Carlo ray-trace results for an ideal dipole-like emission pattern, where
(a) shows the polar two-dimensional plot of the simulated PL profile with respect to az-
imuthal angle and (b) illustrates the polar angle symmetry (i.e., about the z-axis). (c)
Power conversion efficiency of the LSC module with respect to geometric gain, optical den-
sity, and PLQY.

Emitters with Azimuthal Asymmetry

Thus far, our analysis has employed anisotropic emitters with far-field radiation sym-
metric about the z-axis (azimuthal). We now turn attention to optical structures
that exhibit strong emission in a single direction, breaking this symmetry. In the
case of emission systems symmetric about the z-axis, photons perform random walks
throughout the waveguide. By contrast, forward emitting luminophores exhibit a
decreased mean free path for photon propagation to the collector cells. We simulate
forward emitting luminophores consisting of spherical absorbing/emitting nanopar-
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ticles embedded within a nanocone. For such forward-emitting luminophores, Fig-
ures 3.9(a),(b), and (c) highlight the polar radiation plot, spatial emission profile,
and nanocone structure. Integrating the luminescence intensity, we observe that ap-
proximately 88% of the irradiance from such structures couples into TIR waveguide
angles—slightly less than for the dipole-like emitter.

As shown in Figure 3.9(d), the dependence of forward emitter power conversion
efficiency on optical density, geometric gain, and PLQY closely parallels that of the
dipole emitter case. However, even though the forward-like case is 33% more likely
to emit photons into the escape cone relative to dipole structures, we observe a
maximum conversion efficiency of 24%, approximately 96% the dipole emitter limit.
We find fewer luminescence re-absorption events for forward emitters compared to
their dipole emitter counterparts, suggesting that breaking z-axis symmetry enables
shorter luminescence mean free paths within the waveguide. This decreased path
length almost completely compensates the increased escape cone loss. Further, we
observe that for a geometric gain of 10, the maximum conversion efficiency reaches
17.3% for the case of unity PLQY and optical density of 0.75.
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Figure 3.9: Monte Carlo ray-trace results for the forward, nanocone emission pattern,
where (a) shows the polar plot of the simulated PL profile with respect to azimuthal angle
and (b) illustrates the polar angle asymmetry of the forward emitter, where the structure
preferentially emits into angles along a single direction of the horizontal x-axis. (c) A three-
dimensional rendering (cross section) of the forward emitting structure, consisting of the
luminophore (red sphere) at the narrow end of the cone (D) of length L with a final, large
diameter of Dy. (d) Conversion efficiency of the LSC module with respect to geometric gain,
optical density, and PLQY.
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2D Heterobilayer Emitters

Recently, two-dimensional transition metal dichalcogenides (TMDCs) have achieved
near-unity PLQYs after chemical treatment, making such materials promising can-
didates for LSC devices'®". Particularly, monolayer molybdenum disulfide (MoSs),
tungsten disulfide (WS3), and tungsten diselenide (WSe2) exhibit direct electronic
band gaps and thus have shown enhanced PLQYs. While monolayer MoSy, WSa,
and WSes each exhibit significant overlap in their photoluminescence and absorption
spectra, heterobilayer TMDCs (e.g., MoS2/WSy and MoS2/WSez) achieve larger
Stokes shifts'?'. Moreover, these heterobilayers exhibit anisotropic, dipole-like ra-
diative emission patterns’’ making them of practical interest given our results shown
by Figure 3.8.

Here, we investigate, as a proof of concept, two distinct LSC systems: whereby
one employs an MoS2/WSs luminophore system, the other MoSs/WSey. Figure
3.10(a) shows the full spectral breakdown of the LSC device, where we plot the
MoS2 /WSy and MoSs/WSes absorption and emission spectra (left y-axis) in refer-
ence to the optically coupled GaAs cell (far right y-axis). Again, we simulate the
Alta devices record GaAs cell while now introducing realistic absorption and emis-
sion spectra of the embedded TMDC heterobilayer luminophores. Figure 3.10(b),(c)
again show the polar and 3D plots of the far-field dipole emission pattern simulated
here.
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Figure 3.10: (a) Heterobilayer TMDC absorption and emission spectra overlaid against an
Alta Devices GaAs solar cell external quantum efficiency and AM1.5G spectra. We supply
these spectra directly into the Monte Carlo ray-trace and detailed balance model to predict
the LSC device performance. (b) The polar two-dimensional plot of the simulated emission
profile with respect to azimuthal angle, where (b) illustrates the polar angle symmetry of
the dipole emission.

Both heterobilayer absorption/ emission spectra shown in Figure 3.10 originate
from previous measurements’”>'?'. For both studies, the monolayer TMDCs were
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prepared using mechanical exfoliation and measured at ambient temperature. To
approximate the full spectral response of each heterobilayer interlayer exciton re-
combination, we apply a Gaussian fit to extrapolate across the broad wavelength
regime from 300 nm up to 1500 nm. For both of the material absorption data,
we reference monolayer MoSs, WSs, and WSey refractive indices and extinction
coefficients measured from 193 nm to 1700 nm at 300K'*?. Applying the transfer
matrix method'*? and assuming a monolayer thickness of approximately 0.6nm, we
calculate the expected absorption spectra for each of the heterobilayer TMDCs. For
means of comparison, we calculate the absorption spectra using the complex dielec-
tric function from a separate study'**. We find close matching between the resulting
absorption spectra from each method.

As shown in Figure 3.11, we evaluate the TMDC based LSC power conver-
sion efficiency as a function of the luminophore PLQY, device geometric gain, and
waveguide optical density loading of luminophores (referenced at 450 nm). However,
given the limited interlayer exciton PLQY for such heterobilayer materials, we vary
the PLQY from 50% to 100%—as done in the cases for computationally modeled
forward/dipole emitters. Figures 3.11(a) and 3.11(d) overview the entire parame-
ter space with respect to these three independent variables for the MoSy; /WSy and
MoS,/WSes cases, respectively. Highlighted in Figures 3.11(b) and 3.11(e) for each
material case, we analyze the LSC power conversion efficiency solely as a function
of optical density, assuming a constant system gain of 10 and PLQY's given by each
curve (where we choose discrete values of 80%, 90%, 95%, 99%, and 100%). For
MoSy/WSs, we observe efficiencies starting at 2.9% purely due to bulk waveguide
scattering of incident photons. As the optical density of heterobilayer TMDC lu-
minophores increases, the efficiency ranges from 2.0% up to 3.8%. For MoSs/WSe,
system we observe similar trends with respect to luminophore concentration. For
PLQYs less than unity, higher optical density luminophore loading yield lower power
conversion efficiency performance as a result of increased photon reabsorption at
photoluminescence wavelengths—thus adding a chance at further non-radiative ex-
citon recombination or emission into the escape cone. As a result, we find that for
PLQYs below 99%, there exists a global optimal value of optical density. Further,
as a result of relatively higher amounts of absorption/photoluminescence overlap in
the MoSa /WS, system than the MoSs/WSes, there exists a stronger dependence on
the PLQY for all optical densities.

Figures 3.11c and 3.11f quantify the effects of LSC system geometric gain on the
overall power conversion efficiency performance, assuming a constant optical density
of three. For all values of PLQY, power conversion efficiency decreases monoton-
ically as the geometric gain increases as seen in our previous analysis in Figure
3.8. However, at unity gain and PLQY's of 80% and 100%, the conversion efficiency
ranges from 3.9% to 6.6% and 4.5% to 6.4% in the MoS2 /WSy and MoS;/WSes
cases, respectively. We observe that, for gain values less than six and high PLQYs,
the WSs luminophore-based system can achieve higher conversion efficiencies owing
to a lower energy bandgap and, therefore, a more complete spectral coverage of the
incident AM1.5G spectrum. However, at larger geometric gains, MoSy /WS, effi-
ciencies decrease more quickly than that of the WSes-based system owing to larger
Stokes shift between the absorption and photoluminescence peaks.
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Figure 3.11: Analysis of two-dimensional TMDC-based LSC devices for the MoSy /WS,
(a,b,c) and MoSs/WSesy (d,e,f) luminophore cases as a function of device geometric gain,
optical density at 450nm, and luminophore (i.e., interlayer exciton) PLQY. (a) and (d)
illustrate the full parameter space for these two luminophore sets. (b) and (e) highlight the
LSC power conversion efficiency dependence as a function of optical density and PLQY for a
set geometric gain of 10. (¢) and (f) similarly show this efficiency dependence as a function
of geometric gain and PLQY for a set optical density of three.

Enhancing the Previous LSC Record Device

While the dipole and forward emission cases correspond to physically realizable
emitters, the LSC structure itself assumes certain idealities. Specifically for the
case of Figures 3.8 and 3.9, we have assumed record GaAs cells coupled to ideal
luminophore emitters with a narrow photoluminescence profile matched to the GaAs
bandgap. Additionally, our simulated LSC waveguide matrix assumes a constant
index of refraction across the relevant emitted photon wavelengths. To illustrate
how anisotropic emission can significantly benefit less idealized systems, we model
the previous record power conversion efficiency luminescent concentrator fabricated
by Slooff et al."> As shown in Figure 3.12(a), this device employs two luminophore
species: LumogenRed and Fluorescence Yellow dyes, with peak optical densities of
0.71 and 2.36 at 450 nm light and luminescence quantum yields of 87% and 98%,
respectively. With a square waveguide side length of 5 cm and an overall thickness
of 0.50 cm, the fabricated LSC yields an overall geometric gain of 2.5. Figure 3.12(a)
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displays the refractive index of the waveguide polymer matrix material, poly(methyl
methacrylate) and the external quantum efficiency of the GaAs solar cell. Finally,
a diffuse Lambertian-scattering back reflector is coupled to the bottom surface of
the waveguide, with approximately 97% averaged reflectance at photoluminescent
wavelengths.

We first simulate this luminescent concentrator device assuming no anisotropy
of the luminophore radiance profile—validating our model by obtaining a power
conversion efficiency equal to the experimental measurement. As a next step, we
systematically vary the luminescence fraction emitted into TIR angles in the waveg-
uide. As shown in Figure 3.12(b), the isotropic emission case (i.e., P, of 75%)
attains the experimentally measured conversion efficiency value of 7.1% under 1-
sun illumination. However, upon increasing the anisotropic luminescence fraction,
we find a monotonic increase in performance up to 9.6% in the ideal case of unity
P;;,—a relative increase of 35%. The observed power conversion efficiency enhance-
ment resulting from luminophore anisotropy again underscores the crucial role of
waveguide trapping.
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Figure 3.12: (a) The spectral characteristics of the current record LSC device, consisting
of two luminophores within the waveguide (LumogenRed, Fluorescence yellow) (left y-axis),
four edge-lined GaAs cells (cell quantum efficiency at far right y-axis), and a PMMA waveg-
uide matrix (refractive index at right y-axis). (b) Monte Carlo ray-trace simulations showing
the impact of anisotropy on the power conversion efficiency for the current record device.
At the isotropic limit (P, of 75%), we observe close matching between measured and mod-
eled efficiencies (7.1% measured and 7.096% modeled). At the anisotropic limit, power
efficiencies reach 9.6%, a relative increase of approximately 35%.

3.2.2 Anisotropic LSC Thermodynamic Losses

As discussed in chapter 2, the Monte Carlo ray-trace model tracks photons collected
as well as lost. For the LSC, we can categorize losses into five thermodynamic mech-
anisms. Figures 3.13(a)—(c) illustrate these losses as a function of the luminophore
optical density at an LSC geometric gain of 20, assuming PLQY of 95%. For each
of the three emitter types (step, dipole, and forward), losses can be understood as
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either: (i) non-absorbed incident photons due to sub-bandgap photon energy or low
luminophore optical density; (i) thermalization, i.e., energetic relaxation of pho-
togenerated excitons to the luminophore bandgap energy; (iii) waveguide escape
cone loss; (iv) sub-unity PLQY loss; and (v) loss from the photovoltaic cell itself,
owing to thermalization from the luminophore emission energy to the cell bandgap,
sub-unity collection efficiencies (i.e., external quantum efficiencies), fill factor, and
cell contact resistance.
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Figure 3.13: The overall power conversion efficiency loss mechanisms of an LSC with
respect to the optical density of the luminophores within the optical waveguide for the case
of the dipole emitter (a), forward emitter (b), and perfect anisotropic step emitter (c). (a),
(b), and (c) assume a PLQY of 95%. Here we define the losses as: (i) incident irradiance
not absorbed by the LSC, limited by both the absorption spectrum of the luminophore
and, for lower optical densities, the amount of in-band luminophore absorption; (i7) LSC
thermalization energy loss, owing to the thermalization of photogenerated excitons within
the luminophore that relax to the photoluminescence band edge; (iii) the TIR escape cone
loss of the photoluminescence which can result from emission coupling into the cone from
an emission event or a scattering event by the waveguide; (iv) luminophore non-radiative
recombination of photogenerated excitons given non-unity PLQYs; and (v) PV cell losses,
which include parasitic absorption, given the limited internal quantum efficiency of the
coupled cell material and thermalization from the photoluminescence wavelength to the
bandgap of the cell. (d) A comparison of five cases at optimal optical density given the
emitter and geometric gain of 20 for (i) PLQY of 95% and TIR-limited trapping, (i) the
dipole emitter at 95% PLQY, (7ii) the forward emitter at 95% PLQY, (iv) PLQY of 95% and
perfect trapping, and (v) the upper performance-limit of unity PLQY and perfect trapping.
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Figures 3.13(a)-(c), illustrate the trade-off between optical density and maxi-
mum power conversion efficiency (black). Although a higher optical density min-
imizes the non-absorbed incident light (blue), waveguide escape cone loss (yellow)
and luminophore non-radiative recombination (orange) adversely affect overall per-
formance for the dipole and forward emitters. For the perfect step emitter, we
observe increased luminophore optical density yields substantially higher amounts
of non-radiative recombination (orange). As expected, we observe lower escape cone
loss in the dipole emitter case compared to that of the forward emitter. However, the
forward emitter loses comparatively less power through luminophore non-radiative
recombination compared to the dipole case given shorter mean free photoluminesced
photon path lengths as previously discussed.

Figure 3.13(d) compares four non-ideal systems to an ideal case of unity PLQY
and Py, high optical density of three, and a geometric gain of 20 (yielding a max-
imum conversion efficiency of approximately 29% as expected for this luminophore
and cell system). For isotropic emission (i.e., P, of 75%) at a PLQY of 95%, the
dominant loss mechanism is photoluminescence coupling into the escape cone. We
also observe that for dipole, forward, or perfect step emission and PLQY of 95%, the
primary loss mechanism is luminophore non-radiative recombination. In the ideal
case of complete trapping and perfect luminophore radiative efficiency, the lumines-
cent concentrator power conversion efficiency reaches the detailed balance limit of a
photovoltaic system whose bandgap is given by the luminophore absorption spectra
rather than the GaAs bandgap. This can be understood given that incident light
with energies greater than the bandgap of the cell, but less than the luminophore ab-
sorption edge, will not be absorbed by either the luminophore or waveguide matrix—
assuming a dielectric waveguide with an arbitrarily large bandgap (i.e., insulator).
As demonstrated by previous studies'? ! 12 LSCs can retain the detailed balance
limit only if this condition holds where the dark radiative saturation current is not
scaled with the short-circuit current.
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