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ABSTRACT

Reconfigurable structures are structures that can change their shapes to change their
functionalities. Origami-inspired folding offers a path to achieving shape changes
that enables multi-functional structures in electronics, robotics, architecture and
beyond. Folding structures with many kinematic degrees of freedom are appealing
because they are capable of achieving drastic shape changes, but are consequently
highly flexible and therefore challenging to implement as load-bearing engineering
structures. This thesis presents two contributions with the aim of enabling folding
structures with many degrees of freedom to be load-bearing engineering structures.

The first contribution is the synthesis of kirigami patterns capable of achieving
multiple target surfaces. The inverse design problem of generating origami or
kirigami patterns to achieve a single target shape has been extensively studied.
However, the problemof designing a single fold pattern capable of achievingmultiple
target surfaces has received little attention. In this work, a constrained optimization
framework is presented to generate kirigami fold patterns that can transform between
several target surfaces with varying Gaussian curvature. The resulting fold patterns
have many kinematic degrees of freedom to achieve these drastic geometric changes,
complicating their use in the design of practical load-bearing structures.

To address this challenge, the second part of this thesis introduces the concept of
multi-configuration rigidity as a means of achieving load-bearing capabilities in
structures with multiple degrees of freedom. By embedding springs and unilateral
constraints, multiple configurations are rigidly held due to the prestress between
the springs and unilateral constraints. This results in a structure capable of rigidly
supporting finite loads in multiple configurations so long as the loads do not exceed
some threshold magnitude. A theoretical framework for rigidity due to embedded
springs and unilateral constraints is developed, followed by a systematic method for
designing springs to maximize the load-bearing capacity in a set of target configu-
rations. An experimental study then validates theoretical predictions for a linkage
structure. Together, the application of geometry synthesis and multi-configuration
rigidity constitute a path towards engineering reconfigurable load-bearing structures.
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C h a p t e r 1

INTRODUCTION

1.1 Motivation
There is a fundamental relationship between the shape of a structure and its function.
Reconfigurable structures are a class of structure capable of transforming their shape
to achieve multiple functions. The ability to change shape is a powerful concept
that enables structures to adapt to different operating conditions or manipulate their
properties on demand.

An incredibly broad range of applications is enabled by reconfigurable structures
spanning many engineering disciplines. In aerospace engineering, the geometry of
airplane components, such as wings and engine inlets, drives their functionality.
Thus, reconfigurable components allow aerodynamic properties to be tailored to
different flight conditions [1–3]. An example of a variable camber wing concept is
shown in Figure 1.1a. In architecture, active facades can reconfigure for efficient
thermal management in buildings [4], shown in Fig. 1.1b. Robots can benefit from
shape changes to fit into small spaces [5], shown in Figure 1.1c, and reconfigurable
wheels can adapt to the terrain [6]. Reconfigurable structures in electronics enable
optical sensors with adaptive focusing [7, 8] and antennas that can manipulate their
radiation pattern through shape change [9]. While this list is far from exhaustive,
it highlights the role of reconfigurable structures as an enabling technology across
many fields.

1.2 Concepts in reconfigurable structures
Echoing the wide range of applications, there are many approaches for achieving
reconfigurable structures. However, there are common requirements that must be
addressed by all reconfigurable structures. Generally, a reconfigurable structure
must satisfy the following:

1. Geometry: the structure can achieve a set of desired target configurations.

2. Stiffness: the structure can hold its target configurations under loading.

3. Reconfigurability: the structure can be actuated between the target configura-
tions.
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(a) (b)

(c)

Figure 1.1: Examples of reconfigurable structures enabling multi-functionality
through geometric changes. (a) Variable camber wing concept [10]. (b) Adap-
tive facade of the Al Bahar towers in Abu Dhabi (photos courtesy of Terri Boake).
(c) NASA JPL’s Puffer robot [5].

The first requirement is that the geometry of the structure can achieve a desired
set of target configurations, which are driven by the application at hand. Concepts
for achieving reconfiguration fall on a spectrum from smooth deformations of con-
tinuous structures to localized deformations of discrete structures. In continuous
structures, target geometries are achieve through smooth deformations, for example
in morphing shell structures [11] and soft robotic actuators [12]. On the other end of
the spectrum, discrete structures exploit localized deformations at joints or hinges
to achieve geometric changes. Variable geometry trusses, for example, can change
shape through deformation localized at pin-joints [13, 14]. Another prominent con-
cept for discrete reconfigurable structures is origami, where a network of flat plates
connected by hinges exhibits localized deformation at the hinges [15]. Finally, there
is a spectrum between continuous and discrete, where there are both localized and
smooth deformations. This occurs, for example, in origami-inspired structures with
smooth folds [16, 17] or truss structures with deformable beams [18].
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The second requirement is stiffness in each target configuration, which allows each
configuration to maintain its shape under loads. In any application, load-bearing
capacity is relevant, though the level of stiffness required highly depends on the
application. A morphing wing must withstand aerodynamic loads, so its target
configurations must be sufficiently stiff. On the other hand, a soft robot may be
less concerned with load-bearing capacity. Regardless, the target configurations
must be maintained under some external loading, and stiffness is a crucial aspect of
reconfigurable structures.

The third requirement for reconfigurable structures is the ability to reconfigure be-
tween target configurations. An actuation scheme must be capable of changing
the geometry between the target configurations. Actuation concepts range from
discretely placed actuators to continuously distributed actuation. Discrete actuators
apply forces or displacements at a set of points throughout the structure, and can
be used alongside continuous [11] or discrete [13, 14] structural geometries. Alter-
natively, distributed actuation can be achieved through active materials that induce
deformations throughout a structure, which is the case in the morphing wing of
Figure 1.1a.

These three requirements unite the many concepts in reconfigurable structures and
also highlight why the design of reconfigurable structures is a difficult task. The
challenge of reconfigurable structures stems from the contradiction between re-
quirements. The ability to deform between different target configurations requires
geometric freedom, which is synonymous with flexibility, contradicting the require-
ment of stiff target configurations.

This thesis is motivated by the challenge of developing reconfigurable structures
that are load-bearing, easily reconfigured, and have substantial geometric freedom.
We address these challenges in the context of a particular reconfigurable structures
problem: a reconfigurable surface.

1.3 Reconfigurable surfaces
A particularly interesting and challenging reconfigurable structures problem is to
create a morphing surface that can change its Gaussian curvature. Changes in
Gaussian curvature require metric-changing geometric transformations, meaning
that lengths along the surface change.

Reconfigurable surfaces enable a range of applications, from adaptive optical sensors
[7, 8] to architecture [15]. One appealing application is morphing phased array
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antennas, which provides inspiration for the research in this thesis. Phased arrays are
arrays of antennas that collectively produce a desired radiation pattern. Traditional
phased arrays have fixed geometry. However, the ability to change the shape of a
phased array surface offers a means of adapting its electromagnetic properties. For
example, properties such as field of view and gain can be manipulated by changing
curvature. This enables antennas with multiple operating shapes, each with different
properties [19].

Motivated by the high potential for application, the geometry and mechanics of
reconfigurable surfaces is an emerging research area that has recently gained pop-
ularity, largely in response to recent advances in manufacturing technology. Many
concepts for achieving curvature change have been explored, ranging from contin-
uous to discrete approaches.

One approach for curvature change is to deform a continuous surface. However,
changing the Gaussian curvature of a continuous surface requires stretching and
therefore a soft material capable of stretching. Programmable stretching to achieve
curvature change has been explored [20] and has proven useful for applications
such as optical sensors [21]. Figure 1.2a shows an elastomer membrane supporting
optical sensors that can stretch from a flat to hemispherical surfacewhen pressurized.

Alternatively, discrete grids of deformable elements offer a path to reconfigurable
surfaces that avoid pure stretching. Examples include grids of elastomer strips
[22] (shown in Figure 1.2b) or beams [23–25], as well as architected sheets with
non-periodic cut patterns [26–28]. Multi-stability offers a promising approach for
achieving stiffness inmultiple target configurations and simplified actuation between
configurations. Examples of bi-stable reconfigurable surfaces can be found in [29]
(Figure 1.2c) along with [27, 30]. However, the load-bearing capacity of multi-
stable surfaces is often overlooked and may not be scalable to support large loads in
engineering applications.

Finally, origami and its variants such as kirigami, which allows holes, offer a path to
reconfigurable surfaces through folding. Inspired by the ancient art of origami, flat
sheets can be folded into extraordinarily complex 3D shapes. Curvature-changing
transformations are possible by origami-inspired folding concepts, which provides
an approach for reconfigurable surfaces [32]. Figure 1.2d show an example of a
fold pattern, which is a generalization of Resch’s origami pattern [31], capable of
folding from flat sheet into a spherical surface.
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(a) (b)

(c) (d)

Figure 1.2: Concepts for reconfigurable surfaces. (a) X-ray tomography image of
an elastomeric morphing surface that changes curvature through stretching [21]. (b)
Robotic surface composed of stretchable liquid crystal elastomer strips [22]. (c)
Multi-stable reconfigurable surface based on bi-stable units [29]. (d) Generalization
of Resch’s origami pattern [31].

Among the many concepts that have been explored to achieve curvature change,
there is no single approach that is the most effective towards applications. In the
emerging research area of reconfigurable surfaces, several concepts have shown
potential to enable curvature change, motivating research to carry these concepts
towards engineering applications where load-bearing capacity is essential. Towards
maturing the collective knowledge of reconfigurable structures, metrics must be
developed to assess the load-bearing capacity, which would represent a step towards
designing reconfigurable surfaces for engineering applications. This thesis focuses
on origami-inspired folding concepts as a means for curvature change and develops
optimal design methodology and metrics for load-bearing capacity that advance the
state of folding structures.

1.4 Curvature change through folding
Folding has emerged as a powerful concept for achieving curvature change. The
geometry of curvature change through folding has been a prominent topic of research
as origami has evolved into an engineering tool [32]. While folding itself is an
isometric transformation (no stretching occurs) that cannot change the intrinsic
curvature of a sheet, apparent curvature can be created where a subset of faces or
vertices of a fold pattern approximate a curved surface. However, the application of
folding surfaces as engineering structures is a major challenge that requires further
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research into the mechanics of folding structures, particularly towards developing
understanding and design methodology for achieving load-bearing capacity.

Rigid-folding origami and kirigami patterns, which are comprised of rigid faces
connected by hinges, can be classified as having a single kinematic degree of
freedom (DOF) or having multiple degrees of freedom. Single-DOF fold patterns,
such as the Miura-ori [33], fold along a one-dimensional kinematic path (though
there may be multiple branches of one-dimensional kinematic paths [34]). Single-
DOF folding structures are appealing because they are easy to reconfigure, which is
useful in practical applications [6, 35]. Multiple approaches have been developed for
designing single-DOF fold patterns that can fold from flat sheets into a curved target
surface [36–38]. However, single-DOF fold patterns are limited to configurations
along a one-dimensional kinematic path. Thus, a flat sheet can be folded into a
single curved surface, but achieving multiple surfaces with varying curvature is a
challenge for single-DOF patterns.

Alternatively, multi-DOF fold patterns can take on a range of configurations within
a multi-dimensional configuration space. Multi-DOF fold patterns capable of cur-
vature change were explored in the early work of Resch [39, 40]. Subsequently,
design tools have been developed to synthesize multi-DOF fold patterns capable
of achieving arbitrary curved surfaces [31, 41, 42]. Multi-DOF patterns have the
ability to achieve a range different curved surfaces with varying curvature [32],
though previous research has not addressed the inverse problem of designing a sin-
gle fold pattern to fold into multiple curved target surfaces. Achieving multiple
target surfaces with the same fold pattern is highly appealing for applications that
could exploit several different operating configurations.

Multi-DOF patterns are extremely appealing from the geometric perspective due
to their potential to transform between a set of shapes with varying curvature.
However, due to their high flexibility, a profound challenge is presented to apply
multi-DOF fold patterns as engineering structures that can support loads and be
easily reconfigured, which provides motivation for the research presented in this
thesis.

1.5 Research goals and layout of thesis
This thesis develops a framework for designing reconfigurable folding structures
with many kinematic degrees of freedom. Towards this overall goal, there are two
research objectives. The first is to create a single fold pattern capable of achieving
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multiple target surfaces with varying curvature, which is approached by exploiting
the geometric freedom of multi-DOF fold patterns. The second objective is to
achieve load-bearing capacity in multi-DOF structures, which is approached by
embedding springs and unilateral constraints. Towards these objectives, this thesis
presents two contributions that together provide a path to realizing multi-DOF fold
patterns as engineering structures:

1. Geometry synthesis of kirigami surfaces
An optimal design framework is presented to synthesize kirigami patterns that
can take on multiple surfaces with varying Gaussian curvature.

2. Multi-configuration rigidity
The concept of multi-configuration rigidity is developed, where a structure
is held rigidly in multiple configurations due to prestress between embedded
springs and unilateral constraints.

The first contribution of kirigami pattern synthesis is significant because origami and
kirigami patterns are typically synthesized to fold from a flat sheet to a single three-
dimensional target shape. In this work, a novel optimization-based framework to
design kirigami patterns capable of achieving multiple target surfaces is presented.
The resulting kirigami patterns exhibit the ability to transform between a set of
surfaces with varying Gaussian curvature, but in turn they have many kinematic
degrees of freedom. This introduces the challenge of how to reconfigure between
target configurations and support loads in each target surface configuration.

To address the challenges associated with high kinematic freedom, the concept
of multi-configuration rigidity is introduced, where the prestress between embed-
ded springs and unilateral constraints rigidly holds a set of target configurations.
Such configurations are initially rigid, capable of supporting finite loads without
displacement. Upon the application of a load above some critical magnitude, the
prestress is overcome and the structure can move. Multi-configuration rigidity offers
a solution for introducing load-bearing capacity to structures with many kinematic
degrees of freedom. Additionally, it offers a path to simplified actuation since each
rigid configuration corresponds to a local energy minimum on the kinematic bound-
ary introduced by the unilateral constraints, though the focus of this thesis is on
load-bearing aspects and actuation is not studied.
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The thesis is organized as follows:

Chapter 2 introduces geometry synthesis and multi-configuration rigidity through
a set of introductory examples. The purpose of this chapter is to build intuition
and understanding through examples. A prototype of a morphing kirigami antenna
surface provides a proof-of-concept formulti-configuration rigidity, whichmotivates
and provides direction for the research presented in the remainder of the thesis.

Chapter 3 formulates a geometry synthesis framework for kirigami surfaces that can
take onmultiple configurations. It is exemplified by generating a fold pattern capable
of reconfiguring between six target surfaces with varying Gaussian curvature, which
is realized in a physical prototype. The challenge posed by these patterns are their
high number of kinematic degrees of freedom, which motivates the study of multi-
configuration rigidity in subsequent chapters.

Chapter 4 proceeds to develop theoretical formulations for rigidity due to unilateral
constraints and embedded springs. A lower bound on the load-bearing capacity
of a rigid configuration is derived, which provides a quantitative metric to assess
load-bearing capacity. This lower bound enables a systematic design process to
achieve multi-configuration rigidity where load-bearing capacity is maximized in
each configuration. This chapter is presented in the context of statically determinate
unilateral constraints.

Chapter 5 further develops the theory and design methodology by extending the
results of Chapter 4 to the statically indeterminate case. This allows for the design
of multi-configuration rigidity in large structures with many unilateral constraints.
This chapter culminates with an example of designing a reconfigurable surface with
18 degrees of freedom, whose geometry is generated in Chapter 3, to have two rigid
configurations with maximal load-bearing capacity.

Chapter 6 presents an experimental study of a linkage that has multiple rigid con-
figurations. Experiments are performed to measure the load-bearing capacity of
rigid configurations, which validates analytical predictions for critical forces. Ad-
ditionally, parameter uncertainty is shown to play a significant role in influencing
load-bearing capacity, prompting a Monte Carlo analysis to quantify the effects of
parameter uncertainty.

Finally, Chapter 7 concludes the thesis. The key contributions of this work are
summarized and paths to future research are discussed.
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C h a p t e r 2

INTRODUCTORY EXAMPLES

Research presented in this chapter has been adapted from the following publication:

C. Dorn, Y. Li, S. Pellegrino, “Structures with multiple rigid configurations due to
prestress and unilateral contacts,” ASME IDETC, 2021.

2.1 Introduction
This chapter provides an example-focused introduction to the two core topics of this
thesis: geometry synthesis of kirigami surfaces and multi-configuration rigidity.
First, an intuitive overviewof the concept ofmulti-configuration rigidity is presented,
followed by an example of a single degree of freedom (DOF) linkage. Then,
we present the design of a reconfigurable kirigami surface that has 24 kinematic
degrees of freedom to have two rigid configurations, allowing it to support loads
in each rigid configuration and to be easily reconfigured. The geometry synthesis
and multi-configuration rigidity design of the 24-DOF surface follows a simplified,
intuition-based process as a proof-of-concept that shapes the remainder of the thesis.

Multi-configuration rigidity is defined as when a structure with one or more internal
mechanisms is made rigid in multiple configurations due to the prestress between
embedded springs and unilateral constraints. In each rigid configuration, finite
loads can be supported without causing displacement, but loads above some critical
magnitude will overcome this prestress to move the structure.

Multi-configuration rigidity is particularly appealing for origami-inspired structures
with many internal mechanisms, defined as the degrees of freedom of the structure.
Practical application of origami is often limited to patterns with single or low-DOF,
such as the Miura-ori [33] and other quadrilateral mesh patterns [36] since they can
be reconfigured easily. However, the geometry of low-DOF structures is inherently
limited by their low dimensional configuration space. In contrast, many-DOF
patterns such as Resch’s pattern [40], as well as the kirigami patterns synthesized in
Chapter 3, havemany kinematic degrees of freedom, allowing remarkable geometric
changes to be achieved.

Many-DOF structures are alluring for engineering applications due to their geo-
metric versatility, but actuation can be prohibitively complex [43]. The “brute
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force” actuation strategy of simultaneously controlling a number of actuators equal
to the DOFs of the structure is impractical to physically implement for many-DOF
patterns. Active materials show promise for actuating many-DOF patterns, which
might utilize thermal or electrical stimuli to locally activate folding [44–47], but are
suited for smaller scale applications without significant load-bearing capabilities.
Another approach for reconfiguring many-DOF structures is through multi-stability,
as proposed in [48]. Springs are embedded throughout a structural mechanism, and
the spring parameters are designed such that each target configuration corresponds
to a stable equilibrium configuration. The actuation of a multi-stable structure
is straightforward since transferring between stable configurations can easily be
achieved. However, it may be difficult to achieve high stiffness in all stable config-
urations of a multi-stable structure.

Multi-configuration rigidity is different from multi-stability. Whereas multi-stable
structures have analytical (smooth) energy minima at each stable configuration, in
multi-configuration rigidity the kinematic boundary introduced by the unilateral
constraints introduces a sharp local energy minimum for each rigid configuration.
Multi-configuration rigidity offers key advantages compared to multi-stability, such
as the ability to resist finite perturbation loads without significant deflection (theo-
retically, zero deflection).

The idea of utilizing unilateral constraints to aid in structural reconfiguration has
been previously considered to control shape changes in many-DOF metamaterials
[49]. Contact has been used to simplify reconfiguration of a linkage [50], and also
rigidity of structures due to contact is found in bio-inspired structures such as scales
[51]. Furthermore, insightful parallels can be drawn to concepts in the robotic
grasping literature [52, 53], which aims to immobilize objects using unilateral
contact.

To introduce multi-configuration rigidity through examples, in this chapter we study
a single-DOF linkage and a 24-DOF kirigami surface. The single-DOF linkage
example is presented to build intuition for the concept of multi-configuration rigid-
ity and to draw distinctions from multi-stability. Then, a 24-DOF kirigami sur-
face is considered by first presenting the geometry synthesis of the fold pattern.
Then, through an intuitive design process, springs and unilateral contact are placed
throughout the pattern to achieve two rigid configurations. A prototype of the
pattern is constructed, which is outfitted with antenna tiles to create a morphing
phased array antenna to demonstrate a practical application. This complex example
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provides a proof of concept, showcasing that multi-configuration rigidity is a pow-
erful tool for designing many-DOF structures that are both load-bearing and easy to
reconfigure. This provides motivation for subsequent chapters that present a general
geometry synthesis framework for kirigami surfaces and develop a rigorous theory
for multi-configuration rigidity.

2.2 Interpretations of multi-configuration rigidity
Two interpretations ofmulti-configuration rigidity are provided by a robotic grasping
analogy and by considering a ball moving on a hill, in two dimensions. These
interpretations are generalized to higher dimension in Section 2.4 in the context of
a 24-DOF structure.

The first interpretation considers a robotic grasping problem, which is useful in
understanding how a single configuration is immobilized by contact. Figure 2.1a
shows an object grasped by three frictionless unilateral constraints. Since the force �
is present and pushes into the constraints, contact with the constraints is maintained
and the object is immobilized. This is referred to as force closure in the grasping
literature [52]. Force closure occurs when an external force acts to maintain contact
with unilateral constraints to immobilize an object (note that the precise definition
of force closure varies in the literature [53, 54]). When subjected to a perturbing
force, the object will not move unless the perturbing force has an upward vertical
component larger than �, and is thus rigid up to some finite perturbation. This
grasping analogy offers a useful interpretation of structural rigidity from unilateral
constraints, where � is analogous to the force in the springs, which pushes against
the unilateral constraints to block any possible motion.

A second interpretation is the classical “ball on a hill” analogy, shown in Figure
2.1b, where the walls represent the unilateral constraints. Points A and C are local
minima with respect to kinematically admissible positions that respect the unilateral
constraints, corresponding to the hill sloping into the wall. If a perturbation force
is applied to the ball, it will not move unless the weight of the ball is overcome by
the force. Thus, points A and C identify two rigid configurations. In contrast, point
B is a smooth local energy minimum, which corresponds to a stable equilibrium
configuration.

2.3 Single-DOF example
This section presents a simple single-DOF linkage that is designed to achieve rigidity
in two target configurations. Consider the four-bar linkage shown in Figure 2.2 with
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Figure 2.1: Interpretations of rigidity due to unilateral constraints. (a) Object
grasping analogy. The square is in force closure, immobilized due to contact with
unilateral constraints, which is maintained due to the force �. (b) Ball on a hill
analogy. Points A and C are held rigidly due to contact with the wall, while Point B
is a stable equilibrium position.

bar lengths �� = 0.8, �� = 1.16, �� = 1.3, and �� = 0.95. This linkage itself
represents the skeleton structure, which is kinematically indeterminate with one
degree of freedom. The kinematics can be described in terms of a single variable,
which will be taken as \�. An analytical relation between \� and \�, from [55], is
given by

\� = c − arctan
(
�2
�1

)
± arccos

©­­«
−�3√
�2

1 + �
2
2

ª®®¬ , (2.1)

where

�1 = 2�� · �� cos \� − 2�� · �� (2.2)

�2 = 2�� · �� sin \� (2.3)

�3 = ��
2 + ��2 + ��2 − ��2 − 2�� · �� cos \�. (2.4)

The kinematic path in the space of \� and \� is plotted in Figures 2.3a and 2.4a.
The two configurations shown in Figure 2.2 are taken as target configurations. The
first target configuration has angles \� = −191◦ and \� = 90◦ while the second has
\� = 83◦ and \� = 90◦. Note that positive values of \� and \� are shown in Figure
2.2b. Linear torsion springs of stiffness ^ are introduced on joints � and �. The
moments <� and <� in the two springs are given by

<� = −^(\� − \0
�)

<� = −^(\� − \0
�),

(2.5)
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where \0
�
and \0

�
are the rest angles of the two springs. The energy stored in the

springs is

� =
1
2
^

(
\� − \0

�

)2
+ 1

2
^

(
\� − \0

�

)2
. (2.6)

The rest angles of the springs constitute the two design variables in the problem,
which can be designed to make the structure have two rigid (Section 2.3.1) or stable
(Section 2.3.2) configurations. Since both springs have the same stiffness, the value
of the stiffness does not affect the shape of the energy landscape and only acts as a
scaling factor.

(a) A

B

C

D
(b)

Figure 2.2: Four bar linkage geometry with torsion springs on � and � shown in red.
(a) Target configuration 1 with \� = −191◦ and \� = 90◦. (b) Target configuration
2 with \� = 83◦ and \� = 90◦.

2.3.1 Multi-configuration rigidity
To achievemulti-configuration rigidity, we introduce a unilateral constraint to restrict
the angle \� such that

90◦ − \� ≤ 0. (2.7)

This constraint is active (\� = 90◦) in both target configurations. That is, both
configurations lie on the boundary of the kinematically admissible configurations.
Associated with this unilateral constraint is a reaction moment `. The problem
at hand is to design the rest angles of the torsion springs such that both target
configurations are rigid due to contact with the 90◦ stop. Conditions for rigidity in
each configuration can be derived through an equilibrium analysis.
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The equilibrium conditions in the presence of constraints can be obtained using
the principle of virtual work. The work of the springs through virtual angular
displacements X\� and X\� is <�X\� + <�X\� . The work associated with the
unilateral constraint is `X\� , where ` is the reaction moment of the unilateral
constraint. A compatible angular displacement must obey X\� =

3\�
3\�

X\�, where
3\�
3\�

is computed by differentiating Eq. (2.1). The principle of virtual work requires
the work of the springs to equal the work of the unilateral constraint, leading to(

<� + <�

3\�

3\�

)
X\� + `

3\�

3\�
X\� = 0. (2.8)

This must hold generally for any nonzero X\�, which leads to the equilibrium
equation

<� + <�

3\�

3\�
+ `3\�

3\�
= 0. (2.9)

Additionally, the following conditions associated with the unilateral constraint must
be satisfied:

` ≥ 0 (2.10)

`(\� − 90◦) = 0. (2.11)

Collectively, Eqs. (2.9)-(2.11) are known as the Karush-Kuhn-Tucker conditions
[56]. Equation (2.9) represents a moment balance and (2.10) enforces the condition
that the contact moment in the unilateral constraint must be non-negative. Finally,
Eq. (2.11) requires that ` can only be nonzero if there is contact with the constraint,
known as complementary slackness.

Examining Eq. (2.11), if ` > 0, then \� must remain equal to 90◦ and the structure
is rigid. To achieve multi-configuration rigidity, we seek values of \0

�
and \0

�
that

correspond to a positive ` in both target configurations. Solving for ` in Eq. (2.9)
and requiring its positivity yields

` = −
(
<� + <�

3\�

3\�

) (
3\�

3\�

)−1
(2.12)

=^

(
\� − \0

� +
(
\� − \0

�

) 3\�
3\�

) (
3\�

3\�

)−1
> 0. (2.13)

Enforcing ` > 0 in both target configurations leads to a system of two linear
inequalities restricting \0

�
and \0

�
. The solution to this system is the blue shaded
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region in Figure 2.3a. Designing the rest angles in this region leads to rigidity in
both target configurations.

The energy profile along the kinematic path corresponding to \0
�
= 0 and \0

�
=

−180◦, a design in the blue shaded region of Fig. 2.3a, is plotted in Figure 2.3b.
Each target configuration is a sharp energy minimum, lying on the boundary of the
kinematically admissible domain.

An alternative approach to the rigidity of this linkage is obtained by consider-
ing a perturbing moment acting on the structure. A rigid configuration can resist
perturbing moments without any displacement, up to some finite value of the pertur-
bation when contact is lost. Consider, for example, a counterclockwise perturbation
moment "̃� applied at point � in target configuration 1. The moment balance
accounting for the perturbing moment becomes

<� + <�

3\�

3\�
+ ˜̀

3\�

3\�
+ "̃� = 0, (2.14)

where ˜̀ is the reaction moment after the perturbing moment is applied. Solving for
˜̀ gives

˜̀ = −
(
<� + <�

3\�

3\�
+ "̃�

) (
3\�

3\�

)−1
= ` − "̃�

(
3\�

3\�

)−1
. (2.15)

Here, ` is the reaction force in the absence of the perturbation from Eq. (2.12).

Assuming that the rest angles fall within the blue region of Figure 2.3a, ` is positive.
Therefore, since 3\�

3\�
is positive in configuration 1, as long as "̃� < `

3\�
3\�

, the
reaction ˜̀ is positive and \� must remain at 90◦. In other words, the structure can
rigidly resist perturbation moments up to a finite magnitude.

2.3.2 Distinction from multi-stability
It is important to distinguish betweenmulti-configuration rigidity andmulti-stability.
The two concepts are similar in the sense that they both correspond to the presence
of multiple local energy minima. However, multi-stability corresponds to smooth
energy minima away from kinematic boundaries while multi-configuration rigidity
corresponds to boundary energyminima. Due to this difference, multi-configuration
rigidity has key advantages when compared to multi-stability, which can be exem-
plified by studying the 4-bar linkage.

We aim to compute the rest angles that lead to bi-stability in target configurations
1 and 2. At each target configuration, with respect to \�, the first derivative of
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Figure 2.3: Four bar linkage solution for rigidity at both target configurations. (a)
Plot of the kinematic path and rest angles that lead to multi-configuration rigidity, in
\�\�-space. (b) Energy profile along the kinematic path corresponding to \0

�
= 0

and \0
�
= −180◦, which is a design in the blue region of (a). The dark shaded

regions violate \� ≥ 90◦.

the energy must be zero (equilibrium) and the second derivative must be positive
(stability):

3�

3\�
= ^

(
\� − \0

�

)
+ ^

(
\� − \0

�

) 3\�
3\�

= 0 (2.16)

32�

3\2
�

= ^

(
1 + 3\�

3\�

2)
+ ^

(
\� − \0

�

) 32\�

3\2
�

> 0. (2.17)

Enforcing Eqs. (2.16) and (2.17) at both target configurations, there is a unique
solution for the torsion spring rest angles of \0

�
= 45.9◦ and \0

�
= 32.2◦. Figure 2.4a

shows the rest angle solution that leads to bi-stability. The energy along the kinematic
path is shown in Figure 2.4b, where it is clear that both target configurations are
smooth energy minima, in contrast to the boundary minima in the previous section.

By comparing the rigid and stable examples, two advantages of multi-configuration
rigidity are observed. First, a large set of allowable rest angles leads to rigidity
compared to a unique solution in the bi-stability case. This is because bi-stability
requires an equation (Eq. (2.16)) and an inequality (Eq. (2.17)) to be satisfied
at each target configuration. However, the rigidity conditions are less strict, only
requiring a single inequality (Eq. (2.13)) to hold in each configuration. In practice,
it is useful to have a set of allowable designs to give a margin for error when building
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Figure 2.4: Four bar linkage solution for bi-stability. (a) Plot of the kinematic path
and rest angles that lead to bi-stability, in \�\�-space. (b) Energy profile along the
kinematic path for the bi-stable design \0

�
= 45.9◦ and \0

�
= 32.2◦.

physical structures, since precise values of stiffness and rest angles cannot be exactly
achieved. The second advantage of multi-configuration rigidity is the ability to resist
loads (below some critical value when contact is lost) without any displacement.
Thus, there is an infinite initial stiffness with respect to perturbation forces, under
the assumptions that the linkage consists of rigid bars and there is rigid contact with
the unilateral constraint. In contrast, for multi-stability, the structure will deform
elastically in response to any perturbation and the energy minima may have low
stiffness.

2.4 A 24-DOF surface with two rigid configurations
To demonstrate multi-configuration rigidity in a complex structure, an example
is presented of a 24-DOF kirigami pattern that can morph between a spherical
configuration and a flat configuration. A set of angle stops are added throughout the
structure to restrict the fold angles. Torsion springs are embedded along every fold
of the structure, and the stiffness and rest angles of these springs are designed such
that both the flat and spherical configurations satisfy the conditions for rigidity. The
usefulness of multi-configuration rigidity for practical engineering applications is
demonstrated by constructing a prototype of the morphing surface that is outfitted
with antennas to create a functional morphing phased array antenna.



18

2.4.1 Geometry synthesis
Figure 2.5 shows the geometry of the morphing surface. The geometry consists of a
set of square tiles, shown in green, that are connected by trapezoidal folds, shown in
gray. The pattern can morph between flat and spherical surfaces, where the tiles lie
on a sphere in the spherical configuration and are co-planar in the flat configuration.
The pattern itself is non-developable, so it cannot be entirely flattened such that all
faces (both green and gray) become co-planar.

Synthesis of this fold pattern follows a two-step process. First, the tiles are arranged
on the surface of a sphere, shown in Figure 2.5a. The tile arrangement problem is
formulated as a constrained optimization problem and is presented in detail in [30].
In this study, a sphere with a radius of 2.9 times the tile edge length is considered.
The second step in the geometry synthesis process connects the adjacent tiles with
valley folds, shown in gray in Figure 2.5b. The gray faces are added perpendicular
to the tiles so all mountain folds are at 90◦ in the spherical configuration. Finally,
upon closing the valley folds a flat configuration is achieved where the tiles come
together to make a planar square grid, shown in Figure 2.5c.

Tile

(a)

Mountain fold Valley fold

(b)

(c)

Figure 2.5: Geometry of the morphing surface kirigami pattern. (a) Arrangement
of tiles on a sphere. (b) Valley folds are inserted perpendicular to the tiles to connect
adjacent tiles, resulting in the spherical configuration. (c) Upon closing the valley
folds, the flat configuration is achieved.

The fold angles are defined such that an angle is zero when the plates on either
side of the fold are coplanar; at ±180◦, there is contact. In the flat configuration,
the mountain folds are at 90◦ and the valley folds are at 180◦. In the spherical
configuration, the mountain folds are at 90◦, while the valley folds take on a range
of angles between 150◦ and 160◦.
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2.4.2 Kinematics
The geometry of the structure is defined by vertex coordinates x ∈ R3= where = is
the number of vertices in the pattern. Denote )" ∈ R=" and )+ ∈ R=+ as vectors
containing the angles of the =" mountain folds and =+ valley folds, respectively.

The kinematics of the structure can be captured by a pin-jointed bar model, which
is outlined in Appendix A. In this kinematic model, a set of =1 bilateral constraints
are used to capture the rigid-folding kinematics. The bilateral constraint gradients,
or the compatibility matrix, is given by I1 ∈ R=1×3=. An admissible displacement
from configuration xC , given by d< = x − xC ∈ R3=, takes the form d< = ]<".
The matrix ]< has dimension 3= × <, where the columns are basis vectors for
the <-dimensional null space of I1. The vector " ∈ R< contains amplitudes of
the mechanisms. The number of mechanisms of this pattern (excluding rigid body
motion), also known as the number of degrees of freedom, is < = 24.

In addition to the bilateral constraints, a set of unilateral constraints are embedded
throughout the fold pattern in the form of restrictions on the fold angles, which are
introduced to achieve multi-configuration rigidity. Observing that both the flat and
spherical configurations have 90◦ mountain fold angles, we choose to restrict the
mountain fold angles to be greater than 90◦. The unilateral constraints take the form

90◦ − \" 9 (x) ≤ 0, 9 = 1, ..., =" . (2.18)

The gradients of the unilateral constraint functions are defined as ID ∈ R="×3=,
where

ID = −m)"
mx

. (2.19)

Full expressions for the gradients of hinge angles with respect to vertex coordinates
can be found in Appendix A.

2.4.3 Equilibrium
Linear torsion springs are introduced on each fold of the structure, which will be
designed to achieve rigidity in the spherical and flat configurations. To simplify the
problem, it is assumed that all springs on the mountain folds are identical and all
springs on the valley folds are identical. Hence, the springs moments take the form

<8 =


−^" (\"8 − \0

"8
) 8 = 1, ..., ="

−^+ (\+8 − \0
+8
) 8 = =" + 1, ..., =" + =+ ,

(2.20)
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where ^" and \0
"
are the stiffness and rest angle of the mountain folds, and ^+ and

\0
+
are the stiffness and rest angle of the valley folds. Since scaling of the stiffness

does not affect the shape of the energy landscape, only three design variables must
be considered: ^+/^" , \0

"
, and \0

+
.

Now that a set of springs has been introduced, the equilibrium conditions can be
derived using the principle of virtual work. Specifically, we derive equilibrium
conditions in each target configuration by considering the virtual work through a
first-order compatible displacement d< = ]<".

The work of the springs through the virtual displacement is m)%) where %) is
a vector of corresponding angular displacements. To be compatible with d<, the
angular displacements must satisfy %) = IBd<. Here, the compatibility matrix
of the springs is defined as IB = m)

mx , with dimension (=" + =+ ) × 3=. The work
associated with the unilateral constraints is -)%)" . The vector - ∈ R=" contains
generalized reaction forces in the unilateral constraints, which for angle constraints
correspond to reaction moments and for rigid bar constraints correspond to bar
forces. A compatible angular displacement of the mountain folds %)" satisfies
%)" = ID]<". Equating the work of the springs and the unilateral constraints, we
obtain

-)ID]<" = m)IB]<". (2.21)

This must hold generally for nonzero ". Thus, the conditions for equilibrium take
the form

-)ID]< = m)IB]< (2.22)

`8 ≥ 0, 8 = 1, ..., =" (2.23)

`8 (\"8 − 90◦) = 0, 8 = 1, ..., =" . (2.24)

Equation (2.22) represents a generalized force balance, while Eq. (2.23) requires
the unilateral constraint reactions to be non-negative. Equation (2.24) is the com-
plementary slackness condition, which states that a unilateral reaction can only be
nonzero if there is contact with the constraint.

Given a set of spring parameters, which determine the spring moments m, the
constraint reaction forces can be computed. Equation (2.22) is a linear system with
respect to -, which can be written as

])
<I

D) - = ])
<I

B)m. (2.25)
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Here, the matrix ])
<I

D) has dimension < × =0, where < = 24 mechanisms and
=" = 80 unilateral constraints, so the system is underdetermined and the reaction
forces are not unique. However, if a solution exists where all components of - are
positive, then the configuration is rigid. Rigorous formulation and proof of this
rigidity condition is presented in Chapter 5.

2.4.4 Designing for multi-configuration rigidity
A design problem is posed to select spring parameters ^+/^" , \0

"
, and \0

+
such

that both the flat and spherical configurations are both rigid. Rigidity occurs when
positive unilateral reactions - satisfy equilibrium, since there are 80 unilateral
constraints (stops on the 80 mountain folds), which are enough to block motion
along the 24 mechanisms. The design space is limited to only three variables,
allowing for a direct search of the design space to evaluate which designs lead to
rigidity.

A search was performed in the region −360◦ ≤ \0
"
≤ 360◦, −360◦ ≤ \0

+
≤ 360◦,

0.1 ≤ ^+/^" ≤ 10. At any given point in this region, the solution to Eq. (2.25) can
be evaluated in both configurations to check for positive unilateral reactions. By
evaluating many designs, the design space can be partitioned into regions where the
rigidity condition is satisfied for each configuration.

Figure 2.6 shows the regions of the design space where rigidity is achieved in
the spherical and flat configurations. The axes of these plots correspond to the rest
angles of the mountain and valley folds. In the black regions, equilibrium is violated
for all values of the valley to mountain stiffness ratio, ^+/^" . In the white regions,
the rigidity conditions are satisfied for some or all values of ^+/^" .

The design chosen for building the prototype in the next section has \0
+
= 180◦ and

\0
"
= 0◦, and corresponds to the red dot in Figure 2.6. For these rest angles, as long

as ^+/^" < 1.33, the structure satisfies the rigidity conditions in both the spherical
and flat configurations. These rest angles are desirable since they not only satisfy
the rigidity conditions, but they are straightforward to fabricate.

2.4.5 Prototype
A prototype of the 24-DOF kirigami surface was constructed to demonstrate multi-
configuration rigidity in a physical structure. Following the spring design analysis,
both the flat and spherical configurations are rigid if \0

+
= 180◦, \0

"
= 0, ^+/^" <

1.33, and stops restrict all mountain folds to )" ≥ 90◦.
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Figure 2.6: Design space of the 24-DOF morphing surface. (a) Spherical config-
uration. Region I satisfies rigidity for any stiffness ratio, while region IV violates
equilibrium for all stiffness ratios. In region II, rigidity is maintained above some
value of ^+/^" and in region III, rigidity is maintained below some value of ^+/^" .
(b) Flat configuration. The partition holds for all ^+/^" . The red dot marks the
design used for the prototype, (\0

+
, \0
"
) = (180◦, 0◦).

To fabricate compliant folds with these properties, lamina emergent torsion (LET)
joints [57] were used. LET joints connect two plates with a series of slender cutout
beams. The beams twist as the plates rotate with respect to each other, which
imparts stiffness to the fold. Specific stiffness values can be obtained by tailoring
the dimensions of the beams and several values of the rest angles can be achieved
by cutting the plates as separate components and attaching them at an angle.

To achieve a compliant valley fold with a rest angle of 180◦, a LET joint was created
using two separate plates, as shown in Figure 2.7a. The plates were connected with
screws to form a compliant fold with a fully closed rest angle, as shown in Figure
2.7b. To achieve a compliant mountain fold with a rest angle of 0◦, the LET joint
was cut from a single flat sheet. Figure 2.8a shows a component consisting of a
square tile attached to four plates with a zero rest angle LET joint. A clip was added
to the mountain folds to restrict the angle to greater than 90◦. The clip was cut from
a 0.51 mm thick stainless steel sheet and bent to an angle that, when attached to the
mountain fold, restricted its angle to greater than 90◦. A photo of one mountain fold
with the clip applied is shown in Figure 2.8b. Both the mountain and valley folds
were cut from 0.635 mm thick spring steel by waterjet.

There is no specifically required valley-to-mountain fold stiffness ratio. For any value
less than 1.33, both configurations satisfy the rigidity conditions. An approximation
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(a)

(b)

Figure 2.7: Photos of the compliant valley fold design. (a) Initially cut as two
separate plates. (b) The plates were attached with screws and held partially open.
This creates a compliant fold with rest angle 180◦.

(a)
(b)

Figure 2.8: Photos of compliant mountain fold design. (a) Initially cut from a flat
sheet. (b) Partially assembled with 90◦ clip attached to one mountain fold. The
mountain fold has rest angle 0 and is restricted to greater than 90◦ by the clip.

of the torsional stiffness of a LET joint can be made using a simple beam torsion
model [57]. Using this approximation, the stiffness of the valley and mountain
folds are estimated to be 59.9 and 72.9 N mm/rad, respectively. The corresponding
stiffness ratio of 0.82 fallswithin the required range for rigidity in both configurations
with margin for error.

Using the LET mountain and valley folds as the primary building blocks, a full
prototype of the surface was assembled. The scale of the structure was set by the tile
side length of 6.75 cm. The radius of the corresponding target spherical surface is
19.6 cm. Since the pattern is non-developable, it must be fabricated as an assembly
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of separate components. Fabrication and assembly of the prototype was a two-step
process. The inner 3-by-3 grid of tiles and the outer tiles were assembled separately,
then joined to complete the structure. Cut patterns for the inner and outer tiles are
shown in Figure 2.9.

Inner tilesMountain fold

Valley fold

(a)

Outer tiles

Place miniature hinges Elastic “pin-joint” connection

34 cm

(b)

Figure 2.9: Prototype cut pattern, consisting of (a) inner tiles and (b) outer tiles. To
assemble, 90◦ clips were attached to each mountain fold. Then, valley folds of the
inner tiles were attached with screws. The inner tiles were placed inside the outer
tiles and the connecting valley folds were fastened.

The inner 3-by-3 grid of tiles was cut as 9 individual components. Each component
consists of a square tile and the surrounding four facets. The edges of the square
tile are compliant mountain folds. The first step in the assembly process was to
attach the clip to each mountain fold, as shown in Figure 2.8b where the clip has
been attached to one mountain fold. Once the mountain folds were held to 90◦ by
the clips, adjacent tiles were connected. Connections between adjacent tiles are
compliant valley folds following the design of Figure 2.7.

The outer loop of 16 tiles was cut from a single sheet. In the fold pattern, the
corners of adjacent squares lying on the outer perimeter are joined. To emulate
the kinematics of a pin-joint connection, a beam attaches the corners of the outer
squares as shown in Figure 2.10.

The folds connecting the outer tiles are too small to use LET joints. Thickness of
the plate and kerf of the waterjet are limiting factors on the minimum size of the
LET joints. Instead, miniature hinges (8 by 10 mm when flat) were used for the
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outer folds, as shown in Figure 2.10. While these are not compliant hinges, the
compliance of the folds on the inner tiles is sufficient to achieve rigidity.

Figure 2.10: Design of the folds connecting the outer tiles. Miniature hinges were
used instead of LET hinges due to the small geometric features. An elastic beam
connects the outer corners of adjacent squares to imitate pin-joint kinematics.

(a)
(b)

Figure 2.11: Prototype of the 24-DOF morphing surface. (a) Spherical configura-
tion. (b) Flat configuration.

Finally, the assembled inner tiles were attached to the outer tiles. Miniature hinges
were also used for the valley folds connecting the inner tiles to the outer tiles due to
the small size of the fold. A photo of the complete prototype is shown in Figure 2.11.
The structure was mounted by clamping the center tile to a vertical post underneath
the structure.

As expected, the structure is rigid in the spherical and flat configurations. No
intermediate stable configurations were observed. Actuation between the two con-
figurations is straightforward and does not require 24 actuators, despite the 24-DOF
kinematics. For example, upward forces on the four corners transform the structure
from the spherical to the flat configuration while downward forces on the corners
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transform the structure from the flat to the spherical configuration. Simple mechani-
cal actuation schemes, such a linear actuator or an actuation cable, would be suitable
for automated reconfiguration between the two configurations.

While the prototype exhibits two rigid target configurations, these configurations
deviate from the ideal flat and spherical shapes. In particular, the flat configuration
is not perfectly planar. There are two primary factors contributing to the prototype
deviating from the ideal shapes. First, the parameters of the physical prototype
slightly deviate from the ideal values of the design. Particularly, the angle stops
on the mountain folds do not perfectly hold the folds at 90◦. The second factor
is elastic compliance of the physical components, which were modeled by perfect
plate-hinge kinematics. LET joints are known to have unwanted kinematics beyond
those of a perfect rotational hinge, such as relative torsion and tension between the
plates connected by the joint [58]. Despite these undesired sources of compliance,
the prototype qualitatively produced the desired behavior.

To demonstrate a practical application of this work, the prototype was outfitted with
antenna elements above each tile to create a phased array antenna. The prototype
with antennas mounted is shown in Figure 2.12. Details regarding the architecture
and performance of the antenna from the electrical engineering perspective are
presented in [19].

Finally, the ability to support antenna tiles demonstrates the load-bearing capability
of the rigid configurations. The self-weight of the prototype structure is 1.05 kg
while the antenna payloads have a net weight of 0.85 kg. Thus, 1.9 kg is supported in
each configuration. While this causes some visible deformation due to the elasticity
of the plates and angle stops, both the spherical and flat configurations can support
this loading.

2.5 Conclusion
This chapter presented an introduction to the concept of multi-configuration rigidity
through examples. Two structures were studied: a single-DOF four bar linkage and
a 24-DOF kirigami surface. The advantages of multi-configuration rigidity, when
compared to multi-stability, are evident in the single-DOF linkage example. First,
multi-configuration rigidity is advantageous because each configuration can rigidly
resist perturbation forces up to a finite magnitude. Second, the design space of
spring parameters leading to rigidity is larger, which is especially useful for physical
implementation. For the 24-DOF example, a prototype was built with flat and
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(a)
(b)

Figure 2.12: Prototype structure with phased array antenna tiles. (a) Spherical
configuration. (b) Flat configuration.

spherical configurations designed to be rigid using torsion springs and angle stops.
The prototype was outfitted with antenna tiles to create a functional phased array
antenna.
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C h a p t e r 3

SYNTHESIS OF KIRIGAMI TILED SURFACES

Research presented in this chapter has been adapted from the following publication:

C. Dorn, R. Lang, S. Pellegrino, “Kirigami tiled surfaces with multiple configura-
tions,” In preparation.

3.1 Introduction
Origami offers a platform for transforming a flat sheet into three-dimensional sur-
faces by folding. Although rigid folding cannot change the intrinsic Gaussian
curvature of a sheet, surfaces approximated by tiles connected by “hidden” con-
nections can vary their apparent Gaussian curvature [32]. The inverse problem of
synthesizing fold patterns capable of transforming a flat sheet into a surface with
specified apparent curvature has attracted significant interest in recent years. An
extension of the inverse problem is to create fold patterns capable of achieving sur-
faceswith different apparent curvatures, which has received little attention despite its
broad potential for application. This chapter presents the synthesis of kirigami fold
patterns capable of approximating several specified target surfaces with differing
Gaussian curvature.

A significant body of work has focused on synthesizing fold patterns capable of
realizing curved surfaces from a flat sheet. The early work of Resch [39, 40]
proposed several origami patterns that can achieve curved surfaces. Subsequently,
various computational methods have been developed for fold pattern synthesis. One
means of achieving surfaces with specified curvature is by generalizing patterns
such as the Miura-ori [37, 59] and Resch’s patterns [31]. General algorithms such
as TreeMaker [60] and Tachi’s Origamizer [41] can create fold patterns to achieve
an arbitrary 3D shape. Alternatively, kirigami patterns, which allow cuts to be made
in the sheet, can be designed to realize arbitrary 3D surfaces [16, 61].

Less work, however, has focused on creating fold patterns capable of achieving
multiple configurations, sometimes referred to as pluripotent patterns. One approach
is to superimpose multiple fold patterns on the same sheet, activating one set of
folds at a time [62]. Others rely on switching the mountain-valley fold assignments
to achieve multiple target shapes. Universal origami [63, 64] and kirigami [65]
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patterns exist that can approximate any arbitrary shape, but they are limited to
step-approximations of the shapes. Smoother approximations of multiple target
surfaces are achieved by [34], where quadrilateral crease patterns are systematically
designed to realize multiple target shapes. While a generic quadrilateral mesh is
rigid, a generic triangular lattice is not only flexible with many degrees of freedom,
but the number of distinct branches of motion increases exponentially with the
number of vertices in the pattern [66].

In this chapter, a family of kirigami patterns is introduced that can achieve multiple
specified target surfaces with different Gaussian curvature. The patterns consist of
an arrangement of tiles connected by sub-folds and, although the patterns cannot
vary their intrinsic curvature, the apparent surfaces approximated by the tiles can
achieve a wide range of Gaussian curvatures. Unlike existing pluripotent patterns
that rely on switching the mountain-valley assignment to achieve multiple target
configurations, the physical mechanism for the transformation used in this research
is changing the angles of the sub-folds.

The geometric synthesis of these patterns is framed as a tile arrangement problem,
involving identical tiles that are required to approximate to all target surfaces.
A set of geometric constraints is formulated to ensure compatibility between the
arrangements corresponding to the target surfaces. Once the tile arrangements
have been computed, the fold pattern synthesis is completed by adding sub-folds
between adjacent tiles in any one of the arrangements. Since the tile arrangements
corresponding to each target surface are already compatible, the pattern can be
reconfigured into all of the target arrangements. The resulting patterns are rigidly
foldable with many kinematic degrees of freedom, allowing rigid folding paths
between the target surface configurations. Kinematic simulations are presented to
demonstrate the reconfiguration between the target surfaces. The fold patterns have
a relatively simple geometry, which is desirable from a manufacturing standpoint.
A demonstration prototype is constructed that can achieve six target shapes. The
prototype is built from 3D printed plates connected by steel pin hinges.

3.2 Preliminaries
Given a set of target surfaces, Fig. 3.1(a), consider a pattern in a planar configu-
ration consisting of a set of tiles connected by sub-folds, Fig. 3.1(b). The tiles are
highlighted in green and the sub-folds in gray and the pattern consists of loops of
tiles connected by sub-folds. The apparent surface is defined as the surface tangent
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to the tiles; the sub-folds are disregarded. The pattern is designed such that varying
the sub-fold angles allows the apparent surface to approximate each target surface,
Fig. 3.1(c).1-3. By closing the sub-folds, a flat apparent surface is achieved where
the edges of adjacent tiles are coincident, Fig. 3.1c.4.

Figure 3.1: Overview of the proposed kirigami patterns. (a) Target surfaces with
different Gaussian curvature. (b) A kirigami pattern that can approximate these
surfaces. (c) Reconfigurations of the kirigami pattern into target surfaces and a flat
configuration.
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The chosen architecture of loops of tiles connected by sub-folds allows the pattern
to approximate a wide range of apparent surfaces. The presence of holes plays
an important role by introducing many kinematic degrees of freedom, allowing a
rich configuration space accessible by rigid folding. Kinematic freedom inherently
comes from the boundary of the pattern. Including holes in a pattern increases the
number of boundary edges in the pattern, leading to more degrees of freedom. The
equation for the number of kinematic degrees of freedom of a general fold pattern
was derived by Tachi [15]:

DOF = � − 3� + ( − 3 −
∑
:≥4
(: − 3)%: , (3.1)

where � is the number of edges on the boundary, � is the number of holes, ( is the
number of redundant constraints (states of self stress), and %: is the number of faces
in the pattern with : sides. This determines the number of internal mechanisms of
the fold pattern and does not include rigid body motion.

In this chapter, we consider patterns with triangular or square tiles that are connected
by trapezoidal sub-folds. For these patterns, only : = 4 appears in the summation
in Eq. (3.1). The number of quadrilateral faces in the pattern is %4 = 2#6 + #C,B@,
where #6 is the number of sub-folds and #C,B@ is the number of square tiles in the
pattern. For patterns with triangular tiles, #C,B@ = 0. The number of degrees of
freedom of these patterns can be expressed as

DOF = � − 3� + ( − 3 − 2#6 − #C,B@ . (3.2)

It is evident from Eq. (3.2) that the presence of holes increases the number of
degrees of freedom since each hole introduces boundary edges. For each hole, there
are at least three boundary edges that define the hole. Thus, the � − 3� terms in
Eq. (3.2) increases as the number of holes increases, as long as the holes have more
than 3 sides.

Consider, for example, a loop of four square tiles connected by sub-folds, as shown
in Fig. 3.2. There are � = 24 boundary edges, � = 1 hole, #6 = 4 sub-folds, and
#C,B@ = 4 square tiles. Generically, there are no states of self stress (( = 0) in the
loop, which can be verified using the kinematic model in Appendix A. From Eq.
(3.2), the loop has 6 degrees of freedom. The presence of the hole contributes to
the number of degrees of freedom since there are 8 boundary edges associated with
the hole, which is larger than the −3� term associated with the hole.
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Figure 3.2: A loop of square tiles connected by sub-folds with 6 kinematic degrees
of freedom.

3.3 Intrinsic vs. apparent curvature
Gauss’s Theorema Egregium states that the Gaussian curvature of a surface is
invariant under isometric transformations [67], which applies generally to both
smooth and discrete surfaces. In the context of discrete surfaces, rigid folding is an
isometric transformation and hence the discrete Gaussian curvature of a fold pattern
is an intrinsic property, which cannot be changed through folding. However, the
patterns presented in this work are capable of approximating multiple surfaces with
different Gaussian curvature, motivating the distinction between the intrinsic and
the apparent discrete Gaussian curvature of the pattern.

Before defining discrete curvature, the Gaussian curvature of a smooth surface can
be defined in the context of the Gauss map of a contour on the surface. Consider a
closed loop � on a smooth surface, as shown in Fig. 3.3a. The Gauss map of � is
constructed by mapping the surface normal vector along� to the unit sphere, shown
in Fig. 3.3b. The Gaussian curvature at a point % on the surface can be defined
through the ratio of the spherical area �(�′) enclosed by �′ on the Gauss map of
the area �(�) enclosed by � on the surface as � approaches % [67]:

 % = lim
�→%

�(�′)
�(�) . (3.3)

Note that �(�′) is the signed area and the direction of transversal matters.

The definition of Gaussian curvature in (3.3) does not directly apply to discrete
surfaces; since curvature of a discrete surface is concentrated at points, the ratio of
�(�′) to �(�) is singular in the limit of a shrinking contour. This motivates the
definition of the discrete Gaussian curvature  as the area on the Gauss map of the
trace of a closed loop on the surface:

 = �(�′). (3.4)
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(a) (b)

Figure 3.3: Definition of the Gauss map. (a) Contour � on a smooth surface, with
the normal vector shown at one point. (b) Gauss map �′ of the contour with the
corresponding normal vector at one point shown.

A discussion of the discrete Gaussian curvature can be found in [68] and Gauss
maps are discussed in [69] in the context of origami. This definition of discrete
Gaussian curvature is meaningful even for discrete surfaces with holes, which is
relevant to the patterns presented in this chapter. An example of the Gauss map of
a discrete loop is shown in Fig. 3.4. Note that this definition of discrete Gaussian
curvature is an integrated quantity, not a point-wise measure of curvature. See [68]
for a discussion of estimating point-wise curvature from discrete curvature.

C C’

(a)

C C’

(b)

Figure 3.4: Gauss map of a loop on a discrete surface. (a) Discrete loop �, with
the normal vector of one face shown. (b) Gauss map �′ of the loop, with the
corresponding normal vector of one face shown.

The discrete Gaussian curvature of Eq. (3.4) allows us to define the intrinsic
curvature of the presented kirigami patterns by examining loops in the pattern. The
area enclosed on the Gauss map of a discrete loop is equal to the angular defect
Δ of the loop [70], which is obtained by cutting and flattening the loop. Figure
3.5 shows loops of tiles connected by sub-folds with positive, zero, and negative
intrinsic curvature. The case with zero intrinsic curvature, shown in Figure 3.5b,
is developable since it can be flattened without cutting. Developability is often
desirable from the manufacturing standpoint, since many fabrication techniques
involve cutting an initially flat sheet.
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>0

<0

>0

(a)

=0

(b)

<0

(c)

Figure 3.5: Loops of tiles with different intrinsic curvature. (a) Cut and flattened
loop with positive intrinsic curvature. The isosceles trapezoid formed by gap 1 is
highlighted in red. (b) Flattened loop with zero intrinsic curvature (developable).
(c) Cut and flattened loop with negative intrinsic curvature.

The angular defect of the loops shown in Figure 3.5 depends on the geometry of the
gaps between the tiles. It will be shown in Section 3.4 that for the kirigami patterns
developed in this study, the polygon connecting the edges of two adjacent tiles is
always planar and forms an isosceles trapezoid.

In Figure 3.5a, the trapezoid for gap 1 is defined by the tile vertices �, �, �, and �,
as highlighted in red. The orientation of the trapezoidal gap determines how the gap
contributes to the angular defect Δ of the loop. If the short side of the trapezoid lies
on the outside of the loop, the gap contributes positively to the angular defect, which
is the case for the highlighted trapezoid. If the gap is a rectangle, the contribution
to Δ is zero. Finally, if the short side of the trapezoid lies on the inside of the loop,
it makes a negative contribution to Δ.
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In the case of equilateral triangular tiles, the intrinsic discrete Gaussian curvature
of the loop,  , can be obtained from:

 = Δ =

6∑
:=1

W: (3.5)

where W: is the angle of the isosceles trapezoid corresponding to gap : , as defined in
Fig. 3.5a. Note that the sign of W depends on the orientation of the trapezoid: W: > 0
if | |HJ | | > | |GI | | and W: < 0 if | |HJ | | < | |GI | |. To achieve a developable loop,
either all of the gaps must be rectangles or there must be gaps of both orientations
present whose angles W: sum to zero. The case where both orientations of gaps are
present is of greatest interest, because it allows a range of apparent curvatures to be
achieved.

While the intrinsic discrete Gaussian curvature is invariant, we define the apparent
discrete Gaussian curvature as the discrete curvature of the surface formed by the
tiles joined by trapezoids and disregarding the sub-folds. Figure 3.6a shows a loop
of tiles connected by sub-folds. In Fig. 3.6b, the sub-folds have been removed and
the resulting gaps have been filled with isosceles trapezoids. These added faces are
highlighted in blue and the points �, �, �, � that correspond to the tile edges for
one gap are labeled.

Remove sub-folds, add 
trapezoids

A
C

D
B

A
C

B
D

(a) (b)

Figure 3.6: The apparent surface is defined by only considering the positions of the
tiles. For the sake of defining apparent curvature, the gaps between tiles are filled
with faces, which are highlighted in blue.

By considering the loop of tiles connected by the blue trapezoids, the apparent
angular defectΔ0 of a loop of tiles can be defined, which corresponds to the apparent
discrete Gaussian curvature  0 of the loop. Similarly to the intrinsic curvature,
the angular defect of the loop depends on the orientation of the trapezoidal gaps
between tiles. Trapezoids with the short side outside contribute positively to the
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angular defect while trapezoids with the short side inside contribute negatively. In
analogy to Eq. (3.5), the apparent curvature of a loop can be obtained from:

 0 = Δ0 =

6∑
:=1

V: (3.6)

where V: is the angle of the trapezoid corresponding to gap : , which is defined in
Figure 3.6. The sign of V: is positive for trapezoids with the short side out and
negative for the opposite orientation.

Note that the sign of V: matches the sign of W: for each gap. Therefore, each
gap contributes either positively or negatively to both the intrinsic and apparent
curvature. However, the magnitude of V: varies as the sub-fold changes angle.
Therefore, simply changing the sub-fold angles provides a mechanism for varying
the apparent curvature. Furthermore, if a loop contains gaps of both orientations, the
apparent curvature can assume both positive and negative values. Figure 3.7 shows
the same loop with positive, zero, and negative apparent curvatures, illustrating the
mechanism of apparent curvature change. The loop contains three gaps of each
orientation. In Fig. 3.7a, the gaps with V: < 0 are nearly closed (V: ≈ 0) while the
gaps with V: > 0 are kept open, so the sum of gap angles, which is the apparent
curvature, is positive. If all sub-folds are closed, then V: = 0 for all gaps and
a zero apparent curvature is obtained, as in Fig. 3.7b. Finally, Fig. 3.7c shows a
configuration where the gaps with V: < 0 are open, leading to a negative apparent
curvature.

(a) (b) (c)

Figure 3.7: Three configurations of the same loop of tiles, which can achieve
apparent curvature change by varying the sub-fold angles. (a) Positive apparent
curvature; (b) zero apparent curvature; (c) negative apparent curvature.

This mechanism for curvature change can be replicated for larger patterns consisting
of many loops, which can realize multiple surfaces with different curvatures. Each
individual loop in the pattern can vary its apparent curvature, allowing a wide range
of apparent surfaces with different curvatures to be created.
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3.4 Gap conditions
The geometry of the gaps between the tiles has to satisfy conditions of two types.
The first condition ensures that a sub-fold can be inserted between adjacent tiles,
such that the edges of the tiles become coincident when the sub-fold is closed.
The second condition ensures the compatibility of two gaps, meaning that the same
sub-fold can span both gaps by varying only the fold angle. These conditions on
the gaps between two tiles are used later, in Section 3.5, as constraints in the tile
arrangement problem used to synthesize fold patterns.

3.4.1 Single sub-fold conditions
Consider two flat rigid tiles in three-dimensional space. We aim to derive conditions
on the relative positions of the tiles to ensure that a single sub-fold can be inserted
between the tiles such that upon closing the sub-fold, the tile edges become coinci-
dent. Figure 3.8 shows an example of tiles that satisfy these conditions, where edge
�� and �� are brought together when the sub-fold is closed.

(a) (b)

,

,

(c)

Figure 3.8: Two tiles with a gap that satisfies the single sub-fold conditions. (a)
Definition of edges �� and �� (top view). (b) A single sub-fold, shown in gray,
connecting edges �� and �� (top view). (c) When the sub-fold is closed, edges
�� and �� become coincident (perspective view).

To develop general constraints on the relative positions of the tiles, we seek condi-
tions for when points � and � can be brought to points � and � by rotating about
some axis B through an angle i, which is equivalent to closing a sub-fold. For an
arbitrary point B1 on the axis of rotation B, the length of vector Gs1 from � to B1

and the length of vector Is1 must be equal since these segments coincide when the
sub-fold is closed. The same argument can be made for a point B2, leading to the
conditions

| |Gs1 | | = | |Is1 | |
| |Hs2 | | = | |Js2 | |.

(3.7)

Therefore, Bmust lie in planes %1 and %2, which perpendicularly bisect line segments
�� and ��, respectively.
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There are three possible cases concerning planes %1 and %2, which are illustrated in
Fig. 3.9. In case 1, %1 and %2 intersect in a line. In this case, the only candidate axis
of rotation B is the intersection line of the two planes. However, different rotation
angles i are generally required to bring � to � and � to �. In case 2, planes %1

and %2 are parallel, leaving no possible rotation axes. Finally, in case 3, planes %1

and %2 are coincident, leaving infinite candidate rotation axes from which B can be
selected, which is the case of interest.

A

B

D

C
P1

P₂

s

(a)

A

B D

C

P₂

P1

(b)

A

B
D

C

P₂

P1

(c)

Figure 3.9: Three cases of a pair of tiles arranged in 3D space. (a) Case 1: planes
%1 and %2 intersect in a unique line B. (b) Case 2: planes %1 and %2 do not intersect.
(c) Case 3: planes %1 and %2 coincide.

Two conditions are needed to ensure that %1 and %2 coincide. First, points �, �, �,
and � must be coplanar. This can be enforced by requiring that the triple product
of vectors meeting at vertex � is zero:

HG × IG · JG = 0. (3.8)

This condition requires the volume of the parallelepiped generated by HG, IG,
and JG is zero, enforcing coplanarity of �, �, �, and �. Equation (3.8) could be
equivalently expressed in terms of vectors meeting at points �, �, or �.

The second condition arises from symmetry. Within the plane of points �, �, �,
and �, edges �� and �� must be mirror symmetric with respect to the bisecting
plane. Therefore �, �, �, and � form an isosceles trapezoid, which is equivalent
to stating:
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| |GJ | | = | |HI | |. (3.9)

The conditions in Eqs. (3.8) and (3.9) ensure that edges �� and �� can be brought
together through the rotation of a sub-fold.

3.4.2 Gap compatibility
Two gaps are defined as compatible if they can be obtained by rotation of the same
sub-fold. In the pattern synthesis process, this will be the key condition that allows
multiple configurations to be achieved by the same fold pattern.

Consider a pair of tiles connected by a sub-fold. Figure 3.10a shows a top view of
the pair of tiles for two different sub-fold angles. We aim to establish a condition on
�, �, �, �, �′ and �′ that ensures the compatibility of Gap 1 and Gap 2.

Gap 1 Gap 2

(a)

(b)

Gap 1 Gap 2

(c)

Figure 3.10: Diagrams for deriving gap compatibility constraints. (a) Top view of
two gaps. (b) Perspective view of one gap. (c) Diagram of the sub-fold viewed along
the sub-fold axis, looking along the arrow shown in (b). Note that the dashed lines
are true length as they are parallel to the viewing plane. Solid lines are projections
onto the viewing plane.

Consider the perpendicular projections of Gap 1 and Gap 2 onto a plane perpendic-
ular to the sub-fold axis, B, Fig. 3.10c. The solid lines from B to � and B to �, and
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from B to � and B to � in Gap 1 are the projections of the faces of the sub-fold.
Similarly for Gap 2, the solid lines are the projections of the sub-fold faces. The
dotted lines representing segments ��, ��, ��′, and ��′ are true lengths, since
they are parallel to the projection plane.

By examining Gap 1 in Figure 3.10c, it is observed that

sin
(i

2

)
=
62 − 61

2| |GH | |?
(3.10)

sin
(i

2

)
=

62
2| |sH | |?

, (3.11)

where | | | |? denotes the length of the projection. Similarly, by examining Gap 2,

sin
(
i′

2

)
=
�2 − �1
2| |GH | |?

(3.12)

sin
(
i′

2

)
=

�2
2| |sH | |?

. (3.13)

Assuming that Gap 1 and Gap 2 are two different configurations of the same sub-
fold, for different angles i and i′, the projected lengths | |GH | |? and | |sH | |? are the
same for Gap 1 and Gap 2. By combining Eqs. (3.10)- (3.13), the following relation
between the two gaps is obtained:

62 − 61
62

=
�2 − �1
�2

. (3.14)

The condition in Eq. (3.14) is equivalent to the statement that 62−61
62

is invariant as
the sub-fold changes angle. Equation (3.14) can be used as a condition on any two
gaps to ensure that they can be obtained as two different configurations of the same
sub-fold.

3.5 Pattern synthesis
The synthesis of kirigami fold patterns capable of achieving multiple target surfaces
with different Gaussian curvature is formulated as a tile arrangement problem. The
objective is to compute a single tile arrangement that can be reconfigured, by varying
the sub-fold angles, to achieve each target surface. The tiles are simultaneously
arranged on all of the target surfaces, while ensuring that the following conditions
are satisfied:

1. Adjacent tiles can be connected by a single sub-fold (Eqs (3.8) and (3.9)).

2. Corresponding gaps between tiles in each target surface tile arrangement are
compatible (Eq. (3.14)).
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The computation of the tile arrangements involves the solution of a constrained
optimization problem, which can be solved using standard nonlinear optimization
techniques. After generating a valid set of tile arrangements on each of the target
surfaces, the sub-folds are added to any one of the arrangements to fill in the
gaps. This completes the synthesis of the fold pattern. Since the tile arrangements
corresponding to each target surface are compatible by design, the pattern can be
reconfigured with the tiles taking on any of the computed arrangements.

An overview of the pattern synthesis process is presented in Figure 3.11. First, a set
of initial guesses of the tile arrangements are generated, corresponding to each target
surface. The initial guesses can be generated systematically using a discretization of
the target surfaces. A flat target surface is included to achieve a developable pattern.
The constrained optimization problem uses the initial guesses as a starting point,
and outputs valid arrangements of the tiles on each target surface. Then, sub-folds
are added to the arrangement corresponding to the flat target surface, completing
the developable fold pattern.

3.5.1 Constrained optimization problem
Valid arrangements of the tiles corresponding to each target surface are obtained by
solving a constrained optimization problem. The vector v 9 ∈ R3=EC#C contains the
vertex coordinates of an arrangement of #C identical tiles corresponding to target
surface )9 (G, H) : R2 → R. Various tile shapes can be considered and the number
of vertices per tile is =EC . There are #B tile arrangements, each corresponding to one
of the #B target surfaces. The set of tile arrangements is parameterized by

\ =



v1
...

v 9
...

v#B


, (3.15)

where \ ∈ R3=EC#C#B is a vector of tile vertex coordinates in all #B arrangements.
Each arrangement of tiles has #6 gaps, which determines the connectivity of the
tiles as each gap is replaced by a sub-fold after the tile arrangements are computed.

To generate a set of tile arrangements, a constrained optimization problem is posed
to minimize a cost function � subject to a set of equality constraints:

min
\
� (\) subject to �C8;4B (\), �60?B (\), �C0A64C (\), (3.16)
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Figure 3.11: Overview of pattern synthesis process. First, an initial guess is created
by arranging tiles on each target surface. By solving a constrained optimization
problem, compatible tile arrangements corresponding to each target surface are
computed. Then, sub-folds are added to connect adjacent tiles in one of the tile ar-
rangements. By adding sub-folds to a flat target surface arrangement, a developable
pattern is created that can be reconfigured to achieve the other tile arrangements.

where the choice of the cost function � depends on the specific application. A
suitable option for the cost function is proposed in Section 3.5.3. The constraints
have been divided into three sets: �C8;4B, �60?B, �C0A64C .

The first set of constraints, �C8;4B, defines the shape of the tiles. In the case of
equilateral triangle tiles, denote by !< 9 the length of tile edge < in arrangement 9 .
The length of all tile edges in all arrangements is set equal to !0 and hence,

�
CA80=6;4

C8;4B
= {!< 9 = !0, < = 1, ..., 3#C , 9 = 1, ..., #B}. (3.17)

For square tiles, extra constraints are needed to define the shape of the tile. Again,
the length of edge < in arrangement 9 is fixed at !0. The length of the diagonal !�8 9
of each tile 8 in arrangement 9 is fixed at

√
2!0. An additional constraint is added to

enforce the coplanarity of the four vertices of each tile. For square tiles with edge
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length !0 and corner points (@1, @2, @3, @4), the corresponding tile constraint set is

�
B@D0A4

C8;4B
= {!< 9 = !0, < = 1, ..., 4#C , 9 = 1, ..., #B (3.18)

!�8 9 =
√

2!0, 8 = 1, ..., #C , 9 = 1, ..., #B (3.19)

(q2q1 · q3q1 × q4q1)8 9 = 0, 8 = 1, ..., #C , 9 = 1, ..., #B}. (3.20)

Equations (3.18) and (3.19) define the side lengths and diagonal length of the square,
and Eq. (3.20) enforces the planarity of the tile. Other tile shapes could also be
considered, and would be formulated in a similar way.

The second set of constraints, �60?B, ensures a valid set of gaps in all tile arrange-
ments. Following Section 3.4, �60?B ensures that a single sub-fold can be inserted
in each gap between adjacent tiles and that corresponding gaps in each of the target
surface tile arrangements are compatible. The gap constraints can be written as

�60?B = { (HG × IG · JG): 9 = 0, : = 1, ..., #6, 9 = 1, ..., #B, (3.21)

( | |GJ | | = | |HI | |): 9 , : = 1, ..., #6, 9 = 1, ..., #B, (3.22)(
62: − 61:
62:

)
9

=

(
62: − 61:
62:

)
9=1
, : = 1, ..., #6, 9 = 2, ..., #B} (3.23)

where : indexes each gap in target arrangement 9 . Equations (3.21) and (3.22)
enforce the condition that a single sub-fold can be added in each gap. Equation
(3.23) ensures compatibility of corresponding gaps in the arrangement of the tiles
for each target surface. For brevity of notation, it is omitted that all constraints are
functions of \.

The third set of constraints, �C0A64C , ensures that each target surface is closely
approximated by its corresponding tile arrangement configuration. Sections 3.5.2-
3.5.4 discuss appropriate target surface constraints.

3.5.2 Ideal target constraints
To obtain the closest approximation of the target surfaces, a tile arrangement is
defined as ideal if each tile is tangent to the target surface at the tile center. Then,
the constraint set �8340;C0A64C is defined to strictly enforce that the arrangements are all
ideal.

The centroid coordinates of tile 8 in target arrangement 9 are (Ḡ8 9 , H̄8 9 , Ī8 9 ). The
unit normal vector of the tile is n̂C

8 9
∈ R3. The target surface 9 , defined by the

function )9 (G, H), has unit normal vector n̂B
9
(G, H) ∈ R3. In this work, it is assumed

that the analytical expressions for the target surfaces are known, however, similar
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constraints could be formulated in terms of a set of numerically defined target
surfaces. The constraints that force all arrangements to be ideal approximations of
the target surfaces are:

�8340;C0A64C = {Ī8 9 = )9 (Ḡ8 9 , H̄8 9 ), 8 = 1, ..., #C , 9 = 1, ..., #B (3.24)

Θ8 9 = 0, 8 = 1, ..., #C , 9 = 1, ..., #B}, (3.25)

where the angle Θ8 9 is the angle between the unit normal vector n̂C
8 9

of tile 8 in
arrangement 9 and the unit normal vector n̂B

9
of surface )9 , evaluated at the tile

center

Θ8 9 = cos−1
(
n̂C8 9 · n̂B9 (Ḡ8 9 , H̄8 9 )

)
. (3.26)

The first constraint, Eq. (3.24), ensures that the tile centers lie on the target surface.
Equation (3.25) ensures that the tile normal is aligned with the surface normal at
the center of the tile, so that the tile is tangent to the surface.

Although it is difficult to make general statements about the existence of feasible
solutions to systems of nonlinear equations, a constraint and free variable counting
argument can be used to determine if the system is generically overdetermined or
underdetermined. When subject to the ideal constraints, each tile effectively has
three free parameters. The centroid coordinates Ḡ and H̄ of each tile are free, but Ī
follows from Eq. (3.24). If Eq. (3.25) is satisfied, the only remaining free parameter
is an angular rotation about the tile normal vector. Therefore, by considering all
#C tiles in #B arrangements, there are effectively 3#B#C free variables. Since �C8;4B
and �C0A64C have already been accounted for while counting the free variables, the
number of free variables can be compared to the number of constraints in �60?B.
From Eqs. (3.21)-(3.23), there are (3#B−1)#6 gap constraints. If the number of gap
constraints is greater than the number of free variables, the system is overdetermined
and, in general, there will be no solution.

Table 3.1 summarizes the number of free variables versus gap constraints if the
ideal target constraints are enforced. The freedom in the tile arrangement problem
is defined as the number of free variables minus the number of gap constraints,
denoted by �. If � > 0, the problem is underdetermined and feasible solutions
should exist, while � < 0 indicates that the problem is overdetermined.

Whether or not the system is overdetermined depends on the connectivity of the
tiles, particularly the number of tiles #C , the number of gaps #6, and the number
of target surfaces #B. Section 3.6 analyzes the freedom in the tile arrangement
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problem for tiles with different connectivity. The analysis suggests that the ideal
target constraints are often too restrictive and tend to over-constrain the system. This
motivates the relaxation of some target constraints, discussed in the next sections.

Table 3.1: Count of free variables and constraints for three target constraint cases.

Free variables Gap constraints � = Free variables
− Gap constraints

Ideal target
constraints 3#B#C (3#B − 1)#6 3#B#C − (3#B − 1)#6
Relaxed target
constraints 5#B#C (3#B − 1)#6 5#B#C − (3#B − 1)#6
Relaxed target
constraints and
developability

5(#B − 1)#C + 3#C (3#B − 1)#6
5(#B − 1)#C + 3#C
−(3#B − 1)#6

3.5.3 Relaxed target constraints and cost function
Depending on the connectivity of the tiles, the ideal target constraints may over-
constrain the tile arrangement problem. In such cases, it is of interest to consider
relaxing the constraints to obtain feasible solutions. A relaxed target constraint set
is proposed that maintains the constraint that the tile center must lie on the target
surface, but relaxes the constraint that the tile normal must be aligned with the
surface normal. The resulting constraint set is

�A4;0GC0A64C = {Ī8 9 = )9 (Ḡ8 9 , H̄8 9 ), 8 = 1, ..., #C , 9 = 1, ..., #B}. (3.27)

A similar constraint counting argument to that presented in Section 3.5.2 can be
applied to the relaxed constraints. The placement of each tile has five free variables:
two free variables to describe the tile center coordinates Ḡ and H̄ and three angular
orientation variables, since the tile normal vector is no longer constrained. The
count of free variables and gap constraints for the relaxed target constraint case is
included in Table 3.1.

Since the tile normal vectors are no longer required to be aligned with the sur-
face normal vector, the deviation between the tile and the surface normals can be
incorporated in the cost function in Eq. (3.16). A suitable cost function is:

� = �=>A<0; + F�60? . (3.28)

The first term in the cost function is

�=>A<0; =

������ [Θ11, ...,Θ8 9 , ...,Θ#C#B

] ������ , (3.29)
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which is the norm of a vector whose entries are the angles between the tile nor-
mals and the surface normals, Θ8 9 , defined in Eq. (3.26) for all tiles in all target
arrangements. This term penalizes the misalignment between the tiles and the target
surface. However, including only �=>A<0; in the cost function would allow optimal
solutions with undesirable tile spacing. For example, some gaps between adjacent
tiles could be very large and others very small. To address the tile spacing, a second
term, �60?, has been introduced in Eq. (3.28) to control the gap sizes. This term is
defined as:

�60? = | |M − M C0A | |, (3.30)

where M ∈ R2#6#B is a vector of gap lengths 61 and 62 for each gap of each
arrangement. It is given by:

M =

[
6111, 6211 ..., 61: 9 , 62: 9 , ..., 61#6#B , 62#6#B

]
, (3.31)

where : indexes gaps of arrangement 9 . The term �60? penalizes the deviation from
a specified vector of target gap sizes M C0A ∈ R2#6#B . The relative weighting between
the two terms in the cost function in Eq. (3.28) is F.

3.5.4 Including the developability target
A developable pattern can be obtained by including a flat target surface. However, it
should be noted that in the case of the relaxed target constraints, the tile arrangement
corresponding to the flat target surface may not be exactly planar. A third set of
target constraints �A4;0G,34EC0A64C is proposed that treats the flat target surface with ideal
constraints and all other target surfaces with relaxed target constraints. Let target
surface 1 be flat; the relaxed developable constraint set is

�
A4;0G,34E
C0A64C = {Ī8 9 = )9 (Ḡ8 9 , H̄8 9 ), 8 = 1, ..., #C , 9 = 1, ..., #B (3.32)

Θ8 9 = 0, 8 = 1, ..., #C , 9 = 1}. (3.33)

Again, the free variables and gap constraints can be counted. By requiring that
tile arrangement 1 is satisfied exactly (ideal target), there are 3#C free variables
associated with the tiles in arrangement 1 and 5#C (#B − 1) free variables associated
with the other target arrangements. The count of free variables versus gap constraints
is presented in Table 3.1.

Since the flat target arrangement is restricted to lie exactly in the plane, a developable
pattern can be made by adding sub-folds to a flat tile arrangement. This results in a
planar configuration that defines the fold pattern.
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3.5.5 Implementation
The constrained optimization problemof Eq. (3.16) can be implemented numerically
to compute the optimal arrangements that satisfy the constraints. Standard nonlinear
optimization algorithms can be used to perform the optimization. The fmincon utility
in Matlab was used to compute optimal tile arrangements in the examples presented
in this chapter.

First, the type of tile, the number of tiles, and their connectivity are chosen. Then,
depending on the chosen connectivity and whether or not the pattern is to be
developable, the appropriate target constraint set is chosen. Next, the numerical
implementation of the pattern synthesis process begins. An initial guess of the tile
arrangements for each target surface is made. Since the initial guess may violate the
constraints, it can be created by placing tiles on discretizations of the target surfaces.
First, a uniform grid of equilateral triangles or squares, depending on the tile shape,
is created in the GH-plane. A discretization of each target surface can be created
by mapping the vertices of that grid to each target surface )9 (G, H). Then, a tile is
placed in the center of each face of the discretized target surface to produce an initial
guess tile arrangement for each target surface.

In all of the subsequent examples, the cost function proposed in Eq. (3.28) was used
to derive optimal tile arrangements and the target gap size M C0A must be specified for
each gap. Upon computing an optimal arrangement of tiles, the sub-folds must be
added to one of the tile arrangements to complete the pattern. To create a developable
pattern, the sub-folds can be added to the flat arrangement of tiles in the plane of
the tiles. In this case, care should be taken to ensure that the gaps of the flat tile
arrangement are larger than corresponding gaps in the other arrangements, which
can be achieved by setting a larger target gap size in the cost function for the flat tile
arrangement. To create a non-developable pattern, sub-folds can be added to any of
the tile arrangements. In this case, the size of each sub-fold can be chosen freely.
For example, the distance from point B1 of Fig. 3.8 to the plane of the tile edges
can be specified. After inserting the sub-folds, the pattern synthesis is complete and
numerical simulations can verify that the resulting pattern can be reconfigured into
each of the target surface arrangements.

3.6 Pattern connectivity
Before implementing the pattern synthesis process, the shape and connectivity of
the tiles must be decided. Both the shape and connectivity of the tiles determine
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the number of constraints in the optimization problem of Eq. (3.16). This section
provides insight into the role of tile connectivity by analyzing various sizes of
equilateral triangle and square tile patterns. Specifically, the freedom � in the tile
arrangement problem and the number of kinematic degrees of freedom are presented
for both triangular and square tiles forming patterns of different sizes.

From Table 3.1, for the ideal target constraint set:

�8340; = 3#B#C − (3#B − 1)#6 (3.34)

and for the relaxed target constraints with the developability constraint,

�A4;0G,34E = 5(#B − 1)#C + 3#C − (3#B − 1)#6 . (3.35)

The number of target surfaces, #B, the number of tiles, #C , and the number of
gaps, #6, determine whether the tile arrangement problem is overdetermined or
underdetermined.

To understand the role of tile connectivity, we first study triangular tile patterns.
Beginning with a single loop of tiles and adding loops, the pattern connectivities
considered are all six-fold rotationally symmetric. Figure 3.12a shows the tile
connectivity for the 7- and 13-loop cases.

In Figure 3.12b, the freedomprovided by the tile arrangement constraint set is plotted
for both the ideal constraints and the relaxed constraints including the developability
constraint. The limiting cases of two target shapes (#B = 2) and an infinite number
of target shapes have been considered. In both cases, the ideal target constraint set
leads to an overdetermined system (� < 0) for all of the patterns considered, with
the exception of the single loop. However, for the relaxed constraints, the freedom in
the tile arrangement problem increases as the pattern size is increased. The relaxed
constraints without the strict developability constraint provide even greater freedom.
Note that even in the limiting case as the number of target surfaces #B goes to infinity,
there is freedom in the tile arrangement problem with the relaxed constraints. This
suggests that solutions may be possible for a high number of target shapes, though
this constraint counting study does not bring insights about the quality of possible
solutions.

Square tiles arranged in a square grid have also been considered. Patterns with 4
loops and 9 loops are shown in Fig. 3.13a. The ideal target constraints lead to an
overdetermined constraint set except for the single loop connectivity, as shown in
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Figure 3.12: Analysis of connectivity of equilateral triangle tile patterns with six-
fold rotational symmetry. (a) 7-loop and 13-loop patterns. (b) Freedom of tile
arrangement problem plotted against number of loops. (c) Kinematic degrees of
freedom plotted against number of loops.

Fig. 3.13b. However, the relaxed constraints including the developability constraint
lead to an underdetermined constraint set only for the smaller patterns, unlike in the
triangle tile connectivity cases previously considered. This difference is because the
number of gaps #6 compared to the number of tiles #C is generally larger in square
tile patterns than in triangular tile patterns.

Along with the freedom in solving the tile arrangement problem, the connectivity
of the tiles determines also the number of kinematic degrees of freedom of the
fold pattern, which was computed using Eq. (3.2) with no states of self stress. It
was verified using the bar-hinge kinematic model in Appendix A that the patterns
presented in this chapter generically have no states of self stress. The number of
kinematic degrees of freedom versus the number of loops have been plotted in
Figures 3.12c and 3.13c for the triangular and square tile patterns. For both the
triangular and square tile patterns, the number of degrees of freedom increases as
the pattern increases in size.
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Figure 3.13: Analysis of connectivity of square tile patterns with four-fold rotational
symmetry. (a) 4-loop and 9-loop patterns. (b) Freedom of tile arrangement problem
plotted against number of loops. (c) Kinematic degrees of freedom plotted against
number of loops.

3.7 Examples
To demonstrate the pattern synthesis process, three example patterns are presented.
Both triangular and square tiles are considered and various numbers of target shapes
are considered. A set of target surfaces is defined in Eq. (3.36) below, and the six
surfaces are used throughout these examples:

)1 : I = 0

)2 : I =

√
20 − G2 − H2

)3 : I =
1
6

(
G2 − H2

)
)4 : I =

4
3

sin
(
3
4
G

)
cos

(
3
4
H

)
)5 : I =

1
32
(G3 − 3GH2)

)6 : I = 5
√

3
2
− G

2

32
− 5H2

68
.

(3.36)

The scaling of the target functions is with respect to a unit tile side length. The target
functions include surfaces with a range of Gaussian curvatures. Target surface )1 is
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flat (zero curvature), which can be included to create a developable pattern. Surface
)2 is spherical (positive Gaussian curvature). Surface )3 is a hyperbolic paraboloid,
which defines a saddle shape (negative Gaussian curvature). In )4, a sinusoidal
surface, there are some regions of both positive and negative curvature. Surface )5

is known as a monkey saddle, with negative curvature everywhere except the origin,
which has zero curvature. Finally, )6 is an ellipsoidal surface with positive Gaussian
curvature. Figure 3.14 shows plots of the target surfaces.

Figure 3.14: Target surfaces used in the pattern synthesis examples.

The following sections present the synthesis of three kirigami patterns. After the
pattern synthesis process computes the fold pattern, we verify that each pattern
is rigidly foldable and continuous kinematic paths connect each target configura-
tion. This is verified through kinematic folding simulations using the pathfinding
algorithm in Appendix B.

3.7.1 Triangular tiles, three target surfaces
The first example considers equilateral triangular tiles with the 13-loop connectivity
illustrated in Figure 3.12a. Three target surfaces are used: )1, )2, and )3. Following
the analysis of freedom in the tile arrangement problem in Section 3.6, the relaxed
developable target constraints are adopted. Subject to these constraints, based on
the free variable and constraint count of Table 3.1, the tile arrangement problem has
�/#B = 38 free parameters per tile arrangement.

The tile arrangement optimization problem is implemented according to Section
3.5. For )1, the target gap size is set to 0.8!0 where !0 is the tile side length. A
smaller target gap size of 0.4!0 is used for )2 and )3 to ensure that when sub-folds
are added to the flat tile arrangement, the )2 and )3 configurations can be achieved.
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Figure 3.15: Analysis of optimal tile arrangements corresponding to target surface
)3 with varying cost function weight F for the 13-loop triangular tile example with
3 target surfaces. (a) Optimal tile arrangements corresponding to three values of F.
(b) Characterization of the optimal tile arrangement for varying F, measured by the
mean misalignment between tile and surface normals and mean distance to target
gap size.

To explore the solution space, theweightF in the cost function of Eq. (3.28) is varied
from 1/30 to 30. Figure 3.15 characterizes the tile arrangement corresponding to
target surface )3 as F varies. A similar study could be performed for the other tile
arrangements, but we focus on the )3 arrangement to understand the role of F. The
optimal tile arrangement corresponding to )3 is shown in Fig. 3.15a for three values
of F. For F = 1/30, the tiles align closely to the surface, but the tile spacing is
irregular. Conversely, F = 30 produces closer to uniform tile spacing at the cost of
tiles poorly aligned to the target surface. A balance is achieved with F = 1. Figure
3.15b quantifies the tile alignment and distance to the target gap size of the optimal
tile arrangements as F varies. A desirable value for F may depend on the specific
application of interest. However, to proceed with this example, F = 1 is selected.
The corresponding mean and maximum tile misalignment and distance from target
gap size are summarized in Table 3.2 for each target surface tile arrangement.
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Table 3.2: Mean and maximum angle between tile and surface normal for the two
target surface configurations.

Target surface )1 )2 )3
mean(Θ) (degrees) 0 6.94 8.50
max(Θ) (degrees) 0 10.22 10.91
mean(|M − M C0A |) 0.09!0 0.07!0 0.08!0
max(|M − M C0A |) 0.29!0 0.30!0 0.37!0

After computing the tile arrangements, sub-folds are added to the flat tile arrange-
ment in the plane of the tiles, resulting in a planar fold pattern. The fold pattern can
then be folded into the )2 and )3 configurations. Upon closing the sub-folds, a flat
apparent surface can be created which we denote )0. The )0 configuration does not
correspond to a target surface, but it is guaranteed to exist by the gap constraints of
Section 3.4. Figure 3.16 shows the four configurations of the pattern.

T 1 T 2

T0

T3

Δ=Δa=0
Δa=0

Δa=6.0°

Δa=-7.1°

Figure 3.16: Example of a developable kirigami pattern with equilateral triangle
tiles designed to achieve target surfaces )1, )2, and )3.

In Figure 3.16, one loop of triangles is highlighted in blue. As shown in the )1

configuration, the pattern can be flattened so the intrinsic curvature of the loop is
zero. To achieve zero intrinsic curvature, trapezoidal gaps of both orientations are
present in the loop. This follows the discussion of Section 3.3, since the angles of
the trapezoidal gaps around the loop must sum to zero for developability.

The apparent curvature of each loop varies between each configuration. In the )2

configuration, the pattern exhibits positive apparent curvature, and the blue loop has
an apparent angular defect of Δ0 = 6.0◦. Alternatively, the )3 configuration exhibits
negative apparent curvature, and the blue loop has an apparent angular defect of
Δ0 = −7.1◦.
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3.7.2 Square tiles, two target surfaces
This example demonstrates the pattern synthesis process for square tiles. We con-
sider a pattern with two target surfaces, )2 and )3; by omitting the flat target surface,
a non-developable pattern is created. A pattern connectivity with nine loops is
considered. With #C = 16, #6 = 24, and #B = 2, the relaxed constraints (without
developability) lead to a tile arrangement problem with �/#B = 20 free parameters
per tile arrangement.

Target gap sizes 0.8!0 and 1.2!0 are used for the spherical and saddle tile arrange-
ment, respectively. The cost function weight is taken as F = 0.25, favoring normal
vector alignment over gap spacing. In Table 3.3, the mean and maximum tile mis-
alignment along with the deviations from target gap sizes are listed for the optimal
tile arrangements.

Once the tile arrangements are computed, sub-folds are added to the )2 tile arrange-
ment. The size of the sub-folds is determined by specifying the distance from B1 to
plane ���� for each gap, as labeled in Figure 3.8. This distance is chosen to be
0.4!0 for all sub-folds, resulting in the pattern shown in Figure 3.17.

T 3T 2

T0

Figure 3.17: Example of a non-developable kirigami pattern with square tiles de-
signed to achieve two target surfaces.

Table 3.3: Mean and maximum angle between tile and surface normal for the square
tile pattern with two target surfaces.

Target surface )2 )3
mean(Θ) (degrees) 7.92 10.43
max(Θ) (degrees) 9.07 11.95
mean(|M − M C0A |) 0.23!0 0.25!0
max(|M − M C0A |) 0.49!0 0.76!0
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3.7.3 Triangular tiles, six target surfaces
In the final example, we demonstrate the capability of the pattern synthesis process
by including all six target surfaces. Again, triangular tiles in the 13-loop connectivity
are considered. For the target constraints, the relaxed developable set is used. In
the cost function, the target gap size is set to 0.8!0 for the )1 tile arrangement and
0.4!0 for all other tile arrangements. The cost function weight is set at F = 1.
Once the optimal tile arrangements are computed, sub-folds are added to the )1

tile arrangement in-plane to ensure developability. The resulting pattern is shown
in Figure 3.18 in the configurations corresponding to target surfaces )1 through )6

along with )0 where the sub-folds are fully closed.

T1

T0

T2 T3

T4 T5 T6

Figure 3.18: Example of a kirigami pattern with equilateral triangle tiles designed
to approximate six target surfaces.

Table 3.4 lists the mean and maximum tile misalignment along with the deviations
from target gap sizes for the optimal tile arrangements. Compared to the case with
only three target shapes, the normal vector offset and distance to target gap size of)1,
)2, and)3 are slightly larger. Since the problemswere set up with identical target gap
sizes and cost function weight, this suggests that adding extra target shapes sacrifices
the quality of the tile arrangements. However, this generally would depend on the
specific target surfaces, tile connectivity considered, and cost function parameters.

3.8 Prototype
The presented family of fold patterns exhibit relatively simple geometry from the
manufacturing standpoint, since they avoid having dense, detailed creases and they
can be made developable. This is demonstrated by a physical prototype of the
triangular tile pattern with six target surfaces. The aim of this prototype is to
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Table 3.4: Mean and maximum angle between tile and surface normal for the 6
target surface pattern.

Target surface )1 )2 )3 )4 )5 )6
mean(Θ) (degrees) 0 7.59 8.55 11.15 9.38 6.25
max(Θ) (degrees) 0 11.18 14.04 19.33 15.99 11.29
mean(|M − M C0A |) 0.12!0 0.07!0 0.08!0 0.10!0 0.11!0 0.06!0
max(|M − M C0A |) 0.31!0 0.27!0 0.38!0 0.36!0 0.26!0 0.20!0

capture the rigid folding kinematics of the pattern to achieve the six target surface
configurations.

The model is constructed from 3D printed plates made of nylon 12 plastic connected
by steel pin hinges. This fabrication concept is appealing because it offers clean
rigid-folding kinematics since the plates are stiff and the pin hinges have a well-
defined axis of rotation. Although the entire model consists of many individual
pieces, assembly simply requires sliding in the pin connections. It should also
be noted that while this prototype is developable, the fabrication concept does not
require developability.

Photos of the hinge design are shown in Figure 3.19 for two tiles connected by a
sub-fold. The pins have a 1mm diameter and the plates are 2.5mm thick, making the
plates sufficiently stiff to exhibit nearly rigid-folding kinematics. To accommodate
the thickness of the plates, both faces of the sub-fold are split in half. A slender arm
reaches from one face of the sub-fold to the other to ensure alignment of the hinge.
With this design, the sub-fold is capable of fully closing and the desired kinematics
are preserved, accommodating for the plate thickness.

A prototype of the entire pattern is created by applying the sub-fold design concept
shown of Figure 3.19 to the dimensions of each sub-fold in the pattern. The prototype
is shown in Figure 3.20 in each of the six target surface configurations, as well as
the )0 configuration with the sub-folds closed. Since the pattern has 84 kinematic
degrees of freedom, positioning the pattern into each target surface configuration
is a challenge. To address this challenge, a 3D printed support structure for each
configuration is used. The support structure consists of triangular posts under the
position of each tile in the target configuration. A groove on the underside of the
tiles allows the prototype to fit on the support structure. Figure 3.21 shows the
support structure with and without the prototype for the )3 (saddle) configuration.
Once the prototype is properly positioned on the support, a small amount of glue is
placed on each hinge allowing the prototype to hold its configuration when removed
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(a)

(b)

(c)

Figure 3.19: Hinge design concept demonstrated on two tiles connected by a sub-
fold. (a) Exploded view of the 3D printed plates and pin hinges. (b) A configuration
with the sub-fold partially open. (c) A configuration with the sub-fold closed.

T5

T3
T2

T1

T4
T6

T0

Figure 3.20: Prototype in the six target surface configurations and the )0 configura-
tion with the sub-folds closed.

from the support structure. The bond of the glue on each hinge can then be snapped,
freeing the hinges so the next target configuration can be achieved.
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(a) (b)

Figure 3.21: A 3D printed support structure is used to position the prototype in the
target surface configurations. (a) Support structure for the )3 (saddle) configuration.
(b) The prototype positioned on the support structure.

3.9 Conclusions
In this chapter, the synthesis of a new family of kirigami patterns has been presented.
These patterns are capable of approximating multiple target surfaces of varying
Gaussian curvature. The patterns, which consist of a set tiles connected by sub-folds,
can vary the apparent curvature of the surface comprised of only tiles. Changing the
sub-fold angles serves as a mechanism for changing the apparent curvature of the
pattern, leading to patterns capable of achieving a large range of apparent curvature.

A numerical framework for pattern synthesis has been presented, which is posed
as a tile arrangement problem. Arrangements of tiles corresponding to each target
surface are simultaneously computed by solving a constrained optimization prob-
lem. The constraints are formulated to ensure that sub-folds can be added between
adjacent tiles and that each arrangement is compatible with the others. Additionally,
constraints are included to ensure that the arrangements closely approximate the
target surfaces and both developable and non-developable patterns can be created.
Upon computing tile arrangements, sub-folds are added to connect adjacent tiles in
one arrangement, completing the pattern synthesis. Since all tile arrangements are
compatible, the pattern is capable of reconfiguring to realize each target surface tile
arrangement.

While these fold patterns exhibit the freedom to take on a range of curved surfaces,
their many kinematic degrees of freedom present a challenge. To achieve practical
application of such patterns, load-bearing capacity in each target configuration and
reconfiguration between target configurations must be addressed, which presents a
challenge for fold patterns with many degrees of freedom. This provides motivation
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for the remainder of the thesis, which develops the concept of multi-configuration
rigidity to address these challenges.
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C h a p t e r 4

MULTI-CONFIGURATION RIGIDITY: THE STATICALLY
DETERMINATE CASE

4.1 Introduction
This chapter develops a theoretical foundation and systematic design process for
multi-configuration rigidity. As demonstrated in the introductory example of Chap-
ter 2, embedding springs and unilateral constraints to achieve rigidity in multiple
target configurations is an effective solution for achieving load-bearing capacity in
many-DOF structures. The kirigami patterns of Chapter 3 provide further motiva-
tion for rigorously developing a designmethodology formulti-configuration rigidity,
which is formulated generally for discrete structures.

Discrete structures comprised of rigid components, such as rigid bars connected
by pin-joints or rigid plates connected by hinges, are typically categorized as rigid
structures or as mechanisms. Rigid structures cannot deform at all, under the as-
sumption that all components of the structure are rigid. Conversely, mechanisms
are kinematically indeterminate, meaning that the structure can move without de-
forming its components. The fundamental question of whether a structure is rigid
or kinematically indeterminate is the subject of the theory of rigidity [71]. Rigidity
theory is a kinematic theory; the classification of a structure as rigid or kinematically
indeterminate is entirely defined by its geometry. In this chapter, we bring a new
perspective to rigidity by studying structures that are not rigid when considering
only kinematics, but can be made rigid by the combination of unilateral constraints
(e.g., contact or cables) and an applied force that engages the unilateral constraints.
Such a structure is rigid, but only up to some finite perturbation force where the
unilateral constraint reactions (e.g. contact or cable forces) are overcome. In this
chapter, the statically determinate case is considered, when the unilateral reactions
are unique, which is explicitly defined in Section 4.3.2.

Structures with unilateral constraints have been studied from the perspective of
rigidity theory. The rigidity of tensegrity structures, which contain tension-only
cables and compression-only struts, is covered by an extensive literature [72–74].
Furthermore, linkages that are rigid due to self contact give another example of
rigidity due to unilateral constraints [75]. These studies, however, do not consider
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the case of a structure with unilateral constraints that becomes rigid only under the
application of an external force.

To achieve rigidity due to unilateral constraints and an applied force, it is of particular
interest when the force is passively applied by a set of springs embedded throughout
the structure. Specifically, we consider structures comprised of three ingredients: (i)
a kinematically indeterminate skeleton structure, (ii) a set of unilateral constraints,
and (iii) a set of springs. A design problem is posed to compute spring parameters
such that a set of target configurations are rigid. Since the conditions for rigidity in
each target configuration involve linearized kinematics, the resulting design problem
can be formulated as a linear program.

In Section 4.2, a simple example is presented as a conceptual introduction. Section
4.3 derives conditions for when a configuration is held rigidly by an applied force and
unilateral constraints. Building upon these conditions, Section 4.4 poses a design
problem to embed springs throughout a structure to rigidify multiple configurations
while maximizing the critical perturbation forces in each configuration. In Section
4.5, an example is presented where a 2-degree-of-freedom linkage is designed to
have four rigid configurations.

4.2 A simple example
To illustrate the concept of rigidity due to a force and unilateral constraint, we begin
with a simple example. Consider a rigid bar of unit length pinned at one end, as
shown in Figure 4.2. The bar represents the skeleton structure, a one degree of
freedommechanism described by the rotation \ about the pinned end. The tip of the
bar has coordinates (G, H). A unilateral constraint restricts the bar to H ≥ 0, which
is depicted in Figure 4.1 as a rigid platform that the bar cannot pass through. The
reaction force in the unilateral constraint is `. A force f is applied to the tip of the
bar.

Figure 4.1: Introductory example of a bar pinned at one end made rigid due to an
applied force f that maintains contact with a unilateral constraint.

This example can be viewed from two perspectives. The first is that there are no
admissible displacements, which arises from the two conditions associated with the
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unilateral constraint:
` ≥ 0

`H = 0.
(4.1)

That is, the contact force must be non-negative and the contact force must be zero
if there is no contact. From the second condition, it is evident that a nonzero `
requires the tip of the bar to stay at H = 0. In other words, displacements are not
allowed as long as ` > 0. The condition for rigidity is that 5H, the H-component of
f , is negative. This leads to a positive ` and therefore rigidity.

The second perspective comes from considering perturbation forces. If an upward
perturbation force % is additionally applied to the tip of the bar, the bar will not move
for % < − 5H. In this case, the reaction force ` = − 5H − % > 0 becomes smaller due
to %, but stays positive requiring that contact still occurs. For a large enough %, `
must be negative to satisfy equilibrium; since a negative contact force is forbidden,
the bar will lift off the contact. The critical perturbation force %∗ = − 5H represents
the smallest force that overcomes the unilateral reaction.

Building from the concept of rigidity due to a force and unilateral constraints, multi-
configuration rigidity occurs when the force is applied by a spring. Consider a linear
extensional spring with stiffness : and rest length ;0 connecting the tip of the bar to
the point (0,−1), as shown in Figure 4.2a. The spring force is f = : (

√
2− ;0). The

requirement for a positive contact force (therefore rigidity) is that the H-component
of the spring force is negative: : (

√
2 − ;0)/

√
2 < 0, which is satisfied if ;0 <

√
2. If

another unilateral constraint is added at \ = c, as in Figure 4.2b, there are two rigid
configurations. At both \ = 0 and \ = c, the spring force causes a positive reaction.

(a)

1

1

(b)

Figure 4.2: Two rigid configurations can be achieved, at \ = 0 and \ = c, due to
unilateral constraints and a spring.
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In the remainder of this chapter, the notion of rigidity due to unilateral constraints
and an applied force is formulated for structures with multiple degrees of freedom.
An analysis of critical perturbation forces is presented, leading to a systematic
method for designing springs for multi-configuration rigidity.

4.3 Rigidity due to unilateral constraints and a force
In this section, conditions are developed for when a mechanism is rigid due to an
applied force that engages a set of unilateral constraints. Linearized kinematics
about a specific configuration of a discrete structure are used to derive conditions
for infinitesimal rigidity, which is a sufficient condition for rigidity [71].

4.3.1 Kinematics
Consider a bar and hinge structure parameterized by vertex coordinates x ∈ R3=,
where = is the number of vertices and 3 is the number of spatial dimensions. The
kinematics of the structure are defined by a set of bilateral constraints h(x) and
unilateral constraints g(x):

ℎ8 (x) = 0 8 = 1, ..., =1 (4.2)

6 9 (x) ≤ 0 9 = 1, ..., =D . (4.3)

These formulations are presented in the context of general bilateral and unilateral
constraints, which can model a variety of discrete structures. The bilateral con-
straints can represent, for example, pin-joint structures or plate-hinge structures.
Appendix A formulates a kinematic model for plate-hinge structures as a set of
bilateral constraints. The unilateral constraints can represent contact as well as
tensegrity elements such as cables and no tension struts. In the context of the simple
example of Figure 4.1, x = [G, H]) contains the coordinates of the tip of the bar,
the bilateral constraint is ℎ(x) =

√
G2 + H2 − 1 = 0, and the unilateral constraint is

6(x) = −H ≤ 0.

Linearization of the constraints about a configuration xC yields

ℎ8 (xC + d) ≈ ℎ8 (xC) +
mℎ8 (x)
mx

)
����
xC

d = 0, 8 = 1, ..., =1 (4.4)

6 9 (xC + d) ≈ 6 9 (GC) +
m6 9 (x)
mx

) ����
xC

d ≤ 0, 9 = 1, ..., =D, (4.5)

where d ∈ R3= is a displacement of the vertices about configuration xC . The gradients
of the bilateral constraints I1 ∈ R3=×=1 and unilateral constraints ID ∈ R3=×=0 give
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the compatibility matrices of the constraints, defined as

�18: =
mℎ8 (G)
mG:

����
xC

(4.6)

�D9 : =
m6 9 (G)
mG:

����
xC

, 9 ∈ �0 . (4.7)

Here, the unilateral constraint gradients ID are defined only for the active unilateral
constraints, which belong to the set

�0 = { 9 | 6 9 (xC) = 0}, (4.8)

where the set �0 indexes the =0 active constraints. Constraints that are not active in
the configuration xC do not need to be considered.

Assuming that configuration xC satisfies the constraints, the linearized constraints
of Eqs. (4.4) and (4.5) become

I1d = %h = 0 (4.9)

IDd = %g ≤ 0. (4.10)

The first-order changes in the bilateral and active unilateral constraints due to dis-
placement d are %h ∈ R=1 and %g ∈ R=0 , respectively.

Following Eq. (4.9), a first-order compatible displacement must be within the null
space of I1. Defining ]< ∈ R3=×< as an orthonormal basis of the <-dimensional
null space of I1, a first-order compatible displacement d< takes the form

d< = ]<", (4.11)

where " contains displacement coordinates with respect to the mechanisms, or the
columns of]<. A kinematically indeterminate structure has< > 0 or, equivalently,
there exist first-order compatible displacements. The quantity < defines the number
of degrees of freedom of the structure.

4.3.2 Equilibrium
Consider a force f ∈ R3= applied to the vertices of the structure. This section derives
conditions for equilibrium, corresponding to when the reaction forces in the bilateral
and unilateral constraints balance the applied force. The generalized reaction forces
associated with the bilateral and active unilateral constraints are denoted , ∈ R=1
and - ∈ R=0 . The unilateral constraint reactions must satisfy the conditions

`8 ≥ 0, 8 = 1, ..., =0 (4.12)

`868 = 0, 8 = 1, ..., =0 . (4.13)
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In Equation (4.12), a sign convention is adopted where the unilateral reaction forces
must be non-negative. For example, if the unilateral constraint represents contact,
only compressive forces can be supported, so a positive reaction ` corresponds to a
compressive contact force. If the unilateral constraint represents a cable, only tensile
forces can be supported, so a positive reaction ` corresponds to a tensile cable force.
Equation (4.13) represents the complementary slackness condition, which states that
the unilateral reaction can only be nonzero if the constraint is active. For example,
a contact force can only be nonzero if there is contact.

To derive the equations of equilibrium, the principle of virtual work is applied. The
external work corresponding to the applied force f through displacement d is f) d.
The internal work associated with the constraints is ,)%h + -)%g. Equating the
internal and external work,

f) d = ,)%h + -)%g. (4.14)

In the virtual work equation, the kinematic variables d, %h, and %g must be com-
patible, and we can substitute d = ]<", %h = 0, and %g = ID]<" to obtain

f)]<" = -)ID]<". (4.15)

Finally, this must generally hold for an arbitrary nonzero ". This leads to a set of <
equilibrium equations

])
< f = ])

<I
D) - (4.16)

that correspond to equilibrium in the direction of the mechanisms of the skeleton
structure. The bilateral constraint reactions have been eliminated from the problem
and the resulting equation requires that applied force f balances the unilateral
constraint reactions in the direction of each mechanism. Equation (4.16) can be
redefined in concise notation as

f̂ = G- (4.17)

where

f̂ = ])
< f (4.18)

G = ])
<I

D) . (4.19)

The matrix G ∈ R<×=0 can be interpreted as a matrix that maps unilateral reaction
forces to the mechanism directions. The vector f̂ ∈ R< represents the projection
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of the applied force onto the mechanism directions. In the context of the simple
example of Figure 4.2, f̂ contains only the H-component of the applied force, since
the]< = [0, 1]) .

Depending on the number of mechanisms and unilateral constraints, there are three
cases regarding the equilibriumequation. Thefirst iswhen G is square and invertible,
which can occur when there are as many active unilateral constraints as mechanisms
so =0 = <. This is the statically determinate case, where the unilateral reactions -
are unique. The second case occurs when there are more active unilateral constraints
than mechanisms =0 > <. This is the statically indeterminate case; a solution may
exist, but the unilateral reactions are not unique. Finally, if =0 < <, rigidity cannot be
achieved because there are not enough unilateral constraints to block all mechanism
directions. The remainder of this chapter focuses on the statically determinate case
while Chapter 5 develops the statically indeterminate case.

4.3.3 Conditions for rigidity: statically determinate case
For the case of statically determinate unilateral constraints, Theorem 4.1 states
conditions for when a configuration is rigid. Since these conditions are developed
based on linearization about a specific configuration, they represent conditions for
infinitesimal rigidity, which are sufficient conditions for rigidity.

Theorem 4.1. A configuration is rigid due to unilateral constraints and an applied
force if

=D;;

([
I1

ID

])
= ∅ (4.20)

and

- = G−1 f̂ > 0. (4.21)

Proof. If Eq. (4.21) holds, then all unilateral constraints are strongly active, with
nonzero reaction forces. From complementary slackness, Eq. (4.13), strongly active
unilateral constraints must hold to the equality:

`8 > 0 ⇒ 68 (G) = 0. (4.22)

The linearized strongly active unilateral constraints must also hold to the equality,

IDd = 0. (4.23)
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A first-order compatible displacement must not only be within the null space of I1,
but also be within the null space of ID since all active unilateral constraints are
strongly active,

d ∈ =D;;
([
I1

ID

])
. (4.24)

Finally, if Eq. (4.20) holds, there are no first-order admissible displacements and
the configuration is infinitesimally rigid, and therefore rigid.

The rigidity conditions can be interpreted as a kinematic condition in Eq. (4.21)
and a static condition in Eq. (4.20). The kinematic condition requires that there
are enough unilateral constraints such that if they are all held to the equality, the
structure is rigid. Then, the static condition ensures that the force is applied in a
direction that causes positive reactions in all unilateral constraints, allowing them
to be treated as bilateral constraints.

4.3.4 Geometric interpretation of the rigidity conditions
Equation (4.21) takes the form of a set of linear inequalities. A powerful geometric
interpretation of the rigidity conditions comes from examining the structure of the
linear inequalities. The system of linear inequalities of Eq. (4.21) can be interpreted
as an intersection of half-spaces in R< that pass through the origin, also known as
a convex polyhedral cone. The < half-spaces that make up the cone are defined by
the normal vectors n8, which are the rows of the matrix G−1:

G−1 =


n)1
...

n)<

 . (4.25)

Equation (4.21) requires that the applied force projected onto the mechanisms f̂

must belong to the interior of this cone:

f̂ ∈ { f̂ | n)8 f̂ > 0, 8 = 1, ..., <}. (4.26)

Figure 4.3a illustrates this geometric interpretation in the two-dimensional case,
where < = =0 = 2. The shaded region represents the cone defined by the two
normal vectors in R2. Any applied force whose projection belongs to the interior
of the cone leads to positive unilateral constraint reactions, and thus rigidity. This
geometric interpretation provides a useful tool for analyzing perturbation forces
applied to a rigid configuration.
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(a)

o

o

(b)

Figure 4.3: Geometric interpretation of the rigidity conditions for the two-
dimensional case. (a) The polyhedral cone in R2 defined by the intersection of
two half-spaces with normal vectors n1 to n2. (b) Example of a projected force f̂ 0
that lies within this cone, thus satisfying the rigidity conditions.

4.3.5 Critical perturbation forces
The rigidity conditions were developed in the context of requiring no admissible
displacements. Alternatively, a rigid configuration can resist arbitrary perturbation
forces without displacement, up to some critical magnitude. If a large enough
perturbation force is applied, the reaction forces in the unilateral constraints are
overcome and the configuration is no longer rigid. The critical perturbation forces
at which rigidity is lost are of interest because they correspond to the load-bearing
capacity of a rigid configuration.

Consider a force f 0 that, when applied to the structure, satisfies the rigidity condi-
tions. Now, consider a perturbation force of magnitude % in the direction of the unit
vector f ? that is also applied to the structure. The net force is

f = f 0 + % f ? . (4.27)

The structure will remain rigid if the net force satisfies the rigidity conditions. The
critical force %∗ in direction f ? at which rigidity is lost is the solution to the linear
program

max % subject to G−1])
<

(
f 0 + % f ?

)
≥ 0. (4.28)

In the context of the geometric interpretation of the rigidity conditions, the critical
perturbation force can be interpreted as the distance from the projected force f̂ 0 =

])
< f 0 to the boundary of the polyhedral cone along direction projected perturbation

direction f̂ ? = ])
< f ?.

Finally, we note that this type of linear programming analysis resembles the classical
literature on the limit loads for plastic collapse of frames [76], another class of
discrete structure with unilateral constraints.
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4.3.6 An exact lower bound on the critical perturbation force
Utilizing the geometric interpretation that the critical force is the distance from the
applied force f̂ 0 to the boundary of the polyhedral cone, a lower bound on critical
forces can be computed. The distance from f̂ 0 to the hyperplane with normal n8
can be computed through the dot product

%∗8 =
n)
8

| |n8 | |
f̂ 0, 8 = 1, ..., =0, (4.29)

where %∗
8
represents the critical force in direction −n8. The distance from f̂ 0 to the

closest boundary of the polyhedral cone is

%∗<8= = min{%∗1, ..., %
∗
=0
}. (4.30)

Among all possible perturbation force directions, the smallest critical force is %∗
<8=

,
in the direction normal to the closest boundary of the cone. This provides a lower
bound on the critical perturbation force magnitude,

%∗<8= ≤ %∗. (4.31)

In other words, a perturbation force in any direction is guaranteed not to cause
displacements if its magnitude is less than %∗

<8=
. Figure 4.3b illustrates the lower

bound on the critical perturbation force in a two-dimensional example, where the
distance %∗

<8=
from f̂ 0 to the closest boundary is highlighted.

The lower bound for the critical force provides a powerful tool for assessing the
load-bearing capacity of a structure. Particularly, it provides the basis for the
design of structures in the following section, where the lower bound critical force is
maximized.

4.4 Spring parameter design
In this section, the design problem of embedding springs and unilateral constraints
throughout a structure to achieve multi-configuration rigidity in specified target
configurations is posed. Building from the rigidity conditions derived in Section 4.3,
we seek to design springs such that the spring forces satisfy the rigidity conditions
in multiple configurations.

The process for designing structures with multiple rigid configurations has three
steps. First, =C target configurations of a skeleton structure with < degrees of
freedom are chosen. Then, a set of linear elastic springs are placed throughout the
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structure. Figure 4.4 shows an example of a five-bar linkage, which represents a
skeleton structure, embedded with two extensional springs and five torsion springs.
Each spring introduces two design variables, the stiffness and the rest length or
angle. Finally, < active unilateral constraints are placed in each target configuration
such that Eq. (4.20) is satisfied.

The focus of this section is on designing spring parameters given a skeleton structure
with =C target configurations and a set of unilateral constraints satisfying Eq. (4.20)
in each target configuration. The spring parameters must be designed such that
all unilateral constraint reactions are positive, satisfying Eq. (4.21), in each target
configuration, which corresponds to multi-configuration rigidity. For this problem,
we present a general method for designing spring parameters. Moreover, a solution
can be computed that maximizes the lower bound critical force in all configurations,
effectively maximizing the load-bearing capacity of all target configurations. The
spring design problem is formulated as a linear programming problem, which can
be efficiently solved with guarantees of optimality.

Figure 4.4: Example of a planar five-bar linkage with ? = 2 extensional springs and
@ = 5 torsional springs.

4.4.1 Spring design problem setup
Wepose a design problem tomake =C target configurations rigid by embedding linear
extensional and torsion springs. The coordinates of each target configuration are x 9
where 9 = 1, ..., =C . In each target configuration, < active unilateral constraints have
been placed, satisfying Eq. (4.20). A set of ? linear extensional and @ linear torsion
springs are embedded throughout the structure. Extensional spring 8 has stiffness k8
and rest length ;0

8
while torsion spring : has angular stiffness ^: and rest angle \0

:
.

Overall, there are 2(? + @) spring parameters, which make up the design variables
that must be chosen to achieve multi-configuration rigidity. Extensional spring 8 has
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current length ;8 and torsion spring : has current angle \: . The forces 2 ∈ R? in
the extensional springs and moments m ∈ R@ in the torsion springs are given by

f8 = −k8 (;8 − ;08 ) (4.32)

<: = −^: (\: − \0
: ). (4.33)

The rigidity conditions derived in the previous section are formulated in terms of
an applied force on the vertices of the skeleton structure. The spring forces and
moments must be mapped to their equivalent forces on the vertices. This mapping
can be achieved using the equilibrium matrix of the springs. For consistency of
notation, we first define the compatibility matrix of the springs IB ∈ R(?+@)×3=,
which contains the gradients of l and )

IB =


m l

mx
m)

mx


. (4.34)

The transpose of the compatibility matrix yields the equilibrium matrix [77], which
maps spring forces to forces on the vertices of the structure,

f = IB)

[
2

m

]
. (4.35)

Here, f is the force exerted on the skeleton structure by the springs, which now fits
the framework of the rigidity conditions. Inserting Eq. (4.35) into Eq. (4.18), the
projection of the spring forces onto the mechanisms is

f̂ = ])
<I

B)

[
2

m

]
. (4.36)

The design problem at hand is to choose spring parameters such that the correspond-
ing f̂ satisfies the rigidity conditions in multiple configurations.

To formulate the spring parameter design problem, we begin by listing a set of
constraints. For rigidity in each configuration, positive unilateral reactions are
required from Eq. (4.21), which must hold in all target configurations. Inserting
Eq. (4.36) into (4.21) at each configuration, the conditions for rigidity in all target
configurations can be written as:(

G−1])
<I

B)

[
2

m

])
9

> 0, C = 1, ..., = 9 , (4.37)
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where () 9 denotes evaluation at configuration x 9 . For each target configuration,
Eq. (4.37) contains < inequalities, leading to =C< total inequalities required for
multi-configuration rigidity.

Along with the conditions for rigidity, bounds on the spring parameters are in-
troduced to limit the design space to practical spring parameters. Solutions with
negative stiffness or extremely large stiffness springs are not of interest. We re-
strict the spring stiffnesses to the range between 0 and some upper bound k<0G and
+<0G . Similarly, the extensional spring rest lengths are bound by l0<8= and l0<0G and
the torsion spring rest angles are bound by )0

<8= and )0
<0G . The spring parameter

constraints are written as:

0 ≤
[
k
+

]
≤

[
k<0G
+<0G

]
(4.38)[

l0<8=
)0
<8=

]
≤

[
l0

)0

]
≤

[
l0<0G
)0
<0G

]
. (4.39)

Therefore, we seek a set of spring parameters that collectively satisfy the multi-
rigidity condition of Eq. (4.37), that is within the bounds of Eqs. (4.38) and
(4.39).

4.4.2 The most rigid solution: Chebyshev center
Theremay bemany sets of spring parameterswithin the bounds that satisfy themulti-
configuration rigidity conditions. However, not all solutions lead to desirable and
practical designs. If the lower bound on the critical force in a target configuration is
small, that configuration can only support small loads in the direction corresponding
to the lower bound. Thus, we seek a set of spring parameters that maximizes the
lower bound on critical force in each target configuration.

Recalling Section 4.3.6, the minimum critical force in each configuration is the
distance from the projected spring force f̂ to the nearest boundary of the polyhedral
cone describing the rigidity conditions. Therefore, spring parameters are sought that
maximize the distance to the nearest boundary. The distance from f̂ to boundary 8
of the polyhedral cone in configuration x 9 can be computed in terms of the spring
forces and moments by inserting Eq. (4.36) into Eq. (4.29), yielding

%∗8 | 9 =
(
n)
8

| |n8 | |
])
<I

B)

[
2

m

])
9

. (4.40)

For springs satisfying the rigidity conditions, %∗
8
| 9 is positive for all boundaries 8

and configurations 9 . A positive scalar A is introduced such that %∗
8
| 9 ≥ A for all 8
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and 9 . Now, an optimization problem can be formulated to maximize A, equivalently
maximizing the smallest value of %∗

8
| 9 :

max A subject to

%∗8 | 9 =
(
n)
8

| |n8 | |
])
<I

B)

[
2

m

])
9

≥ A, 8 = 1, ..., <, 9 = 1, ..., =C

0 ≤
[
k
+

]
≤

[
k<0G
+<0G

]
[
l0<8=
)0
<8=

]
≤

[
l0

)0

]
≤

[
l0<0G
)0
<0G

]
.

(4.41)

This optimization problem is formulated in terms of the spring parameters k, +, l0,
)0, and A. The optimal solution corresponds to the spring design with the largest
minimum critical force in all target configurations.

This solution is referred to as the Chebyshev center. The Chebyshev center solution
represents the design that maximizes the lower bound on critical force, where
this optimal lower bound corresponds to the Chebyshev radius. The corresponding
spring parameters are denoted k2, +2, l02, )0

2. This set of spring parameters represents
the design that has the largest lower bound critical force %∗

<8=
= A2 while respecting

the bounds on spring parameters. This gives a guarantee that any perturbation force
smaller than A2, applied in any direction to any target configuration will not cause
any displacement of the structure.

The Chebyshev center, which is defined generally in [78], represents the center of
the largest sphere inscribed in a set and the Chebyshev radius A2 is the radius of
this sphere. Equivalently, it corresponds to the point furthest from the boundary
of a set, where the distance from this point to the closest boundary is A2. The
Chebyshev center is not necessarily unique, but the Chebyshev radius is. For
example, a rectangle does not have a unique center for its largest inscribed circle,
but the corresponding radius is unique. For further discussion of uniqueness, see
[79]. A variety of fields have found use for Chebyshev centers; it appears in robust
controller design [80, 81], classification problems [82], state estimation for dynamic
systems [83], and machine learning [84].

As written in Eqs. (4.41), the optimization problem to compute the Chebyshev
center is parameterized by the spring parameters k, l0, +, and )0, noting that 2
and m are functions of the spring parameters from Eqs. (4.32) and (4.33). In this



74

parameterization the optimization problem is nonlinear since the rigidity constraints
contain the product k8;08 from Eq. (4.32) and ^ 9\0

9
from Eq. (4.33). However, with

a change of variables, all constraints can be written as linear inequalities so that the
Chebyshev center computation becomes a linear program.

4.4.3 Linear programming formulation
With a change of variables, the rigidity constraints can be formulated as linear
inequalities. To avoid the nonlinearity introduced by the product of stiffness and
rest length/angle, a change of variables is introduced as

f0
8 ≡ k8;08
<0
9 ≡ ^ 9\0

9 ,
(4.42)

where 20 ∈ R? corresponds to the extensional spring force at zero length and m0 ∈
R@ corresponds to the torsion spring moment at zero angle. In this parameterization,
the spring forces take the form

f8 = −k8;8 + f0
8

< 9 = −^ 9\ 9 + <0
9 .

(4.43)

Equivalently in matrix form,

2 = S1

[
k
20

]
m = S2

[
+

m0

] (4.44)

where the matrices S1 ∈ R?×2? and S2 ∈ R@×2@ are defined as

S1 =
[
diag( l) −O?

]
S2 =

[
diag()) −O@

]
.

(4.45)

The ? × ? and @ × @ identity matrices are denoted O? and O@. The operator diag()
maps a vector to a matrix with the vector along its diagonal. Inserting Eq. (4.44)
into the multi-configuration rigidity conditions of Eq. (4.37), we obtain

©­­­­­«
G−1])

<I
B)

[
S1 0
0 S2

] 
k
20

+

m0


ª®®®®®¬ 9
> 0, 9 = 1, ..., =C , (4.46)
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which is a set of <=C linear inequalities with respect to k, 20, +, and m0.

In addition to the rigidity conditions, the bounds on spring parameters must be
formulated in this new parameterization. The bounds on stiffness in Eq. (4.38) can
be enforced directly. However, Eq. (4.39) must be reformulated in terms of 20 and
m0. Multiplying by the stiffness of each spring,

k8;0<8=,8 ≤ k8;08 ≤ k8;0<0G,8, 8 = 1, ..., ?

^8\
0
<8=,8 ≤ ^8\0

8 ≤ ^8\0
<0G,8, 8 = 1, ..., @,

(4.47)

which is valid since all stiffness variables are non-negative. Now, the bounds on rest
lengths and angles can be written as linear inequalities on k, 20, +, and m0 as

[
S3 0
0 S4

] 
k
20

+

m0


≤ 0 (4.48)

where the matrices S3 ∈ R2?×2? and S4 ∈ R2@×2@ are defined as

S3 =

[
diag( l<8=) −O?
diag(−l<0G) O?

]
S4 =

[
diag()<8=) −O@
diag(−)<0G) O@

]
.

(4.49)

In summary, the constraints that define the multi-configuration rigidity design prob-
lem, Eqs. (4.37), (4.38), and (4.39), can be rewritten as linear inequalities with
respect to k, 20, +, and m0. These linear inequalities are given by Eqs. (4.46),
(4.38), (4.48).

Finally, the computation of the Chebyshev center can be reformulated as a linear
program, taking the form:
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max A subject to

%∗8 | 9 =
(
n)
8

| |n8 | |
])
<I

B)

[
S1 0
0 S2

])
9


k
20

+

m0


≥ A, 8 = 1, ..., <, 9 = 1, ..., =C

0 ≤
[
k
+

]
≤

[
k<0G
+<0G

]
[
S3 0
0 S4

] 
k
20

+

m0


≤ 0.

(4.50)
There are a total of<=C +4?+4@ inequality constraints in the linear program, which
optimizes over the 2? +2@ +1 unknowns k, 20, +, m0, and A. Since linear programs
can be solved efficiently with optimality guarantees, the Chebyshev center can be
easily computed and is guaranteed to be the globally optimal solution. Additionally,
if this linear program is infeasible, then there are no spring parameters in the given
bounds that satisfy rigidity in all configurations.

Finally, upon computing the solution, the rest lengths and angles can be retrieved
from 20

2 and m0
2 as

;028 =
f0
28

k28
, \0

2 9 =
<0
2 9

^2 9
. (4.51)

If a spring has zero stiffness, the rest length or angle is not defined and there is
effectively no spring in this case.

4.4.4 Energetic interpretation
Multi-configuration rigidity has so far been formulated without any notion of energy.
However, a useful interpretation comes from considering the energy in the springs.
Specifically, in a configuration satisfying the rigidity conditions, the energy has a
positive slope in all kinematically admissible directions. Thus, a rigid configuration
corresponds to a sharp local energy minimum on the boundary of kinematically
admissible configurations.
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The energy stored in the extensional and torsion springs is given by

� (x) =
?∑
8=1

1
2
k8 (;8 (x) − ;08 )2 +

@∑
8=1

1
2
^8 (\8 (x) − \0

8 )2. (4.52)

The slope of the energy along a mechanism direction d< = ]<"

m�

mx

)

d< =

(
m�

m l

m l

mx

))
]<" +

(
m�

m)

m)

mx

))
]<". (4.53)

The spring forces and moments are related to the energy by m�/m l = −2 and
m�/m) = −m. In terms of the spring forces and moments along with the compati-
bility matrix of the springs from Eq. (4.34), we obtain

m�

mx

)

d< = −
[
2

m

])
IB]<"

= − f)]<",

(4.54)

where f contains the nodal forces applied by the springs from Eq. (4.35). Substi-
tuting in the equilibrium equation, Eq. (4.16),

m�

mx

)

d< = −-)ID]<". (4.55)

Rewriting as a sum over the active unilateral constraints gives

m�

mx

)

d< = −
=0∑
8=1

`8 (ID]<")8 . (4.56)

The rigidity condition of Eq. (4.21) requires that all reactions `8 > 0. Recalling the
linearized unilateral constraints of Eq. (4.10), the vector %g = ID]<" must have
non-positive components. This leaves two possible cases. If %g has at least one
nonzero component, then the directional derivative of the energy is positive in all
admissible directions. Alternatively, if all components of %g are zero, the directional
derivative of the energy is zero. The latter case is prohibited by the condition of Eq.
(4.20), which is equivalently written as =D;; (ID]<) = ∅. Therefore, ID]<" must
have at least one negative entry for any nonzero ". Finally, we conclude that

m�

mx

)

d > 0 ∀d ∈ {d | I1d = 0, IDd ≤ 0, d ≠ 0}. (4.57)

Therefore, at a rigid configuration, the slope of the energy of the springs is positive
in all kinematically admissible directions.
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From the energetic perspective, multi-configuration rigidity corresponds to having
multiple local energy minima, where each energy minima exhibits property of Eq.
(4.57). That is, each local minimum is a sharp minimum with the energy sloping
into the boundary in all kinematically admissible directions. To draw comparison
to multi-stability, multi-stable structures have smooth energy minima at multiple
configurations. The key difference between the two concepts is that the slope of the
energy is nonzero in rigid configurations and zero in stable configurations.

4.5 2-DOF linkage example
To demonstrate multi-configuration rigidity, an example is presented of the design
of a linkage. Unilateral constraints and springs are embedded to achieve rigidity in
four target configurations.

4.5.1 Problem setup
In this example, the skeleton structure is a linkage comprised of four pin-jointed
bars. Both ends of the linkage are pinned and the resulting linkage has< = 2 degrees
of freedom. The aim of this example is to embed springs and unilateral constraints
to achieve rigidity in the four target configurations shown in Figure 4.5. Unilateral
constraints are introduced in the form of angle stops on hinges 1 and 5, restricting
the range of these hinges to between 0 and c/4. The angle stops are represented
by the black brackets around \1 and \5 in Figure 4.5. Finally, linear torsion springs
are placed on each hinge. This introduces 10 design variables corresponding to the
stiffness + ∈ R5 and rest angle )0 ∈ R5 of each spring. The design problem at hand
is to select the 10 spring parameters such that each target configuration is rigid.

We present this example with realistic units, which both accommodates intuitive
understanding of the problem and corresponds to the prototype presented in Chapter
6. The bar lengths are !1 = !4 = 75 mm and !2 = !3 = 94.75 mm, while the
ends of the linkage are !5 = 238.65 mm apart. The hinge angles in the four target
configurations are listed in Table 4.1.

Table 4.1: Target configuration hinge angles (in radians)

Configuration 1 2 3 4
\1 c/4 0 c/4 0
\2 c/2 2.063 1.052 2.731
\3 c/2 0.985 1.426 1.426
\4 c/2 2.063 2.731 1.052
\5 c/4 0 0 c/4
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(a) (b)

(c) (d)

Figure 4.5: Two-DOF linkage geometry. The red coils at each hinge represent linear
torsion springs and the brackets on hinges 1 and 5 represent unilateral constraints
on the fold angle. (a) Target configuration 1. (b) Target configuration 2. (c) Target
configuration 3. (d) Target configuration 4.

Since hinges 1 and 5 are pinned, the structure can be parameterized by the coordinates
of the free vertices at hinges 2, 3, and 4, x = [G2, H2, G3, H3, G4, H4]) . The lengths of
the four bars are R(x) : R6 → R4. The kinematics of the linkage can be captured
by a set of bilateral constraints h(x) fixing the lengths (in mm) as

h(x) = R(x) −


75

94.75
94.75

75


= 0. (4.58)

The unilateral constraints corresponding to the angle stops on hinges 1 and 5 take
the form

g(x) =


\1(x)
−\1(x)
\5(x)
−\5(x)


−


c/4
0
c/4
0


≤ 0. (4.59)

Of the =D = 4 unilateral constraints, in each target configuration =0 = 2 unilateral
constraints are active, leading to static determinacy among the unilateral constraint
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reaction moments since =0 = <. Linearization of the constraints to compute the
constraint compatibility matrices ID, I1, as well as the other relevant matrices in
each configuration, is outlined in Appendix C. Upon computation of ID and I1 in
each configuration, it can be verified that Eq. (4.20) is satisfied in each configuration.
Therefore, if the spring parameters admit positive unilateral reactions in each target
configuration, all four target configurations are rigid.

The moments in the @ = 5 torsion springs are <8 = −^8 (\8 − \0
8
) for 8 = 1, ..., 5.

The compatibility matrix of the springs IB is also computed in Appendix C, which
maps the spring moments to their equivalent nodal forcing on the skeleton structure
through Eq. (4.35). Bounds are introduced on the spring parameters to reduce the
design space to practical designs that are physically achievable. For this example,
all components of )0

<8= are taken as −c and all components of )0
<0G are taken as c.

Each torsion spring is restricted by the same upper bound on stiffness, ^<0G , which
is left unspecified and acts as a scaling factor for the critical force solution.

4.5.2 The Chebyshev center solution
In this example, there aremany solutions that satisfymulti-configuration rigidity and
the spring parameter bounds of Eqs. (4.37)-(4.39). Of particular interest, however,
is the solution that maximizes the smallest critical perturbation force, which is the
Chebyshev center solution formulated in Section 4.4.2. The Chebyshev center can
be computed by solving the following linear program:

max A subject to

%∗8 | 9 =
(
n)
8

| |n8 | |
])
<I

B)S2

)
9

[
+

m0

]
≥ A, 8 = 1, 2, 9 = 1, 2, 3, 4

0 ≤ + ≤ +<0G

S4

[
+

m0

]
≤ 0.

(4.60)

This linear program follows from Eq. (4.50) for the specific problem at hand,
which has only torsional springs, four target configurations, and < = =0 = 2. The
matrices required to formulate the constraints are given in Appendix C. Solving the
linear program yields the Chebyshev center spring parameters +2 and m0

2 along with
the Chebyshev radius A2. The spring parameters +2 and )0

2 corresponding to the
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Chebyshev center, with the rest angles computed from Eq. (4.51), are

+2 =



0
0.79

1
0.79

0


^<0G ,


\0

22
\0

32
\0

42

 =

c

c

c

 , (4.61)

where \0
2 is in radians and the stiffness scales linearly with ^<0G . Since ^1 and ^5

are zero, there are effectively no springs on hinges 1 and 5, so the rest angles are not
defined.

The corresponding Chebyshev radius, which is also output from the linear program,
is A2 = 7.78^<0G , where A2 has units of Newtons if ^<0G is specified in Nm/rad.
As a benchmark, the prototype of the linkage presented in Chapter 6 uses spring
with nominal stiffness of 0.230 Nm/rad; if this value is taken as ^<0G , the resulting
Chebyshev radius is 1.79 N. However, the maximum stiffness of the springs can
be scaled to achieve a larger Chebyshev radius and therefore a larger load-bearing
capacity.

The Chebyshev radius brings the guarantee that applying a load to any of the
four target configurations in any direction will not cause displacements so long as its
magnitude is less than A2. However, most loading directions can support larger loads
than the Chebyshev radius since it provides a lower bound. Since the Chebyshev
center is computed by solving a linear program, its optimality is guaranteed. There
is no set of spring parameters that leads to a larger value than A2. A larger value could
potentially be achieved by increasing the bounds on spring parameters, introducing
new springs, or considering different unilateral constraints.

The geometric interpretation of the rigidity conditions presented in Section 4.3.4 is
useful in understanding the Chebyshev center solution. For each target configura-
tion, Figure 4.6 plots the polyhedral cone of projected forces that satisfies the rigidity
condition, which is shaded blue. For example, the shaded region of 4.6a is the inter-
section of half-planes defined by the normal vectors n1 |1 = [−95.7107, 45.7107])

and n2 |1 = [45.7107, 95.7107]) , which are computed in Appendix C. Each plot is
in the space of the mechanism directions evaluated in each respective target con-
figuration. That is, 5̂1 |1 is the component of the force in the direction of the first
column of]< |1.
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Figure 4.6 also plots for each configuration the projection of the spring force of
the Chebyshev center spring parameters, f̂ 2. This is computed by first computing
spring moments m2 corresponding to the Chebyshev center spring parameters using
Eq. (4.32), then projecting onto the mechanisms using Eq. (4.36).

-4 -2 0 2

0

2

4

Configuration 1

(a)

0 2 4

-4

-2

0

Configuration 2

(b)

-4 -2 0

-4

-2

0

Configuration 3

(c)

-2 0 2 4

0

2

4

Configuration 4

(d)

Figure 4.6: In each target configuration, the shaded region is the polyhedral cone
defining the rigidity condition of Eq. (4.21). The projected spring force of the
Chebyshev center solution f̂ 2 is the solution that maximizes the distance to the
boundary of the cone in all configurations, while respecting the spring parameter
bounds. The units of all four plots are Newtons.

The Chebyshev center is the solution that maximizes the distance from f̂ 2 to the
boundaries of the cone in all target configurations, while respecting the spring pa-
rameter bounds. The spring parameter bounds impose restrictions on the magnitude
of f̂ 2 in each configuration (otherwise the linear program would be unbounded).
The Chebyshev center solution f̂ 2 is close to bisecting the boundaries of the cone in
each configuration, which results frommaximizing distance to the closest boundary.
In each configuration, we can compute the distance to the closest boundary %∗

<8=
of

the cone, from Eq. (4.30). In configurations 2, 3, and 4, the distance to the closest
boundary is %∗

<8=
|2 = %∗

<8=
|3 = %∗

<8=
|4 = 7.78^<0G . Again, if ^<0G is specified in

Nm/rad the critical forces take units N. In configuration 1, %∗
<8=
|1 = 9.52^<0G , which

is larger than for the other configurations. Recall that the Chebyshev center formu-
lation requires the spring force is at least A2 from each boundary, but the distance to
a boundary can be farther, which is the case for configuration 1.

4.5.3 Perturbation force analysis
To gain a deeper understanding of multi-configuration rigidity and the Chebyshev
center solution, critical forces are computed for various loading cases applied to
target configuration 2. A similar analysis could be carried out for each of the four
rigid configurations. Critical perturbation loads in the unit direction f ? can be
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directly computed through the linear program of Eq. (4.28). Additionally, the
geometric interpretation of critical forces is discussed to build intuition. We present
three perturbation load cases to highlight the structure of the rigidity conditions.

The first perturbation direction we consider is f ?1 = [0, 0, 1, 0, 0, 0]) , which corre-
sponds to the +G direction of vertex 3 as shown in Figure 4.7a. Directly from the lin-
ear programming computation, the critical force in this direction is %∗ = 12.17^<0G .
To plot the geometry of this load case, the projected perturbation direction is
f̂ ?1 = ])

< |2 f ?1 = [−0.52,−0.61]) , where ]< |2 is computed in Appendix C.
Figure 4.8a plots the projection of this loading direction on the space of the mech-
anisms, which adds to the projected spring force vector. As long as the resultant
vector lies inside the cone, the structure remains rigid. The critical force is the
distance from the tip of f̂ 2 |2 to the boundary along the direction f̂ ?1, shown by a
dashed line of length 12.17^<0G .

The second perturbation direction we consider is the direction corresponding to
the minimum critical force. Recalling Eq. (4.29), the shortest distances to the
two boundaries are along the −n1 |2 and −n2 |2 directions. In this example, the
spring force vector exactly bisects the cone and the distance to each boundary is
equal; we examine the −n1 |2 direction. There is a family of directions f ? ∈ R6

whose projection f̂ ? is parallel to −n1 |2. However, only one direction corre-
sponds to the minimum critical force, when | | f ? | | = | | f̂ ? | | = 1. In other words,
the unit vector f ? pushes exactly in the direction of the mechanisms and has
no component perpendicular to the mechanisms. Therefore, its projection onto
the mechanisms is also a unit vector. This vector, denoted f ?2, is given by
f ?2 = −]< |2n1 |2 = [0, 0.69,−0.64, 0.34, 0, 0]) , which is a force vector that pushes
exactly in the mechanism directions, aligned with −n1 |2. The critical magnitude in
this direction is %∗

<8=
= A2 = 7.78^<0G , which corresponds to the Chebyshev radius.

Figures 4.7b and 4.8b plot f ?2 on the linkage and in the space of the mechanisms.

The final load case we study is in the direction f ?3 = [0, 0, 0,−1, 0, 0]) , plot-
ted in Figure 4.7c. Its projection onto the mechanisms is f̂ ?2 = ])

< |2 f ?2 =

[0.44,−0.37]) . In this direction, the perturbation force is directly counteracted by
the unilateral constraints. That is, a large perturbation in this direction leads to large
positive reactions in the unilateral constraints. Theoretically, an infinite perturbation
force can be withstood in this direction. In the geometric interpretation of Figure
4.8c, the projection f̂ ?3 points in an unbounded direction of the cone.
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Figure 4.7: Three cases of perturbation loads applied to configuration 2. (a)
Load case 1, where f ?1 = [0, 0, 1, 0, 0, 0]) . (b) Load case 2, where f ?2 =

[0, 0.69,−0.64, 0.34, 0, 0]) . (c) Load case 3, where f ?3 = [0, 0, 0,−1, 0, 0]) .
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Figure 4.8: Geometric interpretation of the three load cases. The projection Cheby-
shev center spring force vector onto the mechanism directions, f̂ 2 |2, is plotted
in blue. The projection of the perturbation direction onto the mechanisms is
f̂ ? = ])

< |2 f ?, which is added to the tip of the spring force vector. (a) Load
case 1. (b) Load case 2. (c) Load case 3.

These three load cases exemplify the geometric structure of the rigidity conditions.
In some directions, the cone is unbounded and an infinite load can be counteracted.
In other directions, any perturbation force below some critical value (the distance to
the boundary) will remain inside the cone, but a large enough load will overcome
the contact forces. Finally, there is a very specific loading direction corresponding
to the minimum critical force. This direction pushes exactly along the mechanism
directions, and provides a lower bound for themagnitude of any critical force applied
to the structure.

4.5.4 Spring energy
Although the rigidity conditions are formulated without any consideration of en-
ergy, examining the energy of the linkage is insightful especially for comparison
to multi-stability. By computing the energy of the torsion springs in each kine-
matically admissible configuration of the linkage, it is evident that each rigid target
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configuration corresponds to a sharp energy minimum at the boundary of admissible
configurations, which follows from the discussion of energy in Section 4.4.4.

In Figure 4.52, energy stored in the torsion springs is plotted for every kinematically
admissible configuration. Here, the two degrees of freedom of the linkage are pa-
rameterized by \1 and \5. With this parameterization, the kinematically admissible
domain ranges from 0 ≤ \1, \5, ≤ c/4, where the limits are defined by the angle
stops. For each kinematically admissible configuration, the spring energy is com-
puted by inserting the Chebyshev center spring parameters of Eq. (4.61) into Eq.
(4.52).

The four corners of the kinematically admissible domain correspond to the four
target configurations. Each of the four rigid target configurations corresponds to
sharp local energy minimum, which occur since the target configurations lie on
the boundary of the admissible domain. In accordance with Eq. (4.57) and the
discussion in Section 4.4.4, the slope of the energy is positive along all kinematically
admissible directions from each rigid target configuration.

By considering energy, the similarities and differences between multi-configuration
rigidity and multi-stability can be highlighted. In both concepts, there are multiple
local energy minima. However, the energy minima for rigidity are a special type of
minima located at a corner of the kinematically admissible domain with a nonzero
slope of the energy in all directions. This nonzero slope corresponds to the spring
forces that engage the unilateral constraints, which leads to rigidity. In contrast,
multi-stable structures have smooth energy minima.

4.6 Conclusion
This chapter has presented the theory and a design process for multi-configuration
rigidity in the statically determinate case. First, conditions for when a configuration
is rigid due to an applied force and unilateral constraints are derived. In the case of
rigidity due to an applied force and unilateral constraints, a rigid configuration can
withstand finite perturbations without displacement, up to some critical threshold
magnitude, which depends on the direction of the perturbation. A lower bound on
the critical forces can be easily computed as the distance to the closest boundary of
the polyhedral cone that describes the rigidity conditions.

The lower bound on critical forces offers a useful quantitativemetric for assessing the
load-bearing capacity in rigid configurations. Furthermore, it allows for systematic
optimal design of embedded springs to achieve multi-configuration rigidity. A
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Figure 4.9: Energy in the springs corresponding to the Chebyshev center spring
parameters, plotted for all kinematically admissible configurations (\1, \5 from 0 to
c/4) of the linkage. Each target configuration is rigid, and thus corresponds to a
sharp energy minimum at the boundary of kinematically admissible configurations.

design problem was formulated to embed springs throughout the structure such
that multiple configurations are made rigid with maximal load-bearing capacity by
computing the Chebyshev center solution. Since the conditions for rigidity are based
on linearized kinematics about the target configurations, the design problem can be
formulated as a linear programming problem bringing guarantees of optimality of
solutions. Furthermore, the solution is scalable; the load-bearing capacity in each
configuration scales linearly with the upper bound on spring stiffness.
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C h a p t e r 5

STRUCTURES WITH STATICALLY INDETERMINATE
UNILATERAL CONSTRAINTS

5.1 Introduction
Static indeterminacy occurs when equilibrium alone is insufficient to determine the
reaction forces in a structure. This indeterminacy can be resolved by considering the
constitutive behavior of structural members [77]. Throughout this thesis, however,
it is assumed that all structural members (bars of a linkage or facets of a kirigami
pattern) are rigid. For statically indeterminate structures, the assumptions of rigidity
lead to non-uniqueness of internal forces.

Static indeterminacy has been extensively studied since the work ofMaxwell [85] on
computing the degree of indeterminacy, which is the difference between unknown
internal forces and number of independent equilibrium equations. Pellegrino and
Calladine formulated a rigorous approach for characterizing static indeterminacy
based on matrix analysis [86]. Static indeterminacy is a fundamental indicator of
the load-bearing capability of a structure [87] and is utilized in both nature and
engineering to achieve robust load-bearing structures [88, 89].

In this chapter, we extend the theoretical developments of Chapter 4 to the statically
indeterminate case. Specifically, we formulate the Chebyshev center design process
to the case when the unilateral constraint reactions are non-unique. To accommodate
the non-uniqueness of the unilateral constraint reactions, we leverage concepts in
convex geometry. In Chapter 4, the geometric structure of the equilibrium conditions
as a convex polyhedral cone was utilized. In this chapter, we further exploit the
properties of polyhedral cones to develop rigidity conditions and a lower bound
on critical forces in the context of static indeterminacy. In past work, Quirant has
studied static indeterminacy in tensegrity structures, which have cables as unilateral
constraints, using the geometry of polyhedral cones [90, 91]. They studied statically
indeterminate rigid tensegrity structures from the perspective of polyhedral cones,
as opposed to the case of rigidity due to unilateral constraints and a force that we
develop.

Static indeterminacy is beneficial for designing multi-configuration rigidity. We
show in this chapter that having more unilateral constraints can increase the critical
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perturbation forces. It follows that having highly indeterminate unilateral constraints
can lead to spring designs with a larger Chebyshev radius and therefore a larger
load-bearing capacity in rigid configurations compared to the statically determinate
case. As a design principle, more unilateral constraints are desirable. For static
determinacy, exactly as many unilateral constraints as the number of degrees of
freedomof the skeleton structuremust be introduced, which poses a difficult problem
of where to place unilateral constraints out of a potentially enormous amount of
possible combinations. Alternatively, placing as many unilateral constraints as
possible is an appealing approach, which leads to static indeterminacy. This offers
a practical route to designing multi-configuration rigidity of large structures with
many unilateral constraints.

Rigidity conditions and critical perturbation force calculations for the statically
indeterminate case are formulated in Section 5.2. Then, Section 5.3 discusses the
spring design process followed by a 3-DOF linkage example in Section 5.4. To
demonstrate multi-configuration rigidity in a large structure, an 18-DOF kirigami
surface with two rigid configurations is presented in Section 5.5.

5.2 Rigidity with statically indeterminate unilateral constraints
In this section, we develop a theoretical framework for rigidity due to an applied force
and unilateral constraints with static indeterminacy. We are specifically considering
static indeterminacy among unilateral constraints. Following the formulation of
equilibrium in Section 4.3.2, only equilibrium in the direction of the mechanisms
needs to be considered, which eliminates the bilateral reaction forces , from the
analysis. That is, the equilibrium conditions f̂ = G- with - ≥ 0 from Eq. (4.17)
are written only in terms of the unilateral constraint reactions -.

Static indeterminacy among the unilateral constraints occurs when =0 > <, recalling
that the dimensions of G are < × =0 where =0 is the number of active unilateral
constraints in the configuration of interest and< is the number of degrees of freedom
of the skeleton structure. In this case, given a force f̂ , the linear system f̂ = G- is
underdetermined and does not admit a unique set of unilateral reactions -.

In the statically determinate case, G is square and invertible, which allows for
computation of the lower bound on critical perturbation forces using G−1 (see
Section 4.3.6). This lower bound provides the foundation for the optimal spring
design process. However, in the statically indeterminate case, G is not invertible.
By re-examining rigidity due to an applied force and unilateral constraints from
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the lens of convex geometry, formulations are developed that apply to the statically
indeterminate case.

5.2.1 Two representations of equilibrium
The equilibrium conditions in the presence of unilateral constraints require that
the applied force f̂ belongs to the convex polyhedral cone C, which is defined
by C = { f̂ | f̂ = G-, - ≥ 0}. This constitutes the vector representation, or
V-representation, of the equilibrium cone C. In this representation, f̂ is a conic
combination (a linear combination with non-negative coefficients) of the vectors in
the columns of G

f̂ =
=0∑
8=1

`8a8

`8 ≥ 0, 8 = 1, ..., =0

(5.1)

where a8 is column 8 of G.

Awell-known result in convex geometry is that polyhedral cones have two equivalent
representations. They can be represented as a conic combination of vectors, or
equivalently as the intersection of a set of half-spaces through the origin. From
Theorem 1.3 of [92], the following representations of the cone C are equivalent

C = { f̂ | f̂ = G-, - ≥ 0} (5.2)

C = { f̂ | T f̂ ≥ 0}. (5.3)

Along with the V-representation of Eq. (5.2), the cone C can equivalently be
represented as the intersection of half-spaces passing through the origin in Eq. (5.3).
The rows of the matrix T ∈ Rℎ×< contain normal vectors to these half-spaces:

T =


n)1
...

n)
ℎ

 . (5.4)

This is denoted as the half-space representation, or H-representation of the cone.
The number of half-spaces ℎ in the H-representation can vary widely, which is
discussed in Section 5.2.2.

The V-representation of equilibrium naturally arises in the principle of virtual work
in Section 4.3.2 and G is directly computed from the linearized kinematics about
a target configuration. Yet, the H-representation of equilibrium is a useful tool for
studying perturbation forces. This is evident from the statically determinate case,
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where it is straightforward to compute the corresponding H-representation since G

is invertible, leading to T = G−1. With the H-representation in hand, we showed in
Section 4.3.6 that the lower bound on critical perturbations forces can be computed,
which is the basis for the Chebyshev center spring design problem of Section 4.4.
Since the H-representation allows for the lower bound critical perturbation force
to be computed, it is desirable to convert from the V- to the H-representations in
statically indeterminate problems as well.

In the statically indeterminate case, computing the matrix T, given G, is not as
straightforward as in the determinate case, yet it is a well-studied problem called the
facet enumeration problem. The objective of the facet enumeration is to compute
the half-spaces that define a polyhedral cone given its V-representation. The facet
enumeration problem is closely related to the convex hull problem that converts
vertices of a bounded polytope to the facets of a polytope [93]. There are well-
established algorithms for facet enumeration, such as the double description method
[94] based on Fourier-Motzkin elimination [92], and pivoting tree-search methods
[95, 96].

5.2.2 An upper bound on the number of half-spaces
An interesting aspect of facet enumeration problems is that the number of half-
spaces ℎ in the H-representation can vary greatly given the dimensions < and =0 of
the G matrix. That is, two V-representation cones in the same dimension with the
same number of vectors can have H-representations with a very different number
of half-spaces ℎ. Generally, ℎ can only be determined by fully solving the facet
enumeration problem. This can pose a challenge for problems set in high dimension,
since ℎ can potentially be very large.

There is an upper bound on the number of half-spaces in the H-representation, which
provides a useful guide in the context of large problems. To obtain the upper bound
on ℎ, the bound on the number of faces of polytopes can be utilized, which can be
converted to bounds on the number of faces of a polyhedral cone. Polytopes are
bounded geometric objects defined either by the convex hull of a set of points or as
the intersection of half-spaces [92]. McMullen’s upper bound theorem [97] states
that a polytope with 0 vertices in 1 dimensions, has at most ℎ<0G half-spaces in the
H-representation where, using the notation of [98],

ℎ<0G (0, 1) =
(
0 − b 1+12 c
0 − 1

)
+

(
0 − b 1+22 c
0 − 1

)
. (5.5)
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Thefloor function is denoted by b c. This upper bound for polytopes can be adapted to
polyhedral cones since the projection of a cone inR< onto a hyperplane corresponds
to a polytope in R<−1. Figure 5.1 illustrates the projective transformation from cone
C to polytope P. This allows the upper bound for polytopes to be adapted to
cones since the number of vectors in C equals the number of vertices in P and
they both have the same number of facets. For a deeper discussion of projective
transformations of cones, see Section 2.6 of [92].

o

Figure 5.1: The cone C in <-dimensional space, which is defined by vectors a8
where 8 = 1, ..., =0, can be projected onto a polytope P in (< − 1)-dimensional
space.

The upper bound theorem can be adapted to the equilibrium cone, which consists of
=0 vectors in < dimensions. Computing the polytope upper bound for 0 = =0 and
1 = < − 1, the upper bound for the number of facets of C is

ℎ<0G (=0, <) =
(
=0 − b<2 c
=0 − < + 1

)
+

(
=0 − b<+12 c
=0 − < + 1

)
. (5.6)

This represents an upper bound on the number of rows of T in the H-representation
given the number of unilateral constraints and degrees of freedom of the skeleton
structure. Although the actual size of T may be much lower than the upper bound, it
provides a useful guide when considering structures with many degrees of freedom
unilateral constraints.

5.2.3 Rigidity conditions using the V-representation
Conditions for rigidity due to a force and statically indeterminate unilateral con-
straints are formulated using both the V- and H-representations. We start by con-
sidering the V-representation.
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In the statically determinate case, the two conditions for rigidity are that all unilateral
reactions are positive and that there are enough unilateral constraints to blockmotion
of allmechanisms, fromTheorem4.3. In the indeterminate case, there is not a unique
set of unilateral reactions. However, it is the existence of an entirely positive set of
reactions among all possible sets of reactions satisfying equilibrium that corresponds
to rigidity.

Theorem 5.1. A configuration is rigid due to unilateral constraints and an applied
force if

=D;;

([
I1

ID

])
= ∅ (5.7)

and

∃- | f̂ = G-, `8 > 0, 8 = 1, ..., =0 . (5.8)

Proof. For any first-order admissible displacement d< = ]<" away from the
configuration, the unilateral constraints must do no work. Recalling Section 4.3.2,
the work of the unilateral constraints corresponding to this displacement is given by

-)%g = -)ID]<" = 0. (5.9)

If Eq. (5.8) holds, then any solution to the linear system f̂ = G- can be written in
the form - = -? + -ℎ. Here, -? is a particular solution with all positive entries and
-ℎ is a homogeneous solution in =D;; (G). Inserting - = -? + -ℎ into Eq. (5.9),

(-)? + -)ℎ )I
D]<" = 0 (5.10)

-)?I
D]<" = 0, (5.11)

noting that -)
ℎ
ID]< = 0 since -ℎ is in the null space of G = ])

<I
D) . Rewriting

Eq. (5.11) as a summation,
=0∑
8=1

`?8 (ID]<")8 = 0. (5.12)

All components of -? are positive if Eq. (5.8) holds and all components of ID]<"

are non-negative from Eqs. (4.10) and (4.11), so the left-hand side of Eq. (5.12) is
a summation of entirely non-positive terms. The only way to satisfy Eq. (5.12) is if
all terms of the summation are zero, requiring

" ∈ =D;; (ID]<). (5.13)
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Finally, Eq. (5.7) is equivalently stated as

=D;; (I1) ∩ =D;; (ID) = ∅ (5.14)

ID]<" = 0⇒ " = 0 (5.15)

=D;; (ID]<) = ∅, (5.16)

where Eq. (5.15) follows from (5.14) since ]<" ∈ =D;; (I1). Equations (5.16)
and (5.13) require that " = 0. This implies that there is no first-order admissible
displacement d = ]<" and the configuration is infinitesimally rigid.

Theorem 5.1 is a generalization of Theorem 4.1, which applies whether or not there
is static indeterminacy.

As with the statically determinate case, a rigid configuration can resist perturbation
forces of any direction up to a finite magnitude. For a force f 0 that satisfies the
rigidity conditions, the question at hand is whether the resultant force f = f 0 +% f ?
after applying a perturbation force of magnitude % in direction f ? still satisfies the
rigidity conditions. Computation of critical perturbation forces in a given direction
can be achieved using the V-representation by solving the linear program

max % subject to ])
<

(
f 0 + % f ?

)
= G-

- ≥ 0.
(5.17)

The lower bound on critical perturbation forces, however, cannot be directly com-
puted using the V-representation. This is where the utility of the H-representation
becomes evident.

5.2.4 Rigidity conditions using the H-representation
Conditions for rigidity can also be stated in terms of the H-representation, which
are developed under the premise that a configuration that is rigid due to contact and
an applied force can rigidly resist a perturbation force in any direction up to some
finite magnitude.

Theorem 5.2. A configuration is rigid due to unilateral constraints and an applied
force if Eq. (5.7) is satisfied along with

T f̂ > 0. (5.18)

Proof. Equation (5.16) is equivalently stated as =D;; (G) ) = ∅. This implies that the
column space of G is full-dimensional with dimension <; the columns of G span
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R<. Therefore, the cone C has a nonempty interior: 8=C (C) ≠ ∅. Equation (5.18)
requires that f̂ ∈ 8=C (C). By definition, if f̂ ∈ 8=C (C), then a finite scalar n exists
such that f̂ + n f̂ ? ∈ 8=C (C) for any vector f̂ ? ∈ R<. Therefore, a finite perturbation
force in any direction can be resisted, which corresponds to rigidity.

Theorem 5.2 is equivalent to Theorem 5.1, noting that the existence of a positive
- in the V-representation corresponds to f̂ being interior to C, since C is full
dimensional, by Lemma 3.2 of [99].

Critical perturbation forces can also be computed using the H-representation. For a
perturbation force applied about f 0 in direction f ? with magnitude %, the critical
perturbation force is the solution to the linear program

max % subject to T])
<

(
f 0 + % f ?

)
≥ 0. (5.19)

The critical magnitude %∗ is equivalent whether computed by Eq. (5.19) or Eq.
(5.17) since the V and H-representations equivalently describe C.

The advantage of working with the H-representation is that a lower bound can be
computed on the critical forces. The minimum distance from f̂ 0 to each half-space
of the cone is

%∗8 =
n)
8

| |n8 | |
f̂ 0, 8 = 1, ..., ℎ. (5.20)

The only difference here from Eq. (4.29) in the statically determinate case is that
there are ℎ half-spaces instead of =0.

The lower bound on the critical perturbation force corresponds to the distance from
f̂ 0 to the closest half-space, which is simply the minimum of the distances to each
half-space:

%∗<8= = min{%∗1, ..., %
∗
ℎ}. (5.21)

The ability to compute the distance to each half-space and a lower bound on critical
forces, which requires the H-representation, provides a basis for the spring design
problem by allowing the Chebyshev center to be computed.

5.2.5 Positive independence and the benefit of static indeterminacy
Static indeterminacy is desirable from the perspective of the load-bearing capacity
of a rigid configuration. Generally, more unilateral constraints will lead to larger
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perturbation forces. In other words, adding more vectors in the V-representation
(where each vector corresponds to a unilateral constraint) can lead to a larger
equilibrium cone C.

This becomes evident through the concept of positive independence. The set of
vectors {a1, ..., a=0} is a positively independent set if and only if

a 9 =
=0∑
8=1
8≠ 9

`8a8, - ≥ 0, (5.22)

has no solution for all vectors in the set, 9 = 1, ..., =0 [100] (referred to as conic
independence in some texts [101]). That is, the set is positively independent if and
only if no vector can be described as a conic combination of the other vectors.

If a set of vectors is positively independent, then removing any vector from the set
will decrease the size of the corresponding cone. This is evident in Figure 5.1;
removing any vector reduces the interior of C. Alternatively, adding a vector to C
in Figure 5.1 would increase its size if the added vector is outside of C. However,
adding a conically dependent vector that is inside C will not increase its size.

A useful guiding design principle for multi-configuration rigidity arises from this
thinking. Introducing more positively independent unilateral constraints leads to
larger load-bearing capacity of a rigid configuration. Thus, for large problems, it is
beneficial to place many unilateral constraints.

Finally, we note that in two-dimensional space, a pointed cone (cones that contains
no lines, which is the case for all examples in this thesis) can only have two positively
independent vectors. However, in three dimensions or higher, there is no limit on
the number of positively independent vectors [101]. For this reason, the simple
example considered in Section 5.4 is a 3-DOF linkage to highlight the benefit of
static indeterminacy, instead of continuing the 2-DOF linkage previously studied in
Chapter 4.

5.3 Spring design problem
Now that the concept of rigidity due to an applied force and statically indeterminate
unilateral constraints has been developed, the multi-configuration rigidity design
problem can be revisited. A procedure for designing structures with multiple rigid
configurations is presented that, by incorporating static indeterminacy, opens the
door to the design of large, many-DOF structures. First, the design problem is set
up by placing unilateral constraints and springs throughout the skeleton structure.
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Then, the spring parameters are systematically designed to satisfy rigidity in all target
configurations such that the lower bound on critical force in each configuration is
maximized.

5.3.1 Design problem setup
Given a set of target configurations of a skeleton structure, the goal of the design
problem is to embed springs and unilateral constraints to achieve rigidity in each
target configuration such that the smallest critical perturbation force of all target
configurations is maximized.

First, a set of unilateral constraints is placed throughout the structure to be active
in the target configurations. As discussed in Section 5.2.5, it is advantageous to
place as many unilateral constraints as possible. However, after placing unilateral
constraints throughout the structure, there must be a kinematic path connecting
all target configurations; otherwise the structure could not reconfigure between
target configurations. This condition complicates the unilateral constraint placement
step for large structures with many-DOF. In this work, kinematic simulations are
conducted to verify that a kinematic path exists between the target configurations
after placing unilateral constraints. It can be a challenging problem to verify if two
configurations are connected by a continuous kinematic path for multi-DOF folding
structures, which have highly nonlinear kinematics. However, if a kinematic path is
found that does not violate the unilateral constraints (for example, by the algorithm
of Appendix B), those constraints can be used. If a path is not found using some
kinematic pathfinding algorithm, it is generally difficult to guarantee that a path
does not exist between two configurations. That is, if the pathfinding algorithm of
Appendix B does not find a solution, a more sophisticated pathfinding algorithm
(e.g., a random tree search [102]) may be able to find a path. For the examples in
this thesis, we verify that a path exists for chosen unilateral constraints, but a general
constraint placement method respecting the condition that all target configurations
remain connected by kinematic paths remains an open problem.

The next step in the problem setup is spring placement. Embedding as many springs
as possible is desirable for the sake of maximizing the number of design variables.
The primary restriction for spring placement arises from fabrication considerations;
for practical application, springs must be able to be physically realized.
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5.3.2 Systematic spring parameter design
Once the unilateral constraints and springs are placed throughout the skeleton struc-
ture, what remains is to compute spring parameters. Spring parameter design is
an entirely systematic process, achieved by modifying the Chebyshev center design
methodology of Chapter 4 for the statically indeterminate case.

First, the matrix G is computed in each configuration, which gives the V-
representation of C. The matrix G is entirely determined from the unilateral and
bilateral constraint gradients for each target configuration.

Second, the matrix T is computed in each target configuration by solving the facet
enumeration problem with G as the input. There are several numerical implemen-
tations for solving the facet enumeration, such as lrslib [103] and cddlib [104]. The
facet enumeration problem can be computationally expensive for problems with
many unilateral constraints in high dimension. The upper bound of Section 5.2.2 is
useful for assessing the worst case size of T.

The final step for spring design is to solve the Chebyshev center linear program to
compute spring parameters, which requires T. Generally, the Chebyshev center
cannot be computed directly from the V-representation [79], which is why the facet
enumeration step is required. The Chebyshev center computation takes the same
form as for the statically determinate case of Eq. (4.50), except that there are ℎ
normal vectors in the statically indeterminate case. The linear program for the
statically indeterminate case is given by:

max A subject to

%∗8 | 9 =
(
n)
8

| |n8 | |
])
<I

B)

[
S1 0
0 S2

])
9


k
20

+

m0


≥ A, 8 = 1, ..., ℎ, 9 = 1, ..., =C

0 ≤
[
k
+

]
≤

[
k<0G
+<0G

]
[
S3 0
0 S4

] 
k
20

+

m0


≤ 0.

(5.23)
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This is a linear program with ℎ=C + 4? + 4@ linear inequalities and 2? + 2@ +
1 variables. For problems with very large ℎ, this represents another potentially
expensive computation. However, efficient linear program solvers exist that can
handle large problems. The example presented in Section 5.5 has on the order of
107 constraints.

5.4 3-DOF linkage example
The first example we present is the design of a 3-DOF linkage with two rigid
configurations. This low-dimensional example allows for the equilibrium cone C to
be visualized, providing intuitive insights into the statically indeterminate rigidity
formulations.

5.4.1 Problem setup
To obtain a 3-DOF linkage (< = 3), we added an extra bar to the 2-DOF linkage of
Chapter 4. The resulting linkage is shown in Figure 5.2 in two target configurations.
The bar lengths in mm are !1 = !5 = 75, !2 = !4 = 94.75, and !3 = 37.5. The
corresponding bilateral constraints are

h(x) = R(x) −



75
94.75
37.5

94.75
75


= 0. (5.24)

The hinge angles in target configuration 1 are \1 = \6 = c/4, \2 = \5 = c/2, and
\3 = \4 = 3c/4. The hinge angles in target configuration 2 are \1 = \6 = 0 and
\2 = \3 = \4 = \5 = 2.063.

For the unilateral constraint placement step, we choose to place =0 = 4 active
unilateral constraints in each target configuration in the form of angle stops. More
constraints could be placed, but we limit this problem to four for simplicity, which is
the smallest number that leads to static indeterminacy. Angle stops are introduced
on hinges 1, 2, 5, and 6 that limit the hinge angles to between their two target
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(a) (b)

Figure 5.2: Three-DOF linkage geometry. The red coils at each hinge represent
linear torsion springs and the brackets on hinges 1, 2, 5, and 6 represent unilateral
constraints on the fold angles. Hinges 1 and 5 have pinned boundary conditions. (a)
Target configuration 1. (b) Target configuration 2.

configuration values. The corresponding unilateral constraints are

g(x) =



\1(x)
−\1(x)
\2(x)
−\2(x)
\5(x)
−\5(x)
\6(x)
−\6(x)



+



−c/4
0

−2.063
c/2
−2.063
c/2
−c/4

0.



≤ 0. (5.25)

It is straightforward to verify that a path exists between the two target configurations
that respects the unilateral constraints. For example, the symmetric path between
target configurations, where \1 = \6, \2 = \5, and \2 = \4, does not violate the
unilateral constraints.

The final step in the design problem setup is spring placement. A torsion spring
is placed on each hinge, leading to @ = 6 torsion springs and 12 design variables:
^8, \

0
8
, 8 = 1, ..., 6. The rest angles of the springs are restricted to between −c and

c, following the previous example of Chapter 4. The maximum allowable stiffness
^<0G of each spring is left unspecified, which acts as a scaling factor for the solution.

5.4.2 Spring parameter computation
What remains is to compute the spring parameters that correspond to the Chebyshev
center solution, which is an entirely systematic process. The first step is to compute
G, which follows directly from the constraint gradients. In this example, we omit
the computation of intermediate matrices, but their computation follows the same
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procedure presented in Appendix C for the 2-DOF example. The resulting G

matrices have < = 3 rows and =0 = 4 columns. In the two target configurations,

G|1 =

−0.0031 0.0016 −0.0012 0.0054
0.0079 0.0053 −0.0034 0.0016
−0.0017 −0.0085 0.0095 0.0065


G|2 =


0.0044 0.0010 −0.0023 −0.0057
−0.0075 −0.0140 0.0083 0.0019
−0.0044 −0.0010 −0.0110 −0.0077

 .
(5.26)

These matrices constitute the V-representation of the equilibrium cone C. Fig-
ure 5.3a plots the columns of G|2 to illustrate what the V-representation of the
equilibrium cone looks like for a target configuration.

The H-representation of the cone is computed by solving the facet enumeration
problem. We used the lexicographic reverse search (LRS) algorithm [95] for facet
enumeration. The lrslib implementation of this algorithm [103] and its Matlab in-
terface [105] were used for the facet enumeration computations. The corresponding
matrix T of half-space normal vectors in each configuration is

T |1 =


−0.5240 0.8208 0.2272
−0.6151 0.7174 0.3271
0.8165 0.4082 0.4082
0.8811 0.4007 0.2511


, T |2 =


0.8115 0.0979 −0.5761
0.5678 −0.5960 −0.5678
−0.8899 −0.4335 −0.1418
−0.7071 0.000 −0.7071


.

(5.27)
Both configurations have an H-representation with ℎ = 4 facets. This is equal to
the upper bound on the number of facets from Eq. (5.6), ℎ<0G = 4, though the
upper bound is more useful for assessing high-dimensional problems. To illustrate
the H-representation, the facets of C for target configuration 2 are shaded in Figure
5.3b, where each facet is defined by the normal vectors that are the rows of T |2.

From the illustrations of the two representations of C in Figure 5.3, we can gain
insights about rigidity and static indeterminacy. In the V-representation, there are
=0 = 4 vectors in < = 3 dimensions, corresponding to static indeterminacy since
=0 > <. The four vectors are positively independent since none of the vectors lie
in the cone of the other three. Therefore, removing any of the four vectors reduces
the size of C. This illustrates the reason why static indeterminacy is beneficial from
the perspective of perturbation forces; having four unilateral constraints instead of
only three leads to a larger equilibrium cone C and therefore a larger load-bearing
capacity.
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o

(a)

o

(b)

Figure 5.3: Equilibrium cone C for target configuration 2 of the 3-DOF linkage.
(a) V-representation of the cone defined by vectors a1, a2, a3, and a4. (b) The
H-representation of the cone is defined by ℎ = 4 facets highlighted in gray.

The final step in the spring design process is solving the Chebyshev center linear
program of Eq. (5.23), which yields the solution

+2 =



0.11
1
1
1
1

0.11


^<0G , )0 =



c

c

c

c

c

c


. (5.28)

The corresponding Chebyshev radius is A2 = 3.96^<0G , where A2 is in Newtons if
^<0G is specified in Nm/rad. This provides a guarantee that any load with magnitude
less than A2 applied to either configuration can be resisted without causing any
displacements. For reference, if the torsion springs of the prototype in Chapter 6,
which have a nominal stiffness of 0.230 Nm/rad, define the maximum stiffness, the
corresponding Chebyshev radius is 0.91 N.

5.4.3 Comparison to statically determinate constraints
To exemplify the fact that having more positively independent unilateral constraints
leads to a higher load-bearing capacity, we can draw comparison to the statically
determinate case. So far, we have considered four active unilateral constraints
in each target configuration of the 3-DOF linkage. Removing one active unilateral
constraint in each target configuration leads to static determinacy. Since the columns
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of G are positively independent in each target configuration, removing one constraint
will reduce the size of C leading to a smaller Chebyshev radius and thus a smaller
lower bound on critical perturbation forces.

We can quantitatively show this by considering all possible statically determinate
combinations of the unilateral constraints. To achieve static determinacy in both
target configurations, one of the four active constraints in each configuration can
be removed. This leads to 16 possible combinations of active constraints between
the two target configurations. For each of these combinations, we can compute
the Chebyshev center. Of all 16 combinations, removing stops on hinges 3 and
4 in configurations 1 and 2, respectively, leads to the largest Chebyshev radius,
A2 = 3.09^<0G . As expected, this is smaller than the Chebyshev radius of 3.96^<0G
if all four stops are included in each configuration. This verifies that the load-
bearing capacity of each target configuration is reduced if less unilateral constraints
are considered.

5.5 18-DOF morphing surface example
To demonstrate design process on a large structure, a kirigami surface is designed to
have two rigid configurations. This provides a connect between multi-configuration
rigidity and the kirigami pattern synthesis framework of Chapter 3.

5.5.1 Problem setup
In this example, we design the kirigami pattern from Section 3.7.2 to have two rigid
configurations: the spherical and saddle configurations shown in Figure 3.17. This
fold pattern has < = 18 degrees of freedom.

For unilateral constraint placement, angle stops are placed on all 48 mountain folds
to be active in both configurations. Specifically, denote )" as a 48-dimensional
vector containing the mountain fold angles. The unilateral constraints are placed
according to

min{\"8 |1, \"8 |2} ≤ \"8 (x) ≤ max{\"8 |1, \"8 |2}, (5.29)

which limits each mountain fold angle to range between its value in target config-
uration 1 (spherical) and target configuration 2 (saddle). This results in =0 = 48
active unilateral constraints in both target configurations.

After placing these unilateral constraints, it must be verified that a kinematic path
exists connecting the two target configurations. In this case, the pathfinding algo-
rithm of Appendix B can find a path between target configurations that obeys the
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unilateral constraints. Figure 5.4 plots the mountain fold angles along this path. The
path starts at the saddle configuration and ends at the spherical configuration. Fold
angles are plotted against the arc length along the kinematic path. The key feature
of this path is that all of the mountain fold angles remain between their start and
end values throughout the path. The existence of this path gives a guarantee that
the pattern can be continuously reconfigured between target configurations after the
unilateral constraints are placed. Since the pattern has many degrees of freedom,
there may be many such paths, but we only need the guarantee that at least one such
path exists.

The final step in the design problem setup is spring placement. Torsion springs
are placed on all mountain and valley folds of the pattern. This introduces @ = 72
springs, leading to 144 design variables corresponding to the stiffness and rest angle
of each spring. Again, the rest angles are limited to the range between −c and c.
The edge length of the tiles is set to 4 cm to reflect a physically realistic length scale.

Figure 5.4: Mountain fold angles along a path from the saddle to the spherical
configuration. The fold angles stay between their start (saddle configuration) and
end (spherical configuration) values, indicating that angle stops can be placed on all
mountain folds in both configurations without cutting off a kinematic path between
the two configurations.

5.5.2 Spring parameter computation
Following the placement of unilateral constraints and springs, the spring parameters
are systematically computed. First, the constraint gradients are computed in each
configuration. Bilateral constraints for the rigid-folding plates of the kirigami pattern
are formulated according to the kinematic model of Appendix A. Throughout the
analysis, a single tile is fixed in space to remove rigid body motion; the fixed
tile is highlighted in blue in Figure 5.5c. The corresponding G matrix in each
configuration has < = 18 rows and =0 = 48 columns. The 48 columns of G are a
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positively independent set of vectors in both configurations, indicating that removing
any of the unilateral constraints would decrease the size of C. Positive independence
can be checked through linear programming to determine if any vectors in the set
belong to the cone defined by the others [101].

Next, facet enumeration is performed to compute the matrix T that defines the
H-representation. Again, the lrslib [103] and its Matlab interface GeoCalcLib
[105] are used to perform facet enumeration. The resulting H-representations have
ℎ |1 = 5, 910, 381 half-spaces in the spherical configuration and ℎ |2 = 10, 626, 252
half-spaces in the saddle configuration, where T |1 has dimension ℎ |1 × < and T |2
has dimension ℎ |2 × <.

The large difference in the number of half-spaces exemplifies the large variation in
the output of the facet enumeration problem. In fact, the upper bound corresponding
to < = 18 and =0 = 48, from Eq. (5.6), is ℎ<0G = 123, 047, 496, so the number of
half-spaces in this problem is an order of magnitude below the upper bound for both
target configurations.

Once the normal vectors of theH-representation are computed, the Chebyshev center
linear program is solved to compute the optimal spring parameters. The linear
program of Eq. (5.23) has 145 variables and 16,536,777 inequality constraints. The
MOSEK solver [106] was used to compute a solution.

The resulting spring parameters corresponding to the Chebyshev center solution are
plotted in Figure 5.5. The rest angles corresponding to springs with zero stiffness
were set to zero for the sake of plotting. The corresponding Chebyshev radius is
A2 = 6.39^<0G , which has units of Newtons if ^<0G is specified in Nm/rad. This
brings the guarantee that any force of magnitude less than A2 can be applied to
the spherical or flat configuration without causing any displacements. This lower
bound is especially powerful for complex structures such as this since it offers a single
number that exactly quantifies the load-bearing capacity in the worst case loading
direction. For reference, if a maximum stiffness of 0.230 Nm/rad is considered,
corresponding to the torsion springs used in Chapter 6, the resulting Chebyshev
radius is 1.47 N.

The Chebyshev radius provides a lower bound on the critical perturbation force;
in most loading directions, the critical force is higher. Two loading directions are
considered to demonstrate this. For a load applied upward to one of the corner
vertices of the pattern, depicted in Figure 5.6, the critical force is %∗ = 31.6^<0G in
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Figure 5.5: Chebyshev center solution. (a) Torsion spring stiffness values. (b)
Torsion spring rest angles. (c) Fold numbering scheme, shown in the top view of
the saddle configuration. The blue tile is fixed to remove rigid body motion.

the spherical configuration and %∗ = 33.2^<0G in the saddle configuration, which
take units of Newtons if ^<0G is specified in Nm/rad. This value can be computed by
either Eq. (5.17) using theV-representation or Eq. (5.19) using theH-representation,
both giving the same result.
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(a) (b)

Figure 5.6: Two load cases and their corresponding critical forces for the 18-DOF
square tile pattern. (a) Spherical configuration. (b) Flat configuration.

5.6 Outlook for larger problems
While we have demonstrated the multi-configuration rigidity design process on an
18-DOF structure, there are possible computational limitations when considering
even larger problems. It would certainly be feasible to solve problems at a larger
scale, considering that the facet enumeration problem for the 18-DOF example was
solved on a laptop without parallelization. The LRS algorithm for facet enumeration
has demonstrated near linear speedupswith parallelization on up to 1200 cores [107],
leaving room for larger problems to be solved.

However, the combinatorial nature of polyhedral cones will eventually provide
limits on what can practically be solved. This becomes evident by computing the
upper bound on the number of half-spaces in the H-representation for the 84-DOF
morphing surface pattern of Section 3.7.3. If unilateral constraints were placed on
all 162 folds of the pattern, the upper bound for =0 = 162 and < = 84 is on the
order of ℎ<0G ≈ 1032. Though the number of facets could be much lower, it requires
solving the facet enumeration problem to find out. Methods have been developed to
provide estimates for the number of facets without solving the full problem [108],
which could be useful when approaching large problems. Of course, the number of
unilateral constraints could be reduced to decrease the size of the computation, but
this could decrease the load-bearing capacity. For discussion on the performance of
facet enumeration algorithms, see [107, 109].

5.7 Conclusion
This chapter has extended theoretical formulations and design methodology for
multi-configuration rigidity to accommodate statically indeterminate unilateral con-
straints. There are two equivalent representations for equilibrium with unilateral
constraints, which represent a polyhedral cone. The V-representation can be di-
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rectly computed from the constraint gradients, while the H-representation is useful
for computing the lower bound on critical forces. The Chebyshev center spring
design problem, which maximizes this lower bound in a set of target configurations,
relies on the H-representation, and facet enumeration must be performed to convert
between representations. Furthermore, it was demonstrated that placement of as
many unilateral constraints as possible is advantageous for the sake of increasing
the load bearing capacity of rigid configurations.

By accommodating for static indeterminacy, structures with many degrees of free-
dom and unilateral constraints can be considered. This is demonstrated through the
design of an 18-DOF kirigami surface to have rigid spherical and saddle configu-
rations. The resulting Chebyshev center design comes with the guarantee that any
load smaller than the Chebyshev radius applied to either target configuration can be
rigidly resisted. Furthermore, since the Chebyshev center design problem is cast
as a linear program, it brings guarantees of optimality. Through this example, we
show that multi-configuration rigidity is a practical tool for achieving load-bearing
capacity in structures with high kinematic freedom, providing a path for using the
kirigami surfaces synthesized in Chapter 3 as practical engineering structures.
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C h a p t e r 6

EXPERIMENTS AND UNCERTAINTY ANALYSIS OF A
LINKAGE

6.1 Introduction
The concept of multi-configuration rigidity offers a promising path for designing
structures to be both reconfigurable and capable of bearing loads. However, it is a
mathematical concept that relies on the assumptions of rigid-body kinematics. It is
crucial to understand how the concept of multi-configuration rigidity translates to
physical structures and if the analytical critical force predictions, which assume all
components of a structure are perfectly rigid, are valid for a physical structure. In re-
ality, any physical structure is made of compliant elements. Furthermore, geometric
imperfections and deviations from ideal spring parameters are unavoidable, moti-
vating experimental study to validate theoretical predictions and quantify sensitivity
to uncertainty.

Understanding the role of imperfections and uncertainty is an essential step towards
engineering applications of reconfigurable structures. Tremendous efforts are made
to characterize uncertainty of traditional engineering structures. As we develop
the concept of multi-configuration rigidity, it is critical to explore the role of im-
perfections and uncertainty. Previous research has investigated imperfections in
various types of discrete structures, including linkages [110–112], origami [113],
and tensegrity structures [114]. These studies highlight the importance and poten-
tially high impact of small imperfections on structural properties.

In this chapter, a prototype of the 2-DOF linkage from Chapter 4 is constructed
and quantitatively studied. Probing experiments are performed, where the force-
displacement curve is measured as a load is applied to a rigid configuration of the
structure. These experiments demonstrate how multi-configuration rigidity trans-
lates to physical structures where no components can be perfectly rigid, as well as
the sensitivity to imperfections. To obtain quantitative agreement with analytical
predictions, geometric imperfections and spring parameters must be carefully char-
acterized, highlighting the sensitivity to small parameter variations. To understand
this sensitivity, an Monte Carlo analysis is performed to analyze the predicted crit-
ical reaction forces in the context of uncertain geometric and spring parameters.
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This chapter provides an experimental grounding for the theoretical concepts of
multi-configuration rigidity and constitutes a step towards practical application.

6.2 Prototype
To demonstrate the concept of multi-configuration rigidity in a physical structure,
a prototype of the 2-DOF linkage was constructed. In Figure 6.1, the prototype is
shown in each of the four rigid target configurations.

The bars of the linkage are constructed from 2.38 mm thick steel plates joined by
steel pin hinges. Hinges 1 and 5 are connected to rectangular aluminum columns,
which are mounted to a base plate. Two identical angle stops are placed on hinges 1
and 5, one on the top and one on the bottom of each hinge. The angle stops, which
are made of aluminum cut by CNC mill, are mounted on the pins of hinges 1 and 5.
Hinges 1 and 5 are free to rotate within the range of 0 and c/4 radians, but come into
contact with the stops at 0 and c/4. The top angle stop on hinge 5 is shown from the
top view at its limits in Figures 6.2a and 6.2b. The segments of the angle stops that
make contact with the plate and mounting column are rounded. By rounding the
edge of the angle stops, there is a well-defined line of contact between the stop and
the plate/column. This is the result of an iterative design process; it was found in
early design iterations of the angle stops that having a plane of contact between the
stop and the plate/column was highly sensitive to misalignment. To accommodate
the small hinge angles in configurations 3 and 4, hinges 2 and 4 were split in half to
avoid self contact, which can be seen in Figure 6.1.

Hinges 2, 3, and 4 each have two identical torsion coil springs mounted around their
pins. Each spring has a nominal stiffness of 0.115 Nm/rad and a rest angle of c.
Thus, the spring parameters of the prototype are ^2 = ^3 = ^4 = 0.230 Nm/rad and
\0

2 = \
0
3 = \

0
4 = c. This choice of spring parameters is guided by the Chebyshev

center solution of Eq. (4.61), but the stiffness of hinges 2 and 4 is rounded up to
^<0G = 0.230 Nm/rad so that identical springs can be used on each hinge. These
spring parameters satisfy the rigidity conditions in all four target configurations,
but are easier to physically implement than the exact Chebyshev center. A closeup
photo of hinge 3 is shown in Figure 6.2c, which shows the springs mounted on the
hinge. 3D printed mounting blocks (white) align and guide the legs of the springs
as the hinge folds.

Qualitatively, the prototype behaves as expected; contact is maintained in all four
target configurations to hold the structure in place. The following sections develop
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(a) (b)

(c) (d)

Figure 6.1: Prototype of the 2-DOF linkage. Target configurations 1 to 4 are shown
in (a) to (d), from a perspective view.

quantitative experimental studies to characterize the behavior of the structure and
compare to theoretical predictions.

6.3 Load cases
To quantitatively study the prototype, loads are applied to the structure as ameans for
comparison between experiment and theory. We focus our attention to configurations
1 and 2 and define a perturbation load case for each configuration. In configuration
1, a force is applied in the −H direction on hinge 3, which corresponds to the
perturbation direction f ? = [0, 0, 0,−1, 0, 0]) . The second load case is a force
in the +H direction on hinge 3 in target configuration 2, which corresponds to the
perturbation direction f ? = [0, 0, 0, 1, 0, 0]) . The critical forces in each test case are
denoted %∗3H |1 and %∗3H |2, respectively. The two load cases are illustrated in Figure
6.3. These perturbation force directions are chosen since they are straightforward
to implement experimentally.
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(a) (b)

(c)

Figure 6.2: Components of the linkage prototype. (a) Top view of the angle stop
on hinge 5 at \5 = 0. (b) Top view of the angle stop on hinge 5 at \5 = c/4. (c)
Closeup of hinge 3 in configuration 1.

1

(a)

1
(b)

Figure 6.3: Perturbation load cases. (a) Probing hinge 3 in the −H in configuration
1. (b) Probing hinge 3 in the +H direction in configuration 2.

Assuming ideal geometry in each configuration and nominal spring parameters of
^ = 0.230 Nm/rad and \0 = c, predictions for the critical forces can be computed by
solving the linear program of Eq. (4.28). The resulting predictions are %3H |1 = 4.09
N and %3H |2 = 6.61 N. However, these critical forces are sensitive to geometric
imperfections and variations in spring parameters, which are investigated in the
following sections. Section 6.4 presents a detailed experimental characterization of
the actual geometry and spring parameters of the prototype linkage. This charac-
terization is used to update the analytical predictions, which is necessary to achieve
agreement with the experiments of Section 6.5.
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6.4 Experimental characterization
The linkage prototype inherently exhibits variations from the intended design pa-
rameters. For this structure, the geometric parameters (bar lengths and stop angles)
along with the spring parameters (stiffnesses and rest angles) are of interest. We
aim to understand the affect of variations in these parameters on the load-bearing
capacity of the structure. To do so, the geometry and spring parameters are charac-
terized experimentally. Based on the measured parameters, the analytical prediction
for critical perturbation forces is updated to reflect the actual parameters of the
structure.

There are several factors that lead to variations from ideal parameters in the proto-
type. Regarding the geometric parameters, the primary sources of imperfection are
machine tolerances of components, clearance in the pin hinges, and misalignment
in the bolts that fasten the plates to the hinges. Regarding the spring parameters,
stock torsion springs are used that exhibit variations in stiffness and rest angle from
the manufacturing process. Furthermore, misalignment in mounting of the springs
on the hinges influences the effective stiffnesses and rest angles of the hinges.

6.4.1 Geometry measurement
To characterize the geometry of the prototype, both target configurations were
scanned with a non-contact laser scanner (FaroArm Edge 14000 with the ScanArm
HD attachment), producing a point cloud measurement of both configurations. The
point cloud data was processed to compute vertex positions by computing the center
point of each pin, allowing bar lengths to be computed. Additionally, planes were
fit to each plate allowing hinge angles to be computed. From these planes, it was
also determined that all of the plates are at most 0.18◦ from vertical. This indicates
that out-of-plane effects are negligible and the prototype is effectively modeled with
two-dimensional geometry.

The measured two-dimensional geometry of each configuration is plotted alongside
the ideal geometry in Figure 6.4. Measured lengths and angles are listed in Table 6.1.
The bar length measurements were all within 1 mm of their ideal values while the
angle measurements had deviations up to 0.085 radians (4.85◦). These deviations in
stop angle reflect the sensitivity of angles to small misalignments, tolerances, and
clearance in the pin-hinges. The stop angles are sensitive to these imperfections
since the contact between the angle stops and the plates is relatively close to the axis
of rotation of the hinge.
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Table 6.1: Measured versus ideal geometric parameters

Configuration 1 Configuration 2
Ideal Measured Ideal Measured

!1 (mm) 75 75.06 75 75.37
!2 (mm) 94.5 94.49 94.5 94.02
!3 (mm) 94.5 94.69 94.5 94.41
!4 (mm) 75 75.99 75 74.80
!5 (mm) 238.64 239.18 238.64 238.59
\1 (rad) c/4 0.87 0 0.003
\5 (rad) c/4 0.85 0 -0.023

(a)

Ideal geometry
Measured geometry

(b)

Figure 6.4: Comparison of ideal linkage geometry to the measured geometry of the
prototype for (a) target configuration 1 and (b) target configuration 2.

6.4.2 Spring parameter measurement
Along with deviations in geometric parameters, there are also deviations in the
spring parameters. Stock torsion springs were used, with a nominal stiffness of
0.115 Nm/rad and rest angle of c radians, though the actual spring parameters
deviate from their nominal values.

The moment-angle response of each spring was measured on the bending test ma-
chine shown in Figure 6.5a. Each of the six springs were characterized individually.
To characterize a spring, the spring was mounted on a hinge connecting two plates.
The spring mounting scheme is identical to the prototype mounting scheme, where
a 3D printed mounting block, shown in white, guides the legs of the spring as the
hinge folds. The plates on each side of the hinge were mounted to the test machine
to measure the moment-angle relationship. Each plate was mounted above a hollow
shaft outfitted with strain gauges connected to a Vishay P3 strain amplifier. The
strain in each shaft was calibrated to an equivalent moment. One end of the test
machine is fixed while the other is free to translate, as shown in Figure 6.5a. A
rotation can be applied to each end by a gear and worm screw assembly. A rela-
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Figure 6.5: Experimental characterization of springs. (a) Experimental setup for
moment-angle measurements. (b) Example of a moment-angle measurement for the
top spring of hinge 2.

tive rotation was applied to the two plates such that the two shafts see equivalent
moments indicating that a pure moment was applied to the hinge. As the relative
rotation was incrementally increased, the moment-angle response of the hinge was
measured.

One example of a measured moment-angle response is shown in Figure 6.5b corre-
sponding to the top spring of hinge 2. As observed in the plot, the response is well
captured by a linear fit, which is used to compute stiffness and rest angle values.
The measured stiffness and rest angle values for all six springs are listed in Table
6.2. Note that two springs (referred to as top and bottom) are embedded on hinges
2, 3, and 4.

Table 6.2: Measured spring parameters

Stiffness (Nm/rad) Rest angle
Hinge 2 top 0.119 181◦
Hinge 2 bottom 0.120 179◦
Hinge 3 top 0.149 152◦
Hinge 3 bottom 0.159 148◦
Hinge 4 top 0.142 175◦
Hinge 4 bottom 0.133 188◦

6.4.3 Updated critical force predictions
Predictions for the critical forces %∗3H |1 and %∗3H |2 are computed to reflect the mea-
sured geometry and spring parameters of the prototype. To do so, the linearized
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kinematics are computed about the measured target configurations, using the mea-
sured vertex positions, bar lengths, and stop angles. These computations follow the
procedure of Appendix C, but using the measured instead of the ideal parameters.
Updated predictions for critical forces are computed using the linear program of Eq.
(4.28). The updated predictions are %∗3H |1 = 3.01 N and %∗3H |2 = 5.65 N.

6.5 Probing experiments
In this section, a set of experiments are presented where the prototype structure is
loaded according to the two load cases of Figure 6.3 and the force-displacement re-
sponse is measured as the structure is loaded. This provides a means for comparison
and validation of analytical predictions for the critical forces.

The setup for the probing experiments is shown in Figure 6.6 in the two loading
configurations. A linear actuator (Progressive Automations PA-14P) is used to
probe the structure by applying a H-direction displacement to the pin of hinge 3. A
force sensor (ATI Industrial Automation Nano17) is mounted to the linear actuator
to measure the force applied to the structure as the actuator moves. A 3D printed
probing tip is mounted to the force sensor, which makes contact with the pin of hinge
3. In configuration 1, a narrow probing tip was used, shown in red in Figure 6.6a.
In configuration 2, a wider probing tip was used to accommodate a small amount of
horizontal motion of the pin as the structure moves.

(a) (b)

Figure 6.6: Probing experiment setup, where a force sensor is attached to a linear
actuator to measure a force-displacement curve along a perturbation direction. (a)
Probing vertex 3 in the −H direction in configuration 1. (b) Probing vertex 3 in the
+H direction in configuration 2.

While we are particularly interested in the initial response in each load case, the
actuator continuously applied a displacement beyond this initial response to clearly
distinguish when contact with the stops is lost. That is, the actuator kept moving
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until the probing force became zero and the structure dynamically transitioned to
the other rigid configuration. The force displacement curve is plotted in Figure 6.7
for each load case. Five trials were performed for each load case. The average of
the five trials is plotted in blue, along with the envelope of the trials in gray.
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Figure 6.7: Measured force-displacement curve for (a) load case 1 and (b) load case
2. The blue curve represents the mean of five measurements and the gray region
is the envelope of the five measurements. The dashed red line is the analytical
prediction of critical force for contact loss.

The force-displacement curve has a steep initial slope, which corresponds to the
region where there is contact with the stops. Then, a maximum force is reached,
where contact with the stops is lost. Beyond this point, the force decreases as the
displacement increases. This is a displacement control experiment as long as the
probing force is positive. Once the probing force becomes zero, contact between
the probe and the hinge is lost and the structure dynamically transitions to the other
rigid configuration. Note that the envelope of the force-displacement response over
the five measurements is larger in load case 1 than in load case 2, though this is
exaggerated in Figure 6.7 since the two plots are scaled differently.

The theoretical analysis of Chapter 4 assumes perfectly rigid bars and contact along
with perfect pin-joint kinematics. Under these assumptions, the force-displacement
curve is predicted to be initially vertical, until the critical force is reached and the
structure begins to move. The analytical predictions for critical force (using the
measured geometry and spring parameters) are plotted as dashed red lines in Figure
6.7. It is evident that the peak in the experimental force-displacement curve closely
matches the analytical predictions. However, since the components of the prototype
are not perfectly rigid, the configurations that are theoretically rigid manifest as
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initially stiff. A contributing factor to the initial response is the imperfect contact
between the angle stops and plates. There is a line of contact between the stop
and the plate and contact may not instantaneously be lost; there may be a region
of partial contact before the stop fully lifts off the plate. Furthermore, clearance
in the pins of the hinges allows for some small movements of the prototype while
maintaining contact with the stops.

Overall, these experiments validate that the modeling assumptions capture the load-
bearing capacity of each target configuration. Despite the idealizations of the
theoretical model, which assumes perfect pin-joint kinematics, rigid bars, and rigid
stops, a meaningful prediction of the load-bearing capacity is achieved. However,
mathematically initially rigid configurations manifest as initially stiff configurations
due to the inherent compliance of the bars and stops along with clearance in the pin
hinges. Furthermore, the detailed experimental characterization of Section 6.4 was
necessary to obtain quantitative agreement between experiments and the analytical
model.

6.6 Uncertainty analysis
The load bearing capacity of the prototype is sensitive to variations in the geometric
and spring parameters. It is evident from the experimental characterization in
Section 6.4 that there is uncertainty in these parameters, which influences the load
bearing capacity of the prototype. This detailed experimental characterization was
needed to achieve agreement between analytical and experimental critical force
values. In this section, we investigate the influence of uncertainty on the critical
forces for the two load cases. Specifically, we pose the following question: if
another prototype is constructed, what range of critical forces can be expected given
uncertain geometric and spring parameters? To answer this question, aMonte Carlo
analysis is conducted, which quantifies sensitivity to parameter uncertainty.

TheMonte Carlo analysis begins by sampling geometric and spring parameters from
a distribution. Specifically, the bar lengths !1, !2, !3, !4, stop angles \1 |1, \1 |2,
\5 |1, \5 |2, and spring parameters ^, \0 for all six springs are treated as uncertain.
The experimental characterization of Section 6.4 provides a baseline for what ranges
in parameters can be expected. Bar lengths within ±1 mm of their ideal length and
stop angles within ±5◦ of their ideal value are considered. A range of spring
stiffnesses between 0.119 and 0.155 Nm/rad and rest angles between 148◦ and 188◦

are considered, which are the ranges of measured spring parameters in the prototype.
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A more detailed uncertainty quantification procedure could produce tighter bounds
on individual parameters, but this study adopts these reasonable bounds to highlight
the influence of uncertainty.

For each realization in the Monte Carlo analysis, each parameter is sampled from
a uniform distribution over the specified range. Based on the values of bar length
and stop angles, vertex coordinates are computed for both target configurations.
Constraint gradient matrices are then computed about this configuration, following
the procedure of Appendix C but using the sampled parameters. Then, the linear
program of Eq. (4.28) is evaluated for each load case to compute the critical forces.

An analysis of 50,000 realizations was performed. Histograms of the critical forces
are plotted in Figure 6.8. Themean value of %3H |1 is 3.00Nwith a standard deviation
of 1.38 N. The mean value of %3H |2 is 3.91 N with a standard deviation of 2.00 N.
Some realizations did not satisfy the rigidity conditions (equilibrium could not be
satisfied with positive unilateral reactions). These realizations are omitted from
the histograms leading to a sharp cutoff at a critical perturbation force of 0. In
configurations 1 and 2, 1.74% and 2.33% of realizations did not satisfy the rigidity
conditions.
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Figure 6.8: Probability distributions of critical forces from a Monte Carlo analysis
with 50,000 samples. (a) Critical force for load case 1. (b) Critical force for load
case 2.

These results reflect a large variation in critical forces stemming from parameter
uncertainty. Especially surprising is the result that a portion of the samples violated
the rigidity conditions, suggesting that if another prototype was built, there is a
chance that the target configurations are not all rigid configurations. This highlights
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the need for understanding the role of parameter uncertainty, which can have large
impact on the properties of a structure.

The large role of parameter uncertainty also emphasizes the value of the Chebyshev
center design process. The Chebyshev center design represents the design with
the largest load-bearing capacity. Variations from ideal spring parameters can be
equivalently thought of as applying a perturbation load to a structure with ideal
spring parameters. From this perspective, the Chebyshev center design is the most
robust design to spring parameter uncertainty. However, robustness to geometric
parameter uncertainty is not accounted for in the Chebyshev center design process
and would be a useful path of future research.

6.7 Conclusion
This chapter presents experiments and an uncertainty analysis to investigate multi-
configuration rigidity in the context of a physical structure. A set of experimentswere
performed where perturbation forces were applied to a 2-DOF linkage prototype.
The probing experiments highlight that each mathematically rigid configuration has
an initially stiff force-displacement response upon loading. However, the idealized
theoretical model of the structure with rigid components and pin-joint kinematics
produces accurate quantitative predictions formaximum load-bearing capacity of the
target configurations, providing validation for the analytical predictions of critical
forces.

To obtain agreement between the analytical predictions of the critical forces and the
experiment, a detailed experimental characterization of the prototype was required,
which involved measuring its spring parameters and geometry in each target config-
uration. This prompted further study of the influence parameter uncertainty on the
critical forces in each configuration. A Monte Carlo analysis shed light on the large
impact of parameter uncertainty on the load-bearing capacity of each configuration.
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C h a p t e r 7

CONCLUSIONS AND FUTURE WORK

7.1 Summary and main contributions
The research presented in this thesis provides a new framework for designing recon-
figurable structures withmany kinematic degrees of freedom. In the kirigami pattern
synthesis process presented in Chapter 3, fold patterns capable of achieving several
target surfaces are developed, highlighting the appeal of structures with many-DOF
kinematics. To address the challenges associated with this high kinematic freedom,
springs and unilateral constraints can be embedded to achieve initial rigidity in
multiple target configurations. The geometry synthesis framework together with the
multi-configuration rigidity design process provide a path to reconfigurable surfaces
with load-bearing capacity in multiple configurations.

This proposed approach to reconfigurable structures advances the state-of-the-art by
providing a systematic design process to achieve load-bearing configurations based
on a quantitative metric, which is the lower bound on load-bearing capacity in each
target configuration. Furthermore, the load-bearing capacity is experimentally ver-
ified on a prototype linkage structure, providing grounding for the design process in
a physical structure. Finally, multi-configuration rigidity is appealing because it is
scalable. The load-bearing capacity in a rigid configuration scales with the spring
parameters. That is, larger load-bearing capacity can be achieved by considering
stiffer springs, indicating that multi-configuration rigidity has potential for applica-
tion at a range of scales. Collectively, this work provides a clear path to engineering
structures with many kinematic degrees of freedom.

7.1.1 Geometry synthesis
In Chapter 3, a kirigami pattern synthesis framework was presented to generate
fold patterns capable of achieving multiple curved surfaces. This represents a novel
solution to an open problem of inverse design of a fold pattern that can achieve
multiple target shapes.

Synthesis of this new family of kirigami patterns is framed as a tile arrangement
problem. A constrained optimization problem is formulated to simultaneously ar-
range a set of tiles on multiple surfaces while enforcing compatibility between the
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tile arrangements. Upon computing compatible tile arrangements that approxi-
mate each target surface, sub-folds are added to connect tiles in one arrangement,
completing the fold pattern. The resulting fold patterns are capable of reconfiguring
between all target surface tile arrangements. While these patterns are able to achieve
multiple target surfaces with varying Gaussian curvature, in turn they exhibit many
kinematic degrees of freedom.

The main contributions from this work are:

• A computational framework for inverse design of kirigami surfaces that can
take on multiple target configurations.

• Aprototype of a kirigami pattern that can take on six target surfaces, fabricated
using 3D printed plates and pin hinges.

7.1.2 Multi-configuration rigidity
Chapters 4, 5, and 6 developed the concept of multi-configuration rigidity, where a
reconfigurable structure is held rigidly by the prestress between embedded springs
and unilateral constraints in multiple configurations. While the development of
multi-configuration rigidity is specifically motivated by the many-DOF kirigami
patterns of Chapter 3, theoretical formulations were presented from a general per-
spective.

Chapter 4 formulated a theory formulti-configuration rigidity in the case of statically
determinate unilateral constraints. First, conditions were derived for rigidity of a
single configuration due to a force applied to the structure that engages unilateral
constraints. Rigidity can be achieved in multiple configurations if the force that
engages the unilateral constraints is applied by embedded springs. This leads to
a design problem where the parameters of embedded springs are chosen to satisfy
rigidity in multiple target configurations. The Chebyshev center solution to this
design problem is the design that maximizes the lower bound on critical perturbation
forces, effectively maximizing the load-bearing capacity in all target configurations.

Chapter 5 extended the rigidity conditions and the Chebyshev center design pro-
cess to the statically indeterminate case when unilateral constraint reactions are
not unique. To accommodate static indeterminacy, the geometric structure of the
equilibrium conditions as a convex polyhedral cone was exploited. One extra step
in the spring design process is required in the statically indeterminate case, which is
the conversion of the vector representation of the equilibrium cone to the half-space
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representation, which is required to formulate the Chebyshev center linear program.
Static indeterminacy is beneficial from the perspective of load-bearing capacity; the
presence of more unilateral constraints generally leads to a larger lower bound on
critical perturbation forces. This allows for the design ofmulti-configuration rigidity
in large, many-DOF structures with many unilateral constraints. An example was
presented designing an 18-DOF kirigami surface, which was synthesized in Chapter
3, to satisfy rigidity in a spherical and saddle-shaped configuration.

Finally, Chapter 6 presented experiments on a prototype of a 2-DOF linkage. Ex-
periments were conducted to measure critical perturbation forces for certain load
cases. The critical forces to overcome contact closely match between experiment
and analytical prediction. However, detailed experimental characterization of the
prototype geometry and spring parameters was required to achieve agreement, sug-
gesting that the load-bearing capacity is sensitive to parameter uncertainty. This
sensitivity is quantified in a Monte Carlo analysis, highlighting the potentially large
effect of parameter uncertainty on load-bearing capacity of rigid configurations.

Collectively, the research presented in Chapters 4, 5, and 6 developed the concept of
multi-configuration through theoretical, computational, and experimental analysis.
We showed thatmulti-configuration rigidity offers ameans of achieving load-bearing
capacity inmultiple target configurations of a structurewith high kinematic freedom,
and a systematic design process was presented to maximize load-bearing capacity.

The main contributions regarding multi-configuration rigidity are:

• A theoretical framework for rigidity of a structure due to unilateral constraints
and a force for both statically determinate and indeterminate cases. The lower
bound on critical forces offers a general characterization of the load-bearing
capacity of rigid configurations.

• A systematic spring design framework to achieve rigidity in multiple config-
urations that maximizes load-bearing capacity, which is ultimately demon-
strated on an 18-DOF kirigami surface.

• Experimental validation of critical perturbation loads on a 2-DOF linkage
prototype.

7.2 Future work
This thesis lays a foundation for multi-DOF reconfigurable structures to be ap-
plied as engineering structures. Proof-of-concept for the geometry synthesis and
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multi-configuration rigidity framework is presented through a series of prototypes,
highlighting the feasibility of the contributions of this thesis. Several directions
of future research can extend the work of this thesis towards the development of
practical engineering structures.

The proof-of-concept prototypes presented in Chapters 2, 3, and 6 provide insights
into realization of multi-configuration rigidity that can guide future work. The
theory of multi-configuration rigidity relies on assumptions of perfect plate-hinge
or pin-joint kinematics along with rigid unilateral constraints and rigid plates or
bars. In Chapter 2, the prototype exhibited compliant hinges with undesirable
deformation modes and the unilateral constraints had substantial compliance, which
led to error in the shapes of the target configurations. In contrast, the linkage
prototype of Chapter 6 exhibited stiff plates and contacts along with well-defined
pin hinges, leading to a prototype whose load-bearing capacity quantitatively agrees
with theoretical predictions.

Future prototypes of reconfigurable surfaces should focus on achieving clean kine-
matics and stiff components, which would lead to predictable target configurations
and load-bearing capacity. Based on the prototyping insights developed throughout
this work, a promising approach in future work is to further develop the concept
of 3D printed plates with pin hinges presented in Chapter 3. The pin hinges are
well-defined hinges that offer clean folding kinematics. Stiff materials could be used
for the plates, which could range from hard plastics to metals depending on the scale
of interest. One appeal of 3D printing is that angle stops could be directly printed
into the plates, allowing for custom stop angles to be achieved in an integrated
design. Springs could then be embedded in the structure, either as coil torsion
springs mounted on the hinges or as elastic extensional springs placed throughout
the structure. To increase load-bearing capacity, stiff springs could be used; prac-
tical limitations on spring stiffness would be useful to develop. While very stiff
springs could be beneficial to achieve high load-bearing capacity, at a certain scale
the large internal forces associated with stiff springs would be a limitation.

In addition to further developing prototyping concepts, future work on theoretical
and computational aspects of geometry synthesis and multi-configuration rigidity
can advance these concepts towards practical applications. Building from the geom-
etry synthesis contributions of the thesis, one direction of future work is to further
explore the design space. Relaxing tile shape constraints to allow, for example,
non-equilateral triangular tiles could increase the freedom in the design problem
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and enable new solutions. Furthermore, exploring the range of curvatures that can
be achieved with a single fold pattern could give insights into the range of target
surfaces that can be achieved.

Regarding multi-configuration rigidity, research on actuation and pathfinding is a
natural next step. Actuation schemes between rigid configurations could be designed
with the goal of achieving simplified actuation using fewer actuators than kinematic
degrees of freedom since the energy in the springs provides a guide between rigid
configurations.

Additionally, further exploring the spring and unilateral constraint design space
would be a valuable extension of this work. Systematic unilateral constraint place-
ment schemes that account for more than two target configurations poses a challenge
that would be useful to address. Combining multi-stability and multi-configuration
rigidity could be an effective approach for achieving several target configurations in
complex structures, where target configurations could exhibit a mixture of smooth
energy minima and boundary minima.
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A p p e n d i x A

PLATE-HINGE KINEMATICS

The kinematics of structures composed of rigid plates connected by hinges can be
captured by a set of bilateral constraints representing pin-jointed rigid bars [48,
115]. To develop a set of kinematic constraints, the edges of each plate are treated
as rigid bars. Then, rigid bars are added to triangulate any non-triangular plate, as
illustrated in Figure A.1. The bars added to triangulate plates are treated as fixed
hinges to ensure that the plates remain planar. The corresponding set of bilateral
constraints is

h(x) = 0, (A.1)

where

ℎ8 (x) =

!8 (x) − !08 8 = 1, ..., =�
i8 (x) 8 = =� + 1, ..., =� + =� .

(A.2)

The plate-hinge structure containing = vertices is parameterized by vertex coordi-
nates x ∈ R3=. The lengths R ∈ R=� of the =� bars are fixed at R0 ∈ R=� , enforcing
that the bars are inextensible. The rotations > ∈ R=� about the =� bars added
to triangulate the non-triangular plates are restricted to zero. The total number of
bilateral constraints is =1 = =� + =� .

The bilateral constraint gradients I1 ∈ R=1×3=, which form the compatibility matrix
of the bilateral constraints, are given by

I1 =
mh

mx
=


m l

mx

m>

mx


. (A.3)

The gradients of bar lengths and hinge rotations with respect to x make up I1.

To define the gradients of the bar lengths, consider bar : with length !: whose
endpoints are defined by x8 = [G8 H8 I8]) and x 9 = [G 9 H 9 I 9 ]) . The gradient of the
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(a)

=
=

(b)

Figure A.1: Pin-jointed bar model for plate-hinge kinematics. (a) A hinge con-
necting two quadrilateral plates. (b) The equivalent pin-jointed bar model of the
plates. The red lines represent bars added to triangulate the two plates. The bilateral
constraints enforce that all bars, including both the black and red segments, have
fixed lengths and that the angles about the added bars, shown in red, remain at zero.

Hinge 

Figure A.2: Diagram of a hinge for defining angle gradients, based on [116].

length of the bar with respect to its endpoints is

m!:

mG8
=

[
G8 − G 9
!:

H8 − H 9
!:

I8 − I 9
!:

]
(A.4)

m!:

mG 9
=

[
G 9 − G8
!:

H 9 − H8
!:

I 9 − I8
!:

]
. (A.5)

The gradients of !: with respect the endpoints of bar : represent the only nonzero
entries in row : of I1.

The gradients of the angle of a hinge are defined with respect to four points that
define the hinge. Consider a general hinge A in three-dimensional space, as shown
in Figure A.2. Four points can be used to define the hinge. Points x 9 and x: are two
points that define the rotation axis of the hinge while points x8 and x; each lie on
one of the plates that intersect at the hinge. The gradient of hinge angle with respect
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to these four points, which is derived in [116], takes the form

m\

mx8
= −
‖r: 9 ‖
‖m‖2

m, (A.6)

m\

mx;
=
‖r: 9 ‖
‖n‖2

n, (A.7)

m\

mx 9
= −

(
r8 9 · r: 9
‖r: 9 ‖2

− 1
)
m\

mx8
+
r:; · r: 9
‖r: 9 ‖2

m\

mx;
, (A.8)

m\

mx:
= −

(
r:; · r: 9
‖r: 9 ‖2

− 1
)
m\

mx;
+
r8 9 · r: 9
‖r: 9 ‖2

m\

mx8
, (A.9)

where r?@ = x? −x@ and the normal vectors m and n are given by m = r8 9 × r: 9 and
n = r: 9 × r:; . Here, we adopt the convention of [48] for defining the hinge angle.
Equations (A.6)-(A.9) can be used to compute the components of I1 associated
with the fixed hinges.

Using the compatibility matrix, the linearized bilateral constraints about a configu-
ration xC take the form

I1d = 0, (A.10)

where d = x − xC ∈ R3= is a displacement of the vertices and the gradients that
define the compatibility matrix are evaluated at xC .

The singular value decomposition (SVD) of the compatibility matrix can be utilized
to compute its null-space, which gives the first-order compatible directions, or the
mechanisms of the structure [117]. The SVD is given by[

I1

Iℎ

]
= [\]) . (A.11)

The right singular vector matrix] is composed of two sub-matrices

] =

[
]A2 ]<

]
(A.12)

where]A2 has A2 columns and A2 is the rank of the compatibility matrix. The matrix
]< has< columns, which form an orthogonal basis of the<-dimensional null space
of the compatibility matrix. The number of kinematic degrees of freedom is defined
as <, which corresponds to the number of linear mechanisms of the structure.
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A p p e n d i x B

KINEMATIC PATHFINDING

A kinematic simulation framework for multi-DOF plate-hinge structures is formu-
lated in the context of the bar-hinge model of Appendix A. A pathfinding algorithm
is outlined, which can simulate reconfiguration of a fold pattern between target
configurations.

The objective of the kinematic simulations is to verify that a path exists between
target configurations of a fold pattern corresponding to different target surfaces. To
simulate rigid folding between configurations, a kinematic pathfinding algorithm
is outlined. Several pathfinding techniques have been developed to simulate rigid
folding of origami [118–120]. Specifically, we follow the work of [120] to perform
pathfinding simulations.

In the problem at hand, the initial configuration of the pattern x1 is known, which
contains all vertex coordinates of the fold pattern, including both the tile and sub-
fold vertices. A path is sought from x1 to a configuration with target tile vertex
coordinates vC ∈ R3=EC .

A step toward the target tile vertices is given by

d89 =


(vC) 9 − x89 9 ≤ =EC
0 9 > =EC .

(B.1)

Here, d8 is a displacement of only the vertices on the tiles. By project d8 onto the
null space of the compatibility matrix, a first-order-compatible displacement is

d8< = ]< |8 (]<))8 d8, (B.2)

where]< |8 is]< evaluated at configuration x8. Finally, an incremental step toward
the target surface that satisfies the linearized constraints is

x̃8+1 = x8 + [ d̂8<, (B.3)

where

d̂
8

< =
d8<

| |d8< | |
(B.4)
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and [ is the step size. Since the step is taken within the space of linear mechanisms,
it will induce higher order errors in the bilateral constraints. Correction steps can
iteratively be applied until the constraints of Eq. (A.2) are satisfied. The correction
step is taken orthogonal to the null space of the compatibility matrix,

d2 (x̃8+1) = −]A2 |8 (\A2)−1
8 ([A2))8

[
e(x̃8+1)
i(x̃8+1)

]
(B.5)

where e = R − R0 is the extension of the bars.

A pathfinding algorithm is summarized in Algorithm 1. The algorithm returns a set
of configurations {x8} along the path from the initial configuration to the final target
configuration.

Algorithm 1 Kinematic pathfinding algorithm

1: while | |d8 | | > n1 do
2: Compute d̂

8

< from Eqs. (B.2)-(B.4)
3: x̃8+1 ← x8 + [ d̂

8

<

4: while




[ei]



 > n2 do

5: x̃8+1 ← x̃8+1 + d2 (x̃8+1)
6: e ← R(x̃8+1) − R0
7: i← i(x̃8+1)
8: end while return x8+1 = x̃8+1
9: 8 ← 8 + 1
10: end while

The outer while loop increments the steps along the path, terminating when the
configuration is within a tolerance n1 of target tile vertex coordinates. The inner
while loop iteratively applies correction steps until the bilateral constraints are
satisfied within tolerance n2.
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A p p e n d i x C

2-DOF LINKAGE MATRIX COMPUTATIONS

This appendix supplies details on the computation of the matrices supporting the
2-DOF linkage example. The bilateral constraints of Eq. (4.58) take the form
of fixed-length bar constraints. The gradients of bar lengths, also known as the
compatibility matrix of the bars, takes the form

I1 =
mR

mx
=


G2
!1

H2
!1

0 0 0 0
G2−G3
!2

H2−H3
!1

G3−G2
!2

H3−H2
!1

0 0
0 0 G3−G4

!3

H3−H4
!3

G4−G3
!3

H4−H3
!3

0 0 0 0 G4
!4

H4
!4


. (C.1)

When evaluated in the four target configurations, the compatibility matrix of the
bars takes the values

I1 |1 =


0.7071 0.7071 0 0 0 0
−0.7071 0.7071 0.7071 −0.7071 0 0

0 0 −0.7071 −0.7071 0.7071 0.7071
0 0 0 0 −0.7071 0.7071


I1 |2 =


1 0 0 0 0 0

−0.4728 0.8812 0.4728 −0.8812 0 0
0 0 −0.4728 −0.8812 0.4728 0.8812
0 0 0 0 −1 0


I1 |3 =


0.7071 0.7071 0 0 0 0
−0.2630 0.9648 0.2630 −0.9648 0 0

0 0 −0.9169 −0.3991 0.9169 0.3991
0 0 0 0 −1 0


I1 |4 =


1 0 0 0 0 0

−0.9169 0.3991 0.9169 −0.3991 0 0
0 0 −0.2630 −0.9648 0.2630 0.9648
0 0 0 0 −0.7071 0.7071


,

(C.2)

where I1 |8 denotes the bar compatibility matrix evaluated in configuration 8.
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Orthonormal bases for the null spaces of I1 |1, I1 |2, I1 |3, and I1 |4 are computed
as

]< |1 =



0.4512 −0.2155
−0.4512 0.2155
0.6667 0.2357
−0.2357 0.6667
0.2155 0.4512
0.2155 0.4512


]< |2 =



0 0
−0.7166 0.0498
0.5172 0.6059
−0.4391 0.3749

0 0
−0.1616 0.6999


]< |3 =



0.5290 −0.0548
−0.5290 0.0548
0.2864 0.3331
−0.5952 0.1605

0 0
0.0627 0.9259


]< |4 =



0 0
0.4302 −0.8223
0.0702 0.4337
0.5914 0.1741
0.4797 0.2297
0.4797 0.2297


,

(C.3)

where each have< = 2 columns corresponding to the twomechanisms of the linkage.
Note that this choice for the basis of the mechanisms is not unique. The gradients
of the unilateral constraints of Eq. (4.59) must be defined separately for each target
configuration since each configuration has different active unilateral constraints. In
each target configuration, the gradients of the active unilateral constraints are

ID |1 =
[
m\1
mG2

m\1
mH2

0 0 0 0
0 0 0 0 m\5

mG4

m\5
mH4

]
1

ID |2 =
[
− m\1
mG2
− m\1
mH2

0 0 0 0
0 0 0 0 − m\5

mG4
− m\5
mH4

]
2

ID |3 =
[
m\1
mG2

m\1
mH2

0 0 0 0
0 0 0 0 − m\5

mG4
− m\5
mH4

]
3

ID |4 =
[
− m\1
mG2
− m\1
mH2

0 0 0 0
0 0 0 0 m\5

mG4

m\5
mH4

]
4

.

(C.4)

To evaluate the active unilateral constraint gradients, the derivative of an angle with
respect to the points that define the angle must be computed. In the two-dimensional
setting, Figure C.1 defines three points, p1, p2, and p3, which define the angle \.
The unit normal vectors to segments p1 p2 and p2 p3 are T̂12 and T̂23, respectively.
The derivative of \ with respect to the points p1, p2, and p3 are given by
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Figure C.1: Definitions for computation of the gradient of a hinge angle with respect
the points that define the hinge in two dimensions.

m\

m p1
= − T̂12
| | p1 p2 | |

− T̂23
| | p2 p3 | |

(C.5)

m\

m p2
=

T̂12
| | p1 p2 | |

(C.6)

m\

m p3
=

T̂23
| | p2 p3 | |

. (C.7)

These equations for hinge angle gradients represent a simplified version of Eqs.
(A.6)-(A.9) for the two-dimensional setting. Equations (C.6) and (C.7) allow the
active unilateral constraint gradients to be evaluated in the four target configurations.
By inserting numerical values for each configuration, we obtain

ID |1 =
[
−0.0094 0.0094 0 0 0 0

0 0 0 0 0.0094 0.0094

]
ID |2 =

[
0 −0.0133 0 0 0 0
0 0 0 0 0 −0.0133

]
ID |3 =

[
−0.0094 0.0094 0 0 0 0

0 0 0 0 0 −0.0133

]
ID |4 =

[
0 −0.0133 0 0 0 0
0 0 0 0 0.0094 0.0094

]
.

(C.8)

Now, the matrix G = ])
<I

D) can be computed in each configuration,

G|1 =
[
−0.0085 0.0041
0.0041 0.0085

]
G|2 =

[
0.0096 0.0022
−0.0007 −0.0093

]
G|3 =

[
−0.0100 −0.0008
0.0010 −0.0123

]
G|4 =

[
−0.0057 0.0090
0.0110 0.0043

]
.

(C.9)
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The normal vectors to the polyhedral cone that defines the rigidity conditions, which
are the rows of G−1, are

G−1 |1 =
[
n)1 |1
n)2 |1

]
=

[
−95.7107 45.7107
45.7107 95.7107

]
G−1 |2 =

[
n)1 |2
n)2 |2

]
=

[
106.3629 24.5553
−7.5637 −108.8982

]
G−1 |3 =

[
n)1 |3
n)2 |3

]
=

[
−99.5437 6.7458
−8.3288 −80.4400

]
G−1 |4 =

[
n)1 |4
n)2 |4

]
=

[
−34.9212 72.9415
88.4042 46.2510

]
.

(C.10)

Finally, we can define the compatibility matrix of the springs IB, introduced in Eq.
(4.34). Since this example has only torsion springs, the spring compatibility matrix
contains the derivatives of the hinge angles with respect to the vertex coordinates.
It is given by

IB =
m)

mx
=



m\1
mG2

m\1
mH2

0 0 0 0
m\2
mG2

m\2
mH2

m\2
mG3

m\2
mH3

0 0
m\3
mG2

m\3
mH2

m\3
mG3

m\3
mH3

m\3
mG4

m\3
mH4

0 0 m\4
mG3

m\4
mH3

m\4
mG4

m\4
mH4

0 0 0 0 m\5
mG4

m\5
mH4


. (C.11)



143

Using the identities of Eqs. (C.5), (C.6), and (C.7), the derivatives of angles with
respect to the vertex coordinates can be evaluated as

IB |1 =



−0.0094 0.0094 0 0 0 0
0.0019 −0.0170 0.0075 0.0075 0 0
−0.0075 −0.0075 0 0.0151 0.0075 −0.0075

0 0 −0.0075 0.0075 −0.0019 −0.0170
0 0 0 0 0.0094 0.0094


IB |2 =



0.0000 0.0133 0 0 0 0
−0.0094 −0.0184 0.0094 0.0050 0 0
−0.0094 −0.0050 0 0.0101 0.0094 −0.0050

0 0 −0.0094 0.0050 0.0094 −0.0184
0 0 0 0 0 0.0133


IB |3 =



−0.0094 0.0094 0 0 0 0
−0.0009 −0.0122 0.0103 0.0028 0 0
−0.0103 −0.0028 0.0060 0.0126 0.0043 −0.0098

0 0 −0.0043 0.0098 0.0043 −0.0231
0 0 0 0 0 0.0133


IB |4 =



0 0.0133 0 0 0 0
−0.0043 −0.0231 0.0043 0.0098 0 0
−0.0043 −0.0098 −0.0060 0.0126 0.0103 −0.0028

0 0 −0.0103 0.0028 0.0009 −0.0122
0 0 0 0 0.0094 0.0094


.
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