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ABSTRACT 

In prosthetics, tactile feedback can let us feel how we interact with the environment. Without 

this, it is extremely difficult to perform a motor task with fine control. The same idea can be 

applied in the brain-machine interface (BMI), which is an interface that directly connects 

external devices such as prosthetic limbs to the brain. Bidirectional BMI can deliver a 

stimulation to the brain as a sensory feedback, which can improve the performance of motor 

tasks. Such a bidirectional BMI can also serve a different role, if the stimulation encodes 

different information: if it encodes neural activity from another brain area, for example, then 

bidirectional BMI can provide a bypass for a damaged neural circuit. This may also affect 

the neural connectivity, strengthening or weakening the underlying neural connections. In 

this thesis, we present experiments that explore such applications of bidirectional BMI. First, 

we describe an experiment for characterizing neural connectivity between different brain 

areas. We found neural connectivity between supramarginal gyrus (SMG) and PMv (ventral 

premotor area), and also between anterior intraparietal (AIP) and Brodmann’s area 5 (BA5), 

characterized by field-field, spike-field, and partial spike-field coherence. Through partial 

spike-field coherence, we also revealed that the spikes in PMv may drive the activity in SMG, 

which is obscured in ordinary spike-field coherence. Next, we provide evidence of changes 

in neural connectivity caused by stimulation in S1. With spike-triggered stimulation, which 

delivers stimulation in S1 in response to spikes recorded in a selected channel in SMG, we 

could significantly increase the correlation between SMG and S1, measured by the spike 

time tilling coefficient (STTC) to avoid dependencies of the correlation on firing rates. 

Furthermore, we found that not only spike-triggered stimulations, but also random 
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stimulations on multiple channels in S1, can vary partial spike-field coherence in theta and 

alpha bands within S1; such changes mostly occurred in channel pairs with zero phase 

difference in partial spike-field coherence. Finally, we demonstrate the possibility of 

volitional control on stimulation pattern in bidirectional BMI. It is shown that the participants 

could not only increase or decrease a single-channel firing rate, but also hold the firing rate 

in a given range, demonstrating a fine control over firing rate. These findings would begin to 

establish a framework for closed-loop modulation of neural activity with bidirectional BMI 

and could be used to develop new treatments for neurological damage, such as to promote 

plasticity in or bridge brain areas affected by stroke. 
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 1 
C h a p t e r  1  

INTRODUCTION 

Brain injury can produce deficits through the disconnection of cortical areas. Stroke in 

the posterior parietal cortex (PPC), for example, can lead to a variety of sensorimotor 

deficits including misreaching (optic ataxia), loss of online correction, and 

extinction/neglect (Andersen et al., 2014). When loss of function is caused by focal 

damage within an intermediary brain area, one possible treatment is to artificially 

bridge across the damaged area by recording from the input area and delivering 

contingent stimulation to the output area. This same kind of contingent stimulation can 

also be used to promote plasticity between or within brain areas (Jackson et al., 2006) 

for rehabilitation or treatment. Indeed, by learning to cognitively modulate neural 

activity at the recording site, users could even exercise control over the contingent 

stimulation, regulating closed-loop systems such as deep brain stimulators that 

otherwise require tedious manual searches over a large parameter space to deliver 

treatment. Devices capable of both recording and electrical stimulation of neural tissue, 

called bidirectional brain-machine interfaces (BMI), open a new frontier in linking 

fundamental principles of neuroscience to human clinical rehabilitation and treatment, 

whereby modulation of neural activity moves from open-loop to closed-loop—and 

furthermore engages cognitive processes into the closed-loop system.  

These applications of bidirectional BMI are further discussed in Chapters 2, 3, and 4; 

before that, necessary background to understand those chapters will be provided here. 
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More specifically, we will discuss: 1) a brief history of BMI, 2) event-related 

desynchronization (ERD) and synchronization (ERS) in human 

electroencephalography (EEG) study, 3) neural connectivity and its quantification, and 

4) cortical plasticity. Background on ERD, ERS, and neural connectivity will provide 

a foundation for Chapter 2 (Characterization of neural connectivity), which then can be 

leveraged into Chapter 3 (Promotion of cortical plasticity through spike-triggered 

stimulation) with additional background on cortical plasticity. Chapter 4 (Cognitive 

modulation of stimulation/cognitive modulation of single-channel firing rate) will build 

upon the concept of a traditional BMI system, to demonstrate the possibility of 

volitional control on bidirectional BMI.  
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C h a p t e r  2  

BACKGROUND 

2.1. Brain-Machine Interfaces 

A brain-machine interface (BMI), or a brain-computer interface (BCI), is a 

functional interface that directly connects the brain to external devices such as 

computers or prosthetic limbs. This term was first introduced by Dr. Jacques 

Vidal at University of California, Los Angeles, in his paper on the possibility of 

using electroencephalographic (EEG) signals for a communication with a 

computer (Vidal, 1973). Such an idea was further implemented in his following 

paper, which demonstrated that EEG signal can be used to control a cursor 

through a simple two-dimensional maze (Vidal, 1977). 

Similar studies have been also conducted in animals with intracortical neural 

recordings. For example, in 1969, Eberhard Fetz at University of Washington 

showed that monkeys could learn to control the action potential firing rate of a 

single neuron through operant conditioning (Fetz, 1969), which was further 

developed into his following paper on independent control of firing rates in 

multiple neurons in different directions (Fetz & Baker, 1973). Another 

foundational study for BMI was about developing an algorithm for decoding 

motor intention, instead of making the animal learn how to control the neural 

activity. In 1989, Apostolos Georgopoulos at Johns Hopkins University 

successfully found a mathematical relationship between the movement direction 
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of the arm and the population-level neural activity recorded in a rhesus 

monkey’s motor cortex (Georgopoulos et al., 1989). 

Since then, numerous studies on BMI have built upon these foundational studies. 

Researchers have successfully reconstructed natural images seen by cats based 

on ensemble responses in the thalamus (Stanley et al., 1999), reproduced limb 

movements in monkeys during reaching (Wessberg et al., 2000), and further 

enabled the control of a robotic arm or a cursor with just brain signals in 

monkeys without emitting any behaviors (Carmena et al., 2003; Musallam et al., 

2004; Serruya et al., 2002; Taylor et al., 2002).  

Similar progress has been made in human BMI as well, thanks to intracortical 

recording being available for human subjects. The first BMI with intracortical 

recording in humans was achieved by researchers at Emory University in 1998 

with a patient suffering from locked-in syndrome, demonstrating her ability to 

learn to control a computer cursor with her mind (Kennedy et al., 2000; Kennedy 

& Bakay, 1998). Since then, various other research teams have also developed 

invasive BMIs in human. For instance, researchers from BrainGate group at 

Brown University demonstrated BCI control of an artificial hand for the first 

time with intracortical recording from motor cortex (Hochberg et al., 2006), 

which was further improved in the following study from the same group 

(Hochberg et al., 2012) as well as another group at University of Pittsburgh 

(Collinger et al., 2013). Other teams include researchers at Stanford (Gilja et al., 

2012; Santhanam et al., 2006), Case Western Reserve University (Ajiboye et al., 
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2017), and Ohio State University (Bouton et al., 2016). There also has been an 

endeavor to achieve human BMI with a different recording site such as posterior 

parietal cortex, notably from researchers at Caltech led by Richard Andersen, to 

read out higher-level motor intentions (Aflalo et al., 2015).  

In addition to invasive BMIs, partially invasive BMIs and non-invasive BMIs 

have been also developed and explored in human subjects. BMI with 

electrocorticography (ECoG), for example, is considered to be partially invasive 

since the electrodes rest on the brain rather than within the gray matter, although 

it requires craniotomy to implant the electrodes inside the skull. The first human 

BMI using ECoG was developed in 2004 by researchers at Washington 

University led by Eric Leuthardt, which showed volitional control of two-

dimensional movement of a computer cursor in multiple subjects (Schalk et al., 

2008). Along with other studies (Milekovic et al., 2012; Pistohl et al., 2008, 

2012; Yanagisawa et al., 2012), the success of ECoG-based BMI suggests the 

possibility of using it for clinical applications. 

Non-invasive BMIs, especially EEG-based BMIs, also have advantages and 

disadvantages. Their clear advantage is that they do not require any surgery, 

which makes it much easier for the subjects to participate, compared to other 

invasive and partially invasive methods. However, they suffer from relatively 

poor spatial resolution, and the effective frequency range is limited since the 

skull dampens high-frequency signals. Nevertheless, researchers in a number of 

labs have successfully demonstrated the efficacy of EEG-based BMI. For 
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example, Jonathan Wolpaw and his colleagues have shown EEG-based BMI for 

cursor control in 1991 (Wolpaw et al., 1991), and further demonstrated its 

performance on three-dimensional control (McFarland et al., 2010). Bin He and 

his research team at the University of Minnesota have also shown participants’ 

ability to control a virtual helicopter in three-dimensional space with motor 

imagery (Doud et al., 2011), and further developed this study into controlling an 

actual robotic quadcopter with EEG signals (LaFleur et al., 2013). Upper-limb 

and lower-limb exoskeletons have been also recently developed using EEG-

based BMI, by Jose L. Contreras-Vidal and his research team at University of 

Houston (Bhagat et al., 2016; He et al., 2018) 

Although we have mainly focused on BMI for reading out neural signals, BMIs 

can also stimulate the brain. For example, brain implants delivering electrical 

stimulation on the occipital cortex can produce phosphenes, which refer to the 

phenomenon of seeing light by electrically stimulating visual cortex (Dobelle & 

Mladejovsky, 1974). BMIs can also deliver stimulation to the somatosensory 

cortex for a motor BMI to elicit somatosensory percepts (O’Doherty et al., 2011). 

In addition to substituting a missing sensory modality, studies also have shown 

that neural stimulation can modify, or restore, functional connectivity (Miranda 

et al., 2015), which has been shown with transcranial magnetic stimulation 

(Jacobs et al., 2012), direct current stimulation (Rahman et al., 2013), and also 

with spike-triggered microstimulation (Jackson et al., 2006; Song et al., 2013). 

This demonstrates the possibility of using electrical stimulation for the treatment 
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of a traumatic brain injury or neurological diseases, such as stroke, as shown in 

rodents (Guggenmos et al., 2013) and monkeys (Khanna et al., 2021). 

Nowadays, a number of companies is also interested in developing BMIs. Big 

tech companies such as Facebook and Microsoft have been conducting BMI 

research for the past few years, and start-ups like Kernel and MindX have also 

been developing their own BMI systems, publishing several papers and 

conference proceedings on the subject (Ban et al., 2021). Recently, the CEO of 

Tesla, Elon Musk, announced he would begin developing neural interface for 

humans in his company Neuralink, drawing people’s attention to the field of 

BMI. This shows the possibility of a commercialized BMI system in the market, 

hopefully in the near future. 

 

2.2. Event-related desynchronization/synchronization  

Neural oscillation refers to any rhythmic or repetitive neural activity found in a 

neural tissue, which has been observed as early as 1890 by a researcher Adolf 

Beck, who found rhythmic oscillations caused by light in the brains of rabbits 

and dogs (Coenen et al., 2014). Neural oscillation can occur in a microscopic 

level where individual neurons show oscillations in membrane potentials or in 

firing patterns, but it can also happen in a much larger scale that can be observed 

by EEG, ECoG, or magnetoencephalography (MEG). Such a large-scale 
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oscillation can be caused by a synchronized firing activity of a group of 

neurons, which generally arises from feedback connections between the neurons.  

The synchronized activity of neural ensembles can change during different 

behavioral tasks, such as receiving external stimuli or preparing movements, 

which leads to changes in the amplitude of the oscillation: if the activity becomes 

more synchronized, the amplitude will increase; if the activity gets less 

synchronized, the amplitude will decrease. For example, auditory stimuli can 

increase the gamma activity around 40Hz in auditory cortex, measured in EEG 

and MEG (Pantev et al., 1991; Tallon-Baudry & Bertrand, 1999). Since its basis 

is the synchronization of the neural activity in the ensemble evoked by a specific 

event (such as the onset of sensory stimuli), increases and decreases in the 

amplitude of a neural oscillation are called event-related synchronization (ERS) 

and event-related desynchronization (ERD), respectively (Pfurtscheller & Lopes 

da Silva, 1999). 

One great example of ERS and ERD can be seen in sensorimotor rhythm (SMR). 

SMR is a neural oscillation observable in the sensorimotor cortex, whose 

frequency is usually in the range of 13 to 15 Hz (Arroyo et al., 1993), although it 

can be lower or higher than this (Pfurtscheller & McFarland, 2012). SMR? can 

be found when a person does not move, but during motor outputs, motor 

preparation (Pfurtscheller & Aranibar, 1979), and even motor imagery (Henry, 

2006), its amplitude typically decreases, which is an example of ERD. There are 

different interpretations for this, such as SMR representing epiphenomenal 
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background rhythmic activity in a neuronal population that can be disrupted 

during movement (Chen et al., 1998; Cheyne, 2013; Pfurtscheller et al., 1996), or 

SMR suppressing task-irrelevant activity (Pineda, 2005; Zabielska-Mendyk et al., 

2018; Zapała et al., 2020).  It can also increase at the completion of the 

movement, which is an example of ERS (Pfurtscheller, 1992).  

 

2.3. Neural connectivity and its quantification 

Neural connectivity, or brain connectivity, is patterns of links in the brain 

(Sporns, 2007). It can be identified by an anatomical structure, which leads to 

structural connectivity, or by statistical dependency of the signal, which defines 

functional connectivity (Sporns, 2007).  

As the name implies, we need to have a map of neurons and their axonal 

projections to obtain structural connectivity. This can be done through 

cytoarchitectural studies where brain tissues are sliced and examined under a 

microscope, or through tract-tracing experiments that can identify axonal projects 

from one brain area to another (Zamora-López et al., 2011). Both of these 

methods, however, are destructive and invasive, which limits their usage in 

human subjects. On the other hand, diffusion tensor imaging or DTI (Basser, 

1995) is a noninvasive method, which makes it one of the most widely-used 

methods to explore structural connectivity in the human brain (Basser et al., 

2000) despite its low resolution compared to tract-tracing and histological study. 
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DTI measures the diffusion of water molecules in tissue. Due to the physical 

constraints of the neuroanatomical structure, following the diffusion-driven 

displacements of the water molecules in the brain provides information about its 

anatomical structure (Le Bihan et al., 2001). There are some technical limitations 

with DTI such as the difficulty to distinguish the axonal fibers running parallel to 

each other from the ones crossing each other (Zamora-López et al., 2011), but it 

can still provide a large-scale structural connectivity in a living brain (Hagmann 

et al., 2008; Sporns et al., 2005; Zamora-López et al., 2011).  

In contrast, functional connectivity refers to patterns of statistical association 

between neural activity in different brain regions (Colombo & Weinberger, 

2018). Therefore, it is about the temporal relationship between signals, rather 

than the actual structural connections. The two primary types of 

electrophysiological data for analyzing functional connectivity are spikes and 

local field potentials (LFPs). Oscillations in LFPs represent synchronized 

excitability of local neurons (Buzsáki & Wang, 2012), and when such 

oscillations are synchronized between two brain regions, they may facilitate 

information flow between those regions (Womelsdorf et al., 2007). Spikes, on the 

other hand, reflect neural information transmitted from one brain area to another, 

which can help establish long-range synchronization (Wang, 2010). Lastly, the 

synchronization between LFP and spikes can provide an indirect measure of the 

relationship between the outputs of a region (spikes) and the synaptic inputs of a 

region (LFP) (Harvey et al., 2009; Okun et al., 2010; Vinck et al., 2012). Hence, 
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the synchrony with spikes, within LFPs, or between spikes and LFPs can serve 

as a metric for functional connectivity (Bastos & Schoffelen, 2016).  

There are several subdivisions of methods for quantifying neural connectivity 

through the synchrony in the signals: time domain vs. frequency domain, directed 

vs. non-directed, and model-based vs. model-free (Bastos & Schoffelen, 2016). 

Time domain- and frequency domain-based methods can be differentiated based 

on how the signals are compared. If you want to see how the signals change in 

time to compare them and evaluate the neural connectivity, then you can use the 

signals as is, which is a time-domain approach; if you want to examine each of 

the frequency components of the signals and investigate their interactions, then it 

is more appropriate to represent the signals in frequency domain before 

comparison, which is a frequency-domain approach. Directed and non-directed 

metrics differ in whether they quantify causal relationships between signals. 

Granger causality and transfer entropy, for example, examine the causal 

relationship based on whether one signal can in some way predict the other signal 

(Bastos & Schoffelen, 2016). Non-directed metrics, on the other hand, do not 

provide any information on direction of influence. Lastly, model-based metrics 

build upon an assumption of a linear relationship between the signals, as in the 

Pearson correlation coefficient, whereas model-free measures provide a more 

generalized approach, which includes both linear and non-linear interactions. 

Although there are many metrics for quantification of neural connectivity, we are 

going to focus on coherence and spike correlation in this chapter, since they are 



 12 
the methods used in the study. We chose these two model-based metrics 

because we wanted to capture the interactions between spikes and oscillations at 

similar frequencies. There might be interesting non-linear relationships as well, 

such as cross-frequency coupling, but the interaction between oscillations at 

similar frequency would be a good starting point.  

Spike correlation is a time-domain, non-directed, model-based approach for 

functional connectivity, and it measures the degree of correlation between neural 

spike trains. Highly correlated activities can arise from direct synaptic 

connections or shared presynaptic partners (Tchumatchenko et al., 2011), so 

spike correlation has been used as a key analysis of neural data in many systems 

(Chiappalone et al., 2006; Cutts & Eglen, 2014; Dehorter et al., 2012; Kirkby et 

al., 2013). The Pearson correlation coefficient is the simplest measure of spike 

correlation, and it quantifies the linear relationship between two time series. 

However, since spikes can be sparse, inadequate size of the windows for 

quantifying firing rate can result in a misleading Pearson correlation coefficient, 

as periods with no spikes should not count as correlated (Cutts & Eglen, 2014). 

Correlation index (Wong et al., 1993) is one of the alternatives for Pearson 

correlation coefficient which has a widespread usage (MacLaren et al., 2011; 

Personius et al., 2007), but it still suffers due to the bias from firing rates and 

firing patterns (Cutts & Eglen, 2014).  
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One alternative to correlation index, which removes the bias from firing rates 

and patterns, is spike time tiling coefficient (STTC) (Cutts & Eglen, 2014). The 

formula for computing STTC between spikes from areas A and B is as follows: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
1
2

 � 
𝑃𝑃𝐴𝐴 − 𝑃𝑃𝐵𝐵

1 − 𝑃𝑃𝐴𝐴𝑆𝑆𝐵𝐵
+  

𝑃𝑃𝐵𝐵 − 𝑃𝑃𝐴𝐴
1 − 𝑃𝑃𝐵𝐵𝑆𝑆𝐴𝐴

�. 

Here, PA stands for the proportion of the spikes in A that falls within ±Δt of any 

spikes in B, and vice versa for PB. TA and TB are the proportion of the total time 

that falls within ±Δt of any spikes in A and B, respectively. Because STTC looks 

into the proportion of spikes from one area that lies within ±Δt of any spikes in 

the other area, it is insensitive to firing rate. It also accounts for the amount of 

correlation expected by chance based on the proportion of total recording time 

that falls into those time windows. 

Coherence, on the other hand, is a frequency-domain, non-directed, model-based 

method for quantifying functional connectivity. It is a frequency domain 

equivalent to cross-correlation, which is a time-domain estimate of the signals’ 

interactions, and its squared value quantifies how much variance in one signal 

can be explained by the other, and vice versa (Cutts & Eglen, 2014). The formula 

for the coherence between signal x and y is as follows: 

𝑐𝑐𝑐𝑐ℎ𝑥𝑥𝑥𝑥(𝜔𝜔) = �𝑆𝑆𝑥𝑥𝑥𝑥(𝜔𝜔)�

�𝑆𝑆𝑥𝑥𝑥𝑥(𝜔𝜔) 𝑆𝑆𝑥𝑥𝑥𝑥(𝜔𝜔)
. 
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Here, Sxy is the cross-spectral density between x and y, whereas Sxx and Syy 

are the auto spectral density in signal x and y, respectively. As a function of 

frequency, this equation quantifies the phase synchrony between x and y, which 

can be either spikes or LFPs. For example, spike data can be represented as zeros 

and ones, which then can be converted into frequency domain representation in 

the same manner we handle the LFP data. If both of the signals are LFPs, then it 

is called field-field coherence, and if one of them is spike train and the other is 

LFP, then it is referred to as spike-field coherence. It can be both spikes as well, 

which leads to spike-spike coherence. 

High field-field coherence across different brain regions indicates that the neural 

population in one area is active at the same time, or in a time-locked fashion, 

with the population in the other area (Bowyer, 2016), demonstrating the 

population-level functional connectivity between the areas. Spike-field 

coherence, on the other hand, can be used to assess directional interaction, as 

spikes can be considered an output of a region, and LFPs correspond to an input 

into a region despite the fact that coherence itself is an non-directed method  

(Harvey et al., 2009; Okun et al., 2010; Stetson & Andersen, 2014; Vinck et al., 

2012). 

Another metric related to spike-field coherence is partial spike-field coherence. 

When there is a common driver for brain area A and B, with a larger effect on A 

compared to B, ordinary spike-field coherence would look like the spikes in A 

drive the activity in B, which is misleading because it doesn’t account for C. 
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Partial spike-field coherence regresses out the effect of C, the common driver 

(Stetson & Andersen, 2014). The formula for calculating the partial spike-field 

coherence between spikes in area A and the field in area B is: 

𝑆𝑆𝑆𝑆𝐴𝐴,𝐴𝐴|𝐵𝐵 =  
𝑆𝑆𝑆𝑆𝐴𝐴,𝐵𝐵 −  𝑆𝑆𝑆𝑆𝐴𝐴,𝐴𝐴 𝑆𝑆𝐴𝐴,𝐵𝐵

��1 − 𝑆𝑆𝑆𝑆𝐴𝐴,𝐴𝐴
2  ��1 − 𝑆𝑆𝐴𝐴,𝐵𝐵

2  �
, 

where 𝑆𝑆𝑆𝑆𝐴𝐴,𝐵𝐵 is the ordinary spike-field coherence between the spikes in area A 

(𝑆𝑆𝐴𝐴) and the LFPs in area B, 𝑆𝑆𝑆𝑆𝐴𝐴,𝐴𝐴 are another ordinary spike-field coherence 

between the spikes and LFPs in the same area A, and 𝑆𝑆𝐴𝐴,𝐵𝐵 is the field-field 

coherence between LFPs in area A and B. By subtracting the interaction from 

spikes in A to the field in A, and then to the field in B, we can remove the effect 

of shared field oscillation between A and B and leave the selective interaction 

between spikes in A and the field in B (Stetson & Andersen, 2014). This metric 

can be useful when the power is asymmetric in the regions of interest, or if there 

is a larger-scale common driver.  

 

2.4. Cortical plasticity 

Plasticity, or the ability of the nervous system to respond to extrinsic and 

intrinsic factors by adopting a new functional or structural state (Ganguly & Poo, 

2013), is crucial not only for the development of the nervous system, but also for 

normal brain function after development. It forms the biological basis for 
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learning and memory formation (Ganguly & Poo, 2013; Keller & Just, 2016), 

and it is also fundamental in the development and reorganization of neuronal 

circuits after neural injury (Nudo, 2014; Sanes & Donoghue, 2000).  

Plasticity can take place in the macro, or anatomical, scale (Diamond et al., 1964; 

Hubel & Wiesel, 1998), as well as the micro, or cellular and subcellular, scale. 

Starting with Cajal’s work, which suggested that changes in synaptic connections 

can serve as a substrate for memory (Cajal, 1913), there have been several 

studies on neural plasticity at the cellular level; for instance, Hebb postulated that 

correlated spikes between pre- and postsynaptic neurons may strengthen the 

connection between these neurons. Bliss and Lomo explored long-term 

potentiation (LTP) in the hippocampus (Bliss & Lomo, 1973), and Ito and Kano 

observed long-term depression (LTD) in the cerebellum (Ito & Kano, 1982). 

These discoveries led to further studies on plasticity, including spike-timing 

dependent plasticity (STDP), which demonstrated that precise timing of firing 

activity in pre- and postsynaptic neurons can induce LTP and LTD (Dan & Poo, 

2004; Markram et al., 1997). 

STDP strengthens the connection between two neurons when the presynaptic 

neuron fires before the postsynaptic neuron and weakens it when the presynaptic 

neuron fires after the postsynaptic neuron, which is consistent with Hebb’s 

criterion on the correlation between spikes in pre- and postsynaptic neurons for 

strengthening the connections. This process has been shown both in in vitro 

studies (Bi & Poo, 2001; Caporale & Dan, 2008; Markram et al., 2011) and in 
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vivo studies with monkeys (Jackson et al., 2006; Nishimura et al., 2013). The 

in vivo studies involved an implantable electronic circuit to trigger electrical 

stimuli on one electrode by action potentials recorded on a different electrode, 

and successfully showed that such a device can artificially promote plasticity in 

the monkey brain based on STDP (Jackson et al., 2006; Nishimura et al., 2013). 

This finding shows that artificial connections in different brain sites established 

by closed-loop electrical stimulation can lead to plasticity changes in the actual 

neural connectivity between those sites, suggesting clinical applications in 

rehabilitation after neural injury.  

 

2.5. Intracortical microstimulation for sensory feedback 

The absence of somatosensory feedback in motor tasks substantially diminishes a 

person’s performance (Sainburg et al., 1993), which greatly increases motivation 

in restoring sensation in neuroprosthetics. For an arm prosthesis, for example, it 

has been shown that a person’s ability to control grasping strength can be 

significantly improved with artificial tactile feedback, enabling more dexterous 

manipulation of delicate objects (Tan et al., 2014). Recent work by us has 

demonstrated closed-loop circuits with BMIs, in which electrical intracortical 

microstimulation (ICMS) has become a promising tool for evoking 

somatosensory percepts in the primary somatosensory cortex (Armenta Salas et 

al., 2018; Klaes et al., 2014).  
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ICMS with different parameters can be detected and discriminated by non-

human primates (NHPs) (Dadarlat et al., 2015; Romo et al., 1998, 2000; Tabot et 

al., 2013), and can be incorporated as sensory feedback in BMI tasks (Klaes et 

al., 2014; O’Doherty et al., 2011). Furthermore, in recent human studies, a wide 

range of sensations elicited from ICMS has been reported (Armenta Salas et al., 

2018; Flesher et al., 2016). There are, however, more stimulation parameters that 

have not been explored in human studies yet. Flesher et al. focused on the effect 

of stimulation amplitude (Flesher et al., 2016), and in our previous research, we 

changed stimulation amplitude and frequency to evoke different sensations 

(Armenta Salas et al., 2018); other parameters, such as pulse width and pulse 

train duration, may affect stimulation thresholds and/or elicited percepts, as 

suggested in monkey work (Kim et al., 2015). Exploring such a large parameter 

space requires substantial amounts of time given the manual processes involved 

in configuring each stimulus and receiving verbal feedback about each percept. 

Another challenge associated with artificially evoking somatosensory percepts is 

the expected need for frequent recalibration. Sensory streams are continuously 

recalibrating to provide statistically efficient feedback (Burge et al., 2010; 

Dadarlat et al., 2015; Ernst & Banks, 2002; Gu et al., 2008; McGuire & Sabes, 

2009; Simani et al., 2007; Sober & Sabes, 2005; van Beers et al., 1999; 

Verstynen & Sabes, 2011). Therefore, as in cortical visual prosthetics (Dowling, 

2005) or stimulation in auditory cortex (Koivuniemi & Otto, 2012), ICMS for 

somatosensory feedback would also require frequent recalibration—perhaps 
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daily. Calibration is a tedious and time-consuming process in which the 

experimenter must test each parameter on each electrode to establish thresholds 

and outcomes. 
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C h a p t e r  3  

CHARACTERIZATION OF NEURAL CONNECTIVITY 

3.1. Introduction 

Previous work in monkeys and humans has shown that the supramarginal gyrus 

(SMG), ventral premotor cortex (PMv), anterior intraparietal (AIP), and 

Brodmann’s area 5 (BA5) play distinct roles during movement planning and 

execution, suggesting possible neural connections between them. SMG, AIP, and 

PMv in the left hemisphere, for example, have been associated with control of 

hand‐object interactions (Andres et al., 2017; Brandi et al., 2014; Johnson-Frey et 

al., 2005; Kroliczak & Frey, 2009). Neurons in PMv are known to be responsive 

to tactile stimuli (Fogassi et al., 1996), and SMG is responsible for integrating 

tools into the body schema (Fabbri et al., 2016; Rozzi et al., 2008). Neural 

activity in AIP and BA5 codes for grasp planning and arm movements (Aflalo et 

al., 2015; Klaes et al., 2015).  

However, relatively little is known about the exact interface governing 

connections between these areas, and how they interact during certain behaviors. 

Stetson and Andersen have shown that the spike activity in the parietal reach 

region (PRR) of monkey anti‐synchronizes with LFP in the dorsal premotor 

cortex (PMd) relative to global beta‐band activity, which diminishes connectivity 

despite high field coherence and spike-field coherence between them (Stetson & 

Andersen, 2014). This finding suggests that, even though the aforementioned 
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brain areas are strongly active during certain tasks, their spikes might be anti‐

synchronized with LFP in other areas, diminishing communication rather than 

enhancing it.  

In this study, therefore, connectivity between AIP and BA5, and between SMG 

and PMv in human subjects was characterized in more detail, based on field-field 

coherence, spike-field coherence, and partial spike-field coherence. With 

different types of behavioral tasks, such as imagining or executing movements, 

receiving tactile stimuli, and counting numbers, we show that imagined/executed 

movements and tactile stimuli induce a decrease in LFP power in all the regions 

and normal/partial spike-field coherence in all the pairs of the regions, whereas 

counting numbers does not. We further demonstrate that the phase in partial 

spike-field coherence can reveal the selective interaction between PMv and 

SMG, which suggests that spikes in PMv may enhance the communication with 

SMG. This will also help us understand the communication in parietal area, and 

establish a baseline neural connectivity for exploring how stimulation affects 

these patterns of activity. 
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3.2. Methods 

3.2.1.  Subject 

Two tetraplegic patients have participated in the study. Subject EGS was a 

male tetraplegic patient, who was 32 years old, 10 years post-lesion at the 

time of implantation. He had a complete C3/C4 spinal cord injury, which led 

to paralysis of all limbs. Subject FG, on the other hand, was a 32-year-old 

male tetraplegic patient who was 1.5 years post-injury at the point of 

recruitment for a clinical trial of a BMI system with intracortical recording 

and stimulation. He suffered a complete C5/C6 spinal cord injury, but has 

some residual sensation in his upper arm (anterior-radial section and 

posterior-radial section) and forearm. All experimental procedures for both 

patients were reviewed and approved by the Institutional Review Boards 

(IRB) of the University of Southern California (USC) and Rancho Los 

Amigos National Rehabilitation Hospital (RLA). The implantation of the 

electrodes was done at Keck Hospital of USC, and the study sessions were 

held at RLA for EGS, and RLA and the patient’s house for FG. 

 

3.2.2.  Experimental setup 

All the tasks were performed while the subjects were seated in their wheel 

chair (at RLA) or on their bed (at the patient’s house). The tasks were 
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displayed on a 27-inch LCD monitor in a lit room using Psychophysics 

Toolbox (Brainard, 1997) for MATLAB.  

 

3.2.3.  Experimental design 

 

To characterize the connectivity between different brain areas, we ran a 

behavioral task called action exploration task, with two different sets of 

actions (Figure 3.1). In one version, we cued one of four behaviors––open 

and closed grip (for grasping), scratching the back of the head, windmill 

(rotating the arm), and counting (counting numbers in one’s head)––and the 

subject imagined performing cued behaviors during an action phase. As this 

task employs not only motor imagery of arm and hand movements (grasping, 

scratching, and rotating the arm) but also a mental process that does not 

include any motor action (counting), the activity of the brain regions of 

interest and their interactions can be compared between those groups. The 

Figure 3.1. Design of action exploration task. The subject has to 

imagine or execute cued action during action phase for four seconds. 

Two different groups of action classes was used: one with imagining 

grasping, scratching, rotating the arm, and counting, and the other with 

actually moving the arm and being touched on the neck. 
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other version of the task, which was done only with FG, included some 

volitional physical movement and tactile stimuli; in this version, depending 

on the cue shown in each trial, the subject moved his arm (depending on the 

presence of residual movement), or the experimenter touched the subject’s 

neck with three light downward strokes. 

 

3.2.4.  Signal recording 

Subject EGS was implanted with two 96-channel, platinum-tipped 

Neuroport microelectrode recording arrays (Blackrock Microsystems, Salt 

Lake City, UT) in AIP and BA5. The microelectrodes in each of the arrays 

were 1.5 mm long, and were arranged in a 10-by-10 grid with 400-µm space. 

Preoperative fMRI tasks following the protocols described in our previous 

study (Aflalo et al., 2015) were used for surgical planning. 

Subject FG was implanted with the same Neuroport arrays in SMG and 

PMv, with additional two 7-by-7 sputtered iridium oxide film (SIROF)-

tipped microelectrode arrays in S1. Preoperative fMRI tasks based on our 

previous experiment (Aflalo et al., 2015) were also used to identify these 

brain areas for surgical planning, with additional tasks described in 

(Armenta Salas et al., 2018) to identify the location of S1. 
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3.2.5.  Statistics and analysis methods 

To examine the population-level activity in each brain area during different 

mental and behavioral tasks, we computed the power spectra in overlapping 

windows of 0.5 seconds, with step size of 0.25 seconds, from each channel 

in each session. The raw power spectrum from each session was then 

normalized based on the LFP power during the last one second of the inter-

trial interval, and the resulting z-scores were used to get the population-

averaged spectrogram during each mental and behavioral task. 

To investigate the neural connectivity during the task, field-field, spike-field, 

and partial spike-field coherence was calculated in overlapping windows of 

0.4 s, with step size 0.2 s, using the multi-taper method with 5 tapers and 

time-bandwidth parameter of 3 (Bokil et al., 2010). All sessions were 

integrated into the coherence analysis by averaging the spectrum and cross 

spectrum across all of the sessions, rather than averaging the final coherence 

values from each session. For spike-field coherence and partial spike-field 

coherence, we used the channels with firing rates over 0.1 Hz in all of the 

sessions for both the spike and LFP measurement, to take only stable 

channels into the calculation. The resulting coherence values were all z-

scored based on previous research (Jarvis & Mitra, 2001), to easily visualize 

the statistical significance.  
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For the LFP power and coherence in the frequency range of interest, 

temporal patterns during each of the mental and behavioral tasks were 

compared using Kolmogorov-Smirnov test. A t-test was used to compare the 

difference between the means of the distributions of these values in each 

phase of the trial in each task. 

 

3.3. Results 

3.3.1. LFP power during motor imagery 

In order to explore the activity in the recording area during mental imagery, 

LFP power spectrum was investigated. We found that LFP power in the beta 

frequency range (12-30Hz) decreases during mental imagery of motor 

movement in SMG, PMV, AIP, and BA5, although how long the decreased 

coherence is maintained varied across different arrays and different actions 

(Figure 3.2B–3.2E). This result is consistent with previous research about 

sensorimotor rhythm and event-related desynchronization (Leocani et al., 

2001); however, the increase in the LFP power during the planning phase 

shown in a previous study (Stetson & Andersen, 2014) was not found. In our 

experiment, such a preparatory signal was found during the cue phase, but it 

was only a slight increase. 
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Another notable thing is that counting, which does not entail any motor 

imagery, shows less of a decrease in beta power during action phase, 

especially in SMG and AIP. It still shows a decrease at the action onset, but 

it increases back to the baseline much faster than any other motor imagery. 

In SMG and AIP, changes in LFP power during the action phase with 

counting were significantly different from the changes during any other 

motor imagery (Kolmogorov–Smirnov test; p<0.005 for SMG, and p<0.0001 

for AIP). This is also consistent with previous studies relating event-related 

Figure 3.2. LFP power spectrum during mental imagery. Example power spectrum 

during counting numbers (top) and imagined grasping (bottom), measured in SMG. B–E) 

Changes in LFP power in beta frequency range (12–30Hz) during different imagery, 

measured in SMG (B), PMv (C), AIP (D), and BA5 (E).  
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desynchronization in the beta band with motor output and imagery 

(Leocani et al., 2001; Pfurtscheller et al., 2005; Ranade et al., 2009). 

 

3.3.2. Field-field coherence during motor imagery 

In field-field coherence, as with LFP power, we found a peak for both motor 

imagery and mental process without any imagined movement (counting) in 

the beta band in both SMG-PMv and AIP-BA5 (Figure 3.3A, S5, S6). The 

difference between motor imagery and counting, however, was not as 

evident as it was for the LFP power shown above. Field-field coherence in 

AIP-BA5 was clearer than in SMG-PMv, both in terms of the magnitude and 

the difference between motor imagery and counting, but the changes in 

coherence during counting significantly differed only from the motor 

imagery of scratching the back of the head (Kolmogorov–Smirnov test; 

p<0.001). Increase in the field-field coherence during planning, which was 

found in a previous study (Stetson & Andersen, 2014), has also not been 

found. 
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3.3.3. Spike-field coherence during motor imagery 

We found a peak in spike-field coherence in the alpha band between SMG 

and PMv, both with SMG spikes and PMv fields, and with PMv spikes and 

SMG fields (Figure 3.4). It was at 11.7 Hz, which is in the alpha band (8–

12Hz), rather than the beta band shown in previous results with LFP power 

and field-field coherence. It also showed a decrease during the action phase 

Figure 3.3. Field-field coherence during mental imagery. A) Example field-field coherence 

during counting (top) and rotating the arm (bottom), measured between SMG and PMv (left), and 

between AIP and BA5 (right). For both counting and rotating the arm, the peak coherence was 

observed at 15.6 Hz between SMG and PMv, and 13.7 Hz between AIP and BA5. B-C) Field-field 

coherence in beta frequency range (12-30Hz) between SMG and PMv (B), and between AIP and 

BA5 (C), during different mental imageries.  
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with motor imagery; however, for counting, the decrease was not as 

significant as during motor imagery. For the coherence between spikes in 

PMv and fields in SMG, it even increased during the action phase (Figure 

3.4C). In the Kolmogorov-Smirnov test, the spike-field coherence between 

SMG and PMv during counting numbers were significantly different from 

that during any other motor imagery (p<10-6) both directions—spikes from 

Figure 3.4. Spike-field coherence during mental imagery. A) Example spike-field coherence 

during counting (top) and rotating the arm (bottom), measured between spikes in SMG and LFP 

in PMv (left), and between spikes in PMv and LFP in SMG (right). During counting numbers and 

ITI, the peak coherence was observed at 11.7 Hz in both SMG-PMv, and PMv-SMG spike-field 

coherence. B-C) Spike-field coherence in alpha frequency range (8–12 Hz) between spikes in 

SMG and LFP in PMv (B), and between spikes in PMv and LFP in SMG (C), during different 

mental imageries.  
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SMG and LFP from PMv, and vice versa—whereas all the other 

combinations of imagery did not return any significant p-values. We also 

examined the spike-field coherence between AIP and BA5, but no 

significant changes were found, possibly due to low firing rate from the 

units.  

 

3.3.4. Partial spike-field coherence during motor imagery 

We also found a similar pattern in partial spike-field coherence in the alpha 

band between SMG and PMv (Figure 3.5). The peak coherence was found at 

11.7 Hz, as in the normal spike-field coherence. Other patterns, including the 

decrease during motor imagery, and the increase during counting–– 

especially for spikes in PMv and LFP in SMG––were also the same as in the 

normal spike-field coherence. The partial spike-field coherence between 

SMG and PMv during counting numbers was significantly different from 

that during motor imagery (p<10-5; Kolmogorov–Smirnov test) in both 

directions; between different types of motor imagery, however, the partial 

spike-field coherence was not significantly different. The partial spike-field 

coherence between AIP and BA5 was not investigated since the normal 

spike-field coherence did not show any significant values.  
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Although general patterns in the magnitudes of coherence are similar 

between spike-field coherence and partial spike-field coherence, the phase of 

the coherence shows differences. Figure 3.6 shows the phase of spike-field 

coherence and partial spike-field coherence between spikes in PMv and LFP 

in SMG during counting numbers. Even though the phase in normal spike-

field coherence is around 300–330 degrees, the partial spike-field coherence 

Figure 3.5. Partial spike-field coherence during mental imagery. A) Example of partial 

spike-field coherence during counting (top) and rotating the arm (bottom), measured between 

spikes in SMG and LFP in PMv (left), and between spikes in PMv and LFP in SMG (right). 

During counting numbers and ITI, the peak coherence was observed at 11.7 Hz in both SMG-

PMv, and PMv-SMG partial spike-field coherence. B-C) Partial spike-field coherence in alpha 

frequency range (8–12 Hz) between spikes in SMG and LFP in PMv (B), and between spikes in 

PMv and LFP in SMG (C), during different mental imageries.  
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reveals that the spike in PMv is actually phase-locked with the peak of the 

LFP in SMG if we remove the effect of the common driver, showing that 

PMv might drive the activity in SMG. 

 

3.3.5. LFP power during actual movement and tactile stimuli 

We found a pattern of LFP power during the action exploration task with 

actual arm movement and tactile stimuli on the neck that is similar to what 

we saw during the same task with motor imagery and counting numbers; the 

power in the low-frequency range, namely the beta band, decreased during 

cue, delay, and action, and increased back at the end of return phase (Figure 

7). However, there was an increase in power after the onset of cue phase for 

Figure 3.6. Comparison of phase distributions: Phase of spike-field coherence (top) and partial 

spike-field coherence (bottom) with spikes from PMv and LFPs in SMG, for the action exploration 

task of counting numbers. Partial spike-field coherence reveals that the spikes in PMv are locked 

well with the LFPs in SMG with a phase of 0, even though it was not clear in spike-field coherence. 
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tactile stimuli, and another slight increase in the beginning of delay phase 

for moving up the arm (Figure 7B-C), which may be a sign of the 

preparatory signal shown in a previous study (Stetson & Andersen, 2014). 

Furthermore, the power decrease during tactile stimuli was larger than that 

during motor movements, which is in contrast with previous studies 

associating event-related desynchronization in the beta band with motor 

output and imagery (Leocani et al., 2001; Pfurtscheller et al., 2005; Ranade 

et al., 2009). 

 

Figure 3.7. LFP power from SMG and PMv during the action exploration task with arm 

movements and tactile stimuli on the neck. A) Example of population-averaged spectrogram 

during moving up the arm (top) and tactile stimuli on the neck (bottom), measured from SMG (left), 

and in PMv (right). B-C) LFP power in the beta frequency range (12-30 Hz) in SMG (B), and in 

PMv (C), during different sensory/motor tasks. 
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3.3.6. Field-field coherence during actual movement and tactile stimuli 

Field-field coherence between SMG and PMv during arm movement and 

tactile stimuli also showed a significant peak activity in the beta band (12–

30Hz), similar to field-field coherence between SMG-PMv and AIP-BA5 

during action exploration task with motor imagery and counting numbers 

(Figure 3.3). One important difference, however, was that with actual arm 

movements and tactile sensations, we could find an increase in field-field 

coherence during delay that decreases back during the action phase, which 

we could not find with motor imagery. The increase in the field-field 

coherence was more prominent during arm movement, as shown in Figure 

3.8B. This suggests that the reason we could not find significant a 

preparatory signal as in previous studies (Stetson & Andersen, 2014) during 

Figure 3.8. Field-field coherence between SMG and PMv during action exploration task with 

arm movement and tactile stimuli on the neck. A) Population-averaged coherogram during 

tactile stimuli on the neck (left), and moving up the arm (right). B) Temporal changes in average 

coherence in 12–30Hz (population averaged). Every coherence value shown here is normalized. 
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action exploration was maybe because we used motor imagery, not an 

actual movement. 

 

3.3.7. Spike-field coherence and partial spike-field coherence during actual 

movement and tactile stimuli 

In spike-field coherence and partial spike-field coherence, we also found a 

peak in the alpha band (Figure 3.9A, 3.10A). It was more prominent for 

spikes in PMv and LFP in SMG, rather than spikes in SMG and LFP in 

PMv. The temporal changes in coherence over the course of the task were 

similar to those with motor imagery: the coherence goes down during the 

cue phase and comes back up at the end of the action or action return phase, 

with one exception of the SMG to PMv partial spike-field coherence during 

moving the arm, where the coherence increases during the action phase 

(Figure 3.9B-3.9C, 3.10B-3.10C). As mentioned earlier in the field-field 

coherence, this contrasts with the previous study on coherence during motor 

imagery and motor outputs.  

We also investigated the phase of coherence in normal spike-field coherence 

and partial spike-field coherence. Figure 3.11 shows the phase of such 

coherences measured between spikes in PMv and LFPs in SMG. As shown 

in the first and third row, the phase of spike-field coherence is unstable––the 

figure shows a lot of different phases, instead of showing a single 
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distribution centered at a certain point. However, the phase of the partial 

spike-field coherence is much cleaner, and it is centered at the phase of zero, 

which demonstrates the possible excitatory effect that the spikes from PMv 

Figure 3.9. Spike-field coherence during motor output and sensory input. A) Example spike-

field coherence during moving up the arm (top) and tactile stimuli on the neck (bottom), measured 

between spikes in SMG and LFP in PMv (left), and between spikes in PMv and LFP in SMG 

(right). During cue phase, the peak coherence was observed at 9.8 Hz in PMv-SMG spike-field 

coherence. B-C) Spike-field coherence in alpha frequency range (8–12 Hz) between spikes in 

SMG and LFP in PMv (B), and between spikes in PMv and LFP in SMG (C), during different 

sensory/motor tasks. 
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have on SMG. We also explored the phase of coherence between spikes in 

SMG and LFPs in PMv, but a significant pattern was not found. 

Figure 3.10. Partial spike-field coherence during motor output and sensory input. A) 

Example partial spike-field coherence during moving up the arm (top) and tactile stimuli on the 

neck (bottom), measured between spikes in SMG and LFP in PMv (left), and between spikes in 

PMv and LFP in SMG (right). During ITI and cue phase, the peak coherence was observed at 9.8 

Hz in PMv-SMG spike-field coherence. B-C) Partial spike-field coherence in alpha frequency 

range (8-12 Hz) between spikes in SMG and LFP in PMv (B), and between spikes in PMv and 

LFP in SMG (C), during different sensory/motor tasks. 
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3.4. Discussion 

In this study, we explored LFP power and field-field, spike-field, and partial 

spike-field coherence measured in the parietal area during different tasks. For 

LFP power, we have found a decrease in the beta band during motor imagery and 

Figure 3.11. Comparison of phase distributions: Phase distribution of spike-field coherence and 

partial spike field coherence during the “moving the arm” trial (top) and “touching the neck” trial 

(bottom), between spikes in PMv and LFPs in SMG. Each column corresponds to each phase of 

the trial.  
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motor output, which is consistent with the previous research on SMR 

(Pfurtscheller et al., 2005; Pfurtscheller & Lopes da Silva, 1999; Pfurtscheller & 

Neuper, 1997). Counting numbers, which does not entail any motor component, 

also showed a decrease in LFP power in the beta band, but it was much more 

transient than during the motor imagery and motor outputs. However, an increase 

in the LFP power during planning of the movement, which was evident in the 

previous research (Stetson & Andersen, 2014), was not found during either the 

cue and delay phases in our study. There was a slight increase in the power 

during the cue phase for motor imagery and motor output, but it was not as big as 

previously reported. This might be due to the different types of task. For the 

motor outputs, our task focuses only on the motor planning with a single effector 

and single target, whereas Stetson’s paper included decision-making processes 

for the choice of different types of effector (saccade vs. reaching). For the motor 

imagery, on the other hand, it lacks the actual motor output that exists in the tasks 

with eye and hand movements. Such different processes and outputs involved in 

the task might have led to different LFP patterns during the planning phase. 

Further investigation with a new task involving a decision-making component 

similar to the one in Stetson’s paper would be necessary to investigate the 

preparatory signal. 

An interesting pattern we found in LFP power is that there is an increase in beta 

power during the cue phase for tactile stimuli on the neck. One may argue that 

the visual cue shown on the screen during the cue phase might have caused such 
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an increase in the LFP power; however, the same type of cues was also used in 

the trials with motor imagery and motor output, and they did not show significant 

increase in LFP power during the cue phase. Therefore, this cannot explain the 

pattern we found only in the cue for tactile stimuli. One possible explanation 

would be an expectation for the tactile stimuli. According to a previous study 

with magnetoencephalography recording, it has been shown that the beta 

oscillations in the parietal cortex are positively correlated with the states of 

anticipation and with the tactile detection performance (Buchholz et al., 2014; 

Linkenkaer-Hansen et al., 2004; van Ede et al., 2010). As the subject in our study 

also would have anticipated the tactile stimuli on the neck given the cue, the 

increased beta power during the cue phase might be from such anticipatory 

activity. 

For field-field coherence, high coherence was observed also in the beta band for 

both SMG-PMv and AIP-BA5, but the decrease during imagined movements was 

only observed in AIP-BA5. SMG-PMv exhibited a decreased field-field 

coherence only during executed movements, although it was still higher than the 

baseline in ITI, but not during the imagined action or tactile stimuli. 

Interestingly, it also showed a significant increase during the delay phase for 

moving the arm–– but not during the motor imagery––which is consistent with 

the previous study (Stetson & Andersen, 2014). Such differences between motor 

output and motor imagery reflect that the beta band in the parietal area may have 
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some role in suppressing possible movements, as suggested in previous 

research (Stetson & Andersen, 2014). 

Spike-field coherence and partial spike-field coherence shared a similar pattern 

of gradually decreasing coherence from the cue phase to the action phase during 

imagined movements and tactile stimuli. Executed movements also showed 

similar patterns except for the partial spike-field coherence between SMG and 

PMv, where the coherence was slightly increased during the action phase. 

Counting numbers, in contrast, showed an increased coherence from delay phase 

to action phase. The decrease in spike-field coherence during the planning period 

(cue and delay phase) before motor imagination or execution is inconsistent with 

the previous study (Stetson & Andersen, 2014), which might be due to the 

different structure of the tasks as mentioned above. Lack of fine control of the 

arm is another possible reason, since the participant did not have full control of 

the arm––only weak residual control of the biceps.  

One interesting pattern we found in the normal and partial spike-field coherence 

was that the phases of partial spike-field coherence between spikes in PMv and 

fields in SMG during counting, motor output and sensory input were tightly 

distributed around 0, whereas the phase in spike-field coherence was not; it was 

unstable in the trial with motor outputs and sensory inputs (Figure 3.11), and 

during counting it was around 300–330 degrees. This shows how partial spike-

field coherence can reveal the actual connectivity between spikes and LFPs, after 

removing the effect of common driver. Although the spike-field coherence 
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between PMv and SMG during motor execution and tactile stimuli looks as if 

there are no clear patterns shared in the connections from PMv to SMG, the 

partial spike-field coherence suggests that PMv might actually drive the activity 

in SMG, since its phase is zero. The partial spike-field coherence during counting 

numbers also suggests the same relationship between PMv and SMG, although it 

was not clear in spike-field coherence.  

Our study shows a different pattern of activity and connectivity during different 

behavioral tasks. It also reveals the directional interaction from PMv to SMG 

through partial spike-field coherence, which was obscured in spike-field 

coherence. This helps us understand the network in the parietal cortex and 

provides a baseline connectivity that can be used to identify changes in 

functional connections after stimulation, which would be important to study the 

effect of neural stimulations. 
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C h a p t e r  4  

PROMOTION OF CORTICAL PLASTICITY                                 
THROUGH SPIKE-TRIGGERED STIMULATION 

4.1. Introduction 

Artificial plasticity promotion has been shown previously in various in vivo 

experiments in animal studies. For example, spike-triggered stimulation of one 

brain site, triggered from spikes or beta oscillations recorded in another site, can 

modify synaptic connections between the sites in monkeys (Jackson et al., 2006; 

Nishimura et al., 2013; Zanos et al., 2018). However, this paradigm has not yet 

been established in humans. In this study, we present novel findings on how 

measures of neural connectivity in the human brain can change in the presence of 

electrical stimulation. By delivering spike-triggered stimulation to channels with 

a preexisting connectivity pattern, identified based on coherence, we found the 

spike time tiling coefficient (STTC) between areas can be significantly increased 

in a subset of channel pairs. Our results also show that the connectivity within the 

stimulated area can be both strengthened and weakened, depending on different 

channel pairs after any type of stimulation, whether it is spike-triggered or 

random. This demonstrates the ability to artificially modulate plasticity using 

bidirectional BMIs in humans, which can be beneficial in rehabilitation after 

neurological diseases.  
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4.2. Methods 

4.2.1.  Subject 

Subject FG was a 32-year-old male tetraplegic patient who was 1.5 years 

post-injury at the point of recruitment for a clinical trial of a BMI system 

with intracortical recording and stimulation. He suffered a complete C5/C6 

spinal cord injury, but has some residual sensation in his upper arm 

(anterior-radial section and posterior-radial section) and forearm. All 

experimental procedures were reviewed and approved by the Institutional 

Review Boards (IRB) of the University of Southern California (USC) and 

Rancho Los Amigos National Rehabilitation Hospital (RLA). The 

implantation of the electrodes was done at Keck Hospital of USC, and the 

study sessions were held at RLA and the patient’s house. 

 

4.2.2.  Experimental setup 

All the tasks were performed while the subject was seated in his wheel chair 

(at RLA) or on his bed (at the patient’s house). The tasks were displayed on 

a 27-inch LCD monitor in a lit room using Psychophysics Toolbox 

(Brainard, 1997) for MATLAB.  
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4.2.3. Experimental design 

To measure the neural connectivity during different activities, such as 

imagining or executing motor outputs and passively receiving tactile stimuli, 

we ran an action exploration task (Figure 4.1A). In this task, we showed a 

short phrase describing an action, and then asked the subject to do or 

Figure 4.1. Experimental design for quantifying functional neural connectivity and its 

changes after stimulation. A) The design of the action exploration task. During the action 

phase, the subject was asked to execute or imagine the action shown in the cue phase, and 

the neural signals measured while doing so were used to quantify neural connectivity. B) 

The overall task design. It starts with two runs of aforementioned action exploration task to 

measure the baseline connectivity, which was followed by spike-triggered stimulation for 

15 minutes, and another action exploration task to assess the changes in the neural 

connectivity. During the spike-triggered stimulation task, measured spikes from the selected 

channel in SMG triggered stimulation in S1. 
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imagine the given action, with an exception of receiving tactile stimuli 

where the subject passively got the tactile stimuli from the experimenter. We 

ran five different types of action exploration task with different action 

classes: imagined arm movements, imagined finger movements, imagined 

reach, tactile stimuli, and imagined/executed movements which shared a few 

action classes used in imagined arm movements. The neural activity during 

the given action (action phase in Figure 4.1A) was used in a neural 

connectivity analysis, and two action classes, lifting up the arm and 

receiving tactile stimuli on the neck, which yielded the highest field-field 

coherence, were used in the following experiments. 

To assess the effect of the closed-loop stimulation on neural connectivity, we 

designed a spike-triggered stimulation task and combined it with the 

aforementioned action exploration tasks before and after the stimulation 

(Figure 4.1A). The action exploration task used the selected action classes 

mentioned above: lifting up the arm or receiving tactile stimuli on the neck 

(three downward strokes). The first two runs of such a task (pre-stim) were 

used to quantify the baseline neural connectivity, and the one that ran after 

the stimulation (post-stim) was used to identify the changes in connectivity 

after stimulation. 

For the spike-triggered stimulation task (10 sessions), we stimulated S1 at a 

fixed lag (20 ms) from threshold crossings recorded in SMG of the subject 

for 15 minutes. For stimulation, we delivered a single, biphasic, charge-
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balanced cathodic pulse with an amplitude of 50 µA. The pulse width was 

200 µs, and the interphase interval was 53 µs. In a closed-loop condition, 

with the patient at rest, stimulation was delivered over 15 minutes to eight 

channels in S1, selected to include the electrode with the highest partial 

spike-field coherence with SMG in the pre-stim task, and spacing the 

remaining seven to limit charge per phase per area. During this task, the 

subject repeatedly raised his arm according to the cue shown on the screen at 

random points, to activate the same neural connections that were used during 

the pre-stim action exploration task.  

For the control condition, we used two different settings: random stimulation 

(four sessions), and no stimulation (three sessions). For the random 

stimulation control, two channels in S1 were randomly selected, and the 

stimulation pulses were delivered at random points with an average rate 

equal to that of the stimulation condition mentioned above. For the no 

stimulation condition, on the other hand, stimulation pulses were not 

delivered at all. For both of these conditions, the settings other than the 

stimulation parameters remained the same, including the behavioral task.  

 

4.2.4.  Signal recording 

Subject FG was implanted with two 96-channel, platinum-tipped Neuroport 

microelectrode recording arrays (Blackrock Microsystems, Salt Lake City, 
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UT) in SMG and PMv, with additional two 7-by-7 sputtered iridium oxide 

film (SIROF)-tipped microelectrode arrays in S1. The impedance of SIROF-

tipped electrodes is lower than that of platinum-tipped electrodes, which 

makes it more suitable for stimulation. Preoperative fMRI tasks based on 

(Aflalo et al., 2015) were used to identify these target brain areas for surgical 

planning, with additional tasks described in (Armenta Salas et al., 2018) to 

identify the location of S1. 

 

4.2.5.  Statistics and analysis methods 

To confirm that the implemented spike-triggered stimulation system is 

working properly, a peristimulus time histogram and spike-triggered average 

of the local field potential were examined. To investigate the changes in the 

neural connectivity after the spike-triggered stimulation, field-field, spike-

field, and partial spike-field coherence were calculated in overlapping 

windows of 0.4 s, with step size 0.2 s, using the multi-taper method with 5 

tapers and time-bandwidth parameter of 3 (Bokil et al., 2010) in the pre-stim 

and post-stim action exploration tasks. All sessions were integrated into the 

coherence analysis by averaging the spectrum and cross spectrum across all 

of the trials and the sessions, rather than averaging the final coherence 

values from each session. Since the action exploration task included two 

different classes––moving up the arm and getting a tactile stimulus on the 
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neck––the coherence values were computed for each of these classes 

separately. For spike-field coherence and partial spike-field coherence, we 

used only those channels with a firing rate of over 0.1 Hz in all sessions for 

both spike and LFP measurements, to take only stable channels into the 

calculation. The resulting coherence values were all z-scored based on the 

previous research (Jarvis & Mitra, 2001) to easily visualize the statistical 

significance.  

The spike time tiling coefficient (STTC) was also computed and compared 

to explore the changes after the spike-triggered stimulation. Delta-t of 0.05 

second was used for the analysis, although other values of delta-t were also 

explored to confirm the consistent pattern. Although STTC itself can reduce 

the bias from the firing rate and pattern (Cutts & Eglen, 2014), we removed 

the channels with significant changes in firing rate distribution (p<0.05 in 

rank-sum test) to minimize the bias, and removed the channels that had no 

spikes in any of the runs. To focus on the channel pairs with significant 

changes in STTC rather than the whole population, the number of outliers 

with significant changes in STTC after stimulation was compared between 

the spike-triggered stimulation and the random and no stimulation conditions 

based on rank-sum test. For identifying outliers, a threshold of 3 standard 

deviations was used. The same analysis was also used for negative and 

positive outliers as well, to see whether the stimulation was more effective 

for increasing or decreasing STTC values. 
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4.3. Results 

4.3.1. Functional connectivity between SMG and S1 during different actions 

To find the behavioral tasks that can stably activate the functional 

connectivity between SMG and S1, field-field coherence during action 

exploration tasks was analyzed. Figure 4.2A–4.2E shows the averaged field-

field coherence (z-scored) between SMG and S1 during different action 

classes. During all the action classes, the average coherence showed a peak 

in low-frequency range, which was in low beta range (12–16 Hz). The 

coherence during motor imagery, regardless of its type, was generally lower 

than that during tactile stimuli or an actual execution of the movement. 

Among different types of tactile stimuli, touches on the cheek and neck 

yielded the highest field-field coherence, followed by shoulder, arm, and 

hand. This is consistent with the subject’s residual sensations, since he has 

intact sensations on his face and neck, and some residual sensations on his 

shoulder and arm. For imagined and executed movements, the classes with 

the highest coherence are: moving the head, imagining moving the elbow, 

moving the elbow, moving the shoulder, and the rest of imagined 

movements (head and shoulder). 
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Figure 4.2F, on the other hand, shows the number of channel pairs with 

significant field-field coherence (p<0.05 after multiple testing corrections 

with Benjamini-Hochberg procedure), instead of the average magnitude of 

the coherence. Tactile stimuli, except for the touch on the hand, generally 

had the largest number of channel pairs with significant coherence. Actual 

motor output, except for moving the shoulder, also showed a comparable 

number of such channel pairs. Other actions, such as motor imagery and 

imagined reach, had relatively lower field-field coherence. Based on these 

results, we selected lifting the arm up and tactile stimuli on the neck for the 

following experiments, and used the neural activity recorded during such 

actions to quantify the functional connectivity.  

 

Figure 4.2 Field-field coherence between SMG and S1 during different actions. A-E) Z-scored 

field-field coherence between SMG and S1 during different action classes, averaged across all the 

channel pairs. F) The number of channel pairs with significant field-field coherence (p<0.05, 

multiple testing corrected; Benjamini-Hochberg procedure). 
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4.3.2.  Implementation of spike‐triggered stimulation system 

To investigate the performance of the spike-triggered stimulation system, the 

spike-triggered average LFP in SMG was examined. The spikes and LFPs 

measured in the selected channel in SMG that was triggering stimulation in 

S1 during the task was used to plot spike-triggered average LFP in Figure 

4.3A, which shows a stimulation artifact 20 ms after the spike. This 

demonstrates that the system was successfully delivering the stimulation at 

the specified time points. The same lag can be also found in Figure 4.3B, 

which shows the distribution of the time lag between the spikes and the 

stimulation. The stimulation is mostly focused at around 20 ms after the 

spike.  

Figure 4.3. Performance of spike-triggered stimulation system. Detected spikes and 

corresponding stimulation outputs. B) Distribution of the time lag between spikes and 

stimulations during spike-triggered stimulations. 
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4.3.3. Changes in STTC after stimulation 

The changes in functional connectivity between SMG and S1 after 

stimulation were assessed based on STTC. Figure 4.4A shows the 

distribution of the changes in STTC in three conditions: spike-triggered 

stimulation, random stimulation, and no stimulation. All three conditions had 

similar distributions, except for the large number of positive outliers in 

spike-triggered stimulation condition. The rank-sum test comparing the 

spike-triggered stimulation against random stimulation and no stimulation 

condition showed significant p-values (p<0.0005 and p<0.05, respectively), 

whereas the distributions from random stimulation and no stimulation 

conditions were not significantly different (rank-sum test, p>0.05).  

The result of the rank-sum test, however, can be confounded by the main 

distribution, not the number of outliers found in Figure 4A. Therefore, we 

also compared the number of outliers in each condition (Figure 4B–D). 

Figure 4B shows the distribution of the number of outliers in STTC changes, 

with the threshold of three standard deviations. All the distributions were 

significantly different from each other with p<0.05 (rank-sum test), but the 

spike-triggered stimulation was more significantly different from the other 

two conditions (p<0.0001, rank-sum test).  

Figure 4.4C and 4.4D also present the distribution of the number of outliers, 

but with negative (Figure 4.4C) and positive (Figure 4.4D) outliers 



 55 
separately. Compared to the other two conditions, the spike-triggered 

stimulation did not show significantly different distribution for negative 

outliers, but it did show significant p-values with positive outliers in a rank-

sum test comparing random stimulation conditions (p<0.005). This 

demonstrates that the spike-triggered stimulation has increased the number 

of outliers with significant increase in STTC, rather than significant decrease 

in STTC.  

 
Figure 4.4. Changes in STTC after spike-triggered stimulation. A) Distribution of changes 

in STTC in three different conditions: spike-triggered stimulation (blue), random stimulation 

(red), and no stimulation (yellow). The spike-triggered stimulation condition showed a 

significantly different distribution compared to the other two conditions (p<0.0005 for random 

stimulation, p<0.05 for no stimulation; rank-sum test). B–D) Distribution of the number of all 

outliers (B), negative outliers (C), and positive outliers (D) in STTC changes, with a threshold 

of three standard deviations. 
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4.3.4. Changes in partial spike-field coherence within S1 after stimulation 

To investigate any effect of stimulation on the functional connectivity within 

the stimulated area, the changes in the partial spike-field coherence within 

S1 were also investigated. Figure 4.5A shows the population averaged 

partial spike-field coherence, measured from all the possible channel pairs 

within S1. Each panel corresponds to different action classes used in the 

experiment: moving the arm (left) and getting tactile stimuli on the neck 

(right). Each color comes from different runs of the action exploration task, 

where two of them are before the stimulation (pre-stim1 and 2), and the 

other one is after the stimulation (post-stim). The data shown in the figure 

was from no stimulation condition only, so there was no stimulation 

delivered in between pre-stims and post-stim for this data set. There are no 

significant differences between coherences in different runs of the action 

exploration task, which demonstrates the consistency of the data in the 

population level. Another thing to note here is that tactile stimuli on the 

subject’s neck led to high partial spike-field coherence in the low-frequency 

range, namely in the theta and delta bands, which was not shown during 

motor output on the arm area. Both conditions, however, had a shared peak 

around the alpha and low-beta range. Since the highest coherence was 

achieved in the delta and theta range during tactile stimuli, we chose theta to 

be analyzed in the following analysis. 
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Figure 4.5B shows the distribution of changes in partial spike-field 

coherence in the theta band after the stimulation, measured while the subject 

was moving his arm up (left) or getting tactile stimuli on his neck (right). In 

both cases, the changes in coherence after the spike-triggered stimulation 

were significantly different from random and no stimulation, but they were 

more significant during tactile stimuli on the neck (p = 0.0012 and 1.6 × 10-

4 for spike-triggered stimulation vs. random and no stimulation during 

moving up the arm; p = 3.8 × 10-6 and 6.6 × 10-23 for the same test during 

tactile stimuli on the neck; both from Kruskal-Wallis test). Between no 

stimulation and random stimulation, the distributions of coherence changes 

were not significantly different during moving up the arm (p = 0.26; 

Kruskal-Wallis test), but they were significant during tactile stimuli on the 

neck (p = 6.9 × 10-12; Kruskal-Wallis test).  

Figure 4.5C shows scatter plots comparing changes in partial spike-field 

coherence against the phase of the coherence measured before the 

stimulation, with four different stimulation conditions (each of the columns), 

and during different actions (each of the rows). As presented in the 

histogram in Figure 4.5B, spike-triggered stimulation and random 

stimulation led to larger changes in partial spike-field coherence in the theta 

band within S1, measured while the subject was getting tactile stimuli on his 

neck. The changes in the coherence were in both directions, and most of the 

channel pairs with large changes were from those with zero phase in partial 

spike-field coherence in pre-stim recordings. Such large changes were not 
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observed in no stimulation condition and between pre-stim recordings, 

which looks at the changes in the coherence between two pre-stim 

recordings rather than between pre-stim and post-stim recordings.  
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Figure 4.5. Partial spike-field coherence within S1. A) Population-averaged partial spike-field 

coherence, while the subject was moving his arm up (left), and while he was receiving tactile 

stimuli on his neck (right). Each color corresponds to different runs of the action exploration task, 

which is two runs before the stimulation (pre-stim1 and 2), and another run after the stimulation 

(post-stim). To show the consistency of the data, this only shows no stimulation condition. B) 

Distribution of the changes in partial spike-field coherence in the theta band in each stimulation 

condition (spike-triggered stimulation, random stimulation, and no stimulation), for each action 

class (moving up the arm, and receiving tactile stimuli on the neck). C) Scatter plots showing the 

changes in partial spike-field coherence after stimulation with respect to the phase of the 

coherence in the pre-stim recordings. The top row is while the subject was moving his arm, and 

the bottom row is when the subject was getting tactile stimuli on his neck. Each column 

corresponds to aforementioned stimulation conditions, with an additional column showing the 

changes of coherence between two pre-stim data, which is equivalent to no stimulation condition 

except for the different lag between the recordings. 
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4.4. Discussion 

In this study, we implemented a closed-loop stimulation system that delivers 

stimulation in S1 in response to recorded spikes in a single channel of SMG. The 

lag between the spikes and the onset of the stimulation pulses could be specified, 

and the constancy of such a lag was demonstrated. With the lag of 20 ms 

between spikes and the stimulation, we could find population-level changes in 

STTC between spikes in both areas, and also in partial spike-field coherence 

between channels within S1. For STTC, the spike-triggered stimulation could 

increase the number of outliers with significant changes in STTC, especially the 

positive outliers, compared to no stimulation and random stimulation condition. 

For partial spike-field coherence within the stimulated region, both spike-

triggered stimulation and random stimulation could increase the variance of the 

changes in coherence, compared to no stimulation condition. 

One interesting point here is that we used 20 ms of lag between spikes and 

stimulations, which is at the longer end of the range that has been previously 

reported to induce a long-term potentiation in a cell culture (Bi & Poo, 2001). 

This might be due to multisynaptic connections in the channel pairs used in our 

experiment. The previous studies on spike time-dependent plasticity were based 

on spike-triggered stimulationa between the neurons with monosynaptic 

connections. However, in our experiment, we could not find channel pairs with 

electrophysiological evidence that suggests monosynaptic connections, such as 

low synaptic latency and low synaptic jitter (Doyle & Andresen, 2001). 
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Therefore, the lag between stimulations and spikes that is known to be optimal 

for strengthening the connectivity in monosynaptic connections might be too 

short to work in the polysynaptic connections. Also, although 20 ms of lag was 

selected based on the pilot study comparing the connectivity during the subject’s 

rest before and after the spike-triggered stimulation with different lags (data not 

shown), it might be suboptimal since the recording was not paired with a 

behavioral task that can yield stable and strong functional connectivity. Hence, 

further investigation on the effect of different lags between spikes and 

stimulations with the same task structure as in our study (i.e. neural recording 

during a behavioral task before and after the spike-triggered stimulation) would 

be necessary. 

We also found population-level changes in connectivity rather than changes in 

the connectivity between specific pairs of channels. Since we stimulated a few 

channels in S1 based on the spikes recorded in a selected channel in SMG, 

changes in connectivity between the recording channel and the stimulated 

channels were expected after spike-triggered stimulation as shown in the 

previous study in monkeys (Jackson et al., 2006). However, we could only find 

population-level changes in STTC and partial spike-field coherence. This might 

be due to second-order connection from the recording channel and stimulated 

area. As mentioned above, 20ms of lag between stimulations and spikes is at the 

longer end of the range that has been shown to strengthen monosynaptic 

connections (Bi & Poo, 2001). If it is longer than the optimal lag for 
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strengthening the connections between the channel pair we targeted in the 

experiment, there is a chance that the connection from the recording channel to 

another channel in SMG to the stimulation channel is more prone to change the 

connectivity; since it takes more time for the action potential to arrive at the 

stimulated channel, there will be a higher chance of concurrently activating 

synapsis during the depolarization of neurons in the stimulated area, which is the 

mechanism of spike timing-dependent plasticity shown in cellular studies (Dan & 

Poo, 2004; Jackson et al., 2006). In this hypothetical situation, the connectivity 

between the channels in stimulated area and some channels in recording areas 

that have high connectivity with the recording channel can be more susceptible to 

plasticity. 

Another possible reason for finding population-level changes in connectivity is 

due to different types of neurons. Choosing channel pairs between SMG and S1 

with the highest partial spike-field coherence does not necessarily mean that 

these channel pairs are more prone to change connectivity after closed-loop 

stimulation. There might be some other channel pairs that are more likely to 

change the connectivity between them. For example, in the hippocampus, long-

term potentiation requires postsynaptic burst firing (Kampa et al., 2007). If the 

same principle applies for parietal regions as well, then the neurons with burst 

firing in S1, rather than the neurons that were directly stimulated, might show a 

larger increase in connectivity with SMG channels. 
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Population-level changes were also found in partial spike-field coherence 

within stimulated regions, which might be due to large spread of electrical 

stimulation in the area: instead of stimulating a very local area of the brain, the 

stimulation might have been delivered in a much larger area, leading to a 

population-level changes in connectivity in the stimulated area. Another 

interesting finding in the partial spike-field coherence was that such population-

level changes did not occur in the same direction; the coherence increased in 

some channel pairs, decreased in some other channel pairs, and in most of the 

cases, it stayed around the same value. Although the stimulation was delivered at 

the same time, this suggests that the different synapses may have a different 

effect from the stimulation. It has been shown in the previous study with an 

intracortical stimulation that the same stimulation pattern can lead to both 

potentiation and suppression of cortical excitability, depending on the brain 

region and the individuals (Keller et al., 2018). Although its mechanism is not 

found yet, such different responses in cortical excitability might be one of the 

reasons why we found changes in partial spike-field coherence in both directions 

after stimulation. 

Although there are many aspects to investigate further, our study demonstrates 

the possibility of artificially changing connectivity with stimulation in the human 

brain. In the case of stroke, for example, artificial connection can provide a 

bridge in a damaged cortical area, which can facilitate rehabilitation. There are 

also several movement disorders that can benefit from functional reorganization 
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through stimulation (Jackson et al., 2006; Nudo et al., 1996; Raineteau & 

Schwab, 2001). Hence, our study provides a good starting point for studying the 

effect of stimulation on neural connectivity, which will ultimately help people 

with neurological diseases.  
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C h a p t e r  5  

COGNITIVE MODULATION OF SINGLE-CHANNEL FIRING RATE 

5.1. Introduction 

For human cortical stimulation, there are several parameters that can be 

programmed independently, such as amplitude, frequency, and location of the 

stimulation. Our previous research has shown that these independent parameters 

can affect evoked sensations, and that the same set of stimulation parameters 

does not necessarily yield the same sensation every time (Armenta Salas et al., 

2018). Therefore, prior to stimulation, these parameters must be mapped for each 

channel, and the percepts generated by each parameter set should be 

characterized. The process of changing the parameters of each stimulus and 

recording the subject’s verbal description is tedious and time consuming. On the 

other hand, by having the subject calibrate and explore the parameters via closed‐

loop bidirectional BMI, parameter mapping could be substantially more efficient. 

One possible way to achieve such a self-calibration system for stimulation 

parameters is by using the activity of single neuron for controlling each of 

parameters. It has been shown that the activity of single neurons can be 

volitionally controlled both in monkey (Fetz, 1969, 2007) and human studies 

(Aflalo et al., 2015), and can be used to calibrate stimulation parameters in 

muscles to activate the muscle groups in a desired way (Moritz et al., 2008). 
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To demonstrate this, here we show the possibility of volitional control of the 

firing rate recorded in a single channel. Without even notifying the participants 

of a mental imagery they have to use to control a single-channel activity, they 

could increase or decrease the neuronal firing rate of a single channel in the 

supramarginal gyrus (SMG) or anterior intraparietal area (AIP) to reach specific 

rates and maintain that rate for 0.3–0.5 seconds. This shows the possibility of 

using the participants’ single-channel activity to cognitively control their own 

spike-contingent stimulation to engage in the operation of a closed-loop 

bidirectional BMI system. 

 

5.2. Methods 

5.2.1. Subject 

Two tetraplegic patients have participated in the study. Subject EGS was a 

male tetraplegic patient, who was 32 years old, 10 years post-lesion at the 

time of implantation. He had a complete C3/C4 spinal cord injury, which led 

to paralysis of all limbs. Subject FG, on the other hand, was a 32-year-old 

male tetraplegic patient who was 1.5 years post-injury at the point of 

recruitment for a clinical trial of a BMI system with intracortical recording 

and stimulation. He suffered a complete C5/C6 spinal cord injury, but has 

some residual sensation in his upper arm (anterior-radial section and 

posterior-radial section) and forearm. All experimental procedures for both 
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patients were reviewed and approved by the Institutional Review Boards 

(IRB) of the University of Southern California (USC) and Rancho Los 

Amigos National Rehabilitation Hospital (RLA). The implantation of the 

electrodes was done at Keck Hospital of USC, and the study sessions were 

held at RLA for EGS, and RLA and the patient’s house for FG. 

 

5.2.2.  Experimental setup 

All the tasks were performed while the subjects were seated in their wheel 

chair (at RLA) or on their bed (at the patient’s house). The tasks were 

displayed on a 27-inch LCD monitor in a lit room using Psychophysics 

Toolbox (Brainard, 1997) for MATLAB.  

 

5.2.3.  Experimental design 

In order to examine the subjects’ ability to control single‐channel activity and 

explore the possibility of using it for self‐calibration of stimulation parameters, 

three behavioral tasks were conducted: an action exploration task, biofeedback 

circle task, and biofeedback bar task (Figure 5.1). First, in action exploration 

task, we cued one of four behaviors: open and closed grip (for grasping), 

scratching the back of the head, windmill (for rotating the arm), and counting 

(for counting numbers in the head). In a preliminary training block (action 
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exploration task), subjects imagined performing cued behaviors during an 

action phase (Figure 5.1A). Threshold crossing (TC) rates (i.e., unsorted spike 

firing rates) from these training data were examined to identify channels whose 

TC rates modulated with regard to the imagined action. One of these channels 

was selected as the control source, and its TC rates (normalized to the mean TC 

rates during the training) were shown graphically as size of a circle 

(biofeedback circle task) or length of a bar (biofeedback bar task). In both tasks, 

the effector started at a neutral position (corresponding to the mean TC rates), 

and targets appeared which would require the subject to modulate the TC rates 

higher or lower than the mean (Figure 5.1B-C). In the biofeedback circle task, 

TC rates above the mean made the circle effector bigger, and the TC rates lower 

than the mean made the circle effector smaller. In the biofeedback bar task TC 

rates above the mean caused the bar to move to the right, whereas TC rates 

lower than the mean caused the bar to move to the left. To evaluate the subjects’ 

volitional control over single‐channel TC rates, the subject had to reach and 

hold on a target for 0.3 seconds (circle) and 0.5 seconds (bar). In the 

biofeedback circle task, the effector simply had to be in the extreme of the 

indicated target (bigger than targets outside the neutral size, or smaller than 

targets within the neutral size). In the biofeedback bar task, however, the cursor 

had to remain within a constrained target area. This, in addition to having four 

different target locations rather than two, made the biofeedback bar task more 
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challenging and supported more detailed evaluation of the subjects’ ability to 

modulate single‐channel TC rates. 

 

 

 

 

Figure 5.1. Design of BioFeedback task. A) BioFeedback circle task, in which 

the subject has to increase or decrease the size of the cursor (dark gray circle) by 

changing the spike firing rate of a single channel, to reach the target (light gray 

ring). B) BioFeedback bar task. The subject also has to reach the target (light gray 

rectangle) by moving the cursor (dark gray bar) with single-channel firing rate as 

in the biofeedback circle task, but it has four different locations for the target. Also, 

the subject has to reach the target and stay there for half a second to move on to the 

next trial. 
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5.2.4.  Signal recording 

Subject EGS was implanted with two 96-channel, platinum-tipped 

Neuroport microelectrode recording arrays (Blackrock Microsystems, Salt 

Lake City, UT) in AIP and BA5. The microelectrodes in each of the arrays 

were 1.5 mm long, and arranged in a 10-by-10 grid with 400-µm spacing. 

Preoperative fMRI tasks following the protocols described in (Aflalo et al., 

2015) were used for surgical planning. 

Subject FG was implanted with the same Neuroport arrays in SMG and 

PMv, with additional two 7-by-7 sputtered iridium oxide film (SIROF)-

tipped microelectrode arrays in S1. Preoperative fMRI tasks based on our 

previous research (Aflalo et al., 2015) were also used to identify these brain 

areas for surgical planning, with additional tasks described in (Armenta 

Salas et al., 2018) to identify the location of S1. 

 

5.2.5.  Statistics and analysis methods 

A t‐test was applied to compare TC rates between action classes in the action 

exploration task and identify which channel would be used in the 

biofeedback task. Multiple comparison correction was not used in the online 

task because channels were selected based on an ordering of p‐values, not 

their absolute values. The p‐values were corrected for multiple comparison 
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in offline analysis, however, to ensure they were significant. Holm‐

Bonferroni method was used, with false‐discovery rate less than 0.05 (Holm, 

1979). 

For both the biofeedback circle and bar tasks, the TC rates of the selected 

channel was examined during each trial to assess whether the subject exerted 

volitional control. The success rate in the task in each session for each of the 

target locations was also examined. 

 

5.3. Results 

5.3.1. Population level tuning 

With 44 and 18 sessions of the action exploration task with EGS and FG, 

respectively, we found a population of channels tuned to each of the action 

classes (Figure 5.2A‐B). Here, we focused on threshold crossings (i.e., 

unsorted spike firing rates) because sorting was not applied online. On 

average, each of the action classes had about four and 47 tuned channels in 

EGS and FG, after summing up the number of tuned channels across both 

arrays. FG had at least 14 tuned channels for each action in each session, and 

EGS had at least one channel for at least one action class throughout the 

sessions, allowing us to use it for the control in the biofeedback task. At the 

time of the first experiment, EGS has been implanted for about four years, 
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with degraded signal‐to‐noise ratio, whereas for FG it was less than two 

months. This may explain the significant difference in the number of tuned 

channels between EGS and FG. 

 

Figure 5.2. Results from action exploration task. A-B) Number of the channels tuned to each of 

the action classes used in action exploration task, in FG and EGS. C-D) Example firing activity of 

tuned unit. 

 

5.3.2. Subject’s ability to volitionally control neural activity 

Both in FG and EGS, the size of the cursor during the biofeedback circle 

task was well controlled to reach the target (Figure 5.4A and 5.D). The firing 

rates of the single channel selected to control the cursor size were also well 

associated with the target size, as shown in Figure 5.1B and E. The success 
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rate was 100% for both targets in FG, whereas in EGS it was 83.3% on 

average. EGS showed a better performance for increasing the firing rate 

rather than for decreasing it, with success rate of 94.9% and 71.8% for a 

bigger target and smaller target, respectively. 

Results from biofeedback bar task also showed FG and EGS’s fine control 

over single‐channel TC rates: TC rates from a selected channel was well 

controlled to reach and hold the target for 0.5 seconds (Figure 5.5A, B, D, 

and E). As the biofeedback bar task requires finer control of single-channel 

activity than the biofeedback circle task, performance was relatively worse 

for the bar task than circle task. However, both FG and EGS could still get 

the target in more than 40% of the trials on average (Figure 5.5C and F). 
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Figure 5.3. Results from biofeedback circle task. A–C) Results from FG’s biofeedback circle 

tasks, showing the session-averaged cursor size during action phase (A), mean firing rate during 

the last 0.3 seconds of the trial (B), and success rate for each target size, bigger and smaller target 

(C). In C, each color shows a portion of the trials that were completed within two seconds (blue), 

and after two seconds since the action onset. D-F) The same set of figures with the results from 

the biofeedback task, with EGS’ data. 
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5.4. Discussion 

In this study, we demonstrated the subjects’ ability to volitionally control a 

single-channel activity. In SMG, PMv, AIP, and BA5, we could find the channels 

tuned to different mental imagery such as grasping, rotating the arm, and 

scratching the back of the head, and to counting numbers in the mind. On 

average, counting numbers had the least number of tuned channels compared to 

Figure 5.4. Results from biofeedback bar task. A–C) Results from FG’s biofeedback bar 

tasks, showing the session-averaged cursor length during action phase (A), mean firing rate 

during the last 0.3 seconds of the trial (B), and success rate for each target location: left end 

(LE), left middle (LM), right middle (RM), and right end (RE) (C). D-F) The same set of figures 

with the results from biofeedback task, with EGS’ data. 
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other mental imagery, which is consistent with the literature showing that 

SMG, PMv, AIP, and BA5 are responsible for the arm and hand movements 

(Aflalo et al., 2015; Andres et al., 2017; Brandi et al., 2014; Fabbri et al., 2016; 

Johnson-Frey et al., 2005; Klaes et al., 2015; Kroliczak & Frey, 2009; Rozzi et 

al., 2008).   

The subject could find one of such imagery to control a firing rate in the selected 

channel to reach certain level of activity, even without knowing which imagery 

the selected channel was tuned to. Such controllability of a single-channel 

activity is consistent with our previous research on volitional control of AIP and 

BA5 activity with imagined arm movements in humans (Aflalo et al., 2015), and 

with monkey studies on single-unit control (Fetz, 1969, 2007). Interestingly, the 

subjects could not only choose the general direction of changes in the firing rate, 

but also could maintain the firing rate in a certain range for a short duration of 

time. Based on the subjects’ report, it could be done with a few different mental 

strategies, such as changing the speed or the force of imagined action and 

changing the level of focus on the imagery. The subjects also tried exploring 

different mental strategies that were not used before, such as reaching or 

touching other parts of the body, to finely control the firing rate in a selected 

channel. 

As for controllability, both of the participants found it easier to reach the targets 

by reducing the firing rate rather than increasing it. For the biofeedback bar task, 

for example, both of them showed a better average performance for reaching the 
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targets on the left, which requires lowering the firing rates, rather than the 

targets on the right. The same pattern was found in a biofeedback circle task with 

EGS, whereas FG showed a slightly better performance for increasing the firing 

rate instead, which is the opposite of the aforementioned trend. It might be due to 

different bias we have found in the firing rate recorded from FG and EGS. FG, 

for example, suffered from a bias toward a higher firing rate. In Figure 5.3B, the 

absolute value of the z-scored firing rate at the end of the trial with bigger 

targets, which requires an increased firing rate, is larger than that of the firing 

rate for smaller target, which needs a decreased firing rate. It is even more 

prominent in Figure 5.4B, as the decreased firing rate (z-scored) is not as low as -

5 whereas the increased firing rate easily exceeds 5. Indeed, the subject has 

reported that when he tried to increase the firing rate, it usually overshot and he 

had to decrease it back. The same issue does not apply to the biofeedback circle 

task, since the subject only has to increase the firing rate above a certain 

threshold, but it can be problematic in the biofeedback bar task that requires the 

subject to hold the increased firing rate in a certain range; hence, better 

performance for increasing the firing rate in biofeedback circle task, and worse 

performance for increasing the rate in biofeedback bar task. EGS, however, 

suffered from the bias toward lower firing rate, which is shown clearly in Figure 

4E––even for the right targets that need a higher firing rate, EGS could not 

increase the z-scored firing rate above 0. Hence, he showed a worse performance 

for increasing the firing rate for both the biofeedback bar and circle task.  
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Although further investigation is necessary, such a different pattern in bias 

might be due to different signal quality and mean firing rate. As mentioned 

earlier, at the time of the first experiment, it has been more than 4 years since 

EGS got implanted. FG, on the other hand, got implanted 2 months prior to the 

first experiment in our study. This led to significantly lower signal-to-noise ratio 

and average firing rates in EGS, which might be one of the reasons why EGS 

experienced a difficulty increasing the firing rate. Since the signal from FG had 

higher signal-to-noise ratio and mean firing rate, FG did not experience such a 

problem. Instead, because increasing the firing rate has no ceiling effect, unlike 

reducing the firing rate which has minimum value of 0 Hz, FG found it much 

easier to increase the firing rate, which made the firing rate overshoot. However, 

it still does not fully explain the bias, since the firing rate was z-scored based on 

the mean and standard deviation of previous recordings. Therefore, the bias in 

firing rates toward certain directions might reflect a shifted mean firing rate. 

Changes in the units and their mean firing rates can occur in a short period of 

time (Degenhart et al., 2020; Nuyujukian et al., 2014), but because it happened in 

a specific direction for each of the participants repeatedly, it would be worth 

investigating. 

Despite the necessity of further investigation, this study demonstrates the 

possibility of using single-channel activity recorded in parietal area for a control. 

For example, it can be connected to stimulation parameters in bidirectional 

BMIs, so that the subject can calibrate and explore the stimulation pattern. As it 
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uses the firing rate recorded in a single channel, it also has a possibility of 

multiplexing by connecting multiple channels’ activity to multiple parameters of 

stimulation. Future work would be necessary to implement such a self-calibration 

system and explore the possibility of volitionally controlling multiple channels 

independently. 
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C h a p t e r  6  

CONCLUSION 

In this dissertation, we explored the applications of bidirectional BMI. In Chapter 3, 

we investigated the connectivity between supramarginal gyrus (SMG) and PMv 

(ventral premotor area), and also between anterior intraparietal (AIP) and 

Brodmann’s area 5 (BA5), which can provide a great starting point for studying 

connectivity changes after closed-loop stimulation through bidirectional BMI. By 

using different types of behavioral tasks such as imagining/executing movements, 

receiving tactile stimuli, and counting numbers, which include motor components, 

sensory components, and none of these components, respectively, we figured out 

which connections get activated during which task. We also revealed that the spikes 

in PMv may drive the activity in SMG during motor output, sensory input, and 

counting numbers. This allows us to understand the functional connections between 

the areas in parietal regions in depth, and help us establish the baseline for studying 

neural connectivity and a closed-loop stimulation scheme for changing it, which was 

discussed in Chapter 4.  

In Chapter 4, we demonstrated the possibility of using a spike-triggered stimulation 

system, which can be implemented with a bidirectional BMI, for inducing neural 

plasticity. By delivering stimulations in one area every time the spikes are recorded 

from another area, we showed that the connectivity between those areas can increase 

on a population-level. In addition to this, we also found evidence that stimulating a 
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certain area, even if it is not triggered by the firing activity in another area, can alter 

the connectivity within the stimulated area. To the best of our knowledge, it is the 

first evidence of artificial changes in neural connectivity through spike-triggered 

stimulation. 

Chapter 4 is about how the stimulation changes brain connectivity. In contrast, 

Chapter 5 is about how we can use the neural signal to change the stimulation. In this 

chapter, we showed the possibility of using the neural activity for the calibration of 

stimulation pattern, by demonstrating fine, volitional control of the single-channel 

firing rate. We found tuned channels for certain motor imagery in SMG, PMv, AIP, 

and BA5, and the subjects could use proper mental imagery to volitionally control the 

single-channel firing rate from these areas. The subjects were able to increase and 

decrease the single-channel firing rate to reach a certain level, and also could hold it 

within a given range for a short duration of time. Although further study is necessary, 

this demonstrates the potential for self-calibration and optimization of stimulation 

parameters in bidirectional BMI. 

Taken together, the work presented here shows the applications of bidirectional BMI: 

Chapter 3 establishes the baseline connectivity between brain areas, Chapter 4 

demonstrates how we can alter such connectivity through stimulation using 

bidirectional BMI, and Chapter 5 suggests an idea of changing the stimulation pattern 

by neural activity. A lot of BMIs have been developed as a unidirectional system: 

motor BMI, for example, allowed the subjects to control robotic limb with their 

neural activity, but only with a visual feedback (Potter, 2010). However, people are 
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now developing bidirectional BMIs which may bring great advances not only in the 

performance of motor BMIs through tactile feedback, but also in our understanding of 

dynamical properties of neural systems (Potter, 2010). For motor BMI with tactile 

feedback, for example, even though a chronic implantation of microelectrode arrays 

in humans for miscrostimulation was done only in recent studies (Armenta Salas et 

al., 2018; Flesher et al., 2016), the improved performance of BMI-based robotic arm 

control through tactile feedback by stimulation has already been shown (Flesher et al., 

2021). Likewise, the work presented here also demonstrates great advances that 

bidirectional BMI can bring not only to the people suffering from tetraplegia, stroke, 

and other neurological disorders, but also to the neuroscientists studying neural 

dynamics, through its broad applications. 
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SUPPLEMENTARY DATA 

 

 

 
 

 

Figure S1. LFP power from SMG during action exploration task. A–D) Population averaged 

spectrogram from SMG during counting (A), grasping (B), scratching (C), and rotating the arm 

(D). E) Average LFP power in the first one-second window in the action phase (population 

averaged). F) Temporal changes in average LFP power in 12–30Hz (population averaged) 
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Figure S2. LFP power from PMv during action exploration task. A–D) Population-averaged 

spectrogram from PMv during counting (A), grasping (B), scratching (C), and rotating the arm 

(D). E) Average LFP power in the first one-second window in action phase (population averaged). 

F) Temporal changes in average LFP power in 12–30Hz (population averaged). 
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Figure S3. LFP power from AIP during action exploration task. A–D) Population-averaged 

spectrogram from AIP during counting (A), grasping (B), scratching (C), and rotating the arm (D). 

E) Average LFP power in the first one-second window in the action phase (population averaged). 

F) Temporal changes in average LFP power in 12–30Hz (population averaged). 
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Figure S4. LFP power from BA5 during action exploration task. A-D) Population-averaged 

spectrogram from BA5 during counting (A), grasping (B), scratching (C), and rotating the arm (D). E) 

Average LFP power in the first one-second window in action phase (population averaged). F) Temporal 

changes in average LFP power in 12–30Hz (population averaged). 
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Figure S5. Field-field coherence between SMG and PMv during action exploration task. A–

D) Population-averaged coherogram during counting (A), grasping (B), scratching (C), and rotating 

the arm (D). E) Average coherence in the first one-second window in the action phase (population 

averaged). The peak was observed at 16 Hz. F) Temporal changes in average coherence in 12–

30Hz (population averaged). Every coherence value shown here is normalized. 
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Figure S6. Field-field coherence between AIP and BA5 during action exploration task. A–D) 

Population-averaged coherogram during counting (A), grasping (B), scratching (C), and rotating 

the arm (D). E) Average coherence in the first one-second window in action phase (population 

averaged). The peak was observed at 14 Hz. F) Temporal changes in average coherence in 12–

30Hz (population averaged). Every coherence value shown here is normalized. 
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Figure S7. Spike-field coherence between SMG (spike) and PMv (LFP) during action 

exploration task. A–D) Population-averaged coherogram during counting (A), grasping (B), 

scratching (C), and rotating the arm (D). E) Average coherence in the first one-second window in 

the action phase (population averaged). F) Temporal changes in average coherence in 12–16Hz 

(population averaged). Every coherence value shown here is normalized. 
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Figure S8. Spike-field coherence between PMv (spike) and SMG (LFP) during action 

exploration task. A–D) Population-averaged coherogram during counting (A), grasping (B), 

scratching (C), and rotating the arm (D). E) Average coherence in the first one-second window in 

action phase (population averaged). F) Temporal changes in average coherence in 12–16Hz 

(population averaged). Every coherence value shown here is normalized. 
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