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ABSTRACT

In this thesis, I use seismic wavefield methods to illuminate the interior struc-
ture and the dynamics of the Earth across different scales. First, I image the
large-scale lithospheric structure at the eastern sector of the Trans-Mexican
Volcanic Belt to constrain on the transition from flat to steeper subduction in
central Mexico. Then, I move to a regional scale and image the dynamics of the
Wallowa Mountain block in northeastern Oregon, where mantle-based stresses
appear to have played an essential role in shaping the crustal structure. With
the findings of this investigation, I was able to illuminate a deformation mech-
anism of mantle origin, which I also use here to explain other near-surface
processes in different parts of the North America continent. After, I move
to a local scale, where I use dense oil-industry instrumentation to image the
sub-kilometer crustal structure of Long Beach, California. In the first part of
this investigation, I use noise-derived surface waves to create a high-resolution
shear wave velocity model of the first kilometer of the crust, which I use to
numerically determine the variability in the expected ground shaking inten-
sity of the area. In the second part, I move past the traditional surface wave
analysis and use the body wave portion of the noise-derived Green’s functions
to create a high-resolution compressional wave velocity model beneath one
of the surveys. Finally, I present a waveform-based method of analysis that
shows great promise as a new way of investigating the seismic behavior and
the physical conditions of isolated marine environments.
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model (red dashed lines). The green bars on top of each panel
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3.5 Schematic representation of the upside-down water-bed model.
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denote the two seismically fast and likely dense mantle anomalies. 49
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4.1 Upper mantle velocity structure of the western US and geogra-
phy of the target regions. The main map shows a depth slice
through the Vp tomography model at 195 km (Schmandt and
Humphreys, 2010). The dashed black rectangle delimits the re-
gion of study of Castellanos et al. (2020), whereas the continuous
black rectangles delimit the regions that are focused in this inves-
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seismic stations used to resolve the crustal anisotropy beneath
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4.2 Crustal properties of the western US crust. (A-B) Show the
mid-crust and lower crust shear wave velocity structure as de-
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4.3 Lower crust and mantle anisotropy for the two target regions.
(A) Lower crust azimuthal anisotropy around the Rocky Moun-
tains. (B) Station-averaged shear-wave splitting measurements
around the Rocky Mountains (Becker et al., 2012). (C) Lower
crust azimuthal anisotropy around California. (D) Station-averaged
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4.4 Proposed mechanisms that give rise to the observed crustal anisotropy.
(A) Negatively buoyant mantle anomalies. The load of the man-
tle lithosphere creates vertical stresses on the Moho and pull
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Poiseuille flow in the ductile mid-lower crust towards the man-
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velocity relative to the fault, so that velocity is zero beneath the
fault. Motion is in opposite directions on either side of the fault,
and far from the fault the velocity is at plate rate. (D) No crustal
anisotropy. There are no stresses from plate boundaries and no
mantle-buoyancy anomalies. The mantle lithospheric strength
isolates the crust from the sub-horizontal asthenospheric flow
(i.e. mantle flow does not drive Couette flow in the mid-lower
crust). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.1 Regional map of southern California and the Continental Bor-
derland. The black rectangle marks the area where the three
petroleum industry surveys were deployed and the inset map
shows the distribution of the instruments (with the Long Beach
array in red, the Extended Long Beach in green, and the Seal
Beach array in blue). The stations of the Southern California
Seismic Network (SCSN) are shown as inverted triangles and
the regional mapped faults are delineated with thick gray lines.
Seismic station LAF is shown as an inverted red triangle. . . . 71
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5.2 Wavefield snapshots of the ambient noise correlation functions
from a single virtual source of the Long Beach array (left), Ex-
tended Long Beach array (middle), and the Seal Beach array
(right). Clear ballistic waves propagating away from all three of
the sources can be observed. The number of instruments and
time of operation of each survey is presented on top of each panel. 72

5.3 Stacked gather of the ambient noise cross-correlations and inver-
sion for an average 1-D shear-wave velocity model. (a) Shows the
first 30 seconds of the stacked cross-correlations from all three
surveys. The bin-size of the spatial stacking is of 100 meters.
The waveforms are band-passed filtered between 0.5 and 4 Hz.
Clear fundamental (FM) and first overtone (FO) surface waves
traveling at velocities between 0.3 and 1.5 km/s can be observed
for the entire distance range. (b) Shows the average FM and FO
dispersion curves that are obtained through the slant stack anal-
ysis of each survey’s dataset. The continuous red lines represent
the predicted dispersion curve that results from our inversion
process. (c-d) Shows the sensitivity kernels for the FM and FO,
respectively. (e) Shows a comparison between shear wave ve-
locity profile that is obtained from jointly inverting dispersion
curves in (b) (black line) and a profile that is extracted from the
CVM-S4 model (Shaw et al., 2015) at the geographic center of
the nodal stations (red line). The black dashed line on top of
panels (c-e) represents the free surface (FS). . . . . . . . . . . . 73

5.4 Schematic representation of the neighborhood-based cross-correlation
method for phase arrival picking. Receivers that are less than
one wavelength apart (<1λ) from a reference station (R1) are
grouped together to form a subarray. The differential delay
times, ∆t, between the reference waveform and all the other
waveforms in the subarray are measured through waveform cross-
correlation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
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5.5 Example of relative phase delay measurements for a virtual source
of the Long Beach array. (a) Shows the L-curve analysis that
was performed to determine the strength of the regularization
term, S, in the inversion of the relative traveltimes. (b) Shows
how the resulting relative traveltimes of the 1-s period wave-
forms vary as a function of distance from the virtual source.
The dashed red line on top of the measurements has a corre-
sponding slope of 0.70 km/s. (c) Shows the spatial distribution
of the relative traveltimes that are in (b). The contours are
drawn in time increments of 1 second. The red star denotes the
location of the virtual source and the thick dashed circle around
the source marks the three-wavelength minimum distance crite-
rion that was imposed in our analysis. (d) Shows the process by
which we extend the differential delay measurements to higher
frequencies. The waveforms on the top are two ambient noise
cross-correlations functions that are filtered at 1-s period and
windowed around the expected time of arrival of the ballistic
surface waves. The source-receiver raypath of these two wave-
forms is shown in (c). The bottom panel shows the correlation
function of the two traces as a function of period. To determine
the differential delay time of these two waveforms across the en-
tire frequency range, we use the 1-s measurement to track down
the phase delay to higher frequencies (red dashed line). . . . . . 77
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5.6 Example of phase velocity measurements for a virtual source of
the Long Beach array at 1-s period. (a) Shows the source and re-
ceiver configuration that is used to make a single phase velocity
measurement at a particular site. The yellow star marks the ref-
erence station that is used to form the receiver subarray and the
green circles correspond to all the stations that were grouped to-
gether using the half-a-wavelength maximum distance criterion.
The aperture of the subarray is approximately one-wavelength-
long. (b) Shows the relative traveltime of the receiver subarray in
(a) as a function of their distance from the virtual source. Each
marker is color-coded by the amount of times that a differential
measurement of that station was used to construct the relative
traveltime surface. The red circles depict the predicted relative
arrival times that result from our time-based beamforming. (c-d)
Show the distribution of our bootstrapped backazimuth and ve-
locity measurements for the data shown in (b). (e-g) Shows the
spatial distribution of all the velocity, backazimuth, and error
measurements that were obtained for the same virtual source. . 79

5.7 Schematic representation of the construction process of isotropic
phase velocity maps. (a-c) Show the phase velocities, backaz-
imuths, and error measurements for different virtual sources of
the Long Beach array at 1-s period. The errors in (c) are used
to weight the averaging of the velocities in (a) to ultimately con-
struct a frequency-dependent isotropic velocity map. The back-
azimuth measurements in (b) are reserved and used at a later
step to characterize the anisotropy across the array. (d) Shows,
from left to right, the isotropic phase velocity maps for the 1-,
0.8-, 0.6-, and 0.40-s Rayleigh waves. Each of these maps are
generated in the same fashion, with the exception that the rel-
ative phase delay measurements of the higher frequencies were
derived from the 1-s period waveforms. For periods larger than
1-s, such measurements were done independently. . . . . . . . . 80
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5.8 Comparison of our 1-s isotropic phase velocity map (left) with
a reflective time slice of the active part of the survey at 0.40
s (right). Despite their difference in nature, the two different
quantities in these images appear to illuminate similar tectonic
features. The reflection image is courtesy of 3D Seismic Solutions. 81

5.9 Inversion process of the regionalized dispersion curves. The maps
on the left show how the phase velocities vary as a function of
period. The black dashed black lines on the right panels corre-
spond to the dispersion curves that are extracted at locations A
and B of the maps. The red continuous lines correspond to the
dispersion’s best-fit. The number of updates that were required
for the inversion to converge in these two examples is shown on
the top-right of each panel. . . . . . . . . . . . . . . . . . . . . 82

5.10 Depth slices and cross-sections of our velocity model. (a) Shows
a depth slice our velocity model at 50-, 100-, and 600-m depths.
(b) Shows four cross-sections of our velocity model plotted on
top of the migrated reflection images that were generated by the
petroleum company that carried out the Seal Beach survey. To
highlight the amount of lateral variation in each of our profiles,
we removed the average velocity at each depth. The black dashed
lines are used to mark prominent discontinuities in the migrated
images. The location of each cross-section is shown in the left-
most map in (a). The migrated reflection profiles are courtesy
of 3D Seismic Solutions. . . . . . . . . . . . . . . . . . . . . . . 83

5.11 Example of the Rayleigh wave azimuthal dependence at 1-s pe-
riod for two different locations at the Long Beach array. The
color of the point cloud represents the density of the velocity
measurements and the black curve marks the predicted direc-
tionality using the first three terms in Equation 5.6. The best
fitting coefficients, along with their 95% confidence intervals, are
shown in the bottom right of each panel. . . . . . . . . . . . . . 85
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5.12 Anisotropy measurements for the 1-s period Rayleigh wave for
the Long Beach array. The bars point to the fast direction of
anisotropy and their length is proportional to the magnitude.
The colored markers behind each anisotropy vector denote the
isotropic velocity (C0 term in equation 5.6). The continuous
red line on the right map marks the mapped surface trace of
the regional faults, whereas the dashed red lines delineate sharp
changes in the anisotropy measurements that we suggest might
be indicative of the presence of faults or other geologic bound-
aries. We associate these structures to the following: (a) NIF
zone; (b) Silverado aquifer; (c) Compton-Los Alamitos Fault;
(d) Garden Grove Fault; (e) Prograding clinoforms (see reflec-
tion image in Figure 5.8). The yellow star marks the location of
Signal Hill. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.13 Wavefield snapshots of the ambient noise correlation functions
using station LAF of the SCSN as a virtual source. Clear funda-
mental mode (FM) and first overtone (FO) surface waves can be
observed. The dashed lines are the same as in Figure 5.12 and
delineate the zones where the anisotropy measurements exhibit
a drastic change in direction. The wavefield was band-passed
filtered between 0.5 and 1.5 Hz. The time-stamp of each frame
is shown in the upper right side of the panels. . . . . . . . . . . 87

5.14 Wavefield snapshots of the ambient noise correlation functions
using station LAF of the SCSN as a virtual source. Clear funda-
mental mode (FM) and first overtone (FO) surface waves can be
observed. The dashed lines are the same as in Figure 5.12 and
delineate the zones where the anisotropy measurements exhibit
a drastic change in direction. The wavefield was band-passed
filtered between 0.5 and 1.5 Hz. The time-stamp of each frame
is shown in the upper right side of the panels. . . . . . . . . . . 88
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5.15 Map of relative amplification for the source configuration shown
in Figure 5.14. These values describe the expected PGA relative
to the one that is obtained from a 1-D model. The red star marks
the location of the source. The right panels show the synthetic
waveforms that are recorded at locations A and B of the map for
both our 3-D model (black) and a 1-D model (red). Note how
the structure of the NIF generates elongated zones of intense
amplification that result in ground motion changes that vary for
several factors on the sub-kilometer scale. The waveforms are
low-passed filtered at 4 Hz, which is the maximum frequency
that is resolvable in our simulations. . . . . . . . . . . . . . . . 89

5.16 Experiment set-up for the estimation of the amplification factors
for the case of a vertically propagating shear wave. The source
wavelet, and its frequency content, are shown in the upper right
panel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.17 Map of relative amplification for the case of a vertically prop-
agating shear wave. These values describe the expected PGA
relative to the one that is obtained from a 1-D model. . . . . . 91

5.18 Comparison between the Vs30 and the velocity measurements of
this investigation. (a) Shows the Vs30 values across the surveys.
(b) Shows our shear wave velocity estimates at 15-m depth. (c)
Shows the ratio of (a) and (b). (d) Shows the sensitivity kernels
of our measurements for the frequency range of analysis. The
shallowest kernel peaks at around 30-m depth (red circle). . . . 92

6.1 Regional map of southern California and the Continental Border-
land. The black rectangle marks the location of the Long Beach
array and the inset map shows the distribution of the seismic
sensors (as black circles). The mapped faults are from Jennings
and George, 1994. The main trace of the Newport Inglewood
fault is labeled as NIF. The major strands of the Newport Ingle-
wood fault are denoted by red lines in the magnified map. To
provide some context on the level of density of the Long Beach
array, the stations of the Southern California Seismic Network
are plotted as inverted red triangles. . . . . . . . . . . . . . . . 101
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6.2 Stacked record section of the Long Beach virtual shot gath-
ers. The waveforms are band-passed filtered between 2 to 8 Hz.
The bin size of the spatial stacking is of 50 m. Clear funda-
mental mode Rayleigh waves, some combination of higher-mode
Rayleigh waves and S-waves, and P-waves are visible at almost
all offset ranges. The dashed black lines mark the different time
windows in which each of these phases are expected to arrive
(from Lin et al., 2013). . . . . . . . . . . . . . . . . . . . . . . 103

6.3 Observed and synthetic wavefields windowed around the expected
P-wave time of arrival. (A) Record section of the first 5 seconds
of the stacked cross-correlations. The thick black lines mark 3
different reference velocities that approximate the variations in
the apparent wave speed of the first-arrival P-wave as a func-
tion of offset. (B) Synthetic wavefield computed by 2D finite
difference modeling using the inverted 1D velocity model (black
profile in Figure 6.4B). The frequency range of the waveforms
is the same as Figure 6.2. (C) Snapshots of the 2D velocity
wavefield at different times (1.5 s, 2.5 s, and 3.5 s). The explo-
sion at the surface marks the location of the source. Note that
attenuation was not considered in the wavefield simulation. . . 104

6.4 Tau-p representation of the first 5 seconds of the stacked cross-
correlated waveforms (A) and inverted velocity model (B). As a
comparison, the model that is obtained from the inversion of the
Tau-p curve (black line in A) is shown together with a 1D profile
of the CVM-S4 model (Shaw et al., 2015) at the center of the
Long Beach array. . . . . . . . . . . . . . . . . . . . . . . . . . 105
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6.5 Examples of traveltime picking of individual traces. (A) Map
of the Long Beach array configuration. The red lines mark the
shortest path between the virtual source (station S) and the re-
ceivers (stations R1 and R2) involved in the computation of the
correlograms shown in (B) and (C). (B) Cross-correlated wave-
forms between stations S and R1 together with its time-frequency
spectra computed via the S-transform. The dashed red line on
top of the waveforms marks the predicted arrival time of the P-
wave. The star markers in the lower panel depict all of the energy
peaks identified in the time-frequency spectra and the red box
delimits the time window used to identify the potential P-wave
arrivals. The energy peaks in the spectrogram are determined
using a watershed algorithm (Meyer, 1994). (C) Same as (B)
but for the correlogram between stations S and R2. . . . . . . . 107
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6.6 Double-beamforming process for a single source-receiver array
configuration. (A) Map showing the entire Long Beach survey
together with a source array (red circles) and a receiver array
(gray circles). The red radius around the source array marks the
1-km distance threshold imposed in our stacking scheme. For
this particular source-receiver configuration, the source radius is
of 0.32 km, the receiver radius is of 0.42 km, and the distance
between the arrays’ geographic centers is of 2.12 km. (B) Entire
source and receiver side velocity space of the DBF. The yellow
star indicates the best-fitting velocity pair obtained in the least-
squares inversion. The black dots correspond to the best-fitting
velocity pairs obtained in the bootstrapping process and the red
box marks their 95% confidence limits. For this case, the area
of the 95% confidence region is 0.09 km2/s2. (C) Empirically
derived probability density function of the source-side velocity
(SSV) and the receiver-side velocity estimations (RSV) calcu-
lated from the bootstrapped results. (D) Beamed trace (black
waveforms) plotted behind one of the 900 original correlograms
used to build the beam (red waveforms). Note how the P-wave is
essentially unidentifiable in the original correlogram and how its
signal-to-noise ratio improves dramatically after applying DBF.
The retrieved phase corresponds to a diving P-wave propagating
between the center of the source and receiver arrays. . . . . . . 109

6.7 Wavefield emitted by a virtual source. The location of the virtual
source is marked by the yellow star. The lag-times are shown
on the upper left corner of each panel. The top panels show
snapshots of the 2-8 Hz band-passed wavefield observed at each
station. The middle panels show snapshots of the beamed wave-
field observed at each station. Strong body waves are now visi-
ble propagating away from the virtual source. The lower panels
shows snapshot of a synthetic wavefield using the inverted veloc-
ity model (black profile in Figure 6.4B). Note how the observed
wavefield is not completely spherical as in the synthetic case. . 111
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6.8 Examples of P-wave refractions from a N-S line (A) and an E-W
line (B). The profiles are formed by stacking all available beams
along corridors that are 0.5 km wide (green areas in C) in a
50-m offset bin. The location of the virtual sources are marked
by the yellow stars. Note how there exists a clear jump in the
N-S profile that is coincident with the Newport Inglewood fault
(thick red line in all panels), and shorter jump in the far end
of the E-W profile that might be associated with a smaller fault
(thick blue line in panel B). . . . . . . . . . . . . . . . . . . . . 112

6.9 Stacked record section of beams (A) and waveform decomposi-
tion process of a single reference trace (B-D). (A) Stacked record-
section showing how the DBF has successfully isolated the body
wave energy and suppressed any other arrival that is not arriving
with a slowness of a refracted P-wave. The dashed colored lines
mark the time window where the higher-mode surface waves were
present before the DBF. (B) Reference trace (black waveform)
and reconstructed trace (red waveform) that is obtained after
linearly adding all of the decomposed waveforms (all traces in
D). The reference trace corresponds to the stacked beam in the
7 km offset bin (red arrow in A). (C) Time-frequency spectra
of the reference trace computed via the S-transform. The star
markers indicate the arrivals identified in the power spectrum
and the numbers indicate their order in time. (D) Decomposed
traces sorted by time. A total of 27 apparent phases are identi-
fied in the reference trace spectra, with the diving P-wave being
the most prominent amongst all. The green trace alone is what
is used as a template to pick the refracted P-wave arrival in in-
dividual beams that have a 7-km offset. . . . . . . . . . . . . . 113
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6.10 Traveltime measurements for two virtual sources localized on op-
posite sides of the survey. The left panels show the distribution
of the traveltime differences between the picked time and the the-
oretical arrival. The middle panels show the normalized correla-
tion coefficient between each picked phase with their respective
waveform template. The right panels show the signal-to-noise ra-
tio of the beams. Here, we define the SNR by the ratio between
the peak amplitude within a window containing the refracted
P-wave arrival to the root-mean-square of the amplitudes before
this window. The locations of the virtual sources are marked by
the yellow stars. The red lines depict the major strands of the
Newport Inglewood Fault and the black dashed lines delimit the
regions where traveltime measurements appear to be random. . 115

6.11 Horizontal (A) and vertical (B) slices of the inverted velocity
model. Velocities are presented as perturbation (in percent) from
the horizontally averaged inverted model. To emphasize the lat-
eral velocity variations, each horizontal slice is plotted with its
independent scale bar. The depth of the horizontal slices is given
at the upper right corner of each panel (0.14 km, 0.49 km and
0.98 km). The blue lines in the leftmost panel in A show the
location of the vertical slices in B (P1, P2, P3 and P4). For this
set of plots, the local coordinates have been shifted to the cen-
ter of the survey. The red lines in every panel mark the major
strands of the Newport Inglewood fault. . . . . . . . . . . . . . 116

6.12 Depth slices of the velocity uncertainties obtained after boot-
strapping the virtual sources 50 times. The depth of the hori-
zontal slices is given at the upper right corner of each panel (0.14
km, 0.49 km, and 0.98 km). . . . . . . . . . . . . . . . . . . . . 117
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6.13 Fault-perpendicular cross-sections of the inverted velocity model.
(A) Map showing the Long Beach survey with the location of
the profiles. (B) Cross-sections illustrating the general structural
pattern across different segments of the Newport-Inglewood fault
zone (modified from Wright, 1991). The thick back lines in A
show the location of the two profiles (X-X’ and Y-Y’). (C-G)
Vertical cross-sections of the inverted velocity model (colored
profiles in A). The red arrows on top of each profile indicate
the location of the surface trace of the Newport Inglewood fault.
The black dashed lines in each profile mark our interpretation of
the fault. The inferred fault geometry of Wright (1991) across
profile X-X’ is overlain on profile E. . . . . . . . . . . . . . . . 119

6.14 Wavefield emitted by the Carson Mb2.5 earthquake at 4 seconds
after its origin time (A). Note how the earthquake surface waves
clearly break up along the Newport Inglewood fault. The dashed
black box in the zoomed panel is the same as in Figure 6.11A
and delimits a region where the wavefield is being most advanced
and stretched by the high velocities of the fault. The velocity
perturbation at 0.98 km depth of this small area is shown in (B). 120

7.1 Schematic diagram showing the ray paths of the direct P-wave,
the depth phases (pP, sP) and the first four water multiples
(pwnP, swnP) (left). Synthetic velocity waveforms for a 20 km
deep strike-slip earthquake under a homogeneous water layer
(right). For simplicity, the synthetic seismogram is shown with-
out water phases (top) and with water phases (bottom). The
water multiples alone are presented in the middle. The wave-
forms were calculated for a station at a distance of 84◦ using
the Preliminary Reference Earth Model (PREM; Dziewonski and
Anderson, 1981) with a 3-km-thick water layer on the source side.
Note how the ray parameter of the water phases is the same as
the one of the direct P-wave. . . . . . . . . . . . . . . . . . . . 130
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7.2 Example illustrating the effect of seafloor roughness on teleseis-
mic waveforms. The synthetic waveforms show a noticeable in-
crease in amplitude and complexity as the ocean bottom rough-
ness increases (A). The dashed green line on top of the eleva-
tion profiles depict the event’s epicenter. The high-resolution
bathymetry profile used in the simulations is extracted from
ETOPO1 global relief model along profile P-P’ in (B). The low-
resolution bathymetry profiles are built from applying running
averages of different lengths to the high-resolution one. Note
that we only show the first 1000 km of each profile to accentuate
the near-source structure but the models extend all the way to
the inland station. Focal mechanism and takeoff angle of the
direct P wave are shown in (C). . . . . . . . . . . . . . . . . . . 131

7.3 Waveform modeling results for the 2013 Mw6.1 Gofar earthquake
using different structural models (see Figure 7.4 for the event
location). Black traces are observed data and red traces are
synthetics (0.01-0.2 Hz). Station network and name is shown in
panel (A) only but is the same for all 4 panels. Synthetics in
(A) are computed using a 1D Earth (Model 1). Synthetics in
(B) are computed using a 2D Earth with a flat ocean bottom on
the source side (Model 2). Synthetics in (C) are computed using
a 2D Earth with realistic topography (Model 3). Synthetics in
(D) are computed using the hybrid method with 3D source side
structures (Model 4). The average waveform misfit of each set
of synthetics is shown in the upper part of the panels. Examples
of the velocity models (for the 1D and 2D simulations) and the
bathymetry mesh used in the 3D simulations are shown on the
right. The elevation data for Model 4 is extracted from the
Global Multi-Resolution Topography synthesis (GMRT; Ryan
et al., 2009). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
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7.4 Topographic map of the Gofar transform fault system. G1, G2,
G3 mark the different segments of the fault that are separated
by intratransform spreading centers. Beachballs show the fo-
cal mechanisms and centroid locations from the Harvard GCMT
catalogue. The circled numbers represent candidate locations for
the 2002 Mw5.1, 2007 Mw6.1, and 2016 Mw5.7 earthquakes. The
average intersource spacing between neighboring candidate loca-
tions is 5 km. The small inset map is a zoom of the 2016 Mw 5.7
event epicentral region. The dashed purple line marks the exten-
sion of a potential sub-parallel fault (from surface bathymetry).
The red circled numbers mark the centroid locations determined
by this study. Elevation data is extracted from the Global Multi-
Resolution Topography synthesis (GMRT; Ryan et al., 2009). . 135

7.5 Waveform modeling results for the 2002 Mw5.1 (A), 2007 Mw6.1
(B), 2008 Mw6.0 (C), and 2016 Mw6.1 (D) Gofar earthquakes
using the reported GCMT solutions and a 5-km source depth.
Black traces are observed data and red traces are synthetics
(0.01-0.2 Hz). Station name and network are shown above each
trace pair. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

7.6 Record section of 3D synthetic waveforms generated for one tele-
seismic station using source locations 7-27 in Figure 7.4 (A). All
waveforms have been band-passed between 0.01 to 0.2 Hz. The
blue shaded region delimits the traces for the fault-perpendicular
sources whereas the yellow shaded region delimits the traces for
the fault-parallel sources. The mean azimuth and distance to the
receiver is of 0.70◦ and 51.76◦, respectively. Beamforming out-
put for the 3 time windows that are enclosed by the red dashed
lines in the record section (B). Slow and prominent arrivals can
be observed being generated from multiple azimuths. Collec-
tion of all maximums in every beamforming output for the full
station synthetic array (C). The size of the markers represents
the beam power whereas the color represents the apparent wave
speed. The presence of slow arrivals concentrated in the azimuth
along the fault’s strike suggests that the fault itself is behaving
as a strong scatterer. . . . . . . . . . . . . . . . . . . . . . . . . 137
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7.7 Waveform modeling results for the 2002 Mw5.1 using source lo-
cations 1-6 in Figure 7.4. Black traces are observed data and red
traces are synthetics (0.01-0.2 Hz). Station name and network
are shown above each trace pair in the first panel only. The
green contoured panel shows the waveform comparison of the
observed and synthetic traces for the location that results in the
best fit (location 1) whereas the the blue contoured panel shows
the waveform comparison for the location that is closest to the
GCMT solution (location 5). . . . . . . . . . . . . . . . . . . . 138

7.8 Illustration exemplifying the beamforming process applied to the
2007 Mw6.1 recordings (A). The map shows the stations used to
produce a beamed trace at station CI.ARV (red inverted trian-
gle). The blue inverted triangles represent the 19 closest stations
used to form the subarray. The inset plot shows the beamform-
ing output for a time window around P-wave arrival of the 20
traces. The subarray and beam information is shown in the bot-
tom white box. The record section in (B) shows the raw wave-
forms of the 2007 Mw6.1 event at all available US Array stations
(gray inverted triangles in A). The record section in (C) shows
the waveforms at the same stations after applying the spatio-
temporal beamforming. Both sets of records have been aligned
with the P-wave onset time and band-pass filtered between 0.01
and 0.2 Hz. The red dashed lines in (B) and (C) mark the P-
wave and PP-wave arrival time. The green arrows in (C) mark
the arrival time of two prominent water phase arrivals. . . . . . 139
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7.9 Waveform modeling results for the 2007 Mw6.1 earthquake. Black
traces are observed data and red traces are synthetics (0.01-0.2
Hz). The leftmost panel shows the synthetic waveforms of earth-
quake sources 7-17 in Figure 7.4 for station CI.SWS. The black
waveform plotted on top corresponds to the observed beamed
trace around the same station. The top green arrows mark the
arrival time of the two prominent water phases arrivals. Note
how source locations 13-16 are the only ones capable of produc-
ing the first prominent water phase arrival (blue-circled num-
bers). The three rightmost panels correspond to the waveform
simulation results for a strike-slip source placed at the GCMT
reported location at 5 km depth, at source location 15 at 5 km
depth, and at source location 15 but at 15 km. Station name
and network are shown above each trace pair in the first panel
only. The green contour marks the waveform fit of our preferred
solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

7.10 Search space for the 2016 Mw5.7 event optimal location. The
circles depict the earthquake candidate locations (see magnified
map in Figure 7.4) and the traces show the waveform fit be-
tween observed (black) and synthetics (red) at station TA.L02F
for 4 different locations (0.01-0.2 Hz). The color of the markers
represent the waveform misfit for the same station. The wave-
form modeling results for this earthquake best-fitting location are
shown on the right. Station name and network are shown next
to each trace pair. The dashed purple line marks the extension
of a potential sub-parallel fault (from surface bathymetry). . . 143
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7.11 Heatmap showing the waveform sensitivity to bathymetry res-
olution as a function of frequency. The thick lines depict the
P-wave wavelength in the water (λ=1 equals to one wavelength
assuming a constant water velocity of 1.5 km/s). The white
dashed lines mark the 1-arc minute base resolution of current
global bathymetry models, the resolution limit of the resam-
pled SRTM30 global bathymetry model (Becker et al., 2009),
and the the resolution limit of the resampled SRTM15+ global
bathymetry model (Tozer et al., 2019). The thick black arrow
marks the bathymetry resolution for the Gofar transform fault
(61 m; Ryan et al., 2009). The topographic profile used in these
calculations is cut from the EPR to the center of the United
states (from -4.75◦/-105.40◦ to 41.38◦/-119.17◦ lat/lon). The
misfit is quantified via the shape-fitting criteria (Equation 7.1)
in which the record generated in the highest resolution run is
taken as the "true" waveform. Synthetics are calculated for a
station at a distance of 48◦ using a 15-km-deep strike-slip source. 145

7.12 Waveform comparison of two similar-sized pairs of earthquakes
occurring in a fast spreading oceanic environment (top) and a
slow spreading environment (bottom). Both pairs of events are
separated by the same distances, as determined by the time shifts
of their fundamental-model Rayleigh waves for a full azimuth
range. Event names and focal mechanisms are shown on the
left size of each panel. Station name, distance, and azimuth are
shown above each pair of waveforms. Distances and azimuths are
approximate and calculated from the center of the fault. Fault
name and slip rate are shown in the top part of each panel to-
gether with the estimated intersource distance. The normalized
cross-correlation coefficient of each pair of waveforms is shown
in blue next to the traces. Note that, despite having the same
intersource distances, the water phases for the events occurring
in the fast spreading ridge are more similar than the ones oc-
curring in the slow spreading ridge. All waveforms have been
band-passed between 0.01 to 0.2 Hz. For each panel, the focal
mechanism and waveforms are color-associated. . . . . . . . . . 146
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C h a p t e r 1

INTRODUCTION

The understanding of the Earth’s structure and dynamics is one of the main
scientific targets of geophysics. To date, some of the most compelling contri-
butions in this area have come from the observation and study of the seismic
wavefield. In principle, when a mechanical disturbance (either man-made or
natural) occurs, seismic waves are generated and start to propagate away from
the source in every possible direction. These waves are recorded by seismo-
graphic instruments that are deployed all over the world, and the resulting time
series (i.e. seismograms) are analyzed to extract information about Earth’s
structure and the nature of the source. In this thesis, I center on the charac-
terization of seismic wavefields to gain a deeper understanding of the elastic
properties of the Earth, and use this information to solve geologic puzzles. In
detail, I present five case studies, where I correlate the Earth’s background
vibrations to extract coherent waves traveling between pairs of stations, and
use the differences in their propagation properties to construct high-resolution
images of the structure that they sampled. Although the principle in all five
studies is similar, the focus and, ultimately, contribution of each investiga-
tion is unique. Below, I provide a brief introduction to each case study and
summarize their motivations.

In Chapter 2, I image the lithospheric structure beneath the Trans-Mexican
Volcanic Belt (TMVB). The TMVB is a prominent and enigmatic feature
of the subduction system in Mexico. Its volcanic style diversity and oblique
orientation to the trench are explained by the large along-strike variations
in the subduction parameters of the Rivera and Cocos plates. However, the
abrupt termination of the TMVB on its eastern end with the Pico de Orizaba
volcano is puzzling as the current slab model suggests that the transition of the
Cocos flat-slab geometry to normal subduction is smooth through this region.
There is evidence that suggests that a tear in the slab might be developing,
but it is unclear how this feature can support the unusually large topographic
gradient that connects the volcanic high peaks with the Veracruz basin just
south of the volcanic front. To provide further insight into the transition
anatomy of this portion of the slab, I construct a detailed and unified model
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of the structure of the crust and uppermost mantle of south-central Mexico.

In Chapter 3, I image the dynamics of the Wallowa Mountain block in north-
eastern Oregon. It is a generally understood that buoyancy anomalies within
the Earth’s mantle create large convective currents that control the evolution
of the lithosphere. Although there is observational evidence for this relation,
the scale and mechanism by which mantle processes influence near-surface
processes remain obscure. To shed light on this matter, I place constraints
on the seismic properties of the lithosphere beneath the Wallowa mountains,
where there is an over-thickened crust sitting on top of a major high-velocity
anomaly that appears to be dangling in the upper mantle.

In Chapter 4, I investigate the conditions under which mantle-based stresses af-
fect the dynamics of the lithosphere. Inspired by the observations of Chapter 3,
I use short-period ambient noise surface waves to resolve the lateral variations
of crustal anisotropy in regions of the US where near-surface mantle-based
deformation might be have occurred or is presently occurring. In particular,
I focus around the California and Rocky Mountain areas since high-resolution
tomographic images reveal the presence of dense upper mantle structures sim-
ilar to the ones that I suggest to be controlling the evolution of the Pacific
northwest lithosphere.

In Chapter 5, I image the shear wave velocity structure of Long Beach, Cali-
fornia. With the development of portable seismic instrumentation, the deploy-
ment of dense geophone surveys has become a common practice in the field of
crustal geophysics. However, because of their financial cost, only a few regions
around the world have hosted this type of experiments. This limitation has re-
sulted in a lack of knowledge on both the scale of structural variations and the
spatial variability in shaking intensity that we can expect on different types
of tectonic settings. To aid in this issue, I use ambient noise data recorded at
three dense petroleum industry surveys deployed at Long Beach, California,
to produce a high-resolution model of the top kilometer of the crust.

In Chapter 6, I image the compressional wave velocity structure at Long Beach,
California. As it will become evident in Chapters 2-5, the analysis of ambient
noise surface waves is a well-established routine in the seismic imaging com-
munity. However, the reconstruction of body waves from the cross-correlation
of random wavefields has only recently emerged as an alternate and promis-
ing way to probe the elastic structure of the Earth. To test the feasibility of



3

their use, I extract body waves from ambient noise data recorded at a dense
petroleum industry survey and generate a high-resolution model of the top
two kilometer of the crust.

In addition to the five case studies listed above, this thesis includes one last
chapter (Chapter 7) in which I do not investigate any seismic properties of a
particular region. Rather, I present a new method of analysis that shows great
promise as a new way of characterizing the earthquake behavior of oceanic
transform faults (OTFs). This issue is of great interests to the seismological
community as OTFs are amongst the simplest tectonic environments on Earth
and, as such, are one of the most attractive locations to investigate how slip is
accommodated within the crust. However, because they tend to grow in the
deep ocean, far away from where local seismic observations are available, the
retrieval of accurate OTF source parameters represents an immensely compli-
cated task. This limitation has, to date, hindered our ability to characterize
the elastic structure of mid-oceanic environments and their tectonic behavior
on a global scale.
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C h a p t e r 2

THE ENIGMATIC TRANS-MEXICAN VOLCANIC BELT

This chapter was adapted from:

J. C. Castellanos, R. W. Clayton, and X. Pérez-Campos (2018). “Imag-
ing the eastern Trans-Mexican Volcanic Belt with ambient seismic noise:
Evidence for a slab tear.” In: Journal of Geophysical Research
123.9, pp. 7741-7759. doi: 10.1029/2018JB015783.

2.1 Abstract

The eastern sector of the Trans-Mexican Volcanic Belt (TMVB) is an enig-
matic narrow zone that lies just above where the Cocos plate displays a sharp
transition in dipping angle in central Mexico. Current plate models indicate
that the transition from flat to steeper subduction is continuous through this
region, but the abrupt end of the TMVB suggests that the difference in sub-
duction styles is more likely to be accommodated by a slab tear. Based on a
high-resolution shear wave velocity and radial anisotropy model of the region,
we argue that a slab tear within South Cocos can explain the abrupt end of
the TMVB. We also quantify the azimuthal anisotropy beneath each seismic
station and present a well-defined flow pattern that shows how mantle mate-
rial is being displaced from beneath the slab to the mantle wedge through the
tear in the subducted Cocos plate. We suggest that the toroidal mantle flow
formed around the slab edges is responsible for the existence of the volcanic
gap in central Mexico. Moreover, we propose that the temperature increase
caused by the influx of hot, less-dense mantle material flowing through the
tear to the Veracruz area may have significant implications for the thermome-
chanical state of the subducted slab, and explain why the intermediate-depth
seismicity ends suddenly at the southern boundary of the Veracruz basin. The
composite mantle flow formed by the movement of mantle material through
the slab tears in western and southern Mexico may be allowing the Cocos plate
to rollback in segments.

https://doi.org/10.1029/2018JB015783
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2.2 Introduction

The Trans-Mexican Volcanic Belt (TMVB) is one of the largest volcanic arcs on
the North America plate. This Neogene continental arc grows over the central
Mexican margin of the North-American plate, as a result of the subduction
of the Rivera and Cocos plates along the Middle-America Trench (MAT), and
is comprised of nearly 8,000 igneous structures that extend from the coast of
Jalisco to the Gulf of Mexico in Veracruz [1] (Figure 2.1). The remarkable
compositional variability of the TMVB and its unusual lack of parallelism
to the trench are unique aspects of the Central America tectonics that have
been extensively debated over the years. Today, however, geophysical evidence
indicates that the Rivera and Cocos oceanic plates are being subducted with
highly variable dip angles that explain the obliquity of the volcanic arc [2].

In the present-day configuration, the western sector of the TMVB overrides the
Rivera micro-plate, whereas the central and eastern sectors are underlain by
the Cocos plate. Slab contours determined by precise hypocentral localization
show that the Rivera plate dips at a steep and constant angle of ∼50◦ beneath
the Jalisco block and that earthquakes extend to a depth of ∼120 km [3].
Conversely, in central Mexico, the Cocos plate exhibits marked changes in
its geometry, and seismicity does not exceed ∼80 km depth [4]. Beneath the
Michoacán area (from 103◦ to 102◦ W), the Cocos plate displays a shallow slab
dip that gradually decreases eastward under Guerrero (from 102◦ to 98 ◦ W),
where the slab is sub-horizontal for about 250 km [3]. From 98◦ W, the slab
dip increases eastward until reaching an uniform angle of ∼50-60◦ in central
America (90◦W) beneath Guatemala, El Salvador, Nicaragua, and Costa Rica
[5–7].

More recent studies have refined the morphology of the Rivera and Cocos plates
beneath the continent and investigated their relation with the particular space
distribution of volcanoes along the convergent regime. Waveform modeling
of moderate-size intra-slab earthquakes recorded by the MARS (Mapping the
Rivera Subduction Zone) experiment [9] and seismic anisotropy measurements
[11] suggest that the Cocos slab could be currently fragmenting along the
landward projection of the Orozco Fracture Zone (OFZ) by a similar process
to that which occurred when the Rivera plate separated from the proto-Cocos
plate [12]. This tear is proposed to indicate the ongoing fragmentation of the
Cocos slab into North Cocos and South Cocos plates and would explain the
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Figure 2.1: Tectonic setting of central and southern Mexico. The brown box
indicates the main focus area of this study. The black contour lines depict the
depth of the subducted slab compiled using the results of receiver functions,
tomography studies, and hypocentral re-localization [from 8]. The dashed part
of these contour lines indicates the transition between the flat and normal dip-
ping portion of the South Cocos plate. The inverted white triangles show
the location of the broadband seismic stations that have operated within this
region. Regional seismicity at different depths, as reported by the Servicio
Sismológico Nacional (SSN) since 1998, is shown as color-coded circles. The
volcanic provinces: the Trans-Mexican Volcanic Belt (TMVB), the Anegada
High (AH), the Los Tuxtlas Volcanic Field (LTVF), and the Modern Chia-
panecan Volcanic Arc (MCVA) are delimited by the orange areas, and the
location of the main stratovolcanoes and calderas are marked by the red trian-
gles and red circles, respectively. The light purple region delimits the Veracruz
basin (VB), and the light magenta region delimits the Jalisco Block. The green
dashed line denotes the Rivera-Cocos plate boundary, and the purple dashed
line denotes the projected path of the Orozco Fracture Zone (OFZ) beneath
North America [9]. The blue dashed line indicates the location where the slab
exhibits a significant change in dip and where Dougherty and Clayton [10]
propose the existence of a trench-perpendicular tear. The ages of the plates
(Ma) and the convergence rates (cm/yr) along the Middle America Trench
(MAT) are shown in blue and red numbers, respectively. The inset map shows
this work study area and the distribution of every station used in this study.
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observed offset of the volcanic arc in the Michoacán area [9]. East of this
region, receiver functions and seismic velocity tomography along the MASE
(MesoAmerican Subduction Experiment) line confirmed that the Cocos plate
is sub-horizontal in the Guerrero region, and showed that the slab then plunges
steeply into the mantle at a dip of ∼75◦ where it is finally truncated at 500 km
[13–15]. This atypical subduction geometry suggests that the slab is rolling
back and forcing the volcanic arc to retreat [13], as confirmed by the age
progression of volcanism migrating trenchward [16]. Further to the south,
detailed analysis of receiver functions along the VEOX (Veracruz-Oaxaca) line
indicates that the Cocos plate dips at a constant angle of ∼26◦ to a depth of
150 km, where it appears to be truncated by an anomalous south-west dipping
slab that extends to a depth of 250 km [17, 18].

In between the MASE and VEOX experiments, near the transition from shal-
low to normal subduction, the TMVB ends abruptly with Pico de Orizaba.
This stratovolcano is the highest point in Mexico and sits at the front of an
active volcano chain that is oriented almost perpendicular to the trench. Cou-
pled with this feature is an extremely sharp topographic gradient that connects
the volcanic arc high peaks with the Veracruz basin (altitude drops ∼5,000
m over a horizontal distance of just 120 km) (Figure 2.2). Crustal thickness
measurements derived from gravity data [19, 20] and receiver functions [21]
indicate that a simple isostasy compensation model is insufficient to explain
the thickness difference between these two regions. Furthermore, the presence
of the nearby late Miocene Anegada High submarine volcanic complex [22] and
the active Los Tuxtlas volcanic field (LTVF) [23] marks an interruption of arc
volcanism that is thought to be associated with the steepening and rollback
motion of the slab. However, the mechanisms of their origin remain unclear.

Altogether, these features indicate that the transition from shallow to normal
subduction in central Mexico is more complicated than it was originally sug-
gested in the Pardo and Suarez [3] plate model. To account for the abrupt end
of the TMVB, and the discontinuity of arc volcanism in central-southern Mex-
ico, Dougherty and Clayton [10] propose the existence of a possible tear located
within the downdip portion of the South Cocos plate. Conversely, patterns of
local seismicity, tectonic tremor, and slow-slip events support the idea that a
sharp flexure of the slab in both the downdip and along-strike directions ac-
commodates the transition from flat to steeper subduction [24]. In this study,
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Figure 2.2: Elevation map of the eastern section of the Trans-Mexican Volcanic
Belt showing the abrupt termination of the volcanic arc. Note how altitude
drops more than 5,000 m from Pico de Orizaba to the coastal Veracruz basin
over a horizontal distance of 120 km. This region corresponds to the one
encompassed by the brown box in Figure 2.1.

we determine the shear wave velocity structure and radial anisotropy of the
upper crust and lithosphere in central Mexico by inverting Rayleigh and Love
dispersion curves. In addition, we quantify the azimuthal anisotropy present
beneath each seismic station using an array analysis to resolve variations in
the direction of mantle flow in the region. The combined understanding of the
velocity distribution and seismic anisotropy allows us to place constraints on
the transition structure of the subducted slab and its relation with the abrupt
end of the TMVB at its eastern limit.

2.3 Data and Method

The data used in this study consists of surface wave signals obtained from
the three-component cross-correlation of background noise recorded at over
2,000 broadband stations. This dataset results from combining every available
seismic network that operated within Mexico and its surroundings (from 5◦ to
40◦ N and -125◦ to -60◦ E) from January 2006 to December 2016. The reader
is referred to Pérez-Campos et al. [25] and Córdoba-Montiel et al. [26] for a
summary of the permanent stations in this area.

Ambient Noise Cross-Correlations

Both theoretical and experimental studies have demonstrated that by cross-
correlating the ambient noise recorded at two stations over a sufficiently-long
period of time, the Green’s function between the two stations can be retrieved
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[e.g., 27–31]. Here, we use a technique very similar to the one described by
Bensen et al. [32] to compute the three-component cross-correlations of contin-
uous recordings between all synchronous station pairs. The single-station data
preparation consists of (i) down-sampling the records of all three-components
to 1 sample per second and dividing them into 1-day time windows, (ii) remov-
ing the mean and trend value in each time window, (iii) band-pass filtering
between the 3-100 s period band, (iv) whitening the spectra, and (v) nor-
malizing in the time domain. Once the preprocessing is complete, each time
window is cross-correlated, normalized to unit peak amplitude, and averaged
over time. The cross-correlation traces are then rotated from the east-north-
vertical (ENZ) frame into the radial-transverse-vertical (RTZ) frame between
all station pairs. To simultaneously determine all nine components of the
Green’s tensor, we follow Muir and Tsai [33] and build the rotation matrix as
M = M1 ⊗ M2, where M1,2 are the three-component rotation matrices from
the ENZ to the RTZ frame for the individual stations, and ⊗ is the Kronecker
product. Finally, to enhance the signal-to-noise ratio (SNR), the causal and
anticausal parts of the cross-correlations are stacked to obtain the so-called
symmetric cross-correlations. This process gave rise to more than 136,000
noise correlation functions for each of the nine calculated components. As evi-
dence of the effectiveness of the process described above, Figure 2.3 shows the
ZZ, RR, ZR, and TT cross-correlations as a function of interstation distance
for the period band of 5-100 s. Prominent surface wave signals and various
body wave arrivals are visible in all four component combinations.

Dispersion Measurements

For the 3-70 s period band, we apply an automated image transformation tech-
nique [35] to retrieve the Rayleigh and Love wave phase and group velocity
dispersions from the ZZ, RR, ZR, and TT cross-correlations. Three selec-
tion criteria are imposed before accepting a measurement at a certain period.
First, the minimum inter-station spacing is set to one wavelength [e.g., 36].
Second, the maximum phase and group velocity measurement deviation from
the average dispersion curve is limited to 0.5 km/s. Third, the SNR thresh-
old is empirically set to 5. Here we define the SNR by the ratio of the peak
amplitude within a window containing the surface wave signal to the mean
of the noise trailing the direct arrival window. Generally, the SNR decreases
with interstation distance due to scattering and attenuation; however, the re-
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Figure 2.3: ZZ, RR, ZR, and TT cross-correlations as a function of interstation
distance for the period band of 5-100 s. The traces are stacked by bins of 2 km
and 0.5 s. As expected, the extracted Green’s functions show clear Rayleigh
waves in the ZZ, RR, and ZR components and clear Love waves in the TT
component; although several body wave arrivals emerge as well. Note the
presence of the anomalous cS-cP core phase in the ZZ and ZR cross-correlations
[34].

laxed restriction of one wavelength for the shortest path still allows sufficient
coverage to extend our measurements up to 70 s. Finally, to increase the ro-
bustness of our measurements and ensure a larger period coverage, we stack
the ZZ, RR, and ZR dispersion curves for identical paths [e.g., 37]. For this
last step, we introduce an additional selection criterion that requires that the
standard deviation at every common period be smaller than than 0.1 km/s.
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Tomographic Inversion

The Rayleigh and Love interstation dispersion measurements are used to invert
for phase and group velocity maps using the method of Barmin et al. [38].
But, before formulating the tomographic problem, it is necessary to consider
that the elongated shape of our study region limits the number of long period
trench-perpendicular raypaths to the MASE and VEOX lines only. To mitigate
the uneven ray coverage at long periods, we choose to include distant stations
into the inversion and project all crossing seismic rays to a relatively wide
rectangular area (from 14◦ to 23◦ N and -107◦ to -90◦ E) so as to provide an
appropriate azimuthal coverage. A fundamental disadvantage of this approach
however is the assumption that all velocity anomalies are contained within the
study region. To that end, all measurements are down-weighted throughout
the inversion according to the percentage of the ray that lies outside the target
area. The size and extension of this area is chosen by trial-and-error until the
inverted models show the minimal amount of smearing while preserving all
first-order features when compared to velocity maps that are produced with
wider boxes and coarser grids. To carry out the actual inversion, homogeneous
maps are constructed on a 0.4◦ x 0.4◦ regular grid across the study region and
are defined relative to the average slowness observed at each period of interest.
The optimal grid size is chosen empirically based on a resolvability test for the
periods with the lowest path density using Voronoi diagrams [39]. We then
perform two full tomographic inversions. In the first inversion, no additional
weights are added to the data and we apply heavy damping, which results in a
highly smoothed model. Synthetic traveltimes are then computed and used to
identify and discard highly anomalous measurements in the observations. A
3σ residual threshold is set for this criterion [e.g., 40]. For the second inversion,
the remaining data are further down-weighted according to their misfits in the
first inversion and the optimum smoothing factor is determined from the misfit
and model smoothness trade-off curve. The resulting slowness maps are then
converted to phase and group velocity maps.

To assess the capability of the different ray path geometries to resolve for
contrasting slowness distributions, we follow Ma and Clayton [41] and use the
resolution matrix R = (G ′C−1 G +Q)−1 G ′C−1 G (where G is the generalized
inverse or forward operator on the slowness model, C is the data covariance
matrix, and Q is the regularization matrix) from the tomographic inversion
to generate standard checkerboard resolution maps. For this test, we set up
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input models containing ±1 km/s perturbations and evaluate how accurately
the tomography is able to retrieve the anomaly distribution. To characterize
the error of the model, we use the diagonal elements of the model covariance
matrix Cmm = (G ′C−1 G +Q)−1 ; which reflects the variance of the model
subject to the variance of the data [41].

As an example, Figure 2.4 shows the velocity maps, checkerboard resolution
maps and model error maps at 34 s period for both Rayleigh and Love surface
waves. Perhaps the most important feature of these maps is that the velocity
distribution varies for all four velocity types even though the measurements
are taken at the same period. This can be explained by their differences in
depth sensitivity and is the main reason why their joint analysis provides
better constraints on the radial structure of the crust and lithosphere [e.g.,
37]. Nonetheless, all models exhibit a similar pattern and reveal low velocities
beneath the TMVB (Figure 2.5). Based on the resolution maps, we find that
the checkerboard structure is satisfactorily reproduced in all inversions except
in the southeast sector of the study area. As expected, error along the coast is
high, but it decreases to values smaller than 0.1 km/s as we approach central
Mexico, where the path coverage in denser.

Inversion for Shear Wave Velocity and Radial Anisotropy

Once the velocity maps are constructed for each frequency, we extract the
velocity dispersion curves at each (x,y)-point in the grid and use a linearized
inversion algorithm [42] to simultaneously map the phase and group velocities
as a function of period to shear wave velocity as a function of depth. This
process is done independently for Rayleigh and Love waves to obtain a VSV

and a VSH model, respectively.

For each inversion, we use a linearly increasing 1-D model discretized into 2-
km layers at the top 50 km, then 5-km layers to 100 km, and finally 10 km
layers to 140-km depth, as a starting model to solve for a smooth structure
without a Moho discontinuity. The implications of not imposing a Moho in the
inversion are addressed in Ma and Clayton [41]. We then assume a constant
Vp/Vs ratio of 1.73 for the whole structure and determine the density from the
compressional wave velocity [43]. Throughout the inversion, both the Vp/Vs

ratio and density remain fixed and only the shear wave velocity is perturbed.
The damping factor is chosen from the misfit and model smoothness tradeoff
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Figure 2.4: Ambient noise phase and group velocity maps (left), checkerboard
resolution maps (center), and model error maps (right) at 34 s period. The
volcanic provinces and the Veracruz basin are delimited by the solid and dashed
contour lines, respectively. Note how the velocity distribution varies for all four
velocity types due to their difference in sensitivity.

curve. We also tested the case of reducing the damping factor with depth
to account for the large heterogeneity of the uppermost crust but found no
significant differences in the results. The final model is obtained by iteratively
perturbing the initial model until a good fit to the two dispersion curves is
achieved. Finally, we use regional average structures (1◦ x 1◦) as initial models
and perform one last inversion on a finer grid. For this step, each part of the
dispersion curves is weighted inversely proportional to the model error in the
tomographic inversions. The final 1-D velocity profiles are then combined to
form two orthogonally polarized three-dimensional VS models of the whole
study region.

In a simple isotropic medium, both the VSV and VSH models would be iden-
tical, as shear waves travel at the same speed regardless of their polarization.
However, in the presence of variable tectonic stresses, complicated structures
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Figure 2.5: Cross-sections of the Rayleigh wave group (A) and phase (B)
velocity models and the Love wave group (C) and phase (D) velocity models
along the MASE line (F-F’ in Figure 2.1). Topography is shown above each
profile.

begin to emerge and reorient so that the shear wave velocity of the medium
also depends on direction of propagation and polarization. The velocity de-
pendence of the latter is termed radial anisotropy and is estimated here as:

γ =
VSH − VSV

VS
, (2.1)

where VS is the isotropic or effective shear wave velocity and is directly com-
puted from the VSV and VSH models via a Voigt’s average:

VS =

√
2V 2

SV + V
2

SH

3 . (2.2)

The velocity distribution derived from Equation (2.2) is then use to construct
our final velocity model since it better reflects the apparent variations in elastic
properties [44, 45]. Figure 2.6 shows vertical cross-sections of our derived
Voigt-averaged VS and radial anisotropy model along the MASE and VEOX
seismic lines (F-F’ and G-G’ in Figure 2.1, respectively) with their associated
average misfits. An obvious feature in the VS profiles is that superficial slow
velocities correspond well with the TMVB and even more so for the LTVF,
where the recently active San Martín Tuxtla Volcano is located. The radial
anisotropy distribution, on the other hand, appears to be more contrasting
and related to the subduction geometry. The main mechanisms responsible for
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causing radial anisotropy in a subduction environment, and how its presence
can be interpreted, are addressed in the "Results and Discussion" section.

Figure 2.6: Vertical cross-sections of the Voigt-averaged VS (A and B) and
radial anisotropy models (C and D) along the MASE and VEOX lines (F-
F’ and G-G’ in Figure 2.1, respectively). Topography is shown above each
profile. The hypocenters from the SSN catalog within ±10 km are projected
to each cross-section. The slab models from Pérez-Campos et al. [13] and
Melgar and Pérez-Campos [17] are plotted in black lines assuming a constant
plate thickness of 40 km. The thin black dashed line in profiles A, B, and D
represent the Moho interface, defined by where the shear wave velocity first
exceeds 4.1 km s−1, and the thick green and red dashed lines in profiles C and
D represent regions of elevated positive (≥VSH) and negative radial anisotropy
(>VSV ), respectively. Cross-sections E and F show the average misfit of the
1-D inversion along the same profiles.

Inversion for Azimuthal Anisotropy

To characterize the azimuthal anisotropy, or the dependence of wave-speed
with azimuth of propagation, we adopt a beamforming approach and fit the
first three parameters in Smith and Dahlen [46] anisotropy model for Rayleigh
waves:
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υ(T, θ) =a0(T ) + a1(T ) cos (2θ) + a2(T ) sin(2θ)+

a3(T ) cos (4θ) + a4(T ) sin(4θ),
(2.3)

where υ is the surface wave phase velocity, T the period, θ the backazimuth, a0

the isotropic velocity, and a1−4 the azimuthal coefficients [47], to the ZZ cross-
correlations. Only the isotropic and 2θ coefficients are considered here because
of the very small contribution that came from the rest of the parameters in our
initial inversion. After characterizing the wavefield’s azimuthal dependence
at every station, we calculate the amplitude of the anisotropy, A, and its
seismically fast direction, φ, using:

A =
√
a12 + a22, (2.4)

φ =
1
2 arctan a2

a1
. (2.5)

In the traditional beamforming method, one inverts the phase information by
finding the best fitting slowness and backazimuth of a plane wave, thus provid-
ing a detailed characterization of the seismic wavefield at a given location [e.g.,
48]. Here, we isolate stations one at a time, and use the remainder as virtual
sources to find the average phase velocity of Rayleigh waves traveling to the
reference station from all available azimuths. To ensure the robustness of our
measurements, we only beamform cross-correlations with a broadband SNR
higher than 10 and an inter-station distance larger than one wavelength of the
lowest period of the bandpass filters. We also assume that the wavefield’s full
azimuthal dependance can only be characterized if the azimuth range of 180◦

is sampled by at least 3 paths in a 5-bin range [39]. In the actual beamforming
process, we search for the maximum coherent output over velocities from 1-5
km/s and every 5◦ from 0-360◦ backazimuth with 70% overlap for the 3-20 and
20-50 s period bands. Such period bands are determined empirically based on
the Rayleigh wave phase velocity sensitivity to perturbations in VS in an ef-
fort to characterize the upper crust anisotropy and the lower crust and upper
mantle anisotropy independently (Figure 2.7a). The sensitivity kernels are
computed using the modified Tectonic North America Model (mTNA) [11].

A visual inspection of Figure 2.7bc clearly shows that the surface wave phase
velocity varies with backazimuth differently over the two frequency bands. To
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find the best fitting coefficients to these variations, we perform a grid-search
using a weighted L2 regularization in which each azimuth bin is weighted pro-
portionally to the amount of energy that was beamformed. The resulting best
fits for two different frequency bands are shown in Figure 2.7bc as dashed red
lines with the best fitting parameters given at the bottom right. A possible
source of error in our procedure may come from the inherent tradeoff between
seismic heterogeneity and azimuthal anisotropy. However, given the broad fre-
quency bands we make our measurements in, it is reasonable to assume that
any effect caused by lateral heterogeneities will be minimal when compared
to the one introduced by large-scale tectonic processes. To validate this as-
sumption, we compared a stacked map of all the de-trended Rayleigh wave
phase velocity maps for the 20-50 s period band with the results of our beam-
forming process in the same period band for a given station in central Mexico.
The comparison showed clear systematic velocity variation as a function of
backazimuth with no direct correlation with the isotropic velocity distribu-
tion. Lastly, to assess the uncertainty in our fit parameters as well as their
statistical significance, we estimate the 95% bootstrap confidence limits using
100 resamples.

2.4 Results and Discussion

Shear Wave Velocity and Radial Anisotropy

The shear wave velocity structure in central and southern Mexico has been
discussed in a number of seismic imaging studies [e.g., 40, 49, 50]. However,
the enhanced ray coverage that is now provided by the GECO, OXNET, Ve-
racruz, and expanded SSN networks allows us to resolve new features of the
continental crust and uppermost mantle that were averaged out due to insuf-
ficient resolution, particularly at the eastern sector of the TMVB. Figures 2.8
and 2.9 shows the results of our three-dimensional VS model near the coastal
Veracruz basin. Among the most striking features observed in the profiles of
Figure 2.8 is the dramatic variation in crustal thickness that occurs in the
transition of the TMVB and the LTVF, and how the crust thins out towards
the Gulf of Mexico. Taking a 4.1 km/s limit in VS as the crust and mantle
transition zone [e.g., 51], our results indicate that the Moho reaches a depth of
about 45 km beneath the eastern TMVB and rises sharply to 20 km beneath
the Veracruz basin just before lowering once more to an average depth of 40
km beneath the LTVF. Interestingly enough, this abrupt change in the Moho
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Figure 2.7: Sensitivity kernels for the fundamental mode Rayleigh-wave phase
velocity calculated from the modified Tectonic North America Model (A) [11].
Two-dimensional histograms over the backazimuth-phase velocity space for
the 3–20 seconds period band (B) and the 20-50 seconds period band (C). The
orange bars on top of each panel represent the number of cross-correlations
beamformed in each backazimuth bin. The dashed red line indicates the best
fit of Equation 2.3 and the gray diamonds mark the beam velocity in each bin
(with size as a function of beam power). The best fitting parameters are given
at the bottom right of each panel.

depth occurs just above where Dougherty and Clayton [10] propose the exis-
tence of a plate tear, and it encompasses the same ∼50-75-km-wide zone where
they observe a sharp decrease in intraslab seismicity (Figure 2.9). The crustal
thickness measurements inferred from this study are, in general, consistent
with previous experiments in the area [19–21]. However, using a fixed velocity
contour to define the Moho can be problematic if other physical processes that
are altering the crust’s chemistry are present.

In the shallow crust, radial anisotropy is thought to result from shape-preferred
orientation (SPO) in the form of fine layering, metamorphic foliations, and
multi-scale fractures in the crystalline rocks exposed to regional stresses [e.g.,
52, 53]. Crystallographic-preferred orientation (CPO) of intrinsically anisotropic
minerals can also cause strong anisotropy at shallow depths, but this mech-
anism seems to only be dominant in the upper mantle, where olivine and
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Figure 2.8: Vertical cross-sections of the Voigt-averaged VS model along the
A-A’ and H-H’ lines in Figure 2.1. Both profiles show extreme crustal thinning
in the Veracruz basin. The dashed red line in panel (A) indicates the loca-
tion where Dougherty and Clayton [10] propose the existence of a plate tear.
Topography is shown above each profile. Other symbols are as in Figure 2.6ab.

Figure 2.9: Vertical cross-sections of the Voigt-averaged VS model in the Ve-
racruz basin (from the A-A’ to the E-E’ lines in Figure 2.1). The color scale
is saturated to only show the velocity anomalies present in the upper mantle.
The solid black line indicates the Moho interface. The thick red line indicates
the location where Dougherty and Clayton [10] propose the existence of a plate
tear, and the dashed red line delimits the 75-km-wide zone where they observe
a sharp change in intraslab seismicity. Cross-sections are separated by a con-
stant offset of 20 km. The eye marker in Figure 2.1 indicates the viewpoint of
the observer.

orthopyroxene aggregates are deformed during oriented geodynamic processes
[54]. Anisotropy in the lower part of the continental crust generally does
not have a strong seismic signature [55]. However, in subduction zone en-
vironments, significant radial anisotropy can be found in the overall crust
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and uppermost mantle arising from melt-filled cracks, lenses of partial melts,
and other large-scale intrusive bodies such as dykes and sill complexes [e.g.,
37, 56]. The analysis of the strength and spatial extent of radial anisotropy
can therefore be used to identify heterogeneous compositions in a wide range
of depths. However, due to the potential biases in the background VSV and
VSH velocities that arise from the difference in the regularizations imposed in
the tomographic inversions, we limit the interpretation of our results to the
changes in the sign of the radial anisotropy rather than the amplitude. An
additional source of error in our radial anisotropy measurements may come
from the leakage of Rayleigh wave energy in the TT components, which can
be particularly strong at long periods and large interstation distances [57].

As previously stated, Figure 2.6C shows a complicated radial anisotropy pat-
tern along the MASE line. A clear plume-like structure with negative radial
anisotropy is present in the mantle wedge, where the VS model predicts low
velocities and the subducted plate starts diving into the continental mantle at
a steep angle [13]. This feature is most likely related to the presence of partial
melts and fluid upwelling since SV waves are traveling faster than SH waves in
this zone. The ascent of this material appears to be confined to the base of the
continental crust, at the point in our model where there is a sharp transition
from negative to positive radial anisotropy. Considering that SV waves are
being slowed in this part of the crust, we believe that this anisotropy contrast
is due to the existence of molten material piled horizontally such as a large
sill complex fed by the partial melts just beneath it. It is also worth noting a
secondary positive radial anisotropic anomaly rooting-up from the flat portion
of the Cocos plate. Although the cause of this anomaly is unclear, its location
is coincident with where [58] revealed a low resistivity zone that is related to
the dehydration of the subducted slab. The slab itself, on the other hand, has
a predominantly negative radial anisotropy that might reflect vertically ori-
ented faults or fluid-filled cracks that are functioning as the primary conduit
for slab dehydration. Interestingly enough, the zones with the highest negative
anisotropy within the slab are close to the two patches in which tremors ap-
pear to occur regularly (the so-called sweet spot and transient zone [59, 60]).
This last observation is in agreement with previous receiver function results
that revealed elevated shear wave splitting in these portions of the subducted
oceanic crust along the MASE line [61].
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Our radial anisotropy model along the VEOX line shows a marked negative
anomaly beneath the LTVF (Figure 2.6D). This feature is commonly observed
in volcanic environments and is probably related to the presence of a set of
vertically oriented conduits or dikes that is storing the magma beneath the
stratovolcanoes, such as the one Spica et al. [37] imaged beneath the Colima
volcano in Jalisco, southwestern Mexico. The source of the fluids and melts
feeding the magma storage are unknown since the projected Cocos slab is far
too deep at this point to have an immediate effect on the overriding plate.
We also do not find any evidence in the surface wave images of the anomalous
south-dipping structure seen in the Kim et al. [18] receiver function image.
However, the isolated large positive radial anisotropy present in the 30-40 km
depth range beneath the LTVF indicates the possibility that melts are migrat-
ing laterally rather than being generated directly beneath the volcanoes. This
observation is more intriguing in view of the fact that a magnetotelluric profile
collected at approximately 100 km west of the LTVF revealed an unresolved
low resistivity zone beneath the Veracruz basin [58]. The radial anisotropy dis-
tribution along the VEOX line is a key element for establishing a relationship
between the transition structure of the Cocos slab and the Central America
volcanism and is discussed with more detail in the "The Eastern End of the
TMVB" subsection of this chapter.

Figure 2.10 shows the radial anisotropy along the same profiles as the ones
presented in Figure 2.9. Although the anisotropy distribution appears to be
smoother than the one observed along the MASE and VEOX experiments
(where slab material is present at much shallower depths), there is a sharp
positive radial anisotropy anomaly that delimits most of the crust-mantle
transition zone. This observation is not too surprising since anisotropy in
the uppermost mantle is generally governed by the systematic flow alignment
of olivine crystals under dislocation creep, thus allowing SH waves to travel
faster on average than SV waves [54, 62]. What is intriguing however is a subtle
discontinuity in the anisotropic pattern at again, just above where Dougherty
and Clayton [10] propose the existence of a plate tear. This interruption in
what appears to be the horizontal creeping flow of the mantle is indicative of
a sharp structural change and may be related to some vertical flow component
[e.g., 63]. Note that the lack of stations in and near the Gulf of Mexico may
limit the resolution of these images.
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Figure 2.10: Vertical cross-sections of the radial anisotropy model in the Ver-
acruz basin (same profiles as in Figure 2.9).

Azimuthal Anisotropy

The slab roll-back that has built the TMVB has proceeded a distance of 150
km over the past 20 Myr [64]. This process requires a substantial movement
of mantle material from the back to the front of the slab that can only be
achieved by mantle flow beneath or around the subducted slab. Regardless
of its path and orientation, this ductile flow is likely to produce a strong
olivine CPO and lead to a bulk seismic anisotropy that should be observable at
various scales. Under dry mantle conditions, the seismically fast olivine a-axis
generally aligns with the shear direction [65, 66]. However, recent experimental
work has shown that the presence of water in the medium can change the
olivine a-axis orientations to perpendicular to the mantle flow direction [67].
This configuration is referred to as olivine type-B, whereas the relationship of
dry olivine is type-A. In typical subduction zones, the mantle wedge tip meets
the conditions for the existence of type-B olivine whereas type-A olivine is
found throughout the mantle wedge core [68]. However, due to the young
age (∼14 Ma) of the Cocos plate and its high temperature (>900◦C), we can
expect that most of the azimuthal anisotropy in the mantle wedge in central
and southern Mexico is dominated by type-A olivine CPO [3, 14, 61, 69, 70].

Consistent with a previous anisotropy study of the region [11], our measure-
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ments show a preferential trench-parallel alignment of the seismically fast di-
rection beneath the subducted slab in most of the forearc (Figure 2.11). How-
ever, our anisotropy map displays, for the first time, a well-defined flow pattern
that supports the hypothesis of a slab tear in South Cocos. In the case of a slab
tear or gap, mantle material could flow through the slab window and create
the mantle fabric depicted by our anisotropic parameters. The variations in
slab dip and rollback rate of the plate along the MAT would also induce a 3-D
flow field, in which mantle materials move from beneath the slab to the mantle
wedge underneath Veracruz. A similar type of flow in the Rivera-Cocos plate
boundary has been proposed to control the asthenospheric anisotropy that is
observed beneath the MARS and NARS seismic arrays [71, 72], which would
explain the subtle north-northeast rotation in our fast axes in the Rivera seg-
ment of the MAT. Our results cannot provide definite evidence for the slab
tear that has been proposed to exist along the projection of the OFZ in western
Mexico [9] as the seismic coverage around this area is sparse. Anisotropy in the
back-arc of central Mexico (i.e. the northern section of the MASE array), on
the other hand, appears to be primarily controlled by a trench-perpendicular
2-D corner flow that is induced by the abrupt down-dip motion of the slab
[70].

The Eastern End of the TMVB

There has been significant progress in understanding the TMVB and the Cen-
tral American subduction system. However, the nature of the pronounced
change in arc volcanism in central and southern Mexico has remained ambigu-
ous. On the basis of structural arguments, our study indicates that a tear in
the South Cocos slab can explain most of the enigmatic features that char-
acterize this segment of the MAT (Figure 2.12). For the remainder of this
chapter, we will refer to the northern part of South Cocos as Central Cocos
whereas the slab segment that is south of the possible tear will remain as South
Cocos.

The first piece of evidence for a possible slab tear separating Central and South
Cocos comes from geomorphological features. The general extent of the NNE
volcanic chain at the easternmost TMVB suggests that this composite struc-
ture is linked to a source of magma and fluids that reached the surface in a
linearly distributed order. This narrowly localized source of melts may have
been associated with an upwelling of the isotherms due to the asthenospheric
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Figure 2.11: Map of the azimuthal anisotropy results for the lower crust and
upper mantle. The orientation of the vectors gives the seismically fast direc-
tion, φ, and the length of the lines is proportional to the amplitude of the
anisotropy, A. The thick green arrows depict the possible trajectories of man-
tle flows inferred from our measurements. The red oval delimits the eastern
TMVB volcanic chain.

mantle material flowing around the edge of the slab during tear propagation, a
mechanism similar to the one that formed the cross-back-arc volcanic trail in
the Ryukyu subduction zone in Japan [73]. There is also a systematic south-
ward progression in age along the volcanic chain [8], which is characteristic of
plate rollback and/or tear development [74]. However, Siebert and Carrasco-
Núñez [75] report the presence of young basaltic rocks in the northern part
of the chain. The chronological similarity between the activity at the current
volcanic front and in the back-arc region suggests that volcanism is not only
controlled by regular subduction and rollback but also by a mechanism, such
as an elongated slab window, that could allow melts to reach the back-arc at a
relatively contemporary time. Moreover, Gómez-Tuena et al. [76] suggest that
the dramatic change in the composition of volcanic rocks in the easternmost
TMVB is associated with a gradual increase in the angle of subduction at the
end of the Miocene, which would allow the partial melting of a relatively deeper
mantle source. Nonetheless, the flow of mantle materials through a slab tear,
with the accompanying slab-edge melting, may also explain the acute change
in the source of melts and the adakitic signature observed in young rocks in
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the eastern sector of the TMVB [e.g., 77–79]. We suggest that the building of
the volcanic chain in the eastern TMVB represents an early stage of the slab
tear development.

The abrupt termination of the TMVB at its eastern end, and the resulting
discontinuity of arc volcanism, introduces complexity into the slab tear hy-
pothesis but does not abate it. To explain the absence of surficial volcanism
directly in the coastal Veracruz basin, Dougherty and Clayton [10] suggest that
the tear is a less developed or young feature located in the downdip portion of
the slab, and that consequently any material flowing through it is not rising to
a sufficiently shallow depth to have an effect on the overriding plate. We pro-
pose a slightly different scenario. Rather than the tear being underdeveloped,
we hypothesize that the rapid rollback rate of South Cocos relative to Central
Cocos, accelerated by the influx of less dense asthenosphere material into the
mantle wedge through the slab window [71, 80], introduces a suction force
that increases the strength of the toroidal flow through the tear and drags the
mantle materials under Central Cocos laterally toward the south of Mexico.
As a result, any material flowing through the tear is unable to reach the sur-
face directly at the Veracruz basin. The main evidence for this scenario comes
from the azimuthal anisotropy results (Figure 2.11), where the asthenospheric
mantle appears to be flowing almost trench-parallel beneath the slab until it
flows out into the mantle wedge through the possible tear and heads towards
southeastern Mexico. The subtle interruption in the radial anisotropy pattern
at the eastern end of the TMVB (Figure 2.10) also suggests the dominance of
a horizontal mantle flow in the presence of a weak and localized vertical flow
just where the tear is proposed to be. Furthermore, we suggest that some of
the active volcanoes of the eastern TMVB volcanic chain are still being fed by
some slab-edge melting mechanism, and that the southeastern drag of man-
tle materials below the Veracruz area is responsible for the isolated volcanic
expressions that are present in central and southern Mexico. As described
earlier, there is no deep source of melts feeding the LTVF in the same way
that we observe for the TMVB in central Mexico (Figure 2.6). Instead, there
is a strong positive radial anisotropy, indicative of accumulation of horizontal
or sub-horizontal lava flows, that appears to be transporting the magma that
is building the volcanoes at the LTVF. We suggest that the shear stress ex-
erted by the toroidal flow around the slab tear is responsible for orienting the
magma flow horizontally and that the melts are then able to reach the surface
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through a series of vertically oriented conduits that are just below the LTVF.
This scenario is similar to the process that created Mount Etna in Europe [81]
and would explain the younger age of LTVF magmas (7 Ma) relative to the
overall age of the TMVB [82]. The horizontal transport of mantle material
in the uppermost mantle and lower crust underneath the Veracruz basin is
further supported by geochemical data that advocates that the LTVF source
is likely to reside in the lithosphere rather than the asthenosphere, and would
also explain why the LTVF evolved magmas do not require a slab component
in their genesis [83]. A similar scenario, in which the anomalous setting of
the southern Mexico volcanism is related to a mantle flow readjustment, was
proposed by Manea et al. [84]. However, different from this study, Manea et al.
[84] argues that materials in the mantle wedge are being pushed laterally out
of central Mexico due to the ongoing slab flattening process, and that the
combination of this flow with a decrease in temperature around the flat slab
area may be responsible for the discontinuity of arc volcanism.

Even though the slab flattening in central Mexico can also provide a plausible
explanation for the spatial variation of the volcanic arcs, the idea of a slab tear
and a perturbed mantle wedge underneath the Veracruz basin is more appeal-
ing for two main reasons. First, the influx of hot, less-dense asthenospheric
mantle material flowing through the tear to the Veracruz area may explain how
the contrasting topographic relief between the eastern TMVB and coastal Ve-
racruz basin is supported by the variations in the crustal thicknesses. Second,
the temperature change introduced by the hot mantle flow may significantly
influence the thermomechanical state of the subducting slab and explain the
abrupt termination of the seismicity associated with the Cocos plate at the
southern end of the Veracruz basin. Among the many hypotheses put forward
to explain the occurrence of intermediate-depth earthquakes, dehydration em-
brittlement [85], which is the brittle failure associated with dehydration reac-
tions of hydrous minerals in the slab and upper mantle, is considered to be
the leading mechanism [86]. This hypothesis asserts that intermediate-depth
earthquakes occur in subducting slabs where dehydration is expected but are
absent from parts of the slab predicted to be anhydrous [87]. To this day,
a direct link between lithospheric tearing and intermediate-depth seismicity
has not been established. Meighan et al. [88] report a positive correlation be-
tween slab tears and intermediate-depth seismicity and suggest that most of
the seismic sequences that occur in these environments are associated with the
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Figure 2.12: 3-D schematic illustration of the proposed tectonic setting and
inferred mantle flow (green arrows). Asthenospheric mantle materials are flow-
ing almost trench-parallel beneath the slab in the forearc region until they are
redirected to the mantle wedge through a tear that separates Central and South
Cocos. The accelerated rollback rate of South Cocos relative to Central Cocos
introduces a suction force that further displaces the mantle materials laterally
toward the south of Mexico. The shear stress exerted by the toroidal flow
around the slab tear may be transporting the melts and fluids that are feeding
the volcanoes in the LTVF from central Mexico, thus allowing their existence
without any slab material at an appropriate depth directly underneath them.
Some of the active volcanoes composing the eastern TMVB volcanic chain
however might still be fed by some slab-edge melting mechanism. Anisotropy
in the back-arc of central Mexico (i.e. Central Cocos) is primarily controlled
by a trench-perpendicular 2-D corner flow that is induced by the down-dip
motion of the slab. The flow of mantle materials through a slab tear, with
the accompanying slab-edge melting, may explain the exceptional spatial dis-
tribution of stratovolcanoes in the eastern sector of the TMVB, as well as the
abrupt change in the source of melts observed in young rocks in this segment
of the MAT. The eye in Figure 2.1 marks the viewpoint of the observer.

fluid-related embrittlement of mantle rocks. However, we argue that, in the
case of the subduction system in Mexico, the elevated rate of shear heating
due to strong lateral mantle materials flowing through the tear has deprived
northern South Cocos of most of the fluids stored in its crust. This, in turn,
prevents intra-plate earthquakes from occurring due to the absence of dehy-
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dration embrittlement at the northern South Cocos’ intermediate depth. An
alternate scenario that may explain the absence of subduction-related seismic-
ity in the Veracruz region is slab-detachment, which involves the detachment
of a portion of the slab during ongoing subduction [89]. However, the lack of a
strong topographic response directly in the Veracruz basin (i.e. uplift) or any
sharp lateral contrasts in the trench topography [90] suggests that an abrasive
process such as slab break-off might not be responsible for the absence for
seismicity and surface volcanism in this area. The existence of a horizontal
separation of the two slab segments with a relatively large gap in between
due to slab bending [91] may also explain the absence of intermediate-depth
seismicity underneath Veracruz. Yet, focal mechanisms of regional intraslab
earthquakes do not show a trench-parallel trending T-axis orientation along
the sharp transition in slab dip [10], suggesting that the tear, if existent, is
more likely to be propagating vertically rather than horizontally. Note that
both the down-dropped side of the slab (in the case of a vertically propagating
tear) and a large horizontal gap between the slab segments could have created
the topographic hole for the Veracruz basin, but only the vertically propa-
gating tear scenario would explain the existence of the LTVF without a deep
source of melts directly underneath the stratovolcanoes.

Slab tearing has been observed in numerous subduction systems around the
world and is generally believed to be triggered by local collisional events [92]
or by the variations in age, temperature, geometry, and convergence rate of
the subducting plate along the trench [e.g., 93, and references therein]. For
the case of southern Mexico, Dougherty and Clayton [10] suggest that the
possible tear separating South and Central Cocos may be related to the sub-
duction of several parallel ridges or topographic heterogeneities off the coast
of Oaxaca, or, alternatively, to the accommodation of strain due to the sharp
change in slab geometry (or some combination of the two). Together with the
slab window along the Rivera-Cocos plate boundary, and the tear in western
Mexico, a tear in southern Mexico has important implications in the subduc-
tion dynamics of Central America. Aside from exerting strong influence on
the surface volcanism, the composite mantle flow formed by the movement of
asthenospheric mantle materials from the back to the front of the slab through
the gap and tears may be allowing the separate segments of the Cocos plate
to rollback independently and further promote the large variations in dip that
characterize the Mexico subduction system Dougherty and Clayton [10]. Our
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proposed scenario wherein the hot, less-dense asthenospheric mantle material
is flowing through the tear to the Veracruz area is consistent with regional
thermal models that suggest the existence of an upper mantle with relatively
low density and high temperatures in southern Mexico [94]. However, further
heat flow measurements as well as geodynamical modeling of the mantle flow
in this setting are required in order to provide more quantitative insights into
the role of the slab tear in the Mexico subduction system.

2.5 Conclusions

We have used the discrepancy between Rayleigh and Love waves derived from
ambient seismic noise cross-correlations to develop high-resolution anisotropic
images for central Mexico and showed that the transition from flat to steeper
subduction is more likely to be accommodated by a slab tear than a sharp flex-
ure. A 2-D profile of the radial anisotropy model along the MASE line shows
apparent melt migration pathways that go from the steeply dipping portion
of the subducted slab to a sill complex in the lower crust beneath the TMVB.
Moreover, the flat portion of the slab appears to be dominated by vertically
oriented structures, such as fluid-filled cracks, that may be functioning as the
primary conduit for slab dehydration. Along the VEOX line, our images sug-
gest that volcanoes at the LTVF are fed by lava flows that are sub-horizontally
transported in the lower crust. Our azimuthal anisotropy results indicate that
mantle material flows trench-parallel underneath the slab until it is redirected
to the mantle wedge through a possible tear that separates Central and South
Cocos. The difference in the rollback rates of the plates introduces a suction
force that further displaces the asthenospheric mantle material towards south-
ern Mexico. We hypothesize that the shear stress exerted by this toroidal flow
is transporting the lava flows from the slab window to the LTVF, and may
also be responsible for the few other isolated volcanoes present in southern
Mexico. The lack of subduction-related earthquakes underneath the Veracruz
basin may therefore be explained by two plausible scenarios: A) The elevated
rate of shear heating due to the rapid influx of hot, less-dense material flowing
through the tear underneath Veracruz has depleted most of the fluids that were
once stored in the slab’s oceanic crust. As a result, intra-plate earthquakes
do not occur due to the absence of dehydration embrittlement at intermediate
depths. B) The tear is accommodated by a lateral movement promoted by
slab bending such that there exists a relatively large gap in between the two



30

slab segments underneath the Veracruz basin. Given that a large lateral slab
gap beneath Veracruz would not explain the existence of the LTVF without
a deep source of melts below the stratovolcanoes, and that there appears to
be no obvious topographic response to this process, we favor the first scenario
over the second one.
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C h a p t e r 3

THE DYNAMIC INTERACTION BETWEEN THE CRUST
AND THE MANTLE: A CASE STUDY IN THE PACIFIC NW.

This chapter was adapted from:

J. C. Castellanos, J. Perry-Houts, Robert W. Clayton, Y. Kim, A. C.
Stanciu, B. Niday, and E. Humphreys (2020). “Seismic anisotropy reveals
crustal flow driven by mantle vertical loading in the Pacific NW.” In:
Science Advances 6.28. doi: 10.1126/sciadv.abb0476.

3.1 Abstract

Buoyancy anomalies within the Earth’s mantle create different styles of con-
vective currents that are thought to control the evolution of the lithosphere.
While tectonic plate motions provide evidence for this relation, the mecha-
nism by which mantle processes influence near-surface tectonics remains elu-
sive. Here, we present an azimuthal anisotropy model for the Pacific NW crust
that strongly correlates with high-velocity structures in the underlying man-
tle, but shows no association with the regional mantle flow field. We suggest
that the crustal anisotropy is decoupled from horizontal basal tractions and
instead is created by upper mantle vertical loading, which in turn generates
pressure gradients that drive channelized flow in the ductile mid-lower crust.
We then demonstrate the interplay between small-scale mantle heterogeneities
and lithosphere dynamics by predicting the viscous crustal flow that is driven
by local buoyancy sources within the upper mantle. Our findings reveal how
mantle vertical load distribution, acting independently from horizontal mantle
flow, can actively control crustal deformation on a scale of several hundred
kilometers.

3.2 Introduction

Geodynamic models commonly describe the relation between buoyancy-driven
mantle convection and plate tectonics with two components of traction applied
to the base of the lithosphere—vertical tractions giving rise to dynamic topog-
raphy [1, 2], and horizontal basal tractions driving plate motion and tectonic
deformation [3]. Although lithospheric stress field measurements [4, 5] and

https://doi.org/10.1126/sciadv.abb0476


40

mantle flow patterns [6, 7] provide critical constraints on the dynamics of
these interactions, attempts to isolate their relative influence on near-surface
tectonics often yield ambiguous results. In most cases, the difficulty derives
from our imperfect knowledge of the mantle density structure and the high
variability in the material strength of the lithospheric rocks, which greatly in-
fluences the degree of mechanical coupling between the tectonic plates and the
convective flow [8]. While substantial advancements in seismic imaging have
permitted the construction of high-resolution models of the mantle’s mass dis-
tribution, an ability to accurately quantifying the degree of coupling between
the mantle and the lithosphere remains underdeveloped. This limitation, in
combination with a paucity of observational constraints, has prevented any
reliable assessment of how mantle-based forces interact with plate-scale pro-
cesses to give rise to the tectonic stresses that drive surface deformation. Here
we show that, under certain rheological conditions, crustal anisotropy is trans-
parent to the structural complications of the crust and can reveal a crustal
flow driven by the vertical coupling of the mantle and the lithosphere.

The process for detecting mantle-induced vertical deformation generally in-
volves identifying regions that have experienced rapid surface uplift or sub-
sidence [9, 10] or areas with sharp elevation contrasts that are difficult to
explain with simple isostatic models [11]. The Wallowa Mountain block in
northeastern Oregon for example represents a remarkable regime where both
mantle- and crustal-based stresses appear to have played an essential role in
lithosphere dynamics. These mountains are comprised of a sizable granitic
batholith that rapidly rose 2 km above the surrounding area shortly after the
deposition of the Columbia River flood basalts (CRB) 16Ma [12, 13], creating
an impressive topographic bullseye centered on the Wallowa Mountains (Fig-
ure 3.1). The compact and isolated uplift of the granitic Wallowa batholith
suggests the foundering [13] of a dense garnet-rich [14] pluton root during or
shortly after the CRB eruptions. However, the regional post-CRB uplift of the
entire topographic bullseye region [14] indicates the existence of a larger-scale
mechanism that dynamically drives crustal deformation around the site of the
inferred foundering event. In the mantle beneath the Wallowa Mountains,
high-resolution tomographic images persistently reveal the presence of a ma-
jor high-velocity anomaly (the Wallowa anomaly) that is circular in map view
and extends to a depth of 350 km [15, 16]. This structure appears to be part of
a system of ancient slab fragments that are dangling beneath the Pacific NW
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and, together with buoyant plumes of rising asthenosphere, is hypothesized
to drive the small-scale mantle convection that actively modifies the western
U.S. lithosphere [16]. Although the precise role of the Wallowa anomaly and
other nearby mantle heterogeneities in shaping the topography of NE Oregon
remains unclear, recent seismic imaging studies have revealed that the crust
just north of the Wallowas is about 20 km thicker than the surrounding area
[17, 18]. The correlation between these two puzzling features seems to suggest
that the negatively buoyant Wallowa anomaly is responsible for the localized
pull-down on the Moho.

Figure 3.1: Regional and location maps for northeastern (NE) Oregon. (A)
Regional map showing the broadband seismic stations used in this study (black
inverted triangles). The dashed blue line depicts the Snake River Plain (SRP).
WA, Washington; OR, Oregon; ID, Idaho. (B) Global map centered in NE
Oregon. The thick black line encloses the region shown in (A). (C) Elevation
map of the topographic bullseye region (red area in A). The dashed larger
ellipse is the outer limit of the bullseye, whereas the inner ellipse locates the
Wallowa batholith.

In this study, we developed an azimuthal anisotropy model for the crust of NE
Oregon and its surrounding regions using short-period (3-17 s) Rayleigh waves
extracted from ambient seismic noise cross-correlations (Figure 3.2). With the
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concentration of broadband stations in the area and wide azimuthal intersta-
tion path coverage, we can reliably resolve the lateral variations of seismic
anisotropy for the uppermost 35 km of the crust. To measure the anisotropy,
we implemented a beamforming scheme that allows us to characterize the seis-
mic wavefield’s velocity dependence with propagation direction beneath each
station [19, 20]. The reliability of our model was then verified by compar-
ing our surface wave anisotropy measurements to those that were obtained
by characterizing the azimuthal dependence of receiver functions at stations
surrounding the Wallowa Mountains.

Figure 3.2: Example of beamformer outputs and final azimuthal anisotropy
model. (A) Two-dimensional histograms over the azimuth-velocity space for
the 3- to 17-s period band with the best-fitting anisotropy model (red dashed
lines). The green bars on top of each panel indicate the number of noise
cross-correlations available for each azimuth. (B) Azimuthal anisotropy model
for the crust of the Pacific NW. Bar orientation gives the fast direction of
azimuthal anisotropy, and bar length is proportional to anisotropy amplitude.
The background color represents the intersection density of the anisotropy
vectors assuming that they are of infinite length (i.e., projected to the bounds
of the study region). The green and blue dots indicate the location of the two
stations beamformed in (A).
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3.3 Results

The azimuthal anisotropy model for the crust underlying this region does not
correlate with the surface geology, structural trends, or the mapped crustal
stress field [21]. However, it instead holds a remarkable connection to the upper
mantle velocity distribution (Figure 3.3A). The fast directions of anisotropy,
which are generally thought to reflect the coherent deformation of small-scale
structures and preferred alignment of anisotropic minerals [22], show a sim-
ple and well-defined radial pattern that strongly correlates with the Wallowa
anomaly. Moreover, the northern and easternmost anisotropy vectors display
a subtle fan-like pattern that correlates strikingly well with the geographic
extent of the Siletzia slab curtain beneath Idaho [15, 16]. The amplitude of
the azimuthal anisotropy also decreases to near-zero values for seismic sta-
tions above the Wallowa anomaly and slab curtain kink, where the geometry
of anisotropy may be transitioning into one that is null in the horizontal plane.
The connection between crustal anisotropy and upper mantle velocity struc-
ture suggests that mantle gravitational loads actively induce vertical stresses
on the overlying material and, through this relation, control crustal deforma-
tion in NE Oregon and its adjacent regions.

Based on the spatial coherence of our measurements, we hypothesize that
the azimuthal anisotropy in NE Oregon results from the lattice preferred ori-
entation (LPO) of anisotropic minerals with the subhorizontal flow of the
mid-lower crust [23, 24]. Recent numerical studies show that stresses trans-
mitted upwards from the underlying mantle can induce significant amounts
of intraplate deformation through Poiseuille and Couette flow due to lateral
pressure variations and basal shear [25]. This style of deformation requires the
lithospheric rocks to have low viscous strength in order to form a channeled
ductile flow system in the mid-lower crust that decouples the upper crustal and
upper mantle stress fields. Because of the relatively recent magmatic activity
in NE Oregon, the crust beneath this region can achieve the adequate ther-
mal conditions (700-1000 °C) to create such a ductile and mobile environment,
especially along the Snake River Plain and beneath the Wallowa Mountains
[26, 27]. The existence of a mid-lower crustal weak channel would then allow
the crust to flow in response to lateral pressure gradients and accommodate
the vertical stresses exerted by the underlying mantle. Because of the high
local Moho temperature, the mapped crustal anisotropy is most likely to be
dominated by the LPO of type II and III fabrics in amphibole, for which the
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Figure 3.3: Comparison of seismic and geodynamic results with crustal
anisotropy. (A) Azimuthal anisotropy model for the crust of the Pacific NW
overlying a depth slice through the Vp tomography model at 250 km [16]. The
red dashed lines depict the Wallowa anomaly and the Siletzia slab curtain.
(B) Modeled Moho stress and mid-lower crustal flow velocity for the Pacific
NW. The colored contours represent the vertical stress at the Moho based on a
global geodynamic model driven by density anomalies derived from the P-wave
velocity structure. The black arrows denote the predicted mid-lower crustal
flow velocity that results from the application of the modeled Moho stress
to a viscously heterogeneous crust. The red bars represent the anisotropy
measurements derived from this study.

fast direction of anisotropy is sub-parallel to the flow direction [28]. The align-
ment of mica crystals may also contribute to the overall observed anisotropy;
however, global compilations of the structure of the continental crust suggest
that its deep portion contains rather little mica, and that amphibole takes a
larger fraction of its composition [29].

At sublithospheric depths, shear-wave splitting observations reveal that the
asthenospheric flow in the Pacific NW is primarily controlled by a combina-
tion of North American plate motion and the sinking of the Juan de Fuca and
Farallon slab systems [30, 31]. These measurements also reveal that there is
little, if any, mantle deformation caused by the downward movement of the
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Wallowa anomaly. As a matter of fact, the most recent SKS splitting obser-
vations in NE Oregon indicate that mantle materials flow smoothly around
the lateral boundaries of the Wallowa anomaly rather than converging on the
site of lithospheric load [32] (Figure 3.4). The lack of a strong disturbance in
the mantle flow field beneath this area suggests that the asthenospheric strain
that is created by the downwelling velocity of the Wallowa anomaly is not
strong enough to perturb the current LPO that has been established by the
long-term movement of the tectonic plates. This observation leads us to the
notion that whatever vertical forces are being exerted by the upper mantle and
driving the crustal flow are almost entirely derived from the negative buoyancy
of its dense structures rather than the weak vertical asthenosphere flow that
is excited by their vertical movement. Furthermore, the absence of correlation
between the crustal and the upper mantle deformation fields suggests that the
mantle lithospheric strength isolates horizontal asthenospheric flow from that
in the crust such that there is insignificant basal shearing by the underlying
mantle (i.e. mantle flow is not driving Couette flow in the viscous crust). This
type of decoupling is consistent with previous tomographic findings that show
a weak correlation between crustal and upper mantle anisotropy in most re-
gions of the western U.S. [33]. Here, it is important to note that a key to the
low strain rate of the dense mantle structures is their greater viscosity, and
that their low sinking rate is a result of them being attached to the North
American lithosphere, as seismically imaged [16, 17].

In the ductile regime, viscous strain rate preferentially orients minerals rel-
ative to one another, generating seismic anisotropy that is aligned with the
flow direction [36]. Within this framework, we model the crustal deformation
induced by mantle loading through scaling the seismically-imaged mantle ve-
locity anomalies [16] to density structure [37] and predicting vertical tractions
at Moho depths. Here, we exclude the subducting Juan de Fuca slab and North
American craton since these structures have been in long-term steady state rel-
ative to the more recent mantle structures of the interior Pacific NW and are,
therefore, unlikely to play a crucial role in shaping the present-day crustal
strain field. We also impose a small-scale load, with moderate stress magni-
tude, to the predicted Moho traction in the Wallowas area to account for the
foundering of the mountain’s pluton root. This last step is taken because this
event is a rather short-lived transient phenomenon that is not captured by the
seismic tomography and may also contribute to the observed anisotropy; the
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Figure 3.4: Station averaged shear wave splitting measurements for the Pacific
NW. (A) SKS splitting measurements for the entire western U.S. [31]. The red
arrow depicts the relative motion between the North American plate (NA) and
the hotspot reference frame (HS) [34]. (B) SKS splitting measurements for our
study region (red area in A). The thick blue vectors depict the measurements
of Niday and Humphreys [32], and the black vectors are from the database of
Becker et al. [31]. The orientation of the vectors gives the angle of the fast
polarization, and the length of the bars is proportional to the magnitude of the
shear wave splitting. The white trajectories through the anisotropy field lines
in (B) are used to represent the streamlines of the mantle flow assuming an
east-oriented flow [35]. The red region in the background marks the location
of the Wallowa anomaly. Note how mantle materials appear to flow smoothly
around the lateral boundaries of the Wallowa anomaly.

destabilization and subsequent removal of the root would cause the weak mid-
lower crust around the Wallowas to flow towards the vacated root region [25].
Moho traction calculations made without incorporating the localized Wallowa
load reveal that the first-order vertical stress distribution is not significantly
altered.

The final mantle-derived vertical tractions are then used to drive viscous
Stokes flow in a thin crustal channel using surface heat flow as a modula-
tor of crustal viscosity [38]. Figure 3.3B shows a comparison between the
observed crustal anisotropy, the estimated vertical stress at the Moho, and the
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predicted mid-lower crustal flow. Both the relative amplitude and orientation
of the crustal flow velocity agree remarkably well with the measured crustal
anisotropy within the main study area, displaying a dominant radial flow pat-
tern centralized at the Wallowa Mountains site. Such flow would lead to crustal
thickening in the low-pressure regions, which is consistent with the nearly cir-
cular ∼20-km Moho depression that is observed above the Wallowa mantle
anomaly [17, 18]. Note, however, that there exists a disagreement between
our modeled and measured anisotropy in the southwestern part of our study
region. This discrepancy may be the result of either non-mantle processes that
are not included in our numerical model (i.e. tectonic strain in the active Basin
and Range), or due to the inherent shortcoming of the beamforming technique
to resolve lateral sharp changes in the anisotropic structure. Nonetheless, the
general agreement between the crustal flow predicted by our simple model and
the seismic observables strongly suggests that mantle-induced stresses can, in
some cases, have more significant control on intraplate deformation than those
transmitted laterally from nearby active plate boundaries [2].

3.4 Discussion and Conclusion

On the basis that the lithosphere is rheologically stratified, we propose an
upside-down water-bed model in which vertical mantle loads cause the duc-
tile rocks inside the weak mechanical layer to migrate horizontally towards
low-pressure regions through Poiseuille flow, involving little mantle deforma-
tion (Figure 3.5). The mechanics of the channelized flow that is induced by
this model are similar to the ones that are typically invoked to explain near-
surface deformation in extreme tectonic environments such as the Tibetan
plateau [37] or the Altiplano in the Bolivian Andes [39]. The difference, how-
ever, lies on the fact that crustal flow in such regimes is generally thought to
be driven tectonically or gravitationally as a response of the buoyancy forces
that arise from differential crustal densities [40] or the pressure differences
caused by varying crustal thickness [41]. Therefore, the evidence that man-
tle gravitational loads are capable of displacing weak crustal materials in a
comparable manner not only refines our understanding of the interaction be-
tween crustal tectonics and mantle dynamics, but also brings to light another
source of deformation that might be necessary to explain the state of stress
in the crust of other tectonically enigmatic regions. Figure 3.6 for instance
shows the crustal anisotropy measurements of Lin et al. [33] around south and
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central California, where other dense mantle anomalies have been imaged by
different tomographic studies. Similar to the case of the Wallowas, the strong
correlation between the crustal anisotropy and upper mantle velocity struc-
ture in this region suggests that the upside-down water-bed model is playing
a crucial role in driving the evolution of the lithosphere. However, because of
the unique tectonic of California, deciphering the precise role and contribution
of mantle-based stresses in its surficial processes would require a more com-
plete modeling that incorporates the rather elevated horizontal strains that
are exerted from the active plate margin.

Figure 3.5: Schematic representation of the upside-down water-bed model.
The load of the mantle lithosphere is a force creating vertical stresses (σzz)
on the Moho. The lithospheric load pulls down on the crust, which creates
a lateral pressure gradient that drives Poiseuille flow in the ductile mid-lower
crust. The asthenosphere flows independently (as evidenced by its independent
anisotropy field; Figure 3.4), creating a local Couette flow that is decoupled
from the mid-lower crust by the mantle lithosphere.

In general, the crustal anisotropy that results from the upside-down water
bed model is most sensitive to recent deformation, and hence relevant for
addressing young tectonic evolution. For the case of NE Oregon, the tempo-
ral sequence of the Siletzia slab curtain formation 53 Ma and the Wallowa
anomaly delamination 16 Ma [15] may well explain the apparent dominance
of the Wallowa anomaly in aligning the fast directions of anisotropy. This
argument is supported by the fact that, although the additional load imposed
at the site of the Wallowa batholith was initially designed to incorporate the
effects of the foundering of its root, the localized Wallowa enhancement would
still be required to represent the latest stage of upper mantle vertical forc-
ing and achieve the remarkable centralized flow pattern that is illuminated
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Figure 3.6: Crustal anisotropy and upper mantle velocity structure of Califor-
nia. The black vectors depict the surface wave anisotropy measurements at 12
s period [33]. Bar orientation gives the fast direction of azimuthal anisotropy,
and bar length is proportional to anisotropy amplitude. The background color
corresponds to a depth slice through the Vp tomography model at 195 km [16].
The red dashed lines denote the two seismically fast and likely dense mantle
anomalies.

by the crustal anisotropy. The flow that is predicted by mantle loading alone
thus suggests that the amount of strain exerted by the delamination of the
Wallowa mantle anomaly is enough to effectively align mid-crustal minerals
and overprint on any pre-strained fabric. An alternative and simple interpre-
tation is that the viscous strength of the crustal rocks beneath and around
the Wallowa Mountains is weaker because of the recent CRB eruptions [27],
and have deformed easily, flowing toward the site of the mantle loading and
observed crustal thickening. Regardless of the relative level of contribution of
each of these mechanisms, our findings provide strong observational evidence
of regional-scale mantle-crust vertical coupling and highlight the fundamental
importance of upper-mantle buoyancy in understanding near-surface tectonics.
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C h a p t e r 4

THE DYNAMIC INTERACTION BETWEEN THE CRUST
AND THE MANTLE: IN SEARCH FOR THE UPSIDE-DOWN

WATER BED MODEL.

This chapter was adapted from:

J. C. Castellanos, E. Humphreys, and R. W. Clayton (In review). “Ev-
idence for mantle-based deformation across the western US.” In: Geo-
physical Research Letters.

4.1 Abstract

We investigate the role that upper mantle buoyancy anomalies play in deter-
mining the behavior of the crust. Recently, Castellanos et al. [1] observed
that the anisotropy of the Pacific NW crust correlates with the upper-mantle
velocity structure and, from this connection, suggested that vertical loads in
the upper mantle can drive crustal flow on a regional scale. To provide further
insight into this relation, we resolve the crustal anisotropy in regions where
near-surface mantle-based deformation might be have occurred or is presently
occurring. Specifically, we focus on the crust around the Rocky Mountains and
around California since high-resolution tomographic images reveal the pres-
ence of mantle structures similar to the ones that are thought to be driving
the crust in the Pacific NW. Our results reveal crustal flow driven by mantle
vertical loading in both regions and suggest that this mechanism may be key
in maintaining crustal isostasy during an orogeny.

4.2 Introduction

Unraveling the influence of deep geodynamic processes on the Earth’s surface
stress field is critical for understanding the driving forces of tectonic deforma-
tion. To date, it is well-established that there are two main sources of stress in
the lithosphere: (1) internal buoyancy forces arising from lateral compositional
variations within the crust and lithospheric mantle [e.g., density and thickness;
2, 3], and (2) vertical and horizontal basal tractions arising from buoyancy-
driven mantle convection below the lithosphere [4, 5]. While substantial work
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has been done to define the kinematics of these two sources, their relative con-
tribution on both the long-term stability of continents and their state of stress
is largely unknown. Here, we investigate how mantle-based stresses affect the
dynamics of the lithosphere through the analysis of crustal anisotropy.

In general, the difficulty of elucidating the origin of lithospheric stresses stems
from our imperfect knowledge of the physical properties of the crust and the
lack of constraints on the degree of coupling between the tectonic plates and the
convective flow of the mantle. Over the last few decades, numerous studies
have aimed at constraining the compositional structure of the crust. These
efforts typically involve the modeling of the Earth’s topographic response to
tectonic loading [e.g., 6, 7] or the use of earthquake data [e.g., 8] to derive
estimates of crustal viscosity and temperature. Findings show, for instance,
that there can exist large compositional lateral variations across a single craton
[e.g., 9], and that certain regions around the world have the conditions for
the lower crust to act as a weak viscous layer capable of accommodating the
lateral pressure gradients within the lithosphere [e.g., 10, 11]. Methods aimed
at constraining the degree of coupling between the crust and the mantle have
also been developed. These techniques include modeling the lithospheric stress
field and the prediction of the tectonic plate’s motion using mantle circulation
models [e.g., 5, 12]. Although these investigations have made tremendous
advancements in explaining a large part of the Earth’s surface observables,
there are still many regions where agreement between observed and predicted
stresses is poor. These discrepancies may reflect the existence of sources of
deformation that are not accounted for in the modeling, or the fact that the
crust might have sections of complex layering such that stresses measured
at the surface do not necessarily represent the state of stress of the entire
plate [e.g., 13]. Consequently, the possibility of these scenarios demand for
more observational data capable of constraining the orientation and depth of
deformation in the Earth.

Seismic anisotropy–the dependence of seismic wave speeds on propagation di-
rection and polarization–is a useful tool to detect the existence of coherently
deformed structures and preferentially oriented anisotropic minerals [14, 15].
As such, the characterization of seismic anisotropy represents an ideal obser-
vational method to map how stress is accommodated within the Earth. In a
previous study, Lin et al. [16] used stations from the EarthScope Transportable
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Array (TA) to investigate the crustal and mantle anisotropy beneath the west-
ern US. In their analysis, they confirm that the asthenospheric flow beneath
this region is primarily controlled by a combination of North American plate
motion and the sinking of the Juan de Fuca and Farallon slabs. But, more
interestingly, they observed that mid- to lower-crustal seismic anisotropy is
regionally coherent yet largely uncorrelated with the mantle anisotropy, sug-
gesting that these two layers deformed independently. While the cause of the
crustal anisotropy is agreed to be the result of the latticed preferred orien-
tation of anisotropic minerals, the mechanisms that underlie the creation of
some of the observed patterns remain puzzling.

In a more recent study, Castellanos et al. [1] suggest vertical loads in the upper
mantle can drive crustal deformation on a regional scale that is independent
of the asthenosphere’s flow field. In detail, they proposed that the connection
between mantle density structure and surface deformation occurs because the
mantle buoyancy-created stresses displace the Moho and drive viscous flow in
the ductile lower crust. One example of this mechanism was found in the Pa-
cific northwest (PNW; dashed region in Figure 4.1), where a simple anisotropy
field is centered on a well-developed local Moho depression of 15 km beneath
the eastern end of the Washington-Oregon state line [17, 18]. The crustal
down-warp is itself centered above the seismically fast, compact “Wallowa”
mantle anomaly [19], and is calculated to hold ∼150,000 km3 of crust, pre-
sumably supplied by crustal inflow. The surrounding crustal anisotropy field
is radial in form, extending to 250 km from the anomaly center. To obtain
a broader perspective on mantle-driven viscous crustal flow, we extend the
analyses of Lin et al. [16] and Castellanos et al. [1] and use the dense station
coverage provided by the TA, and a few other temporal networks, to reliably
resolve the lateral variations of crustal anisotropy in regions where near-surface
mantle-based deformation might have occurred or is presently occurring. In
particular, we focus on areas around the Rocky Mountains and California since
high-resolution tomographic images [20] reveal the presence of seismically fast
mantle structures similar to the ones that are thought to have driven crustal
flow in the PNW (Figure 4.1).

4.3 Data and Methods

We cross-correlate the ambient seismic noise field recorded by the TA with the
one recorded by every publicly available broadband seismometer that operated
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Figure 4.1: Upper mantle velocity structure of the western US and geography
of the target regions. The main map shows a depth slice through the Vp
tomography model at 195 km [20]. The dashed black rectangle delimits the
region of study of Castellanos et al. [1], whereas the continuous black rectangles
delimit the regions that are focused in this investigation. The zoomed maps
show the distribution of broadband seismic stations used to resolve the crustal
anisotropy beneath each region (red inverted triangles).

within our two regions of interest. This process allowed us to extract clear
fundamental mode surface waves traveling between different pairs of stations
that were then used to construct the azimuthal anisotropy models. Because of
the large differences in the crustal properties between the western and central
US, we performed our surface wave study in two different frequency bands.
The limits of these filters were determined by using a 3-D velocity model of
the US [Figure 4.2AB; 21], and computing the Rayleigh wave sensitivity kernels
for a wide range of frequencies at each (x-y) coordinate of the domain. We
then used a 3-D crustal thickness model of the US [Figure 4.2C; 22] to define
the depth of the middle and lower crust at each location and, with it, find the
shortest and longest period in which the majority of the sensitivity kernel’s
amplitude lies between the two layers. Figure 4.2EF shows the shortest period
that is sensitive to the middle crust and the longest period that is sensitive
to the lower crust, respectively. With this analysis, we determine that, in
order to map the average anisotropic properties of the lower crust, the surface
wave analyses must be made between the 18-31 s period band for the Rocky
Mountain Complex, and between the 12-23 s period band for the California
area.
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Figure 4.2: Crustal properties of the western US crust. (A-B) Show the mid-
crust and lower crust shear wave velocity structure as derived from ambient
seismic noise and earthquake tomography, receiver functions, and Rayleigh
wave ellipticity (H/V) measurements [21]. (C) Shows the crustal thickness as
derived from teleseismic P-to-S receiver functions, and Rayleigh wave phase
velocities and ellipticity from noise interferometry and earthquakes [22]. (D)
Shows the surface topography [23]. (E-D) Shows the shortest Rayleigh wave
period that is sensitive to the middle crust and the longest Rayleigh period that
is sensitive to the lower crust, respectively. The average upper and lower period
for the two target regions is shown in the bottom of each of the geographic
borders.

To build the anisotropy models, we adopt a seismic beamforming scheme [24].
Within this framework, we use every station that is in our target areas and
create several subarrays so that the coherent energy moving through each
group of stations can be translated into a local phase velocity and direction of
propagation. Here, the number of instruments that composed each subarray



59

is variable, but their radii, and hence their resolution, are close to constant
as we set a 1-wavelength minimum and a 2-wavelength maximum threshold,
thereby avoiding spatial aliasing [25, 26]. To ensure the exclusive use of high-
quality waveform data, we only use cross-correlation functions that have a SNR
larger than 5 and an offset of at least 3-wavelengths away from the geographic
center of the subarrays. Once the band-passed energy of all the virtual sources
are beamformed, we collect all phase velocity and backazimuth measurements
that were made at each subarray and characterize the wavefield’s azimuthal
dependence using the generalized model of Smith and Dahlen [27] for surface
waves in a weakly anisotropic media. This parametrization allows us to extract
a fast direction term and an amplitude term that are, in principle, related to
the anisotropic properties of the lower crust.

4.4 Results

Figure 4.3AC shows the lower crust azimuthal anisotropy model for both target
areas plotted on top of the mantle P-wave structure at 195-km depth. The
bars are oriented in the fast azimuth direction and their length is proportional
to the magnitude of anisotropy. In a similar representation, Figure 4.3BD,
shows the SKS-derived upper mantle anisotropy measurements compiled by
Becker et al. [28]. Below we analyze the relation between these two anisotropy
fields and discuss the mechanisms which may underlie the creation of the lower
crust anisotropy of both regions.

Mantle anisotropy beneath the Rocky Mountain region appears to be fully
dissociated from the anisotropy in the overlying crust. Nonetheless, and similar
to that seen in the PNW, the crustal anisotropy and upper mantle seismic
velocity structures seem to relate to one another (Figure 3A). Fast azimuth
orientations tend to be perpendicular to a SW-trending seismically fast upper
mantle structure beneath Wyoming and parts of Colorado and Utah, with
near-zero amplitudes at almost its geographic center. Both of these features
suggests that the anisotropy of this region was created by crustal flow roughly
perpendicular to this trend.

Consideration of the tectonic history of the crust around Rocky Mountains
offers insight into the creation of its anisotropy field. After residing near sea
level for 100s of m.y., the swath of crust that now resides above a SW-trending
zone of deep fast mantle beneath Wyoming became anomalously depressed in
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Figure 4.3: Lower crust and mantle anisotropy for the two target regions. (A)
Lower crust azimuthal anisotropy around the Rocky Mountains. (B) Station-
averaged shear-wave splitting measurements around the Rocky Mountains [28].
(C) Lower crust azimuthal anisotropy around California. (D) Station-averaged
shear-wave splitting measurements around California [28]. The bar orientation
gives the fast direction of anisotropy, and the bar length is proportional to
anisotropy amplitude. The background color represents the mantle P-wave
structure at 195 km depth [20]. In panels (A) and (B) the green arrows depict
our preferred interpretation of crustal flow. The blue arrows in (C) depict the
relative motions between the Pacific (PA) and North American plates (NA),
the Juan de Fuca plate (JdF) and NA. The purple lines in (C) mark the plate
boundaries. ISA stands for the Isabella mantle anomaly.
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the mid-Cretaceous. This event is evidenced by a series of deep marine basins
that represent a local mantle loading along this trend [29, 30]. In this setting,
and assuming that the rheological conditions of the crust had sufficiently low
viscosity, crustal materials could have flowed towards the Moho depression
and created the anisotropy that is observed at present (Figure 4.4A). In an
alternate scenario, subsequent uplift of the region represents an increase in
mantle buoyancy that progressively elevated the continental interior–including
the depressed trend–into the broad western US uplift (Figure 4.2D). As a
result, the trend of Cretaceous basins became no longer a zone of anomalous
topography or crustal thickness [21], and the early crustal thickening could
have flowed away from the area of former Moho depression. This outflow would
have also developed the anisotropy that is observed at present. Potentially
complicating the simple interpretation of this crustal flow field, is the relatively
recent emplacement of slow mantle beneath NE Wyoming associated with
Yellowstone [31] and beneath central Colorado [32, 33]. In each case, the
mantle is thought to be buoyant not only because it is seismically slow but
also because each area has experienced substantial young uplift. This scenario
might explain why crustal anisotropy is roughly radial around both of these
mantle slow volumes (Figure 4.4B).

California mantle anisotropy orientation south of the Juan de Fuca slab (JdF)
rotates clockwise from 70-90◦ in eastern California to 100-130◦ in western
California, near the San Andreas Fault (SAF). Compared to the mantle, the
crustal anisotropy away from the Isabella mantle anomaly (ISA) and south of
San Francisco has a similar azimuth in eastern California, but near the SAF
the azimuth is further counter-clockwise at 110-150◦ [34]. Away from pertur-
bations, anisotropy is expected to rotate progressively toward the direction of
simple shear, i.e., it should be slightly counter-clockwise of the SAF. Assuming
this behavior, there are two points to be made: (1) the crustal anisotropy is
ahead of the mantle [35], suggesting either that the crust is driving the mantle
or the crustal deformation zone is narrower (and more highly strained) than
that of the mantle (Figure 4.4C), and (2) the anisotropy near the ISA man-
tle anomaly appears to be a simple "sinker" perturbation to the SAF-related
anisotropy (Figure 4.4A).

In northern California, the crustal anisotropy is coherent and organized around
the southern JdF slab. The interpretation of these results is still not to-
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Figure 4.4: Proposed mechanisms that give rise to the observed crustal
anisotropy. (A) Negatively buoyant mantle anomalies. The load of the man-
tle lithosphere creates vertical stresses on the Moho and pull the crust down,
creating a lateral pressure gradient that drives Poiseuille flow in the ductile
mid-lower crust towards the mantle anomaly. The green arrow shows the sign
of the lithospheric load. (B) Positively buoyant mantle anomalies. The hot
and buoyant mantle rises and pushes the crust upward, creating a lateral pres-
sure gradient that drives Poiseuille flow in the ductile mid-lower crust outwards
from the mantle anomaly. The green arrow shows the sign of the lithospheric
load. (C) Plate interactions. For the case of a transform fault, the deforma-
tion in the crust and mantle lithosphere is dominated by strain in a narrow
shear zone, whereas in the asthenosphere deformation is in a zone whose width
increases with depth. The green arrows show velocity relative to the fault, so
that velocity is zero beneath the fault. Motion is in opposite directions on
either side of the fault, and far from the fault the velocity is at plate rate.
(D) No crustal anisotropy. There are no stresses from plate boundaries and
no mantle-buoyancy anomalies. The mantle lithospheric strength isolates the
crust from the sub-horizontal asthenospheric flow (i.e. mantle flow does not
drive Couette flow in the mid-lower crust).

tally clear, but the strong and complex crustal dynamics of the Mendocino
triple junction area has been recognized and discussed by Furlong and Govers
[36] and Liu et al. [37]. Between the southern JdF slab and the ISA mantle
anomaly, the margin-normal crustal anisotropy is nearly E-W in orientation.
A straightforward interpretation is crustal flow away from the high-standing
Great Basin, much like that observed beneath the Tibetan region [38]. This
flow occurs largely between the two seismically fast mantle features, perhaps
owing to cooler lower crustal temperature and higher crustal viscosity above
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these cooler mantle structures [which comes up to the Moho; 39].

4.5 Discussion and Conclusions

Including the observations of Castellanos et al. [1], we have three areas that
provide different tectonic settings for study. Yet their crustal anisotropy fields
can be explained with a few simple kinematic processes. From these observa-
tions we can make some general conclusions about continental crust during an
orogeny.

In the PNW and Rocky Mountains, crustal azimuthal anisotropy is roughly
perpendicular to central seismically fast upper mantle structures (Castellanos
et al., 2020; Figure 4.3A). The anisotropy is attributed to crustal flow that
is approximately perpendicular to the location of seismically fast mantle. In
each case there is no obvious topographic expression (the Wallowa Mountains
are about 60 km south of the area of thick crust). For the Wallowa man-
tle anomaly, excitation is young and ongoing; in the Rocky Mountains, the
anisotropy is Laramide in age and it appears to have preserved this last major
strain event. For the crustal flow, we cannot distinguish between the inflow
and outflow scenarios. Nonetheless, crustal flow appears to be poloidal in re-
sponse to local buoyancy structure, i.e., the inferred flow is curl-free, centered
on the buoyancy anomaly. Apparent outflow from the elevated Great Basin
is similar, but it is associated with a strong topographic gradient. In contrast
to the above examples, southern California crustal anisotropy is sub-parallel
to the well-developed San Andreas shear zone and the crustal flow appears to
be approximately toroidal, i.e. divergence-free, which is expected for a passive
transform margin. The obvious anisotropy orientation perturbation near the
ISA mantle anomaly is easily attributed to the superimposed poloidal flow,
with crust converging on the site of mantle loading created by the ISA litho-
spheric load (Figure 4.3C).

With respect to continental orogenies, we infer a few important consequences:
(i) With mantle loading, isostatic balance is fundamentally maintained be-
tween the mantle load and compensating change in crustal thickness accom-
modated by Moho warping. However, if loading occurs more rapidly than
crustal flow can supply compensating crust, a surface deflection will occur,
such as the 80 Ma creation of basins in mechanism. With continued crustal
flow and Moho adjustment, isostasy is ultimately maintained without a sur-
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face expression and could be topographically invisible. This mechanism differs
from tectonically-driven changes in crustal thickness, in which crustal thickness
variations are associated with (and compensated by) topographic variations.
(ii) Because the density difference across the Moho is small, modest mantle
loads can create significant Moho warping and drive large amounts of crustal
flow. This mechanism may be common in orogenies, and it is an effective way
for straining lower crust to distances relatively far from the site of loading.
In contrast, simple shear deformation (e.g., below the SAF or an area of de-
tachment faulting) can accommodate large strain within the small volume of
a shear zone, and anisotropy may be developed within only a relatively small
volume of rock. (iii) The observed common occurrence of crustal anisotropy re-
lated to mantle loading suggests a widely distributed low-viscosity lower crust.
Such crustal conditions may require an orogeny to supply crustal hydration
or heating. Low crustal viscosity will tend to mechanically decouple the crust
from horizontal mantle flow, in which case horizontal mantle flow would not
play an important role in crustal tectonics.
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C h a p t e r 5

THE FINE-SCALE STRUCTURE AT LONG BEACH,
CALIFORNIA: SURFACE WAVES.

This chapter was adapted from:

J. C. Castellanos, and R. W. Clayton (In review). “The fine-scale struc-
ture of Long Beach, California, and its impact on ground motion accel-
eration.” In: Journal of Geophysical Research.

5.1 Abstract

The metropolitan Los Angeles region represents a zone of high-seismic risk
due to its proximity to several fault systems, including the San Andreas fault.
Adding to this problem is the fact that Los Angeles and its surrounding cities
are built on top of soft sediments that tend to trap and amplify seismic waves
generated by earthquakes. In this study, we use three dense petroleum industry
surveys deployed in a 16x16-km area at Long Beach, California, to produce
a high-resolution model of the top kilometer of the crust and investigate the
influence of its structural variations on the amplification of seismic waves. Our
velocity estimates reveal substantial lateral contrasts and correlate remarkably
well with the geological background of the area, illuminating features such
as the Newport-Inglewood Fault, the Silverado Aquifer, and the San Gabriel
River. We then use computational modeling to show that the presence of
these small-scale structures have a clear impact on the intensity of the expected
shaking, and can cause ground-motion acceleration to change by several factors
over a sub-kilometer horizontal scale. These results shed light onto the scale
of variations that can be expected in this type of tectonic setting and highlight
the importance of resolution in modern-day seismic hazard estimates.

5.2 Introduction

Los Angeles County and its surrounding areas are known for their susceptibility
to earthquake shaking and for having several crossing faults that are capable of
producing major damage to their infrastructure. The 1933 Mw 6.4 Long Beach
earthquake, for instance, caused widespread damage throughout the southern
part of Los Angeles Basin, resulting in more than 100 civilian fatalities [1]
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and over 40 million dollars in economic loss [2]. The 1994 Mw 6.7 Northridge
earthquake caused several gas leaks and collapsed numerous roadways and
buildings across the region, making it one of the most costly disasters in US
history [3]. More recently, the 2019 Ridgecrest earthquake sequence struck
the Californian Mojave Desert, causing significant structural damage near its
epicenters and noticeable shaking in the greater Los Angeles area.

Modern seismic hazard assessments are generally performed using determinis-
tic approaches, in which a realistic representation of both the source process
and the subsurface properties are used to obtain an estimate of the ground
motion due to a large earthquake [e.g., 4–6]. As our knowledge of the crustal
velocity distribution across southern California has evolved, these calculations
have made it possible to identify zones in which the heaviest damage can
be expected and have ultimately allowed the generation of building codes to
make structures more resistant to earthquakes [7–9]. However, with the ever
increasing amount of seismic records, it has become clear that there are still
significant differences between modeled and observed ground-motions across
multiple scales that tend to produce large errors in seismic hazard estimates.
Such discrepancies appear to stem from the fact that the shallow structure
in Los Angeles Basin is not well-characterized by the 3D models used in the
simulations and that, as a result, its influence on the propagation of seismic
waves is not entirely captured [10, 11]. These shortcomings have important
societal impacts as the underprediction of expected ground motion possess an
immediate risk to the inhabitants of the area, whereas the overprediction leads
to more costly structural design and construction [12].

Substantial work has been done in order to improve the accuracy of the ve-
locity models of southern California. Examples of such efforts include the
development of sophisticated imaging methods [e.g., 13–15], the incorporation
of more seismic data [e.g., 16–18], and the deployment of temporary nodal
arrays that allows us to explore the complex architecture of Los Angeles Basin
with refined detail [e.g., 19]. In particular, the introduction of oil-industry
surveys into the field of crustal geophysics has dramatically increased the res-
olution of regional velocity models and, with it, improved the prediction of
several seismic observables [20, 21]. Because of their unprecedented density,
these seismic arrays are perhaps the most reliable way to determine the fine-
scale structure of the crust and investigate the many complicated phenomena
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that can occur during seismic wave propagation. However, because of their
financial cost, only a few regions around the world have hosted this type of
experiments, resulting in a lack of knowledge on both the scale of structural
variations and the spatial variability in shaking intensity that we can expect
in this type of tectonic settings.

In this study, we use three of the highest resolution seismic arrays ever de-
ployed in southern California to probe the elastic properties of the Long Beach
crust and investigate the seismic response of the ground beneath the surveys.
Within this scope, we present a newly developed framework that allows us
to perform reliable surface wave phase velocity measurements and construct
a high-resolution 3-D model of the crust. We then report the peak ground
motion acceleration that is expected at different sections of the experiment as
obtained by propagating numerous wavefields through our velocity estimates.
Finally, we discuss the potential of these type of arrays as well as their impact
on future hazard assessment studies.

5.3 Data and Methods

Ambient Noise Data

Three dense arrays, with a total of ∼13,000 seismic stations, were deployed
as part of different petroleum industry surveys in Long Beach, CA, across the
northwest-southeast trending Newport-Inglewood Fault (NIF) system (Fig-
ure 5.1). Each of these networks (commonly known as the Long Beach, the
Extended Long Beach and the Seal Beach arrays) consisted of a large group
of 100-meter-equispaced high-frequency velocity sensors that were designed to
illuminate the shallow oil deposits associated with the faulting of the area
[22]. Fortunately, during their time of operation, these instruments recorded
continuously and, therefore, not only captured the active source component of
the surveys, but also several passive sources including the ambient noise field.
This last characteristic of the experiments allows us to move beyond the focus
of traditional petroleum seismology and use this type of instrumentation to
investigate local microseismicity [e.g., 23], the mechanics of active fault zones
[e.g., 24], and the structure of the deeper crust [e.g., 20, 25–27].

In recent years, ambient-noise tomography has become a well-established imag-
ing tool for investigating the elastic properties of the subsurface. This tech-
nique starts by cross-correlating the Earth’s background vibrations recorded
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Figure 5.1: Regional map of southern California and the Continental Border-
land. The black rectangle marks the area where the three petroleum industry
surveys were deployed and the inset map shows the distribution of the instru-
ments (with the Long Beach array in red, the Extended Long Beach in green,
and the Seal Beach array in blue). The stations of the Southern California Seis-
mic Network (SCSN) are shown as inverted triangles and the regional mapped
faults are delineated with thick gray lines. Seismic station LAF is shown as
an inverted red triangle.

at a pair of receivers to approximate the Green’s function between the two
instruments [28–30]. Once a sufficiently long segment of ambient noise is
cross-correlated, and the correlation function converges, classical tomographic
techniques are applied to the emerged signals to extract critical information
of the average velocity structure of the Earth along the path that waves have
traveled [31–34]. Because the resolution of ambient-noise tomography depends
only on the geometry and distribution of seismic instruments, the analysis of
noise-derived ballistic waves has enabled the construction of velocity models
with unprecedented detail, and even allowed the mapping of the near-surface
structure of seismically quiescent areas [e.g., 35].

Here, we expand on the work of Lin et al. [20] and use ambient noise data
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from all three temporary oil industry surveys to extract the Green’s func-
tion between nodal instruments. Because these arrays operated at different
times and, therefore, recorded asynchronously, each network was only cross-
correlated with itself. The processing scheme used to process the noise record-
ings closely follows that of Bensen et al. [30] and resulted in more than 30
million correlograms that show clear surface waves traveling between the dif-
ferent pairs of stations (Figure 5.2). Since the dense arrays were composed
of vertical geophones only, the emerged signals likely correspond to Rayleigh
waves. These arrivals are the base of our investigation and are the tool with
which we image the structure beneath the arrays.

Figure 5.2: Wavefield snapshots of the ambient noise correlation functions
from a single virtual source of the Long Beach array (left), Extended Long
Beach array (middle), and the Seal Beach array (right). Clear ballistic waves
propagating away from all three of the sources can be observed. The number
of instruments and time of operation of each survey is presented on top of each
panel.

Inversion for a 1-D Velocity Model

As with every structural investigation, it is desirable have some a-priori knowl-
edge of the average velocity structure of the target area before characterizing
the small deviations from it. To this end, we use all of the available cross-
correlations to generate a stacked gather for each of the surveys. We then
convert these record sections to the Tau-p domain via a slant-stack scheme
to obtain the frequency-phase-velocity representation of the signals [36]. The
collective analysis of multiple-offset traces allows us to retrieve clear funda-
mental mode (FM) and first overtone (FO) dispersion curves for the 0.5-4 Hz
frequency band, which we use to construct a shear-wave velocity profile that
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represents the mean structure of the top kilometer of the crust beneath the ar-
rays. For the actual inversion, we average all of the extracted phase velocities
to build a single FM and FO dispersion curve, and use Haney and Tsai [37]
perturbational algorithm to jointly invert the two modes for the best-fitting
shear-wave velocity model. The average correlation gather, dispersion curves,
modes sensitivities, and inverted velocity profile are shown in Figure 5.3a-e.

Figure 5.3: Stacked gather of the ambient noise cross-correlations and inversion
for an average 1-D shear-wave velocity model. (a) Shows the first 30 seconds of
the stacked cross-correlations from all three surveys. The bin-size of the spatial
stacking is of 100 meters. The waveforms are band-passed filtered between 0.5
and 4 Hz. Clear fundamental (FM) and first overtone (FO) surface waves
traveling at velocities between 0.3 and 1.5 km/s can be observed for the entire
distance range. (b) Shows the average FM and FO dispersion curves that
are obtained through the slant stack analysis of each survey’s dataset. The
continuous red lines represent the predicted dispersion curve that results from
our inversion process. (c-d) Shows the sensitivity kernels for the FM and FO,
respectively. (e) Shows a comparison between shear wave velocity profile that
is obtained from jointly inverting dispersion curves in (b) (black line) and a
profile that is extracted from the CVM-S4 model [38] at the geographic center
of the nodal stations (red line). The black dashed line on top of panels (c-e)
represents the free surface (FS).

Surface Wave Relative Traveltime Measurements

Although the slant-stack analysis of entire record sections allows us to retrieve
robust velocity estimates, as evidenced by the agreement between our inversion
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results with the CVM-S4 reference model (Figure 5.3e), our ultimate goal is
to analyze the small velocity variations across the seismic arrays. Such a task,
however, relies on our capability to extract reliable velocity measurements
from individual cross-correlation functions, which can be problematic due to
scattering, attenuation, and the inherent high-noise level of the signals. For
this reason, we implement an automatic neighborhood-based cross-correlation
method for phase arrival picking that allows us to deal with complicated wave-
forms [39, 40]. This technique begins by band-pass filtering all of the existing
traces of a given source to a particular narrow-band frequency and measur-
ing their differential delay times, ∆t, with respect to the waveforms recorded
at neighboring stations (Figure 5.4). To perform this calculation, we window
the correlograms around the expected arrival time of the ballistic wave us-
ing a cosine-tapered window that is flat for 5 times the center frequency of
the band-pass filter. Moreover, to address the problem of cycle-skipping, we
limit the radius of the interstation cross-correlation to one wavelength long,
as determined by the reference dispersion curve that was extracted from the
stacked correlation gather in Figure 5.3. Once all of the cross-correlation de-
rived differential delay times are collected, we arrange them into the form:
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, (5.1)

so that the relative arrival time, t, of the wavefront recorded by every RN

receivers can be inverted using a simple least squares method [41]. To ensure
that the traveltime field that is obtained from this operation is locally smooth,
we introduce the regularization term:

S(r, r’) = exp
(
−|r− r’|

2σ2

)
, (5.2)
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∫
S
S(r, r’)dr’ = 1, (5.3)

where r is the position vector of the stations and σ is the spatial smooth-
ing width or correlation length [42]. Here, we set the value of this term to
a half-wavelength of the filter’s center frequency, and determine the overall
strength of the smoothing kernel, S, from an L-curve analysis (Figure 5.5a).
For the actual inversion, we chose to consider only high-quality waveforms and
remove all relative delay times with a correlation coefficient smaller than 0.90.
Figure 5.5b-c shows the inverted relative traveltime measurements for the 1-s
period fundamental model Rayleigh wave that is derived from a single virtual
source located at the northwestern end of the Long Beach Array. Note that,
to honor the far-field approximation, we only solve for the relative traveltimes
of stations that are more than three wavelengths away from the virtual source
[31, 33].

To produce 3-D velocity model of the subsurface, it is necessary to characterize
the propagation properties of surface waves that are sampling different depths
of the crust. This task, in turn, requires us to extend our analysis to a wide
range of frequencies, which can be challenging particularly when moving to a
higher spectrum. For this reason, we introduce an intermediate step into our
processing scheme, where we use the differential delay times of the long period
waveforms to track the correct phase delays to higher frequencies (Figure 5.5d).
This implementation allows us to use simpler signals to guide the relative
traveltime surfaces to higher frequencies and hence avoid cycle-skipping.

In this study, we apply this algorithm to every virtual source available in
all three of the temporary surveys to generate relative traveltime surfaces of
the fundamental mode Rayleigh waves for the 0.5-4 Hz frequency band. For
these calculations, we used the 1-s measurements to track the correct phase
delay to higher frequencies, and performed an individual inversion for all the
longer periods. We also disregarded the first-overtone surface waves since these
wave packets were not always visible in individual waveforms and, for certain
offsets and frequencies, the two modes interfered with each other, with the
fundamental mode dominating the first overtone. Lastly, we remove all data
involving the 300 marine nodes of the Seal Beach array as these recordings were
particularly noisy and no clear surface waves from these virtual sources were
observed. This operation resulted in almost 13,000 relative traveltime surfaces
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Figure 5.4: Schematic representation of the neighborhood-based cross-
correlation method for phase arrival picking. Receivers that are less than one
wavelength apart (<1λ) from a reference station (R1) are grouped together
to form a subarray. The differential delay times, ∆t, between the reference
waveform and all the other waveforms in the subarray are measured through
waveform cross-correlation.

for each frequency that was analyzed, which we then used to construct phase
velocity maps.

Surface Wave Phase Velocity Measurements

We use the collection of the relative traveltimes, to invert for the frequency-
dependent phase velocities. To do so, we implement a time-based beamforming
scheme, where, for a given virtual source, we take groups of relative arrival
times that are less than a half-wavelength away from a given reference receiver
and use a plane-wave approximation to solve for the horizontal slowness vector,
u, that can best explain the observations (Figure 5.6a-b). Here, we define said
vector as:
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Figure 5.5: Example of relative phase delay measurements for a virtual source
of the Long Beach array. (a) Shows the L-curve analysis that was performed
to determine the strength of the regularization term, S, in the inversion of the
relative traveltimes. (b) Shows how the resulting relative traveltimes of the
1-s period waveforms vary as a function of distance from the virtual source.
The dashed red line on top of the measurements has a corresponding slope
of 0.70 km/s. (c) Shows the spatial distribution of the relative traveltimes
that are in (b). The contours are drawn in time increments of 1 second. The
red star denotes the location of the virtual source and the thick dashed circle
around the source marks the three-wavelength minimum distance criterion
that was imposed in our analysis. (d) Shows the process by which we extend
the differential delay measurements to higher frequencies. The waveforms on
the top are two ambient noise cross-correlations functions that are filtered at
1-s period and windowed around the expected time of arrival of the ballistic
surface waves. The source-receiver raypath of these two waveforms is shown
in (c). The bottom panel shows the correlation function of the two traces as
a function of period. To determine the differential delay time of these two
waveforms across the entire frequency range, we use the 1-s measurement to
track down the phase delay to higher frequencies (red dashed line).

u = u

cos(θ)
sin(θ)

 =
ux

uy

 , (5.4)
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where u represents the horizontal slowness and θ the direction of propagation
of the wave. From this expression, we can then write the relative arrival time
of a group of receivers as:

t(x,u) = u · (x− xc), (5.5)

where the vector x represents the spatial coordinates of every station in the
subarray and xc the center coordinates of the subarray. This formulation al-
lows us to directly solve for the local phase velocity and the wave’s propagation
direction at the different sections of the array with very few assumptions. How-
ever, the primary reason why we measure phase velocities with this approach
is because this operation is efficient enough to allow the use of Gaussian statis-
tics to quantify the robustness of the inverted slownesses and azimuths. To
do so, we apply a bootstrapping method to every subarray relative traveltimes
using a total of 300 resamples and, for each family of measurements, obtain a
new local phase velocity and azimuth (Figure 5.6c-d). We then translate the
spread of these quantities into an absolute error value by taking the product
of the eigenvalues of their covariance matrix. To show the performance of
our scheme, Figure 5.6e-g shows the local phase velocity, backazimuth, and
associated error for the 1-s period Rayleigh wave that is derived from a single
virtual source located at the southeastern end of the Long Beach Array. It
is worth noticing how the stations with the largest error are coincident with
the sections of the survey that have a relatively anomalous phase velocity and
backazimuth estimation.

Once all of the virtual sources have been used to derive the frequency-dependent
phase velocity measurements, we weight-stack them to produce an isotropic
phase velocity map. For this process, we use the bootstrap-derived errors as
a means to weigh the phase velocity values and opt to only retain sites in
which more than 100 velocity measurements were made. This step allows us
to dramatically reduce the effects of irregular measurements and obtain a ro-
bust representation of the phase velocity at each site. Figure 5.7 schematically
shows the construction process of the 1-s period isotropic phase velocity map
of the Long Beach Array, together with a group of higher-frequency velocity
maps that were generated using the longer period relative phase delay times
as a reference.
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Figure 5.6: Example of phase velocity measurements for a virtual source of the
Long Beach array at 1-s period. (a) Shows the source and receiver configura-
tion that is used to make a single phase velocity measurement at a particular
site. The yellow star marks the reference station that is used to form the
receiver subarray and the green circles correspond to all the stations that
were grouped together using the half-a-wavelength maximum distance crite-
rion. The aperture of the subarray is approximately one-wavelength-long. (b)
Shows the relative traveltime of the receiver subarray in (a) as a function of
their distance from the virtual source. Each marker is color-coded by the
amount of times that a differential measurement of that station was used to
construct the relative traveltime surface. The red circles depict the predicted
relative arrival times that result from our time-based beamforming. (c-d) Show
the distribution of our bootstrapped backazimuth and velocity measurements
for the data shown in (b). (e-g) Shows the spatial distribution of all the ve-
locity, backazimuth, and error measurements that were obtained for the same
virtual source.

Up to this point, all of the processing steps and examples that have been
presented here have been derived using data from the Long Beach survey.
Nonetheless, the adaptability of our framework makes it straightforward to
extend our analysis to the neighboring arrays. Figure 5.8 shows the phase
velocity distribution for the 1-s period Rayleigh wave that is obtained by com-
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Figure 5.7: Schematic representation of the construction process of isotropic
phase velocity maps. (a-c) Show the phase velocities, backazimuths, and error
measurements for different virtual sources of the Long Beach array at 1-s
period. The errors in (c) are used to weight the averaging of the velocities
in (a) to ultimately construct a frequency-dependent isotropic velocity map.
The backazimuth measurements in (b) are reserved and used at a later step to
characterize the anisotropy across the array. (d) Shows, from left to right, the
isotropic phase velocity maps for the 1-, 0.8-, 0.6-, and 0.40-s Rayleigh waves.
Each of these maps are generated in the same fashion, with the exception that
the relative phase delay measurements of the higher frequencies were derived
from the 1-s period waveforms. For periods larger than 1-s, such measurements
were done independently.

bining all three of the temporary surveys. From this image, we can note the
continuity of the phase velocity estimates, as evidenced by the northwest-
southeast trending fast anomaly that is characteristic of the NIF [20]. This
feature of our velocity map suggests consistency in our processing scheme.
Moreover, we compare our phase velocity measurements across the Seal Beach
array with a reflective time slice that was provided by the oil company that
processed the active source data [43]. From this comparison, we find that
there is a remarkable agreement between our velocity estimates and the main
reflection horizons, particularly those associated to the Garden Grove Fault
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and the prograding clinoforms located near the center of the survey.

Figure 5.8: Comparison of our 1-s isotropic phase velocity map (left) with a
reflective time slice of the active part of the survey at 0.40 s (right). Despite
their difference in nature, the two different quantities in these images appear
to illuminate similar tectonic features. The reflection image is courtesy of 3D
Seismic Solutions.

Inversion for Shear Wave Velocity

After all of the velocity maps are constructed, we extract a regionalized dis-
persion curve at each point across the survey and use the Haney and Tsai [37]
perturbational algorithm to map the phase velocity as a function of frequency
to shear wave velocity as a function of depth. For each inversion, we use a
homogeneous velocity profile that is discretized into 25-m layers to iteratively
update each component of the model until a satisfactory fit to the dispersion
curve is achieved (Figure 5.9). Throughout this process, we assume a constant
Vp/Vs of 1.8 for the entire structure and determine the density from the com-
pressional wave velocity using the empirical relationship of Gardner et al. [44].
Each velocity profile is then integrated into a whole 3-D velocity model that
represents the structure of the top kilometer of the Long Beach crust.

5.4 Results and Discussion

Figure 5.10a shows three depth-slices of the shear wave velocity model that
is obtained through the inversion of the regionalized dispersion curves. It is
clear from these images, that there are significant variations in the velocity
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Figure 5.9: Inversion process of the regionalized dispersion curves. The maps
on the left show how the phase velocities vary as a function of period. The
black dashed black lines on the right panels correspond to the dispersion curves
that are extracted at locations A and B of the maps. The red continuous lines
correspond to the dispersion’s best-fit. The number of updates that were
required for the inversion to converge in these two examples is shown on the
top-right of each panel.

structure beneath the surveys. At shallow depths (<100 m), the range of
velocity variations across the survey is close to 10%, with the slower velocities
being concentrated in the southern part of the Long Beach Array and around
the San Gabriel River. In these images the Silverado water bearing unit and
a section of the Compton-Los Alamitos Fault system can be seen. Both of
these structures are of great importance of the area as the former is the main
supplier of the groundwater that is extracted in Long Beach [45], and the latter
is part of a blind thrust fault that is known to be capable of generating large
magnitude earthquakes (Mw 7.0-7.4) [46].

At deeper depths (∼600 m), the most prominent feature in our velocity maps
is the NIF. In agreement with Lin et al. [20], we argue that the fast velocity
signature of this structure is related to the presence of deeper (and hence faster)
rocks that were exhumed by the transpressional stresses that are acting on this
region [22, 47]. This deformation process would also explain why the migrated
reflection images generated by the oil company that carried out the seismic
survey delineate the NIF as a flower-shaped damaged-zone rather than a single
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Figure 5.10: Depth slices and cross-sections of our velocity model. (a) Shows a
depth slice our velocity model at 50-, 100-, and 600-m depths. (b) Shows four
cross-sections of our velocity model plotted on top of the migrated reflection
images that were generated by the petroleum company that carried out the
Seal Beach survey. To highlight the amount of lateral variation in each of our
profiles, we removed the average velocity at each depth. The black dashed lines
are used to mark prominent discontinuities in the migrated images. The loca-
tion of each cross-section is shown in the left-most map in (a). The migrated
reflection profiles are courtesy of 3D Seismic Solutions.

planar boundary that extends continuously to the deep crust (Figure 5.10b).
The identification of this type of structures is relevant not only because it holds
the potential of forming profitable hydrocarbon traps [48], but also because
it can provide important insights into the type and extent of faulting that we
can expect in a particular area [24, 49].

As a final product of the surface-wave analysis, we present an azimuthal
anisotropy model for the structure beneath the surveys. This quantity de-
scribes how the velocity of a particular wave varies with its direction of propa-
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gation which, for the very shallow earth, is often caused by the preferred align-
ment of cracks by the regional tectonic forces [50]. The analysis of anisotropy
can thus illuminate the direction of the stress field and potentially detect faults
that might be present in the area [e.g., 51, 52]. Figure 5.11 shows how the
phase velocities for the 1-s Rayleigh wave vary as a function of azimuth at
two different sites of the Long Beach array. These variations display a strong
directional dependence that can be well-described by the 2θ components of
Smith and Dahlen [53] model for surface wave phase velocity, C, in a weakly
anisotropic media:

C (T, θ) =C0(T ) + C1(T ) cos (2θ) + C2(T ) sin(2θ)+

C3(T ) cos (4θ) + C4(T ) sin(4θ),
(5.6)

where T represents the period, θ the backazimuth, C0 the isotropic velocity,
and C1−4 the azimuthal coefficients [54]. This parametrization allows us to
translate the wavefield’s azimuthal dependence into a fast direction term and
an amplitude term, which we can then visualize on a horizontal plane to deter-
mine whether any spatial patterns exists, and what association they have with
the regional geologic structures. Figure 5.12 shows how the anisotropy for the
1-s Rayleigh waves varies across surveys. These measurements are mostly sen-
sitive to the 100 meters depth and exhibit a dominant north-south orientation
that is overall consistent with the maximum horizontal compressional direc-
tion of southern California [55]. However, with the resolution that is provided
by the nodal arrays, we can now begin to illuminate sub-kilometer variations
of the stress field, as is evident by the slight rotation of the anisotropy vectors
just at the center of the NIF near Signal Hill (yellow star in Figure 5.12).
This observation is consistent with the results of Lin et al. [20], who perform
a similar analysis with the Long Beach array data and suggested that there
might be a small-scale stress change near the fault zone segmentation.

With the modest improvements in our processing scheme, which permits the
retrieval of velocity estimates with much less spatial averaging, we are able
to detect and interpret even smaller changes in the anisotropy pattern that
could potentially be related to unmapped faults or other geological boundaries
(red dashed lines in Figure 5.12). To validate this claim, Figure 5.13 shows
snapshots of a propagating wavefront that is obtained by cross-correlating
the ambient noise data of the dense surveys with the broadband station LAF
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Figure 5.11: Example of the Rayleigh wave azimuthal dependence at 1-s period
for two different locations at the Long Beach array. The color of the point cloud
represents the density of the velocity measurements and the black curve marks
the predicted directionality using the first three terms in Equation 5.6. The
best fitting coefficients, along with their 95% confidence intervals, are shown
in the bottom right of each panel.

from the SCSN (see Figure 5.1 for its location). The path to this particular
instrument is oriented parallel to most tectonic faults in the area (relative
to the port of Long Beach) and is thus ideal to detect the presence of any
geologic structures that has a similar strike. This figure shows that there exist
large lateral variations on the propagation properties of the wavefield and that
the wavefront appears to be "cut" just along the planes where our anisotropy
measurements suggest the presence of a structural barrier (cyan dashed lines in
Figure 5.13). This feature is largely evident at propagation time of 45 seconds,
where the wavefront is deflected just at the boundary where our anisotropy
vectors display a dramatic change in orientation, at the site where the seismic
reflection image marks the location of the Garden Grove Fault (see reflection
image in Figure 5.8). These results suggest that the analysis of azimuthal
anisotropy has the potential of detecting sharp structural boundaries.

With the robust velocity estimates that were derived from our ambient noise
analysis, it is now possible to investigate the effects of the fine-scale structure
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Figure 5.12: Anisotropy measurements for the 1-s period Rayleigh wave for
the Long Beach array. The bars point to the fast direction of anisotropy and
their length is proportional to the magnitude. The colored markers behind
each anisotropy vector denote the isotropic velocity (C0 term in equation 5.6).
The continuous red line on the right map marks the mapped surface trace of
the regional faults, whereas the dashed red lines delineate sharp changes in the
anisotropy measurements that we suggest might be indicative of the presence
of faults or other geologic boundaries. We associate these structures to the
following: (a) NIF zone; (b) Silverado aquifer; (c) Compton-Los Alamitos
Fault; (d) Garden Grove Fault; (e) Prograding clinoforms (see reflection image
in Figure 5.8). The yellow star marks the location of Signal Hill.

on ground motion acceleration. For this endeavor, we propagate realistic 3-D
wavefields through our high-resolution velocity model using Salvus, a high-
performance spectral-element solver [56], and calculate the amount of shaking
that is expected on different parts of the survey. The peak ground acceleration
(PGA) that is obtained in this step is then compared to the one that results
from propagating an equivalent wavefield through the 1-D model that was ob-
tained from the inversion of the average dispersion curves in (Figure 5.3b).
This approach, in principle, allows us to characterize the influence of the local
geological structure on the amplitude of the seismic waves and separate the in-
fluence of factors such as the source radiation pattern and geometric spreading
from the response.
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Figure 5.13: Wavefield snapshots of the ambient noise correlation functions
using station LAF of the SCSN as a virtual source. Clear fundamental mode
(FM) and first overtone (FO) surface waves can be observed. The dashed lines
are the same as in Figure 5.12 and delineate the zones where the anisotropy
measurements exhibit a drastic change in direction. The wavefield was band-
passed filtered between 0.5 and 1.5 Hz. The time-stamp of each frame is shown
in the upper right side of the panels.

To provide a concrete example of the above, we place a vertical point source
at the surface on the north-western end of the Long Beach survey, just a-top
of the NIF, and record the entire time evolution of the wavefield (Figure 5.14).
Here, because of the choice of source geometry and configuration, most of the
energy that is inserted into the system will propagate in the form of surface
waves [57]. This exercise allows us to see the largely asymmetric shape of the
wavefront and reveals the existence of significant lateral variations on the mag-
nitude of acceleration as the energy propagates away from the source. Such
variations are particularly obvious in Figure 5.15, where we present the PGA
ratio that is obtained by comparing our estimates with those obtained from
the 1-D modeling. From this analysis, we can quantitatively observe how the
small-scale variations in the shallow velocities can produce rapid changes in
the vertical PGA and, most interestingly, how the structure of the NIF can
generate elongated zones of intense amplification that result from the focusing
and self-intersection of the propagating wavefront (i.e. from multipathing).
These findings are in remarkable agreement with those of Clayton et al. [58],
who used data from a nearby earthquake to document that the velocity con-
trasts underneath the Long Beach array can cause ground accelerations to vary
by a factor of five over a horizontal scale length of one kilometer.

The results in Figure 5.15 show that near-surface velocity variations can signif-
icantly alter the propagation properties of earthquake wavefields. To quantify
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Figure 5.14: Snapshots of a synthetic wavefield propagated through our ve-
locity model. The location of the source is indicated by the yellow star and
corresponds to a vertical force injected by a ricker wavelet with a central fre-
quency of 2 Hz. Note the lateral differences in the wavefront’s amplitude as it
propagates away from the source. The time-stamp of each frame is shown in
the lower right side of the panels.

this phenomenom, we determine the amount of shaking that is expected from
a vertically incident shear wave by placing an earthquake source beneath each
station of the survey and propagating it to the surface [e.g., 21, 59, 60]. For a
source, we use a horizontal force injected by a 2 Hz Ricker wavelet located at
2-km depth (Figure 5.16). We then compare these estimates with the ones that
are obtained from an equivalent 1-D run to obtain a measure of the relative
amplification that occurs at each site. We record the three-component accel-
eration and calculate the PGA from the magnitude of acceleration to account
for any non-vertical propagation that might occur due to the heterogeneous
3-D structure. The amplification measurements that are obtained from this
exercise are presented in Figure 5.17.

The amplitude of variation in the amplification factors that we obtain through
this analysis is smaller than the one we observe from a distant source. How-
ever, it is important to note that these measurements are meant to look at the
amount of local amplification at each individual site without taking into con-
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Figure 5.15: Map of relative amplification for the source configuration shown
in Figure 5.14. These values describe the expected PGA relative to the one
that is obtained from a 1-D model. The red star marks the location of the
source. The right panels show the synthetic waveforms that are recorded at
locations A and B of the map for both our 3-D model (black) and a 1-D
model (red). Note how the structure of the NIF generates elongated zones of
intense amplification that result in ground motion changes that vary for several
factors on the sub-kilometer scale. The waveforms are low-passed filtered at 4
Hz, which is the maximum frequency that is resolvable in our simulations.

sideration the integrated effects from other lateral heterogeneities. Within this
context, we observe that the largest amount of amplification can be expected
at the northwest and southeast sections of the survey, and that the area with
the least amount of amplification is concentrated around the NIF. This result
is theoretically-consistent with what is expected since, as mentioned above,
the NIF zone appears to be composed of faster earth materials and, therefore,
has stiffer site conditions. The standard quantity that is used to determine
near-surface amplification is Vs30, the shear wave velocity in the top 30 m
of the crust [61]. In Figure 5.18, we show the velocity variations averaged
from the top two layers in our model (top 25 m) and are about a factor of
two higher, which is likely due to averaging from deeper layers as indicated
by the sensitivity kernel show in the figure. However, the biggest difference
is in the contribution from the topographic slope component of the USGS es-
timate. This is dominated by the small compact edifice of Signal Hill, which
rises 100-m above the surrounding area, and is a pop-up structure caused by
convergence across two strands of the Newport-Inglewood Fault. This com-
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Figure 5.16: Experiment set-up for the estimation of the amplification factors
for the case of a vertically propagating shear wave. The source wavelet, and
its frequency content, are shown in the upper right panel.

parison suggests that Vs30 may not be a useful measure of amplification in
the Long Beach area.

5.5 Conclusions

In this study, we used ambient noise data recorded at three dense petroleum
industry surveys that were deployed in Long Beach, California, to map the
small-scale heterogeneities of the crust and investigate their impact on the am-
plification of seismic waves. For this purpose, we developed a fully-automatic
neighborhood cross-correlation method for phase arrival picking that allowed
us to perform robust phase velocity measurements across a wide frequency
range. We then used these dispersion measurements, together with a time-
based beamforming approach, to construct high-resolution phase velocity maps
and invert for a 3-D shear wave velocity model of the top kilometer of the Long
Beach crust. Our velocity estimates compare well with the structure image
from the active-source reflection survey that was done with the array, and also
show a strong correlation with the main geological features of the area. We
also presented evidence that speak to the possibility of using seismic anisotropy
observations to detect small-scale changes on the regional stress regime and
illuminate faults whose traces are not necessarily visible at the surface. Lastly,
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Figure 5.17: Map of relative amplification for the case of a vertically propa-
gating shear wave. These values describe the expected PGA relative to the
one that is obtained from a 1-D model.

we propagated synthetic wavefields through our velocity model to quantify the
scale of variability and intensity of amplification that can be expected across
the different parts of the experiments. For the case of surface waves, our re-
sults revealed that some of the fine-scale structures that are present in this
area are capable of causing complicated wave phenomena that can result in
rapid lateral changes on the intensity of shaking of over a factor of ten over
a horizontal distance of less than one kilometer. For the case of vertically
propagating shear-waves, our results suggest that the mildest shaking can be
expected in the vicinity of the Newport-Inglewood fault, as the majority of the
fault zone is composed of denser earth materials that were exhumed by the
transpressional stresses that are acting on the region. In general, our results
not only provide insights into the geo-mechanical properties of sedimentary
basins but also highlight the enormous potential of dense nodal arrays to im-
prove the reliability of modern hazard assessments.
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Figure 5.18: Comparison between the Vs30 and the velocity measurements of
this investigation. (a) Shows the Vs30 values across the surveys. (b) Shows our
shear wave velocity estimates at 15-m depth. (c) Shows the ratio of (a) and
(b). (d) Shows the sensitivity kernels of our measurements for the frequency
range of analysis. The shallowest kernel peaks at around 30-m depth (red
circle).
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C h a p t e r 6

THE FINE-SCALE STRUCTURE AT LONG BEACH,
CALIFORNIA: BODY WAVES.

This chapter was adapted from:

J. C. Castellanos, R. W. Clayton, and A. Juarez (2020). “Using a time-
based subarray method to extract and invert noise-derived body waves
at Long Beach, California.” In: Journal of Geophysical Research
125.5. doi: 10.1029/2019JB018855.

6.1 Abstract

The reconstruction of body waves from the cross-correlation of random wave-
fields has recently emerged as a promising approach to probe the fine-scale
structure of the Earth. However, because of the nature of the ambient noise
field, the retrieval of body waves from seismic noise recordings is highly chal-
lenging and has only been successful in a few cases. Here, we use seismic noise
data from a 5,200-node oil-company survey to reconstruct body waves and de-
termine the velocity structure beneath Long Beach, California. To isolate the
body wave energy from the ambient noise field, we divide the entire survey into
small-aperture subarrays and apply a modified double-beamforming scheme to
enhance coherent arrivals within the cross-correlated waveforms. The resulting
beamed traces allow us to identify clear refracted P-waves traveling between
different subarray pairs, which we then use to construct a high-resolution 3D
velocity model of the region. The inverted velocity model reveals velocity vari-
ations of the order of 3% and strong lateral discontinuities caused by the pres-
ence of sharp geologic structures such as the Newport Inglewood fault (NIF).
Additionally, we show that the resolution that is achieved through the use of
high-frequency body waves allows us to illuminate small geometric variations
of the NIF that were previously unresolved with traditional passive imaging
methods.

6.2 Introduction

Detailed knowledge of the subsurface velocity structure is essential for predict-
ing ground motion and, thus, earthquake-hazard assessment. Over the past

https://doi.org/10.1029/2019JB018855
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few decades, significant advancements in imaging the Earth’s interior have
been possible with the advent of ambient noise cross-correlation. This method
goes beyond the spatial limitations of classical earthquake seismology and uses
the Earth’s background vibrations (i.e. ambient noise field) recorded at a pair
of synchronous seismic stations to reconstruct the Green’s function between
the two stations [1–3]. Both the robustness and practicality of this technique
have allowed the seismological community to investigate the mechanical prop-
erties of the shallow earth on regional [e.g., 4, 5] and continental scales [e.g.,
6–8]. However, as the number of high-density seismic networks continues to
increase, it is being revealed that near-surface velocities can have large lateral
contrasts that result in peak ground acceleration variations of a factor of 5
over a horizontal length scale of less than a kilometer [9]. This scale of varia-
tions motivates our necessity to push the limits of modern seismic imaging and
explore the use of new generation instrumentation and processing techniques
to resolve the fine-scale velocity structure of the Earth.

During the first half of 2011, an unprecedentedly dense seismic network was de-
ployed in Long Beach, California, area as part of a petroleum industry survey.
This network consisted of more than 5,200 vertical velocity sensors that were
distributed over a 7x10-km area at the outboard transition from continental
southern California to the Inner Borderland, across the Newport Inglewood
fault system (Figure 6.1). While the general purpose of this survey was to
perform conventional active-source imaging, Lin et al. [10] showed that high-
frequency (0.5-4 Hz) ambient noise surface waves recorded by the network
could also be used to construct a detailed 3D shear-wave velocity model for
the top 800 m of the crust. The clear correlation of the surface wave velocity
model with the known geologic structure proved that passive seismic data can
constrain the sub-kilometer-scale material properties of the subsurface. More
recent work has shown that this type of industry-based instrumentation can
further be used to investigate local microseismicity [e.g., 11], the mechanics of
active fault zones [e.g., 12] and diverse characteristics of the ambient seismic
wavefield [e.g., 13].

As the use of dense seismic networks grew more common, it also became evi-
dent that it is possible to extract body waves from the cross-correlation of the
ambient noise field [13, 15, 16]. This topic has attracted considerable atten-
tion from the geophysical community since body waves penetrate deep into the
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Figure 6.1: Regional map of southern California and the Continental Border-
land. The black rectangle marks the location of the Long Beach array and
the inset map shows the distribution of the seismic sensors (as black circles).
The mapped faults are from [14]. The main trace of the Newport Inglewood
fault is labeled as NIF. The major strands of the Newport Inglewood fault are
denoted by red lines in the magnified map. To provide some context on the
level of density of the Long Beach array, the stations of the Southern California
Seismic Network are plotted as inverted red triangles.

Earth and can probe the seismic structure with higher resolution than surface
waves [e.g., 17, 18]. However, because ambient noise energy propagates mainly
horizontally [3, 4, 19], reconstructing body waves from seismic noise recordings
has proven to be a difficult task [20, 21]. In a recent study, Nakata et al. [17]
used a 2,500-station array adjacent to the Long Beach survey to extract body
waves and performed the first-ever body wave tomography using pure ambi-
ent noise recorded at the ground surface. This investigation, however, used
a series of selection filters on individual waveforms to isolate the body wave
energy, which, based on a set of quality control criteria, only allowed the use
of a small portion of the entire dataset (about 35%).

In this study, we extend the work of Nakata et al. [17] and use the Long Beach
network to extract ambient noise body waves and map the velocity structure



102

beneath the array. First, we validate the existence of coherent body wave ar-
rivals in the cross-correlated waveforms by generating a stacked record section
of the Long Beach dataset, inverting for a 1D velocity model, and computing a
synthetic wavefield. We then divide the entire array into several small-aperture
subarrays and apply an array processing technique to retrieve first-arrival body
waves traveling between the different groups of stations. Finally, we make re-
liable traveltime measurements and perform a 3D traveltime tomography to
resolve the P-wave velocity variations of the uppermost part of the crust.

6.3 Ambient Noise Correlation and Body Waves

For the Long Beach survey, Lin et al. [10] built a complete set of more than
5,200 virtual sources (i.e. one for each physical receiver) by cross-correlating
the receiver at the source location and every other receiver in the array. The
processing scheme used to generate such a dataset followed the method of
Bensen et al. [22] (without the temporal normalization step) and yielded more
than 13.5 million ambient noise cross-correlations. Aside from being able to
retrieve clear fundamental Rayleigh waves, Lin et al. [10] showed that weak
yet coherent body waves existed in the Long Beach correlograms and that
they could be readily discerned above the noise after stacking over all receiver
pairs into discrete offset bins (Figure 6.2). These arrivals, however, are not
prominent enough to be reliably identified in individual traces. In this study,
we use the same gathers and array-processing tools to extract body waves
traveling between small groups of stations.

A close inspection into the first 5 seconds of the stacked correlated waveforms
reveals that body waves start propagating at approximately time zero with
velocities larger than 1.7 km/s (Figure 6.3A). As in the work of Nakata et al.
[17], we find that the apparent wave speed of the first arrival increases with
offset, which suggests that the reconstructed wave corresponds to a refracted
or diving P-wave. Moreover, we observe 2 distinct pulses arriving shortly
after the first arrival that have slightly different horizontal slownesses and,
hence, different propagation paths. To determine the nature of these arrivals,
we convert the P-wave portion of the stacked cross-correlations into the Tau-p
domain and use this representation to invert for a smoothly variant 1D velocity
model (Figure 6.4) [23]. We then use the inverted velocity profile to perform a
2D finite difference simulation [24] and resolve whether these arrivals are the
result of simple 1D wave propagation or due to large lateral velocity variations
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Figure 6.2: Stacked record section of the Long Beach virtual shot gathers.
The waveforms are band-passed filtered between 2 to 8 Hz. The bin size of
the spatial stacking is of 50 m. Clear fundamental mode Rayleigh waves, some
combination of higher-mode Rayleigh waves and S-waves, and P-waves are
visible at almost all offset ranges. The dashed black lines mark the different
time windows in which each of these phases are expected to arrive [from 10].

within the array. Our analysis shows that a simple 1D model is sufficient to
replicate all 3 arrivals and that they correspond to a diving P-wave, a PP-wave
and a direct P-wave that is propagating close to the surface (Figure 6.3B-C).
The strong resemblance between the synthetic and observed waveforms proves
the correlation’s convergence to the Green’s function and confirms the presence
of coherent body wave energy in the Long Beach correlograms.
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Figure 6.3: Observed and synthetic wavefields windowed around the expected
P-wave time of arrival. (A) Record section of the first 5 seconds of the stacked
cross-correlations. The thick black lines mark 3 different reference velocities
that approximate the variations in the apparent wave speed of the first-arrival
P-wave as a function of offset. (B) Synthetic wavefield computed by 2D finite
difference modeling using the inverted 1D velocity model (black profile in Fig-
ure 6.4B). The frequency range of the waveforms is the same as Figure 6.2.
(C) Snapshots of the 2D velocity wavefield at different times (1.5 s, 2.5 s, and
3.5 s). The explosion at the surface marks the location of the source. Note
that attenuation was not considered in the wavefield simulation.

6.4 Double Beamforming and Body Wave Extraction

Although P-waves are observable in the stacked correlograms, the generation
of a high-resolution velocity model requires a complete characterization of the
different wave propagation properties within the seismic survey. To this end,
we apply a slightly modified double-beamforming (DBF) scheme to extract
first-arrival P-waves propagating between different sections of the array. The
DBF method [26] combines classical slant stack processing [27–29] on a source
and receiver array to reconstruct a beam or eigenray between the center-point
of the two groups of stations. In short, this technique entails finding the appro-
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Figure 6.4: Tau-p representation of the first 5 seconds of the stacked cross-
correlated waveforms (A) and inverted velocity model (B). As a comparison,
the model that is obtained from the inversion of the Tau-p curve (black line
in A) is shown together with a 1D profile of the CVM-S4 model [25] at the
center of the Long Beach array.

priate slowness, u, and azimuthal direction, θ, of a given phase simultaneously
on both sides by applying a systematic delay-and-sum to all the recordings.
Following the notation of Nakata et al. [18], the double-beam space, B, at
a given time, t, can be constructed by scanning the slowness and azimuth
domains at the source and receiver locations through the computation of

B(us, θs, ur, θr, t) =
1

NsNr

∑
xs

∑
ys

∑
xr

∑
yr

C(xs, ys, xr, yr, t−

τs(xs, ys, us, θs) + τr (xr, yr, ur, θr)),
(6.1)

where the subscripts s and r refer to the sources and receivers, respectively,
N is the number of source and receivers, C is the cross-correlation function
between the spatial points x and y (e.g. eastward and northward), and τ is
the relative time lag from a reference point, which, for a 2D seismic array, can
be defined as

τ (x, y, u, θ) = u(x− xc) sin(θ) + u(y − yc) cos(θ), (6.2)

wherein the coordinates xc and yc represent the center of an array. Because of
the large number of traces that are generally involved in the construction of a
double-beam, the improvement on the signal-to-noise ratio is significant and,
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therefore, ideal to bring out the weak body waves that are buried within the
correlogram’s noise.

As in every array-processing problem, it is desirable to explore the complete
model space to find the optimal pairs of slownesses and directional azimuths
that would result in the most energetic and coherent beam. However, due to
the large number of instruments in the Long Beach survey, scanning through
the 5D space of the double-beam for every possible source and receiver array
configuration is computationally very demanding and basically impractical. To
overcome this challenge, we apply two modifications to the traditional DBF
method. First, we assume that, because of the relatively short interstation dis-
tances of the array, the diving P-waves do not suffer large deviations from their
direct raypaths. This assumption allows us to collapse the directional azimuth
dimensions, θs and θr, by fixing their optimal values to the azimuth between
the geographic center of the source and receiver arrays. Synthetic tests us-
ing the real Long Beach station geometry indicate that this simplification is
reasonably valid even for lateral velocity contrasts as large as 20%. Second,
instead of scanning through the remaining slowness and time space, we com-
pute the time-frequency spectra of each individual record via an S-transform
[30] and, from this representation, extract the timing of every energy peak
that is ±0.2 seconds within the predicted arrival time of the diving P-wave
(Figure 6.5). The length of the tolerance time window is chosen based on the
fact that we are focusing on body waves that are mostly higher than 3 Hz [17]
and we only want to include a maximum of 3 wavelets to avoid severe cycle
skipping. Subsequent analyses of our DBF results suggests that most of the
shallow crustal velocity variations of Long Beach can be captured with this
window length and that its broadening does not change the first-order distri-
bution of our traveltime observations. As an aside, it is worth noting that here
we do not use nor retain any frequency information that is contained in the
S-transform spectrograms as we opt to degrade their frequency resolution in
order to enhance their temporal resolution and obtain finer traveltime picks
[31].

After collecting the time of arrival of every potential refracted P-wave, we cast
the entire double-beam calculation as a linear inverse problem and simultane-
ously solve for the source and receiver side slownesses that best predict the
traveltime dataset via weighted least-squares. In other words, we minimize
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Figure 6.5: Examples of traveltime picking of individual traces. (A) Map of
the Long Beach array configuration. The red lines mark the shortest path
between the virtual source (station S) and the receivers (stations R1 and R2)
involved in the computation of the correlograms shown in (B) and (C). (B)
Cross-correlated waveforms between stations S and R1 together with its time-
frequency spectra computed via the S-transform. The dashed red line on top
of the waveforms marks the predicted arrival time of the P-wave. The star
markers in the lower panel depict all of the energy peaks identified in the
time-frequency spectra and the red box delimits the time window used to
identify the potential P-wave arrivals. The energy peaks in the spectrogram
are determined using a watershed algorithm [32]. (C) Same as (B) but for the
correlogram between stations S and R2.

the prediction error E = eTWee and solve,

m = [GTWG]−1GTWd, (6.3)

where m is a vector containing the source-side and receiver-side slowness, G
is a sensitivity matrix that relates the source and receiver array geometries to
the traveltime data, W is a weighting matrix, and d is a vector containing the
traveltime picks. To weight the inversion, we use the absolute amplitude of
the picked energy contours of the S-transformed correlograms. It is important
to point out that the amplitudes of the P-wave signals largely depend on the
local noise distribution and are only used here to prioritize the alignment of
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energetic arrivals rather than the one of weak and random oscillations within
the traces. This last step turns our processing scheme into something that
is equivalent to finding the source-side and receiver-side velocities that best
maximizes the energy of the stacked waveforms around the predicted time of
arrival of the refracted P-wave.

To implement the DBF scheme described above, we first downsample the data
to a 0.02 s sampling and band-pass filter every available correlogram between
2-8 Hz. We then loop through every virtual source and construct source ar-
rays by taking their 29 nearest neighbors. Then, for each source array, we loop
through every other station that is not part of the source group and take their
29 nearest neighbors to construct the receiver arrays. Each source and receiver
array is, therefore, composed by 30 stations each, which results in a total of
900 Green’s functions for each subarray pair. The number of stations that are
involved in the construction of the subarrays is determined empirically based
on the tradeoff that, to better capture the small-scale velocity variations within
the survey, we want to use the least amount of instruments in the DBF and
still be able to observe clear body wave arrivals. As a quality control, we only
apply the DBF to source and receiver groups in which both array radii were
below 900 m and their geographic centers are at least 1 km apart. The first
condition is set to ensure strong waveform coherence between the traces while
the second condition is set to allow some time separation between the body
and surface wave arrivals. Moreover, to assure that the reconstructed beams
are statistically significant, we apply a bootstrapping method to calculate 95%
confidence limits, and choose to only retain beams in which their confidence
region is smaller than 0.3 km2/s2 using a total of 500 picked traveltime resam-
ples. The size of the threshold for the confidence region is determined based on
a visual inspection of the quality of the beams and the overall bootstrapping
results. Figure 6.6 shows an example of the modified double-beamforming
scheme for a single source-receiver array configuration.

A unique aspect of our processing scheme is that the size and geometry of
the source and receiver arrays changes every time a beam is constructed at
different locations across the survey. This particularity causes the resolution of
the DBF, which largely depends on the size of the subarrays, to vary spatially
such that its ability to extract wavelets of specific frequencies is not always the
same. To prevent spatial aliasing, the general rule in beamforming is that the
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Figure 6.6: Double-beamforming process for a single source-receiver array con-
figuration. (A) Map showing the entire Long Beach survey together with a
source array (red circles) and a receiver array (gray circles). The red radius
around the source array marks the 1-km distance threshold imposed in our
stacking scheme. For this particular source-receiver configuration, the source
radius is of 0.32 km, the receiver radius is of 0.42 km, and the distance between
the arrays’ geographic centers is of 2.12 km. (B) Entire source and receiver
side velocity space of the DBF. The yellow star indicates the best-fitting ve-
locity pair obtained in the least-squares inversion. The black dots correspond
to the best-fitting velocity pairs obtained in the bootstrapping process and the
red box marks their 95% confidence limits. For this case, the area of the 95%
confidence region is 0.09 km2/s2. (C) Empirically derived probability density
function of the source-side velocity (SSV) and the receiver-side velocity esti-
mations (RSV) calculated from the bootstrapped results. (D) Beamed trace
(black waveforms) plotted behind one of the 900 original correlograms used to
build the beam (red waveforms). Note how the P-wave is essentially uniden-
tifiable in the original correlogram and how its signal-to-noise ratio improves
dramatically after applying DBF. The retrieved phase corresponds to a diving
P-wave propagating between the center of the source and receiver arrays.

aperture of the array must be at least >1 wavelength than the longest period
of interest and the average interstation spacing must be <0.5 wavelengths
[18, 33, 34]. For our case, the Long Beach survey has an average interstation
distance of 100 m and, as stated above, all of our source and receiver arrays
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are composed of 30 stations each. This geometry causes the average aperture
of most subarrays to be at around 800 m. Now, assuming that the slowest
body wave propagates as a perfectly plane wave with an apparent velocity
of 1.5 km/s, the minimum size of the subarrays capable of extracting >3 Hz
seismic arrivals is ∼450 m. This result allows us to conclude that our choice
of subarray geometries is optimal for extracting the body wave arrivals that
are buried within the Long Beach correlograms, and that such configuration
would technically allow us to beamform up to 7.5 Hz waves without being
spatially aliased.

The application of the modified DBF to the entire Long Beach dataset yielded
approximately 12 million unique beams that now show enhanced diving P-
waves. As an example, Figure 6.7 presents snapshots of the constructed wave-
field before and after the application of DBF. A clear body wave propagating
away from the virtual source in all directions can be seen after the waveforms
have been coherently stacked. It is interesting to notice how the wavefield is
not completely spherical, which indicates the existence of lateral variations in
the elastic properties of the medium. To further illustrate this point, we build
two orthogonal refraction profiles by stacking all available beams along two
corridors that are 0.5 km wide in a 50-m offset bin (Figure 6.8). Aside from
showing clear diving P-waves regardless the direction of propagation, both
profiles show a prominent step in the traveltime that is typical of a horizontal
discontinuity in a buried layer. For the case of the N-S profile, the veloc-
ity jump is coincident with the surface trace of the Newport Inglewood fault.
This observation supports the premise that we are observing real features of
the data and that the constraints imposed in the DBF are flexible enough to
capture the variations in the structural properties of the Long Beach crust.

6.5 Traveltime Measurements and Body Wave Tomography

After we successfully apply the DBF to every possible source-receiver config-
uration, we pick the arrival times of the beamed P-waves. For this matter,
we first construct a set of reference traces by stacking all available beams in a
50-m offset bin (Figure 6.9A). We then manually identify the diving P-waves
in every reference trace and extract their waveform shape so that they can
be used as templates to automatically find their time of arrival in individual
beams with similar offsets. To extract the waveform shape of these arrivals,
we use the seismogram decomposition method of Juarez and Jordan [35]. This
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Figure 6.7: Wavefield emitted by a virtual source. The location of the virtual
source is marked by the yellow star. The lag-times are shown on the upper left
corner of each panel. The top panels show snapshots of the 2-8 Hz band-passed
wavefield observed at each station. The middle panels show snapshots of the
beamed wavefield observed at each station. Strong body waves are now visible
propagating away from the virtual source. The lower panels shows snapshot
of a synthetic wavefield using the inverted velocity model (black profile in
Figure 6.4B). Note how the observed wavefield is not completely spherical as
in the synthetic case.

technique takes the time-frequency spectra of a given record computed by the
S-transform and systematically isolates all apparent arrivals using localized
Gaussian filters around every local maxima in the power spectrum. It then
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Figure 6.8: Examples of P-wave refractions from a N-S line (A) and a E-W line
(B). The profiles are formed by stacking all available beams along corridors
that are 0.5 km wide (green areas in C) in a 50-m offset bin. The location of
the virtual sources are marked by the yellow stars. Note how there exists a
clear jump in the N-S profile that is coincident with the Newport Inglewood
fault (thick red line in all panels), and shorter jump in the far end of the E-W
profile that might be associated with a smaller fault (thick blue line in panel
B).

integrates every filtered spectrum with time and separately transforms them
back into the time domain, thus yielding a finite set of waveforms that are
localized in time and frequency. As an example, Figure 6.9B-D presents the
waveform decomposition process for a single reference trace, and shows how
one can recover the input trace after summing all of its decomposed elements.
It is important to note that, for this particular reference trace, the temporal
resolution of the S-transform is sufficient to isolate the diving P-wave from the
PP- and direct P-waves. Although the latter may not be the case for shorter
off-set traces, the waveform decomposition scheme ultimately allows us to re-
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trieve the characteristic shape of the first-arrival whether it consists of a single
diving P-wave or a superposition of different P-wavelets.

Figure 6.9: Stacked record section of beams (A) and waveform decomposition
process of a single reference trace (B-D). (A) Stacked recordsection showing
how the DBF has successfully isolated the body wave energy and suppressed
any other arrival that is not arriving with a slowness of a refracted P-wave.
The dashed colored lines mark the time window where the higher-mode surface
waves were present before the DBF. (B) Reference trace (black waveform) and
reconstructed trace (red waveform) that is obtained after linearly adding all of
the decomposed waveforms (all traces in D). The reference trace corresponds to
the stacked beam in the 7 km offset bin (red arrow in A). (C) Time-frequency
spectra of the reference trace computed via the S-transform. The star markers
indicate the arrivals identified in the power spectrum and the numbers indicate
their order in time. (D) Decomposed traces sorted by time. A total of 27
apparent phases are identified in the reference trace spectra, with the diving
P-wave being the most prominent amongst all. The green trace alone is what
is used as a template to pick the refracted P-wave arrival in individual beams
that have a 7-km offset.

Once we build a library of P-wave templates, we apply the same phase de-
composition scheme to all individual beams and, for each one of them, retain
the timing of the isolated phase that is within the expected time of arrival
of the diving P-wave and best correlates with its respective waveform tem-
plate. To show the performance of our picking method, Figure 6.10 presents
the distribution of the traveltime differences between the picked time and the
theoretical arrival (from the inverted 1D model) for 2 virtual sources located in
opposite sides of the survey. The spatial coherency of the traveltime anomaly
maps, together with the general high correlation coefficients (CCs) obtained in
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the picking process, subjectively attest to the reliability of our measurements
and suggest that their smooth fluctuations are likely to be associated with
variations in the local velocity structure. Moreover, there is a clear north-
south velocity dichotomy with the transition just on the surface trace of the
Newport Inglewood fault that is revealed by the northern virtual source. It
is also worth noticing that stations in which a low correlation coefficient were
obtained are in agreement with beams that have a low signal-to-noise ratio
(SNR) and regions where traveltime measurements have sudden and unrealis-
tic deviations from their neighboring stations. The majority of these random
measurements appear to be correspondent to beams that are constructed from
either large-offset correlations or from stations that are located in the vicinity
of the fault. Furthermore, a general analysis of the CC and SNR distribution
of different virtual sources reveals that higher-quality beams are mostly con-
structed from subarrays that are located on similar sides of the fault. This
observation suggests that there must exist some zone of structural complexity
along the fault that may be acting as a barrier to wave propagation.

Because of the extensively large number of traveltime measurements that are
available to estimate the 3D velocities, solving the structural problem using a
regularized inversion, which involves calculating and storing the data sensitiv-
ity (Fréchet) kernel for each measurement, is an intense computational task.
For this reason, we opt to implement an iterative backprojection method [36]
that maps, on a ray-by-ray basis, traveltime anomalies into slowness pertur-
bations along the ray paths until the data are satisfied. To parameterize the
model, we use a regularly spaced 70-m grid that extends 8 km (easting) x
12 km (northing) x 2.5 km (depth) and the inverted 1D velocity profile as a
starting model. We then trace every ray through the model using the fast
sweeping method [37] and average the perturbations applied to each model
element from all the rays that are influenced by that model element. Once the
entire model is updated, we retrace the rays, compute new theoretical trav-
eltimes and remap the new measurements into slowness perturbations. This
process is iterated until the updates to the model start to become negligible.
It is important to note that the DBF that was applied to the traces will cause
the resulting model to be inherently smooth. Figure 6.11 shows the horizontal
and vertical slices of the obtained velocity model after 5 iterations of the back-
projection method. To ensure robustness in the construction of this model,
we only used traveltime measurements that had a correlation coefficient larger
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Figure 6.10: Traveltime measurements for two virtual sources localized on
opposite sides of the survey. The left panels show the distribution of the
traveltime differences between the picked time and the theoretical arrival. The
middle panels show the normalized correlation coefficient between each picked
phase with their respective waveform template. The right panels show the
signal-to-noise ratio of the beams. Here, we define the SNR by the ratio
between the peak amplitude within a window containing the refracted P-wave
arrival to the root-mean-square of the amplitudes before this window. The
locations of the virtual sources are marked by the yellow stars. The red lines
depict the major strands of the Newport Inglewood Fault and the black dashed
lines delimit the regions where traveltime measurements appear to be random.

than 0.5 with their respective waveform templates and a signal-to-noise ratio
larger than 2. This restriction allowed the use of 11,033,733 rays which, based
on the ray coverage maps, we find that can resolve velocities down to a depth
of 2 km at the center of the survey.
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Figure 6.11: Horizontal (A) and vertical (B) slices of the inverted velocity
model. Velocities are presented as perturbation (in percent) from the horizon-
tally averaged inverted model. To emphasize the lateral velocity variations,
each horizontal slice is plotted with its independent scale bar. The depth of
the horizontal slices is given at the upper right corner of each panel (0.14 km,
0.49 km and 0.98 km). The blue lines in the leftmost panel in A show the
location of the vertical slices in B (P1, P2, P3 and P4). For this set of plots,
the local coordinates have been shifted to the center of the survey. The red
lines in every panel mark the major strands of the Newport Inglewood fault.

To assess the uncertainty of our estimated velocities, we first generate a set
of one-iteration tomograms by bootstrapping through the virtual sources. We
then follow a similar approach to the one that is used in traditional Eikonal
tomography and, for each point in our model, estimate a mean slowness, s0,
and a standard deviation, σs0 , from the distribution of slownesses, si:

s0 =
1
n

n∑
i=1

si, (6.4)
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σ2
s0 =

1
n(n− 1)

n∑
i=1

(si − s0)2, (6.5)

where n is the number of virtual sources [38]. Once these quantities are ob-
tained, we simply compute the uncertainty of the velocity, σv, via:

σv =
1
s2

0
σs0 . (6.6)

After resampling the virtual sources 50 times and applying such a process,
we find that the uncertainties of our model are below 5 m/s and that they
tend to be largest at the edges of the array (Figure 6.12). Note that these
uncertainties are related to random noise within our traveltime measurements
and not the tomographic inversion itself.

Figure 6.12: Depth slices of the velocity uncertainties obtained after boot-
strapping the virtual sources 50 times. The depth of the horizontal slices is
given at the upper right corner of each panel (0.14 km, 0.49 km, and 0.98 km).

6.6 Results and Discussion

The tomographic model shows velocity variations that are, in general, consis-
tent with the surface wave results of Lin et al. [10]. As expected, the most
prominent feature within our model is the Newport Inglewood fault zone,
which shows up as a high velocity anomaly [probably as a result of strain focus-
ing; 39] that emerges at depths of around 500 m. Although the average velocity
structure of this feature has been imaged in previous tomography studies [e.g.,
10, 40], the resolution that is now achieved with high-frequency body waves
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allow us to illuminate some of its geometric variations. Figure 6.11 shows a
comparison between different cross-sections of our velocity model cut perpen-
dicular to the main fault trend. From this comparison, we find that there are
structural differences amongst the three imaged segments of the fault. For the
northwestern strand, the fault trace appears to be mostly vertical and well-
defined at shallow depths (Figure 6.13C-D). In contrast, cross-sections across
the southeastern strand suggest that the fault extends to deeper depths and
might even have a small SW dipping component that grows as it approaches
Signal Hill (Figure 6.13F-G). These observations are consistent with recon-
structed maps of the internal structures of Los Angeles Basin that suggest
that the primary strand of the Newport Inglewood Fault (also known as the
Cherry Hill Fault) extends nearly vertical down to depths of 1,100-1,500 m
and, at greater depths, may dip as much as 60◦ [41]. Near the central strand,
we find that the fault structure is even more complicated and unidentifiable
within our velocity model (Figure 6.13E). This complexity may arise since,
at this location, the Cherry Hill Fault is known to branch out near the sur-
face through a series smaller-scale fault strands that bound a recently uplifted
wedge (Figure 6.13BE).

Although the general agreement between our tomographic model with known
geologic features attests to the reliability of ambient noise body waves to char-
acterize subsurface velocity structure, we can take advantage of the large sta-
tion density of the survey to qualitatively validate our results in a different
way. Figure 6.14 shows the effects of velocity variations on a Mb2.5 earth-
quake wavefront propagating through the Long Beach array. From this image,
it is clear how the structural variations within the area introduce complexi-
ties into the wavefront and can even cause a 180-degree phase change in the
S-wave across the Newport Inglewood fault. The partitioning of the wavefront
is most extreme in the southeastern strand of the fault, precisely where our
velocity model reveals the existence of a prominent and elongated fast velocity
anomaly (associated to the fault itself) adjacent to a slow velocity zone that
extends to a depth of about 1 km (Figure 6.11A). Moreover, it is important
to note that the fast velocities of the fault also causes a slight increase in
the wavelength of the surface wave packet, which may have some implications
when quantifying the frequency response of the basin at a local scale. The fact
that our velocity model captures the structural features that introduce these
complexities into the wavefield supports the reliability of our estimations, and
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Figure 6.13: Fault-perpendicular cross-sections of the inverted velocity model.
(A) Map showing the Long Beach survey with the location of the profiles.
(B) Cross-sections illustrating the general structural pattern across different
segments of the Newport-Inglewood fault zone [modified from 41]. The thick
back lines in A show the location of the two profiles (X-X’ and Y-Y’). (C-G)
Vertical cross-sections of the inverted velocity model (colored profiles in A).
The red arrows on top of each profile indicate the location of the surface trace
of the Newport Inglewood fault. The black dashed lines in each profile mark
our interpretation of the fault. The inferred fault geometry of Wright [41]
across profile X-X’ is overlain on profile E.

highlights the relevance of characterizing the fine-scale velocity variations of
the shallow crust.

The availability of high-resolution velocity models is essential in many geo-
physical applications and paves the way for more complete interpretation of
the Earth’s geologic structures. For this study case, the results are mostly
relevant to seismic hazard studies of Los Angeles basin since they can be in-
corporated into the standard velocity models for the region and, hence, be
used in earthquake ground motion predictions. In addition to its role to seis-
mic hazard, our velocity model can be used in an exploration context to derive
a set of static corrections that can be applied to seismic reflection analysis and
used to improve active-source processing. Static corrections as such have been
derived from the surface wave velocity model of Lin et al. [10] and found to be
effective in enhancing P-wave reflective signals [42]. Nonetheless, the statics
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Figure 6.14: Wavefield emitted by the Carson Mb2.5 earthquake at 4 seconds
after its origin time (A). Note how the earthquake surface waves clearly break
up along the Newport Inglewood fault. The dashed black box in the zoomed
panel is the same as in Figure 6.11A and delimits a region where the wavefield
is being most advanced and stretched by the high velocities of the fault. The
velocity perturbation at 0.98 km depth of this small area is shown in (B).

derived from our P-wave velocity model should be even more accurate since
they span a larger depth range and are not converted from phase and shear
wave velocities.

6.7 Conclusions

We used a high-density oil company survey in Long Beach, California, to
demonstrate that body waves can be extracted from the ambient noise field
and subsequently inverted to produce a high-resolution velocity model of the
subsurface. First, we confirmed the existence of coherent body wave energy in
the noise correlograms by computing a synthetic wavefield and predicting ev-
ery prominent arrival that is present in an average record section of the entire
dataset. We then retrieved refracted P-waves propagating through different
sections of the survey by dividing the Long Beach network into small-aperture
subarrays and applying a double-beamforming (DBF) technique that simulta-
neously solves for the optimal source-side and receiver-side stacking velocities.
Profiles of P-wave refractions along particular corridors of the survey after ap-
plying DBF revealed that there exist prominent velocity jumps that are likely
associated with regional geological features such as the Newport Inglewood
fault. After extracting clean refracted P-waves, we measured their absolute
traveltime by generating waveform templates and using them to identify their
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time-of-arrival in individual beams. Once the traveltime measurements were
made, we applied an iterative backprojection tomography to map the travel-
time measurements into velocity perturbations and solve for the 3D velocity
structure beneath the survey.

The estimated 3D velocities are in general agreement with previous tomo-
graphic results of the area and correlate with the main structural features of
the region. A close analysis of the Newport Inglewood fault system reveals
that there are structural differences amongst the three imaged segments of
the fault. The northwestern strand of the fault seems to extend to depths of
around 500 m and appears as a well-imaged vertical velocity discontinuity. On
the other hand, the southeastern strand of the fault extends to deeper depths
(>1 km) and appears to have a subtle southwest dipping component that grows
as the fault approaches Signal Hill. The central strand of the fault is not ap-
parent within our velocity model, which we believe is caused by the structural
complexities of the fault zone. In short, the results of this work confirmed the
reliability of ambient noise body waves to characterize the seismic structure
and showed that, in spite of the processing challenges of retrieving them, they
can provide unique constraints that are otherwise unattainable with current
passive imaging methods.
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C h a p t e r 7

A NOVEL FRAMEWORK FOR INVESTIGATING
MID-OCEANIC ENVIRONMENTS.

This chapter was adapted from:

J. C. Castellanos, Z. Zhan, and W. Wu (2020). “Absolute centroid lo-
cation of submarine earthquakes from 3D waveform modeling of water
reverberations.” In: Journal of Geophysical Research 125.5. doi:
10.1029/2019JB018941.

7.1 Abstract

Oceanic transform faults (OTFs) represent an attractive tectonic environment
to investigate how slip is accommodated within the crust. However, as most
of these fault systems grow in the deep ocean, where few local seismic obser-
vations are available, characterizing their earthquake behavior is complicated
and remains a formidable challenge. Here, we present a novel approach for re-
trieving precise centroid locations of submarine earthquakes that is based on
the modeling of water phases in teleseismic records. Using a hybrid method
for simulating far-field body waves with 3D source-side structures, we demon-
strate that the scattered energy generated by the continuous bounces of an
earthquake’s P-wave trapped in the ocean is modelable and carries informa-
tion about its source location. As a case study, we use a realistic bathymetry
model of the Gofar transform fault on the East Pacific Rise and simulate the
seismic wavefield at US Array stations for 4 of its moderate-sized (Mw5.0+)
earthquakes. Our modeling results show that water phases are sensitive to a
∼5 km change in the earthquake’s horizontal location and that a remarkable
agreement between observed and synthetic water phases is achieved when the
location of an event is close to its true one. We then relocate 3 of these events
by systematically computing their water phases in candidate locations until
a satisfactory waveform fit is achieved. This analysis technique paves a new
route for studying earthquake source properties in isolated marine environ-
ments and serves as a means to investigate the seismic behavior of OTFs on a
global scale.

https://doi.org/10.1029/2019JB018941
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7.2 Introduction

Understanding the influence of different tectonic parameters on the earthquake
rupture process is key to anticipating fault behavior and assessing seismic haz-
ard. Over the past few decades, significant advancements in this field have
been made by studying and monitoring large continental faults such as the
San Andreas Fault in California or the Alpine Fault in New Zealand [e.g.,
1–5]. However, owing to their obscure origin and complex geologic evolution,
the formulation of a mechanical model that can accurately predict seismic
behavior along these fault systems has remained one of the most outstand-
ing problems in seismology. Oceanic transform faults (OTFs) on the other
hand are among the simplest tectonic environments and, therefore, represent
a more advantageous location to study how slip is accommodated within the
crust [6–8]. Different from their continental analogues, OTFs have a simple
geometric configuration, a close to homogeneous composition and a smooth
thermal structure [9–11]. This relative simplicity leads to a somewhat pre-
dictable seismic behavior that is less dependent on the geologic history of the
plate boundary, allowing us to dissect the different thermal-mechanical factors
that control earthquake rupture along transform faults [12]. However, despite
the substantial attention that OTFs have received, there are still many of their
seismological aspects that are not well understood, especially on a global scale.

A general view of the global distribution of oceanic earthquakes reveals a
clear difference in seismic behavior between OTFs offsetting slow and fast
spreading ridges, with small-to-moderate size earthquakes being common in
slow-spreading centers and typically absent in fast-spreading centers [13, 14].
This commonality between ridge systems suggests that the thermal structure
of the lithosphere controls the seismicity along OTFs [15–17]. However, recent
observations suggest that temperature cannot be the only control on seismic-
ity since even the largest OTF earthquakes rupture only small segments of
the thermally expected seismogenic zone [18, 19]. This unusual rupture style
results in a dramatic slip deficit in which the majority of the lateral motion
on OTFs is accommodated aseismically by mechanisms such as slow creeping
events, and, on a smaller portion, seismically on fully coupled patches that
are thought to develop above the 600 ◦C isotherm [7, 18, 20, 21]. To explain
the nature of the slow transients, laboratory experiments suggest the presence
of large amounts serpentinite along the faults, which under shallow crustal
conditions have the potential to result in aseismic fault creep [e.g., 22, 23].
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This argument implies that there must exist some level of interaction between
seawater and cold mantle rocks that is allowing serpentinization to occur, and
that fluid circulation along the fault may, therefore, be as important of a con-
trol on OTF seismicity as temperature [e.g., 7]. An unresolved issue, though,
is the mechanism that determines the size and location of the coupled patches.
Mapped surface traces of historical continental strike-slip earthquakes indicate
that geometrical discontinuities in the form of fault step-overs and fault bends
hold the potential to act as physical barriers to rupture propagation [24, 25].
Conversely, high-resolution studies along a few OTFs suggest that along-strike
variations in fault frictional properties dictate whether or not a rupture can
propagate through a particular segment of the fault [7, 26, 27].

Recent studies have also suggested that OTF seismicity has a high level of
predictability over different spatial and temporal scales. On short time scales,
OTFs show a clear increase in foreshock activity just hours before any main-
shock occurs [6]. These foreshock sequences are believed to result from the
increased stressing rates caused by preceding slow transients [28, 29]. On long
time scales, OTFs exhibit a quasi-periodic seismic behavior with interevent
times that are dependent on their slip rates [30]. Furthermore, OTF main-
shocks appear to be rupturing on the same overlapping fault patches, which
in turn seem to be acting in phase with each other [30]. This type of rupture
style suggests that there must exist some type of along-strike variations in the
rheology of OTFs that is allowing the synchronization of large earthquakes
[31]. However, it is still obscure if both seismic and aseismic slip can occur
on the same fault patches or if seismic slip persistently occurs on the coupled
patches over many earthquake cycles, while the rest of the fault always slips
aseismically [18].

Elucidating any of the enigmas listed above will tremendously improve our
understanding of the behavior of OTFs, which could then be extended to their
more complicated and hazardous continental counterparts. Such a task re-
quires a detailed characterization of their seismic behavior on a global scale.
However, owing to their remoteness, OTF earthquakes are generally located
with an uncertainty that is a few times larger than their actual rupture di-
mensions, thus limiting our capability of probing their fine-scale structure
and investigating their spatial variations in seismic properties [26, 30]. This
obstacle has resulted in substantial efforts towards developing methodologies
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that will allow us to accurately constrain the location of mid-oceanic earth-
quakes in general [e.g., 32]. However, the majority of these techniques can only
solve for relative locations and require a small number of events located with
insignificant uncertainty, which in most cases are not available [30, 33, 34].
Attempts to determine the absolute locations of OTF earthquakes have been
made by associating earthquake focal mechanisms with seafloor bathymetry
[35]. Nonetheless, as the resolution of bathymetric data continues to improve,
it is being revealed that the morphology of OTFs can be complicated to inter-
pret and that constraining earthquake locations by seafloor bathymetry alone
is not always possible.

More direct attempts to investigate OTF behavior have been made by deploy-
ing ocean bottom seismometers (OBS) [e.g., 7, 36, 37]. However, these studies
have been limited to a small number of faults around the world due to the high
cost of placement, maintenance, and retrieval of the seismic equipment. This
limitation calls for a more efficient yet comparably robust scheme to study
OTFs worldwide. In this chapter, we present a novel approach for deter-
mining accurate centroid locations of oceanic earthquakes at unprecedented
resolutions using land-based seismic stations alone. First, we demonstrate
that the waveform complexity that is introduced by the continuous water re-
verberations of any submarine earthquake is modelable and carries valuable
information about the absolute location of the rupture within the fault. We
then simulate 4 moderate-sized (Mw5.0+) earthquakes along the Gofar trans-
form fault (GTF) on the equatorial East Pacific Rise (EPR) and show that
we can improve their reported locations by modeling their water phases in a
set of candidate locations. Finally, we test the sensitivity of water phases to
bathymetry changes and show that the current resolution of publicly available
bathymetric data is sufficient to model them in any oceanic environment in
the world.

7.3 Waveform Modeling of Water-Reverberations

Teleseismic recordings of earthquakes occurring directly beneath the seafloor
show prominent arrivals caused by the reverberations of P-wave energy trapped
in the water column [Figure 7.1; 38, 39]. These arrivals, however, do not of-
ten appear as the systematic set of reflections that are expected to result
from an acoustic wave propagating in a conventional flat seafloor model (i.e.
with decreasing amplitude and alternating polarity). In a series of investiga-
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tions, [40, 41] examined the effects of a planar dipping water-crust interface
on teleseismic waveforms and determined that the high variability of their
P-wave coda amplitude results from changes in the take-off angle of water
phases. Moreover, Okamoto and Miyatake [42] used 2D numerical simulations
to demonstrate that the multipathing effects on far-field body waveforms due
to realistic seafloor topography are remarkable and cannot be approximated
by a planar interface model. Taken together, these studies suggest that most
of the water phase complexity derives from the wavefield’s interaction with the
seafloor’s irregular structure. To exemplify this connection, Figure 7.2 shows a
set of 2D finite-difference seismograms [43] from a strike-slip source calculated
with a two-domain (i.e. fluid and solid) velocity model that includes realistic
bathymetry with different levels of smoothness. The synthetic waveform coda
shows a systematic increase in amplitude and complexity as the ocean bottom
roughness increases that results from the intrinsic relationship between the
source radiation pattern and the irregular near-source structure.

Figure 7.1: Schematic diagram showing the ray paths of the direct P-wave, the
depth phases (pP, sP) and the first four water multiples (pwnP, swnP) (left).
Synthetic velocity waveforms for a 20 km deep strike-slip earthquake under a
homogeneous water layer (right). For simplicity, the synthetic seismogram is
shown without water phases (top) and with water phases (bottom). The water
multiples alone are presented in the middle. The waveforms were calculated
for a station at a distance of 84◦ using the Preliminary Reference Earth Model
[PREM; 44] with a 3-km-thick water layer on the source side. Note how the
ray parameter of the water phases is the same as the one of the direct P-wave.

Even though water phases in realistic geological settings appear to be over-
whelmingly complicated, the causality between seafloor geometry and wave-
form intricacy presents the unique opportunity to associate particular P-wave
coda patterns to both earthquake source properties and the Earth’s structure.
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Figure 7.2: Example illustrating the effect of seafloor roughness on teleseismic
waveforms. The synthetic waveforms show a noticeable increase in amplitude
and complexity as the ocean bottom roughness increases (A). The dashed
green line on top of the elevation profiles depict the event’s epicenter. The
high-resolution bathymetry profile used in the simulations is extracted from
ETOPO1 global relief model along profile P-P’ in (B). The low-resolution
bathymetry profiles are builtt from applying running averages of different
lengths to the high-resolution one. Note that we only show the first 1000
km of each profile to accentuate the near-source structure but the models ex-
tend all the way to the inland station. Focal mechanism and takeoff angle of
the direct P wave are shown in (C).

Such a task, however, heavily relies on our ability to model water reverbera-
tions adequately which, in turn, depends on the level of accuracy to which we
can capture the bathymetry effect on teleseismic waveforms. To this end, we
employ a hybrid method for calculating teleseismic waveforms with 3D source
side structures [45]. This method uses the Spectral Element Method [SEM;
46, 47] to compute a complex 3D wavefield in the source region and then prop-
agates that wavefield to large epicentral distances using the Direct Solution
Method [DSM; 48, 49]. The coupling of these two methods allows us to capture
the full 3D effects of complex source side structures while reducing the heavy
computational cost of calculating high-frequency waveforms on a global scale.
To show the relevance of considering 3D wave propagation effects in oceanic
environments, Figure 7.3 shows a direct comparison of waveform modeling re-
sults for the 2013 Mw6.1 GTF earthquake using different structural models
(1D, 2D and 3D) and the reported Global Centroid Moment Tensor solution
[GCMT; 50, 51]. From this comparison, four critical points should be noted.
First, the majority of the P-wave coda of a submarine earthquake is composed
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of water reverberations that cannot be modeled by synthetics computed for a
1D Earth. Second, for a shallow strike-slip earthquake, a flat seafloor model is
insufficient to match the true amplitude of water phases; as the take-off angle
of the water multiples is nearly vertical and therefore close to the P and SV
nodal planes. Third, an irregular ocean bottom allows larger regions of the
focal sphere to be sampled by different rays and causes a larger energy distri-
bution in the P-wave coda. However, 2D modeling is insufficient to match the
later part of the waveforms at a desirable level. Fourth, the inclusion of the 3D
structure in the epicentral region at an adequate resolution allows us to match
the full complexity of the observed waveforms and is, therefore, required to
model water reverberations. Note that an even better waveform fit might not
have been achieved due to the inherent location error of the GCMT catalog
or the assumption of a 1D crust and mantle structure.

7.4 Earthquake Relocation by Waveform Modeling of Water Re-
verberations: A Case Study in the Gofar Transform Fault

Once the bathymetry effects on teleseismic P-waveforms are properly accounted
for, water phases should be modeled with high levels of accuracy. Any signifi-
cant waveform disagreement between observed and synthetic water reverbera-
tion phases can, therefore, be attributed to an error on the earthquake’s loca-
tion, focal mechanism, and/or to the presence of any near-source heterogeneity
that is not included in our velocity model. However, given our current knowl-
edge of plate-motion direction and the structural simplicity of OTFs, it is less
likely that the two latter factors are the main causes of poor waveform fitting.
Moreover, because the impedance contrast is largest at the fluid-solidus inter-
face, the teleseismic P-wave coda of these types of events will be dominated
by acoustic waves scattered at the ocean bottom rather than by other type
of complex waves scattered at the fault’s and lithosphere’s irregular structure.
Receiver-side structures can also introduce some complexity into the observed
waveforms, but here we base our analyses on data from dense seismic networks
to minimize their effect. Under this set of assumptions, and for a given faulting
geometry, we can then generate a library of water phase templates along and
around any mid-oceanic fault system to relocate earthquakes whose current
catalog location results in poorly modeled coda waveforms. To demonstrate
the effectiveness of this approach, we use the fast-slipping (∼ 14cmyr−1) GTF
as a test case and simulate 4 of its Mw5.0+ events at all available US Array
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Figure 7.3: Waveform modeling results for the 2013 Mw6.1 Gofar earthquake
using different structural models (see Figure 7.4 for the event location). Black
traces are observed data and red traces are synthetics (0.01-0.2 Hz). Station
network and name is shown in panel (A) only but is the same for all 4 panels.
Synthetics in (A) are computed using a 1D Earth (Model 1). Synthetics in (B)
are computed using a 2D Earth with a flat ocean bottom on the source side
(Model 2). Synthetics in (C) are computed using a 2D Earth with realistic to-
pography (Model 3). Synthetics in (D) are computed using the hybrid method
with 3D source side structures (Model 4). The average waveform misfit of each
set of synthetics is shown in the upper part of the panels. Examples of the
velocity models (for the 1D and 2D simulations) and the bathymetry mesh
used in the 3D simulations are shown on the right. The elevation data for
Model 4 is extracted from the Global Multi-Resolution Topography synthesis
[GMRT; 52].
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stations, including the 2008 Mw6.0 Gofar earthquake which was captured by
a nearby OBS array (Figure 7.4). The location of the 2008 Mw6.0 event was
previously determined relative to its Mw5.1 aftershock and assumed that the
aftershock’s centroid location is equal to its own epicenter location [7]. The
earthquake depth, on the other hand, is not well-constrained but suggested
to be above the 600◦ C isotherm, which given the warm thermal structure
of the GTF is ∼5 km for the center of the transform fault [19]. Using the
reported GCMT moment tensor solutions and centroid locations, our initial
modeling results show that a remarkable waveform fit is achieved for the 2008
Mw6.0 earthquake (most-likely due to its proximity to its revised and proba-
bly true location; Figure 7.5C) whereas the water reverberation phases for the
remainding 3 earthquakes are poorly matched by the synthetic seismograms
(Figure 7.5A,B,D). The large waveform discrepancy between the observed and
synthetic traces for the 2002 Mw5.1, 2014 Mw5.5, and 2016 Mw5.7 events is
therefore likely to be caused by severe earthquake mislocation.

Before relocalizing the poorly-modeled events, it is an interesting exercise to
analyze the regional bathymetric effect of the GTF on the teleseismic wave-
field. To do so, we simulate two orthogonal lines of equi-spaced strike-slip
sources placed at a constant 5-km depth along and across the G3 segment
of the fault (locations 7-27 in Figure 7.4) all the way to a 207-station array
uniformly spread across the United States. We then use the full synthetic
dataset to analyze the wavefield’s sensitivity to source location and perform
a source-side beamforming to detect the direction and apparent wave speed
at which the multiple arrivals in the P-wave coda are traveling outward from
the source array (Figure 7.6). Our analysis reveals that, for the 0.01-0.2 Hz
frequency band, water phases are sensitive to a ∼5 km change in the earth-
quake’s horizontal location and that a large portion of the water multiples are
composed of arrivals that are generated from multiple azimuths. However, our
most relevant finding is that the fault topographic relief appears to behave as a
strong scatterer, as is confirmed by the large concentration of slow arrivals that
are coincident with the fault’s strike (Figure 7.6C). This observation supports
our hypothesis that water phases can be used to retrieve valuable information
about the earthquake’s centroid location as the timing and amplitude of these
scattered waves can be used to constrain the event’s position along and across
the fault.
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Figure 7.4: Topographic map of the Gofar transform fault system. G1, G2,
G3 mark the different segments of the fault that are separated by intratrans-
form spreading centers. Beachballs show the focal mechanisms and centroid
locations from the Harvard GCMT catalogue. The circled numbers repre-
sent candidate locations for the 2002 Mw5.1, 2007 Mw6.1, and 2016 Mw5.7
earthquakes. The average intersource spacing between neighboring candidate
locations is 5 km. The small inset map is a zoom of the 2016 Mw 5.7 event
epicentral region. The dashed purple line marks the extension of a potential
sub-parallel fault (from surface bathymetry). The red circled numbers mark
the centroid locations determined by this study. Elevation data is extracted
from the Global Multi-Resolution Topography synthesis [GMRT; 52].

Main-Fault Events

In the simplest of cases, and for earthquakes whose initial reported location
is the vicinity of prominent bathymetric features, we can correlate the water
reverberation signals generated by several equi-spaced strike-slip sources along
any obvious candidate locations until an optimal solution is found. For this
case, we limit the depth of all simulated sources to 5 km due to the warm tem-
perature of the GTF, and separate all test locations by 5 km on account of the
frequency band of analysis. An example of such a search process is presented
in Figure 7.7, which shows the water phase variations along the G2 segment of
the fault and their comparison with the 2002 Mw5.1 seismic recordings. Apart
from exhibiting significant water phase changes as the source location is shifted
along the fault, our computed seismograms are, at a particular location, able
to fit almost every single arrival that is present in the observed P-wave codas.
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Figure 7.5: Waveform modeling results for the 2002 Mw5.1 (A), 2007 Mw6.1
(B), 2008 Mw6.0 (C), and 2016 Mw6.1 (D) Gofar earthquakes using the re-
ported GCMT solutions and a 5-km source depth. Black traces are observed
data and red traces are synthetics (0.01-0.2 Hz). Station name and network
are shown above each trace pair.

By analyzing the goodness-of-fit between the observed and synthetic traces in
a total of 99 US Array stations via a shape-fitting criterion, which is defined
as follows:

Misfit = 1− [Max(RXY)]2∑X2
i
∑Y2

i
, (7.1)

where Xi is the observed waveform, Yi is the synthetic waveform, and RXY is
the cross-correlation of the traces, we are able to decrease the average waveform
misfit by 22% by taking location 1 from Figure 7.4 as the earthquake’s true
centroid location. The difference between our solution and the reported GCMT
for this event is over 19 km, which is approximately twice the average rupture
length of an Mw5.0 earthquake. Our preferred location displaces the current
catalog location away from the extensional pull-apart basin that is between
the G1 and G2 fault segments, which is tectonically more consistent with the
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Figure 7.6: Record section of 3D synthetic waveforms generated for one tele-
seismic station using source locations 7-27 in Figure 7.4 (A). All waveforms
have been band-passed between 0.01 to 0.2 Hz. The blue shaded region de-
limits the traces for the fault-perpendicular sources whereas the yellow shaded
region delimits the traces for the fault-parallel sources. The mean azimuth
and distance to the receiver is of 0.70◦ and 51.76◦, respectively. Beamform-
ing output for the 3 time windows that are enclosed by the red dashed lines
in the record section (B). Slow and prominent arrivals can be observed be-
ing generated from multiple azimuths. Collection of all maximums in every
beamforming output for the full station synthetic array (C). The size of the
markers represents the beam power whereas the color represents the apparent
wave speed. The presence of slow arrivals concentrated in the azimuth along
the fault’s strike suggests that the fault itself is behaving as a strong scatterer.

expected faulting geometry of an oceanic strike-slip event. It is important to
note that our best-fitting location is at the western end of the source array,
and that the true hypocenter of the event may still be further west from our
proposed site. However, given the small room for improvement in terms of
waveform fit, it is highly unlikely that this location will deviate substantially
from our current solution.

Low-SNR Events

Given the moderate magnitudes of OTF events, as well as their large distance
from any seismic station, one difficulty that commonly arises when analyz-
ing their teleseismic waveforms is the low signal-to-noise ratio (SNR) of the
earthquake recordings. This complication can bias the interpretation of wa-



138

Figure 7.7: Waveform modeling results for the 2002 Mw5.1 using source lo-
cations 1-6 in Figure 7.4. Black traces are observed data and red traces are
synthetics (0.01-0.2 Hz). Station name and network are shown above each
trace pair in the first panel only. The green contoured panel shows the wave-
form comparison of the observed and synthetic traces for the location that
results in the best fit (location 1) whereas the the blue contoured panel shows
the waveform comparison for the location that is closest to the GCMT solution
(location 5).

ter phases and limit their use in relocating events. Nevertheless, with the
availability of dense seismic networks, it is possible to apply beamforming to
enhance the coherent signals buried within the traces and suppress the inco-
herent noise [53]. Here, given that the ray-parameter of the pwnP and swnP
phases is substantially close to the one of the direct P-wave arrival (Figure 7.1),
we can apply a systematic delay-and-stack using local apparent P-wave slow-
nesses at different groups of stations to extract coherent sequences of water
phase arrivals. This process increases the overall SNR of the seismic array at
the elevated cost of resolution and, therefore, should only be applied when the
seismic traces are uninterpretable. An example of a set of records that can
benefit from this SNR enhancement is the one from the 2007 Mw6.1 event. To
beamform the signals, we first divide the entire US Array into multiple small-
aperture 20-station subarrays such that, for each individual seismic station, we
find the optimal stacking velocity using the 19 closest stations and generate
a single-beamed trace (Figure 7.8A). To ensure waveform coherence among
stations, and maintain the incident plane wave approximation for teleseismic
arrivals [53], we only apply beamforming if the radius of a given subarray is
smaller than 400 km. Although the choice of stacking parameters is somewhat
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subjective, one should attempt to use the least amount of stations to allow the
subtle waveform changes of the water phases as a function of distance and az-
imuth to be preserved and, at the same time, still be below the alias limit of the
subarray [54, 55]. The outcome of implementing this type of spatio-temporal
beamforming results in a remarkable increase in the SNR of the traces such
that coherent water phases can now easily be observed (Figure 7.8BC).

Figure 7.8: Illustration exemplifying the beamforming process applied to the
2007 Mw6.1 recordings (A). The map shows the stations used to produce a
beamed trace at station CI.ARV (red inverted triangle). The blue inverted
triangles represent the 19 closest stations used to form the subarray. The
inset plot shows the beamforming output for a time window around P-wave
arrival of the 20 traces. The subarray and beam information is shown in the
bottom white box. The record section in (B) shows the raw waveforms of the
2007 Mw6.1 event at all available US Array stations (gray inverted triangles in
A). The record section in (C) shows the waveforms at the same stations after
applying the spatio-temporal beamforming. Both sets of records have been
aligned with the P-wave onset time and band-pass filtered between 0.01 and
0.2 Hz. The red dashed lines in (B) and (C) mark the P-wave and PP-wave
arrival time. The green arrows in (C) mark the arrival time of two prominent
water phase arrivals.

Once the records have been beamed, and the water reverberation signals are
discernible, we take the same approach as the one in the 2002 Mw5.1 event
relocation and place multiple strike-slip sources at 5-km depth along the G3
segment of the fault. The waveform modeling results for the 2007 Mw6.1 event
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are presented in Figure 7.9. A simple visual inspection of the synthetic wave-
forms reveals that not all candidate locations are able to replicate the water
phase patterns that are observed in the recorded seismograms. In particular,
there exist two prominent and persistent water phase arrivals at 35 s and 70 s
after the direct P-wave (green arrows in Figure 7.8C and Figure 7.9) that are
only generated when the earthquake source is placed within a small section of
the fault. Based on the source-side beamforming results, we believe that these
arrivals are produced somewhere at the edges of the fault probably as a result
of seismic guided waves trapped in the fault’s low topographic relief. For obvi-
ous reasons, this type of waveform features is useful to investigate near-source
seismic structures and, in this case, allow us to tie down the absolute location
of the source to a particular point in space. From a goodness-of-fit analysis
in over 460 beamed traces, our preferred solution displaces the earthquake’s
location 11.6 km east from the reported GCMT location by taking location 15
in Figure 7.4 as the event’s true centroid location.

Different from the other events analyzed in this study, the direct P-wave of
the 2007 Mw6.1 earthquake has a double-pulse feature that could easily be
interpreted as complexity in the rupture process. However, through our wave-
form analysis, we find that a single point source is sufficient to explain most
of the information present in the seismograms, and that, to fully match the
direct P-wave and the entire water phase packet simultaneously, the earth-
quake depth must be close to 15 km (Figure 7.9). This observation suggests
that the secondary pulse in the direct P-wave corresponds to a depth phase
reflecting from the bottom of the seafloor rather than the result of a compli-
cated source time function. If the latter is correct, then this would imply that
either not all earthquakes along the GTF are thermally controlled, or that
the thermal structure of the fault cannot be explained by a simple half-space
cooling model. This claim is reasonably consistent with the OBS observations
of McGuire et al. [7], which revealed large along-strike variations in the ma-
terial properties of the GTF such that there might be regions of enhanced
fluid circulation that are affecting the thermal state of the fault. Although
investigating the mechanics of this particular earthquake is out of the scope
of this study, our analysis highlights the potential of water phases to place
valuable constraints on both the earthquake rupture and the fault structure
from teleseismic observations alone.
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Figure 7.9: Waveform modeling results for the 2007 Mw6.1 earthquake. Black
traces are observed data and red traces are synthetics (0.01-0.2 Hz). The
leftmost panel shows the synthetic waveforms of earthquake sources 7-17 in
Figure 7.4 for station CI.SWS. The black waveform plotted on top corresponds
to the observed beamed trace around the same station. The top green arrows
mark the arrival time of the two prominent water phases arrivals. Note how
source locations 13-16 are the only ones capable of producing the first promi-
nent water phase arrival (blue-circled numbers). The three rightmost panels
correspond to the waveform simulation results for a strike-slip source placed
at the GCMT reported location at 5 km depth, at source location 15 at 5 km
depth, and at source location 15 but at 15 km. Station name and network are
shown above each trace pair in the first panel only. The green contour marks
the waveform fit of our preferred solution.

Off-Main-Fault Events

Off-main-fault events such as the 2016 Mw5.7 earthquake present a greater
challenge to relocate since there is no primary surface feature to which we can
initially tie the earthquake’s epicenter. This requires a broader exploration of
the solution space and can therefore become computationally demanding, but
not unfeasible. An example of such a search process is shown in Figure 7.10,
where we first place a total of 10 strike-slip sources in a 5 km radius around
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the 2016 Mw5.7 GCMT catalog location and quantify the waveform similarity
at each point. We then use the position with the minimum average misfit
as our new starting location and simulate 10 new strike-slip-sources around
it. This process is applied iteratively until a well-established waveform mis-
fit minimum is found. By quantifying the goodness-of-fit between observed
and synthetic records in over 114 US Array stations, we are able to decrease
the average waveform misfit by 11% by taking position 42 from Figure 7.4
as the event’s true centroid location. Our new solution is over 10 km east
from the current catalog location and is, once again, able to fit almost every
single arrival present in the observed P-wave codas. Interestingly enough, our
solution places the 2016 Mw5.7 event in close proximity to the 2013 Mw6.1
earthquake, whose current GCMT location also results in a remarkable wave-
form fit (Figure 7.3D). Both of these events are in close alignment with a linear
surface feature that appears to be composed of a series of subparallel faults
that appear to be capable of hosting Mw5.0+ earthquakes (Figure 7.4). It is
important to mention, however, that since this type of events are not in the
immediate vicinity of a prominent bathymetric feature, the water phase sensi-
tivity to horizontal location drops dramatically (as evidenced by the smooth
misfit surface exhibited by the candidate locations in Figure 7.10). This lim-
itation increases the uncertainty with which this type of events are relocated
and may, therefore, require higher-frequency simulations to determine their
accurate location.

7.5 Discussion

The modern-day availability of high-resolution multibeam bathymetric data,
well-documented slip rates, and comprehensive thermomechanical models of
mid-ocean ridges shed light on some of the most relevant factors that con-
trol seismicity in OTFs. However, the lack of well-determined earthquake
source parameters along these fault systems hinders the accurate characteri-
zation of the degree of influence of different tectonic parameters (e.g. offset
length, spreading rates and lithosphere temperature) on the distribution of
earthquake slip. A thorough characterization of OTF seismicity at a global
scale is, therefore, necessary to place strict constraints on the primary controls
on earthquake behavior in oceanic plate boundaries. To evaluate the limits of
our analysis technique, and whether it can be applied to any oceanic setting
on Earth, we generate a series of 2D synthetic seismograms computed with
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Figure 7.10: Search space for the 2016 Mw5.7 event optimal location. The
circles depict the earthquake candidate locations (see magnified map in Fig-
ure 7.4) and the traces show the waveform fit between observed (black) and
synthetics (red) at station TA.L02F for 4 different locations (0.01-0.2 Hz). The
color of the markers represent the waveform misfit for the same station. The
waveform modeling results for this earthquake best-fitting location are shown
on the right. Station name and network are shown next to each trace pair.
The dashed purple line marks the extension of a potential sub-parallel fault
(from surface bathymetry).

different levels of bathymetric resolution and quantify the waveform similarity
as a function of frequency (Figure 7.11). More in detail, this exercise entails
computing numerous synthetic waveforms with the same bathymetry profile
but sampled at different resolutions and meshed with variable grid sizes so that
the wavefields are calculated at different frequencies. Then, for each frequency,
we take the synthetic recording that was simulated with the highest resolution
velocity model and use it a "true" waveform to be compared with the lower
resolution simulations. Our analysis reveals that significant waveform changes
begin to occur when bathymetric features with scales larger than the P-wave
wavelength in the water are modified. Now, given that water phases propagate
in a medium bounded by an elastic half-space and a free surface, the superpo-
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sition of opposed reverberations leads to a standing wave with one-quarter of
a period. Thus, for an average 3 km deep ocean, the fundamental mode of a
sequence of water phases will have a central frequency of 0.125 Hz (assuming
a constant water velocity of 1.5 km/s). This result suggests that numerical
simulations accurate down to ∼8 s period are required to model the simplest
form of water phases in an typical mid-oceanic setting, and that bathymetric
features of a size comparable to the ocean depth need to be adequately repre-
sented in our velocity models. Current publicly available bathymetry models
constructed from both satellite data and ship soundings have a 1-arc minute
base global resolution and can go as high as 15-arc seconds in regions where
more modern ship sounding is available [56, 57]. This type of global resolution
technically enable us to accurately model ∼6-s water reverberations in any
OTF system in the world.

To this point, our methodology has only been applied to relocate events oc-
curring in the equatorial EPR, which has a high spreading rate and, hence, a
relatively smooth seafloor geometry. In such a tectonic setting, and because
of the frequency band of analysis, our numerical simulations provide us with
enough resolution to capture waveform changes resulting from a 5-km location
difference. However, in a marine environment with a more chaotic seafloor,
such as the mid-Indian ridge, the waveform changes that result from a 5-km
source shift are likely to be more notable. As a result, the centroid locations
obtained from modeling the water reverberations of earthquakes occurring in
slow-spreading ridges should be of higher resolution, and the uncertainties
associated with those solutions should be lower. To illustrate this concept,
Figure 7.12 shows a comparison between the recordings of two pairs of similar-
sized transform earthquakes occurring in two different marine environments.
Both pairs of events have the same intersource distances, as determined from
the cross-correlation of their Rayleigh wave packets [34], and, for each pair,
their waveforms are shown for the same seismic stations. From this analysis, it
is easily observed that, despite the fact that both pairs have almost the same
intersource distances (∼25 km), the water phases from the events occurring in
the fast-spreading EPR are more similar to each other than the water phases
from the events occurring in the slow-spreading Aden Ridge. Consequently,
the location resolution that one may achieve by modeling the water phases of
the events in the Aden Ridge is technically higher than the one that is achiev-
able in the EPR. This particularity causes that both the sensitivity and the
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Figure 7.11: Heatmap showing the waveform sensitivity to bathymetry resolu-
tion as a function of frequency. The thick lines depict the P-wave wavelength
in the water (λ=1 equals to one wavelength assuming a constant water velocity
of 1.5 km/s). The white dashed lines mark the 1-arc minute base resolution
of current global bathymetry models, the resolution limit of the resampled
SRTM30 global bathymetry model [56], and the the resolution limit of the
resampled SRTM15+ global bathymetry model [57]. The thick black arrow
marks the bathymetry resolution for the Gofar transform fault (61 m) [52].
The topographic profile used in these calculations is cut from the EPR to the
center of the United states (from -4.75◦/-105.40◦ to 41.38◦/-119.17◦ lat/lon).
The misfit is quantified via the shape-fitting criteria (Equation 7.1) in which
the record generated in the highest resolution run is taken as the "true" wave-
form. Synthetics are calculated for a station at a distance of 48◦ using a
15-km-deep strike-slip source.

uncertainties of our technique to vary between regions and, therefore, a careful
evaluation of the wavefield’s sensitivity to location changes should always be
performed before relocalizing submarine events in different study areas.

Here, we have also restricted the analysis of water phases to mid-oceanic set-
tings due to their relatively simple velocity structure and lack of sediments,
which have been shown to have a direct effect on the amplitude of teleseismic
water reverberations [41]. Nonetheless, our method of analysis can also be ap-
plied to extract source characteristics of earthquakes occurring in subduction
zones where offshore seismic data has been collected, and high-resolution 3D
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Figure 7.12: Waveform comparison of two similar-sized pairs of earthquakes
occurring in a fast spreading oceanic environment (top) and a slow spreading
environment (bottom). Both pairs of events are separated by the same dis-
tances, as determined by the time shifts of their fundamental-model Rayleigh
waves for a full azimuth range. Event names, and focal mechanisms are shown
on the left size of each panel. Station name, distance and azimuth are shown
above each pair of waveforms. Distances and azimuths are approximate and
calculated from the center of the fault. Fault name and slip rate are shown in
the top part of each panel together with the estimated intersource distance.
The normalized cross-correlation coefficient of each pair of waveforms is shown
in blue next to the traces. Note that, despite having the same intersource dis-
tances, the water phases for the events occurring in the fast spreading ridge
are more similar than the ones occurring in the slow spreading ridge. All
waveforms have been band-passed between 0.01 to 0.2 Hz. For each panel, the
focal mechanism and waveforms are color-associated.
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velocity structure models are available [58]. The analysis of subduction-related
water phases may help us to constrain important source characteristics such as
the up-dip extent of the earthquake rupture and whether any breakage of the
seafloor occurred, which would generate unusually large amplitude water re-
verberations [59, 60]. Understanding the water phase signature of complicated
rupture processes in subduction zones has important implications for proba-
bilistic tsunami hazard assessments and may one day be used to identifying
tsunamigenic events in real time.

Although so far we have solely focused in improving earthquake locations along
the Gofar transform fault, we have shown that our technique can be optimally
applied to investigate the seismic behavior of different mid-oceanic environ-
ments. An analysis as the one presented here but at a global scale should
allow us to answer some of the fundamental open questions regarding the me-
chanics of OTFs and earthquake faulting in general. For instance, the distribu-
tion of seismically active patches along multiple oceanic fault strands around
the globe will provide us with sufficient observational information to resolve
whether structural discontinuities affect the size and location of the seismo-
genic zone, or if along-strike variations in fault frictional properties are more
likely to limit rupture propagation. Moreover, with an accurate global catalog
that spans over a few earthquake cycles, we will be able to determine where the
transition from aseismic to seismic takes place along a given fault and whether
the frictional properties of OTF segments evolve temporally between stable
and unstable slip. Understanding the relationship between seismic and aseis-
mic processes is essential to hazard analyses given that major continental fault
systems have been observed to accommodate part of their cumulative strain
by aseismic slip [e.g., 61, 62] and because slow transients have been observed
to occur minutes before devastating earthquakes [e.g., 63]. The formulation of
a reliable global OTF seismic catalog will also serve as an important founda-
tion for numerous future investigations that go well-beyond earthquake source
studies. For example, once accurate absolute centroid locations are available,
it will become possible to use wavefield methods to probe the fine-scale struc-
ture of OTFs and explore the physical conditions within oceanic seismogenic
zones. Consequently, with better constraints on the architecture of OTFs,
we will be able to investigate how these fault systems serve as pathways for
the hydration of oceanic plates and how they interact with the underlying
mantle [e.g., 64]. This last topic is of great interest not only to communities
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studying subduction processes but also to biogeochemical groups investigat-
ing the chemical reactions associated with aqueous alteration of peridotite to
serpentine minerals, as the interaction between seawater and the cold mantle
lithosphere is an important mechanism in the formation of hydrogen, methane
and small organic molecules [65, 66].

7.6 Conclusion

We showed that the water reverberation signals of submarine earthquakes are
both interpretable and modelable, and can be used to constrain the absolute
location of the rupture within a given fault. By computing synthetic water
phases using a hybrid method for modeling body wave arrivals with 3D source-
side structures, we relocated 3 OTF events with a ∼5-km uncertainty along
the GTF in the EPR using land-based stations alone. The solutions we obtain
are within the area of the average location error of the GCMT catalog for OTF
earthquakes (∼20 km) and are consistent with the tectonics of the region. We
also demonstrated that current global bathymetry maps have enough reso-
lution to allow our methodology to be applied in any oceanic setting in the
world. Our approach of using water reverberation phases as a fingerprint of
earthquake location is a first step towards a reliable global OTF earthquake
catalog and opens the door to a new and unexplored way of studying OTFs in
general.
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C h a p t e r 8

CONCLUSIONS AND FUTURE DIRECTION

In this thesis, I presented a set of independent case studies where I used wave-
field methods to infer useful properties of the Earth’s structure and dynamics.
Chapter 2 represents a case where I use ambient noise surface wave analy-
sis in its most classical way to place constraints on an enigmatic feature of
the Mexico subduction system: the transition anatomy of the Cocos slab and
its relation with the abrupt termination of the Trans-Mexican Volcanic Belt
at its eastern end. This work relied solely on travel-time measurements of
noise-derived surface waves to illuminate the large-scale lithospheric structure
of south-central Mexico. I also used the velocity discrepancy between orthog-
onally polarized surface waves to detect the presence of coherently oriented
structures within the lithosphere such as fluid melt-filled cracks, lenses of par-
tial melts, and other intrusive bodies such as dykes and sill complexes. The
joint analysis of this set of observations pointed to the fact that the transition
from flat to steeper subduction is more likely to be accommodated by a slab
tear rather than a sharp flexure. With this model, I suggested that the dif-
ference in the rollback rates of the subducting plate introduces a suction force
that increases the strength of the toroidal flow through the tear and drags the
mantle materials under the central portion of the Cocos slab laterally toward
southern Mexico. Consequently, any material that is flowing through the tear
is unable to reach the surface directly at the site of the slab window, explaining
the abrupt termination of the volcanic arc.

Chapters 3 and 4 described a set of studies in which I investigate the role
that upper mantle buoyancy anomalies play in determining the behavior of
the continental crust. In both chapters, I used noise-derived surface waves to
build crustal anisotropy models of three tectonically intriguing regions: the
Wallowa Mountains in northeastern Oregon, the Rocky Mountain complex
near Wyoming, and the Sierra Nevada in California. From the analysis of
these three regions, I was able to make a few key observations: (i) In the
western US, crustal seismic anisotropy is spatially coherent but unrelated to
mantle anisotropy. (ii) There are two main mechanisms that underlie the
creation of anisotropy in the lower crust: poloidal flow driven by mantle loading
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and toroidal flow due to plate interaction. (iii) A mantle lithospheric load
depresses the Moho, driving in crustal flow, thickening the crust, and creating
an isostasy without topographic expression. (iv) Crustal flow due to mantle
vertical loading is especially effective at straining large volumes of lower crust.
In general, these results provide important insights into the interplay between
mantle processes and crustal dynamics, and allows some broad predictions
about continental crust during orogenies.

Chapters 5 and 6 explored the use of oil-industry instrumentation and seismic
interferometry methods to map small-scale elastic properties of the shallow
crust at Long Beach, California. In Chapter 5 I focused on the surface wave
portion of the Green’s function to produce a shear wave velocity model of the
top kilometer of the crust. In the process of doing so, I developed an automatic
neighborhood-based cross-correlation method for phase arrival picking that
allows us to deal with complicated waveforms and make reliable phase velocity
measurements across multiple frequencies. With the remarkable resolution
that was allowed with this type of instrumentation, I illuminated several well-
known geologic features of the area such as as the Newport-Inglewood Fault,
the Silverado Aquifer, and the San Gabriel River. I also presented evidence
that speaks to the possibility of using seismic anisotropy observations to detect
small-scale changes on the regional stress regime and illuminate buried faults.
Lastly, I used numerical methods to show that the presence of subsurface small-
scale structures have a clear impact on the intensity of the expected shaking,
and can cause ground-motion acceleration to change by several factors over a
sub-kilometer horizontal scale. In Chapter 6, on the other hand, I focused on
the body wave portion of the Green’s function and use array-processing tools to
produce a compressional wave velocity model of the top two kilometers of the
crust. The results of this work confirmed the reliability of ambient noise body
waves to characterize the seismic structure and showed that, in spite of the
processing challenges of retrieving them, they can provide unique constraints
that are otherwise unattainable with current passive imaging methods.

Different from other chapters, Chapter 7 introduced a novel method of analy-
sis that holds great potential for investigating both the seismic behavior and
the physical condition of remote mid-oceanic environments. This work used
numerical modeling tools to calculate synthetic 3-D wavefields of submarine
earthquakes and, with them, associate complicated coda patterns on teleseis-
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mic signals to specific source properties, particularly location. While the gen-
eralization of this approach is still at an early stage, the capability of sparsely
investigating oceanic transform seismicity around the world will unlock the
door to a broad range of new geophysical research. For instance, with a few
single-event location estimations on a given fault, relative relocation methods
can be applied to obtain an accurate characterization of its full seismic be-
havior. Once accurate earthquake catalogs are available, it will not only be
possible to study the seismo-tectonics of mid-oceanic environments, but it will
also become possible to apply wavefield methods (like the ones presented in
this thesis) to explore the physical condition within oceanic seismogenic zones.
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