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ABSTRACT 

    The Industrial Revolution was energized by coal, petroleum, and natural gas. It is clear 

that fossil fuels, which drive steam and electrical engines, made possible a monumental 

increase in the amount of productive energy available to humans. But in the meantime, the 

constant burning of fossil fuels has changed the natural greenhouse, intensified global 

warming, deteriorated air quality, and eventually caused irreversible environmental damage 

on our planet. Renewable energy especially solar energy offers a desirable approach toward 

meeting our growing energy needs while largely reducing fossil fuel burning. The major 

problems in terms of harvesting energy directly from sunlight turn out to be low energy 

concentration and intermittency. Building solar-fuel generators, which stores solar energy in 

chemical bonds, similar to photosynthesis in nature, provides a possible solution to these two 

problems. Carbon-free chemicals, such as hydrogen gas, which are produced by solar-driven 

water-splitting, or carbon-neutral chemicals, such as methane and ethylene, which are 

produced by solar-driven CO2 reduction, are all promising clean fuels for solar storage.  

 

    This thesis is focused on studying the performance and solar to fuel conversion efficiency 

of existing and hypothetical test-bed photoelectrochemical prototypes using multi-physics 

modeling and simulation to lay a foundation for future implementation and scale-up of the 

integrated, solar-driven systems. For water-splitting systems, a sensitivity analysis has been 

made to assess the relative importance of improvements in electrocatalysts, light absorbers, 

and system geometry on the efficiency of solar-to-hydrogen generators. Besides, an 

integrated photoelectrolysis system sustained by water vapor is designed and modeled. 

Under concentrated sunlight, the performance of the photoelectrochemical system with 10× 

solar concentrators was simulated and the impact of hydrogen bubbles that are generated 

inside the cathodic chamber on the performance of the photoelectrolysis system was 

evaluated. For CO2 reduction systems, operational constraints and strategies for systems to 

effect the sustainable, solar-driven reduction of atmospheric CO2 were investigated. The 

spatial and light-intensity dependence of product distributions in an integrated 

photoelectrochemical CO2 reduction system was modeled and simulated. Finally, the 



 v 
performance a flow-through gas diffusion electrode for electrochemical reduction of CO or 

CO2 was evaluated. 

 

    This thesis can be divided into three parts. The first part discusses the importance of solar 

energy. The second part includes Chapter II, Chapter III, Chapter IV, and Chapter V, which 

deals with solar-driven water-splitting cells, and the third part includes Chapter VI, Chapter 

VII, and Chapter VIII, which deals with solar-driven CO2 reduction cells. 
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1 
C h a p t e r  I  

INTRODUCTION 

1.1 The importance of solar energy  

1.1.1    Global warming and CO2 emission 

For 2.5 million years the earth’s climate has fluctuated cycling from ice ages to warmer 

periods, but since the pre-industrial period, due to human activities, primarily fossil fuel 

burning, the planet’s temperature has risen unusually fast, about 1 degree Celsius, a number 

that is currently increasing by 0.2 degrees Celsius per decade, as shown in Figure 1.1. 

 

Figure 1.1: The change in global surface temperature relative to 1951-1980 average 

temperatures, with the year 2020 tying with 2016 for warmest on record (Source: NASA 

Goddard Institute for Space Studies). Credit: NASA/JPL-Caltech 

Ever since the industrial revolution began, factories, power plants as well as cars have 

burned fossil fuels such as oil and coal, which leads to the release of huge amount of carbon 

dioxide and other gases into the atmosphere. These gases trap heat near the earth through a 

naturally occurring process, the greenhouse effect. The greenhouse effect begins with the sun 

and the energy it radiates to the earth. The earth and the atmosphere absorb some of this 
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energy while the rest is radiated back to the space. Naturally occurring gases in the 

atmosphere trap some of this energy, reflect it back and warm the earth. Scientists believe 

that the greenhouse effect is being intensified by the extra greenhouse gases that humans 

have released. Evidence for global warming includes a recent string of very warm years. As 

NASA Goddard Institute for Space Studies (GISS) points out, the last seven years have been 

the warmest seven years on record, typifying the ongoing and dramatic warming trend. 

Meanwhile, the anthropogenic greenhouse gas (GHG) emissions have increased year by 

year. Readings in Figure 1.2 show that GHG emissions go up from 27 GtCO2-eq/yr in 1970 

to 49 GtCO2-eq/yr in 2010, with 1.3%/yr increase rate from 1970 to 2000, and 2.2%/yr 

increase rate from 2000 to 2010. Out of all the GHG emissions increase from 1970 to 2010, 

78% came from CO2 emissions from fossil fuel combustion and industrial processes. 

 

Figure 1.2:  Total annual anthropogenic greenhouse gas (GHG) emissions (gigatonne of 

CO2-equivalent per year, GtCO2-eq/yr) for the period 1970 to 2010 by gases: CO2 from fossil 

fuel combustion and industrial processes; CO2 from Forestry and Other Land Use (FOLU); 

methane (CH4); nitrous oxide (N2O); uorinated gases covered under the Kyoto Protocol (F-

gases). Right hand side shows 2010 emissions, using alternatively CO2 - equivalent emission 

weightings based on IPCC Second Assessment Report (SAR) and AR5 values. (Reprinted 

with permission from ref1.) 
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    As a result, the GHG concentrations in the atmosphere have increased rapidly. It turns 

out that atmospheric concentrations of GHGs are at levels that are unprecedented in at least 

800,000 years. As Figure 1.3 indicates, concentrations of carbon dioxide, methane and 

nitrous oxide have all shown large increases since 1750 (40%, 150% and 20%, respectively). 

CO2 concentrations are increasing at the fastest observed decadal rate of change (2.0 ± 0.1 

ppm/yr) for 2002– 2011. After almost one decade of stable CH4 concentrations since the late 

1990s, atmospheric measurements have shown renewed increases since 2007. N2O 

concentrations have steadily increased at a rate of 0.73 ± 0.03 ppb/yr over the last three 

decades. 

 

Figure 1.3:  Atmospheric concentrations of the greenhouse gases carbon dioxide (CO2, 

green), methane (CH4, orange) and nitrous oxide (N2O, red) determined from ice core data 

(dots) and from direct atmospheric measurements (lines). (Reprinted with permission from 

ref 1.) 

The ocean has absorbed between 20% and 30% of total anthropogenic carbon dioxide 

emissions in recent decades (7.2 to 10.8 billion metric tons per year)2. As a result of more 

carbon dioxide emissions into the atmosphere, since the beginning of the Industrial 

Revolution, the acidity of surface ocean waters has increased by about 30%.2 Nevertheless, 
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due to global warming, Arctic sea ice is shrinking. According to NASA studies the extent 

of Arctic sea ice has declined about 10% in the last 30 years. Global sea level rose about 20 

centimeters in the last century. The rate in the last two decades, however, is nearly double 

that of the last century and accelerating slightly every year. If the global surface temperature 

keeps increasing at the current pace, it is estimated to go up by 5.6 degrees Celsius by the 

end of the century. Climate models predict more subtle changes based on this assumption. 

Weather patterns will change and make hurricanes more frequent, severe droughts will 

become more common in warm areas and eventually more species will be unable to adapt to 

the changing conditions and face extinction.  
 

1.1.2    Fossil fuels burning and air pollution 

    Aside from the greenhouse gases, fossil fuel burning also generates 𝑆𝑆𝑆𝑆2  and nitrogen 

containing chemicals, which will form fine particulate matter (<2.5 µm), usually named as 

PM2.5, after a series of atmospheric chemistry reactions:  

𝑆𝑆𝑆𝑆2 + 𝐻𝐻2𝑆𝑆 = 𝐻𝐻2𝑆𝑆𝑆𝑆3 

𝐻𝐻2𝑆𝑆𝑆𝑆3 + 𝑆𝑆2(𝑆𝑆3) = 𝐻𝐻2𝑆𝑆𝑆𝑆4 

𝐻𝐻2𝑆𝑆𝑆𝑆4 + 𝑁𝑁𝐻𝐻3 = 𝑁𝑁𝐻𝐻4𝐻𝐻𝑆𝑆𝑆𝑆4 

𝐻𝐻2𝑆𝑆𝑆𝑆4 + 2𝑁𝑁𝐻𝐻3 = (𝑁𝑁𝐻𝐻4)2𝑆𝑆𝑆𝑆4 

𝐻𝐻𝑁𝑁𝑆𝑆3 + 𝑁𝑁𝐻𝐻3 = 𝑁𝑁𝐻𝐻4𝑁𝑁𝑆𝑆3 

 

Figure 1.4 shows PM2.5 level remains very high in a broad swath stretching from the Saharan 

Desert in Northern Africa to Eastern Asia. Compared with maps of population density, it 

suggests that more than 80% people in the world are currently breathing polluted air with 

PM2.5 concentration higher than 10 µg/m3, which is the guideline value World Health 

Organization (WHO) has recommended to achieve for PM2.5 annual mean concentration. 

 

    PM2.5 can cause a variety of health problems, which will possibly lead to irregular 

heartbeat, aggravated asthma, decreased lung function and increased respiratory symptoms. 

Meanwhile PM2.5 are believed to be the main cause of reduced visibility in the United States. 

Depending on their chemical composition, the impact of PM2.5 on the environment may 
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include depleting the nutrients in soil, damaging sensitive forest and farm crops and making 

lakes and streams acidic. Therefore, it is very urgent that strong actions need to be taken to 

curb the deteriorating trend of air pollution. 

 

 
Figure 1.4:  Global satellite-derived map of PM2.5 averaged over 2001 to 2006. Credit: 

Dalhousie University, Aaron van Donkelaar 

 

1.1.3    Renewable energy 

    Figure 1.5 indicates that in 2019, the total energy consumed by U.S. only reaches 92.94 

quadrillion Btu. Fossil fuels (petroleum, natural gas and coal) burning has the major share of 

79%, which, as discussed in the previous sections, has made non-negligible damage to the 

environment. In order to decrease the greenhouse gases emission and meet the energy 

demand at the same time, renewable energy is the solution. Renewable energy has a variety 

of sources, the most popular ones are: solar, wind, hydro, tidal, geothermal and biomass. 

Solar energy is the most abundant clean energy on the earth. As Table 1.1 shows, the power 

supplied by the sun reaches 36,000 TW, which is four orders of magnitude higher than the 

power supplied by hydro, geothermal and biomass, two orders of magnitude higher than the 

power supplied by wind, and three orders of magnitude higher than the world consumption 
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rate. Therefore, energy harvested directly from sunlight offers a desirable approach toward 

fulfilling, with minimal environmental impact, the need for clean energy.  

  

 
Figure 1.5:  U.S. primary energy consumption by energy source, 2019 (Source: U.S. Energy 

Information Administration, Monthly Energy Review, Table 1.3 and 10.1, April 2020) 

 

 

Renewable energy Power supply or consumption 

(TW or TWy/y) 

Solar reaching on land 36,000 

Hydro 3-4 

Geothermal 0.2-3 

Wind 75-130 

Biomass 2-6 

World consumption 18.3 

 

Table 1.1:  Comparison of power supply of various types of renewable energy, and world 

energy consumption in 2014. (Data from source ref 3,4) 
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    However, in order to fully utilize solar energy for the global energy demand, several 

important goals need to be met. First, the energy conversion system must have high 

efficiency. Second, the solar-fuel generators must be cost-effective in order to grow to multi-

terawatt scale. Next, the system must be able to provide a stable, constant energy flux. Due 

to the daily and seasonal variability in renewable energy sources such as sunlight, energy 

harvested from the sun needs to be efficiently converted into chemical fuel that can be stored, 

transported, and used upon demand. Finally but most importantly, the whole system must 

meet all the safety standards.  

 

1.2 Solar-to-fuel conversion system 

 

        
 

Figure 1.6:  Schematic illustration for an integrated photoelectrochemical device. Credit: 

Reused with permission from JCAP/Caltech 

 

Interest in the development of solar-fuel generators began with the pioneering research 

of Fujishima and Honda in the early 1970s.5,6 As Figure 1.6 shows, the primary components 

of a solar-fuel generator include photoabsorbers, electrocatalysts, membrane separators, 

electrolytes, and the supporting structures.  The photoabsorbers capture and convert the 
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incident photons into energetic electrons and holes, to provide the voltage and current for 

the fuel-forming reactions.  The electrocatalysts lower the kinetic overpotentials and effect 

the efficiency, stability and selectivity of the fuel-forming reactions.  The membrane 

separators prevent product crossover, both to avoid deleterious product recombination and 

explosive/flammable product mixtures, and provides a facile ion transport pathway.  The 

electrolytes facilitate ion transport between the cathode and anode compartments.  The 

supporting structure includes a mechanism for gathering light (e.g., window, lens arrays), 

input and output ports (e.g., input feedstocks, water/vapor and effluent products), structural 

elements, and serve as a temporary storage space for products. 

 

Most laboratory research has focused on studying and optimizing intrinsic material 

properties of photoelectrochemical assemblies in a half-cell configuration,7-15 in which the 

reactant/product transport is optimized by external stirring and in which any resistive losses 

due to solution transport in the cell are compensated by an external voltage bias.  Over the 

last four decades, a variety of unassisted water-splitting demonstrations have been reported, 

though reports of robust product separation and collection are rare.16-25 As shown in Figure 

1.7 and Figure 1.8, a collaborative work done by Joint Center Artificial Photosynthesis 

(JCAP) has constructed a prototype, that can lead to a deployable and scalable solar fuels 

generation system and includes not only the light absorbers, electrocatalyts, membrane 

separator, and electrolyte components, but also a chassis to synergistically integrate the 

these components while maintaining their optimal geometric layout and safe operation. 

 

    This thesis is focused on further studying the performance and solar to fuel conversion 

efficiency of existing and hypothetical test-bed photoelectrochemical prototypes using multi-

physics modeling and simulation to lay a foundation for future implementation and scale-up 

of the integrated, solar-driven systems. My entire work can be broken into two parts: the first 

part includes Chapter II, Chapter III, Chapter IV and Chapter V, which deals with solar-

driven water-splitting cell, the second part includes Chapter VI, Chapter VII and Chapter 

VIII, which deals with solar-driven CO2 reduction cell. 
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Figure 1.7:  Schematic illustration of the device construct of the louvered design solar-

hydrogen device. 

 

 

Figure 1.8:  (a) The exploded view of the CAD model for the louvered design. (b) A cross-

sectional schematic of the monolithically integrated photoelectrode assembly. (c) and (d) 

Cross-sectional scanning electron micrographs of the photoanode assembly (WO3/FTO/p+n-

Si) and photocathode assembly (Pt/TiO2/Ti/n+p-Si), respectively.  The inset scale bar is 1 

μm.    
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1.2.1    Solar-driven water-splitting cell 

1.2.1.1    Sensitivity analysis  

    

 
Figure 1.9:  Schematic energy band diagrams of an integrated photoelectrochemical (PEC) 

system under 1 Sun illumination for (a) the photocathode + photoanode PEC system, and (b) 

the tandem light absorber + electrocatalyst PEC system. Types I and II illustrate the 

semiconductor–liquid junctions and buried junctions, respectively. 

 

An integrated solar-driven water-splitting cell generally has two configurations, 

photocathode + photoanode PEC and tandem absorber + electrocatalysts PEC. Figure 1.9a 

shows the energy band diagram for the first configuration, where a photoanode and a 

photocathode are connected back-to-back with an Ohmic contact. The photogenerated 

minority-carrier electrons drift and diffuse to the photocathode-electrolyte interface and 

reduce H+ to H2, while the photogenerated minority-carrier holes drift and diffuse to the 

photoanode-electrolyte interface and oxidize water to O2. In the meantime, the majority-

carriers (holes in photocathode and electrons in photoanode) recombine at the Ohmic contact. 

Both the semiconductor-liquid junction, which is formed at the photoelectrode-electrolyte 

interface, as seen in Type I, and the ‘buried’ junction, which is formed inside the 

photoelectrode, as seen in Type II, can be served as the asymmetrical barrier to effectively 
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separate the photogenerated carriers in this configuration. The energy band diagram for 

the second configuration is indicated in Figure 1.9b. This model consists a tandem two-

junction light absorber and HER/OER catalysts that are in electrical connection to the 

electron/hole collectors of the light absorber. For this configuration, both junctions can be 

‘buried’, as seen in Type I, or one of the junctions can be at the photoelectrode-electrolyte 

interface, as seen in Type II. 

 

 
Figure 1.10:  Overlaid current density-potential behavior for a p-type photocathode and an 

n-type photoanode, with overall efficiency projected by the power generated PSTH = Jop (1.23 

V) by the cell for splitting water. 

 

 

    The overall solar-to-hydrogen conversion efficiency (STH) of the water-splitting system 

is calculated through  

𝜂𝜂𝑆𝑆𝑆𝑆𝑆𝑆 = 1.23(𝑉𝑉)∙𝐽𝐽𝑜𝑜𝑜𝑜(𝑚𝑚𝑚𝑚 𝑐𝑐𝑚𝑚−2)
𝑃𝑃𝑖𝑖𝑖𝑖 (𝑚𝑚𝑚𝑚 𝑐𝑐𝑚𝑚−2)

,                                                                                         (Eq. 1.1) 

where 𝐽𝐽𝑜𝑜𝑜𝑜 stands for the operating photocurrent density and Pin represents the total incident 

solar irradiance. By independently characterizing photoanodes and photocathodes, the 

expected performance of an integrated system can be directly calculated. 𝐽𝐽𝑜𝑜𝑜𝑜 can be obtained 

by overlapping the individually calculated J-V data for each photoanode/photocathode, as 
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shown in Figure 1.10, in which the red shaded area illustrates the maximal power generated 

for each component of the cell while the blue shaded area illustrates the power generated at 

the operating current density. 

Solar to hydrogen conversion efficiency of such a system depends on the performance and 

materials properties of all the individual components as well as the design of the system. 

Significant research efforts are being devoted to improving the performance of all of the 

system components, yet some improvements will result in larger gains in the overall system 

efficiency than others. In Chapter II, a sensitivity analysis of the solar-to-hydrogen 

conversion efficiency with respect to the materials properties of light absorbers, 

electrocatalysts, and the geometric design parameters, for a series of specific but generic 

designs for solar-fuels generators, has been described. The analysis has revealed the relative 

importance of reductions in the overpotentials of electrocatalysts, of improvements in the 

materials properties of light absorbers, and of optimization in the system geometry for 

various types of solar-fuels generators, while considering operation at a range of 

temperatures as well as under a variety of illumination intensities including up to 10-fold 

optical concentration. Such a sensitivity analysis provides a quantitative framework within 

which to assess the gains in system performance that can be attained as a result of improving, 

relative to the current state-of-the-art, the performance of different components of the system, 

and provides a useful framework for setting a forward R&D agenda for such systems. 

 

 
Figure 1.11:  Schematic illustration of the trade-offs between optical obscuration and 

concentrated operational current densities at the catalyst surface for photoabsorbers (a), 

coated with continuous electrocatalyst films; (b) coated with patterned electrocatalyst films 

with high filling fractions, and (c) coated with patterned electrocatalyst films with low filling 

fractions. 
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    Furthermore, efficient photoelectrochemical water splitting requires the use of 

electrocatalysts that reduce the kinetic barriers to the reduction and oxidation half-reactions. 

However, the electrocatalysts can absorb or reflect light, and thus can limit the overall solar-

to-hydrogen conversion efficiency. One strategy for reducing the optical obscuration that 

results from the presence of the electrocatalyst layer is to produce a patterned catalyst film 

that results in a low geometric filling fraction of the metal catalyst on the surface of the light 

absorbers, as seen in Figure 1.11, but reducing the filling fraction also increases the kinetic 

overpotentials required for the desired reactions. The trade-off between the optical 

obscuration and kinetic overpotentials of electrocatalyst films patterned onto the surface of 

tandem light-absorber structures in model photoelectrosynthetic water-splitting systems was 

investigated using a 0-dimensional load-line analysis and experimental measurements. The 

electrocatalytic performance of the catalyst at high current densities, normalized to the 

electrocatalyst surface area, is an important factor in the dependence of the optimal solar-to-

hydrogen (STH) conversion efficiency, η𝑆𝑆𝑆𝑆𝑆𝑆 ,𝑜𝑜𝑜𝑜𝑜𝑜, on the filling fraction (fc) of the patterned 

catalysts, because even under conditions that produce minority-carrier current densities of 

∼10 mA cm−2 at the solid/liquid interface, the current density at catalyst-bearing sites can be 

>1–2 A cm−2 in low filling-fraction films. The maximum STH conversion 

efficiency, η𝑆𝑆𝑆𝑆𝑆𝑆 ,𝑜𝑜𝑜𝑜𝑜𝑜, using a hypothetical electrocatalyst that was optically transparent but 

which nevertheless exhibited a current-density versus potential behavior that is characteristic 

of the most active Pt films measured experimentally regardless of their optical obscuration, 

was calculated as 26.7%. By comparison, the maximum η𝑆𝑆𝑆𝑆𝑆𝑆 ,𝑜𝑜𝑜𝑜𝑜𝑜 of 24.9% for real patterned 

Pt electrocatalyst films closely approached this ideal-case limit. Hence, patterned 

electrocatalysts with very low filling fractions can provide a potentially promising path to 

the realization of efficient large-scale photoelectrolysis systems while minimizing the use of 

scarce noble metals.  

 

1.2.1.2    Liquid electrolyte vs. water-vapor 

An integrated solar-driven water-splitting cell has the potential for large-scale solar energy 

conversion and storage. The design principles and operational details of the cell depend on 
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the system input feedstock. Most studies use the liquid electrolyte as a feedstock, where 

strong acid and strong base are typically employed to reduce the resistive loss in the system. 

The use of water vapor or pure water as the feedstock has several potential advantages, which 

can benefit large-scale implementation of a photoelectrolysis system. In Chapter III, some 

unique challenges are addressed and the design criteria for such a system is studied by a 

multi-physics numerical model that accounts for charge and species conservation, electron 

and ion transport, and electrochemical processes. 

 

 
Figure 1.12:  Schematic illustrations of two cell designs for a photoelectrolysis device 

sustained by a water vapor feed.  Both designs contain a photocathode (red), a photoanode 

(green), electrocatalyst layers (dotted) and Nafion film (blue) used as a representative solid 

polymer electrolyte material.  In Design A, the electrode width, electrode height, cell width 

and Nafion thickness are labeled as le, he, lc and t, respectively.  In Design B, the gas 

channel width, gas channel height, Nafion channel width, Nafion underlayer thickness and 

Nafion overlayer thickness are labeled as wg, hg, wn, t1, and t2, respectively.   

Two designs (Figure 1.13) for an integrated photoelectrolysis system sustained by water 

vapor have been investigated using a multi-physics numerical model that accounts for 

charge and species conservation, electron and ion transport, and electrochemical processes.  

Both designs leverage the use of a proton-exchange membrane that provides conductive 

pathways for reactant/product transport and prevents product crossover.  The resistive 

losses, product gas transport, and gas crossovers as a function of the geometric parameters 

of the two designs have been evaluated systematically.  In these designs, minimization of 
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pathways in the membrane that can support the diffusive transport of product gases from 

the catalyst to the gas-collecting chamber was required to prevent supersaturation of 

hydrogen or oxygen gases at the Nafion/catalyst interface.  Due to the small, thin 

membrane layer that was required, a small electrode width (< 300 μm) was also required 

to produce low resistive losses in the system.  Alternatively, incorporation of a structured 

membrane that balances the gas transport and ionic transport allows the maximum 

electrode width to be increased to dimensions as large as a few millimeters.  Diffusive gas 

transport between the cathode and anode was the dominant source for crossover of the 

product gases under such circumstances.  The critical dimension of the electrode required 

to produce acceptably low rates of product crossover was also investigated through the 

numerical modeling and device simulations. 

1.2.1.3    Photoelectrochemical system at 10 Sun 

For the purpose of large-scale, distributed solar-to-fuel applications, cell designs that 

utilize a low-multiple concentrating solar collector, such as a 10× concentrator, are of 

particular interest. These designs can have high operating current densities without requiring 

active solar tracking or temperature-regulation systems.26,27 In Chapter IV, two designs for 

an integrated photoelectrolysis system that uses a 10× concentrating solar collector have been 

investigated in detail. The system performance was evaluated using a multi-physics model 

that accounted for the properties of the tandem photoabsorbers, mass transport, and the 

electrocatalytic performance of the oxygen-evolution and hydrogen-evolution reactions 

(OER and HER, respectively). The solar-to-hydrogen (STH) conversion efficiencies and the 

ohmic losses associated with proton transport in the solution electrolyte and through the 

membrane of the photoelectrolysis system were evaluated systematically as a function of the 

cell dimensions, the operating temperatures, the bandgap combinations of the tandem cell, 

and the performance of both the photoabsorbers and electrocatalysts. Relative to designs of 

optimized systems that would operate without a solar concentrator, the optimized 10× solar 

concentrator designs possessed larger ohmic losses and exhibited less uniformity in the 

distribution of the current density along the width of the photoelectrode.  
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Figure 1.13:  Schematic illustrations of two designs for a 10× concentrator photoelectrolysis 

system: a) a two-dimensional “trough” design and b) a three-dimensional “bubble wrap” 

design.  Both designs contain a solar concentrator (grey) and an integrated photoelectrolysis 

assembly. The orange lines schematically indicate selected ray traces of the light path that 

concentrates the sunlight.  c) Cross-sectional illustration of an integrated photoelectrolysis 

system, which includes a photoanode (orange), a photocathode (purple), TCO layers 

(yellow), oxygen-evolution catalysts (top black hemispheres), hydrogen-evolution catalysts 

(bottom black hemispheres), Nafion films (green) and solution electrolyte (blue).  The 

electronically conductive pathways occur from the oxygen-evolution catalysts through the 

TCO, the top cell, the bottom cell, and the second TCO, to the hydrogen-evolution catalysts 

(solid arrow).  The main ionically conductive pathways (dashed arrows), that produce the 

predominant ohmic drop in the system, occur laterally from the oxygen-evolution catalysts 

(that are the site of proton production during current flow) in the top electrolyte to and 

through the surrounding membrane, and laterally in the bottom electrolyte to the hydrogen-

evolution catalysts (that are the sites of proton consumption during current flow).  



 

 

17 
To minimize resistive losses while maximizing the solar-to-hydrogen conversion 

efficiency, ηSTH, both of the designs, a two-dimensional “trough” design (Figure 1.13a) and 

a three-dimensional “bubble wrap” design (Figure 1.13b), required that the electrode width 

or diameter, respectively, was no larger than a few millimeters. As the size of the electrodes 

increased beyond this limiting dimension, the ηSTH became more sensitive to the performance 

of the photoabsorbers and catalysts. At a fixed electrode dimension, increases in the operating 

temperature reduced the efficiency of cells with smaller electrodes, due to degradation in the 

performance of the photoabsorber with increasing temperature. In contrast, cells with larger 

electrode dimensions showed increases in efficiency as the temperature increased, due to 

increases in the rates of electrocatalysis and due to enhanced mass transport. The simulations 

indicted that cells that contained 10% photoabsorber area, and minimal amounts of Nafion 

or other permselective membranes (i.e. areal coverages and volumetric fractions of only a 

few percent of the cell), with the remaining area comprised of a suitable, low-cost inert, non-

porous material (flexible polymers, inert inorganic materials, etc.) should be able to produce 

high values of ηSTH, with ηSTH = 29.8% for an optimized design with a bandgap combination 

of 1.6 eV/0.9 eV in a tandem photoabsorber system at 350 K.  

 

1.2.1.4    Bubble effect on the performance of gas evolution electrodes 

                            

Figure 1.14:  Schematic illustration of an integrated photoelectrochemical water-splitting 

system with microwire arrays. Credit: Reused with permission from JCAP/Caltech 
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In an integrated photoelectrochemical water-splitting system, hydrogen and oxygen are 

continuously being produced in the cathodic and anodic chamber, respectively, as seen in 

Figure 1.14. Gas evolution is vital to the system performance, especially under high current 

densities. Chapter V presents a numerical approach to explore the impact of gas evolution on 

the planar electrodes as well as microwire arrays. Such an impact can mainly be broken into 

three parts: local reversible hydrogen electrode potential shift, hyperpolarization, and the 

increase of electrolyte solution resistance. Local reversible hydrogen electrode potential shift 

plays the most important role here, it takes up more than 40% of the total potential drop 

between the cathode and reference electrode, following correction for cell resistance. 

Microwire array structure will help reduce the impact of bubbles on the solution conductance, 

but its influence on the local reversible hydrogen electrode potential shift varies locally on 

the electrode surface. 

 

1.2.2    Solar-driven CO2 reduction system 

1.2.2.1    Operational constraints and strategies 

    Development of a sustainable, solar-driven CO2 reduction system is still in the proof-of-

concept stage, and faces significant challenges both in fundamental materials discovery and 

engineering designs of cell and system architectures. Despite the lack of active, selective and 

stable electrocatalysts for the CO2 reduction reaction (CO2RR), it is important to understand 

the operational constraints and attainable system efficiencies based on the CO2 mass 

transport properties from the atmosphere towards the electrode surface for atmospheric cell 

operation. In Chapter VI, two strategies that could significantly enhance the CO2 transport 

and increase the steady-state limiting current density at pCO2 = 400 ppm have been described. 

Additionally, the transport limitations of CO2 from the tropopause down to the cathode 

surface, through five different regions with five different length scales (from tens of 

nanometers to tens of kilometers) have also been analytically evaluated, in order to 

understand the transport limitations of the CO2RR for a system that might eventually be 

deployed at global scale. 
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k1+=0.037 s-1 

k1-=7.83x104 M-1 s-1 

  
k2+=2.23x103 M-1 s-1 

k2-=4.85x10-5 s-1 

  
k3+=2.5 s-1 

k3-=5x10-10 M-1 s-1 

  
k4+=6x109 M-1 s-1 

k4-=1.2 s-1 

 

Table 1.2:  The chemical reactions occurring inside the bicarbonate solution and their 

corresponding forward and backward rate constants.  

 

    The operational constraints for a 6-electron/6-proton CO2 reduction system, as shown in 

Table 1.2, that operates at the concentration of CO2 in the current atmosphere (𝑝𝑝𝐶𝐶𝐶𝐶2  = 400 

ppm) have been evaluated on a variety of scale lengths that span from laboratory scale to 

global scale. Due to the low concentration of CO2 in the atmosphere, limitations due to mass 

transport of CO2 from the tropopause have been evaluated through five different regions, 

each with different characteristic length scales: the troposphere; the atmospheric boundary 

layer (ABL); the canopy layer; a membrane layer; and an aqueous electrolyte layer. The 

resulting CO2 conductance, and associated physical transport limitations, will set the ultimate 

limit on the efficiency and areal requirements of a sustainable solar-driven CO2 reduction 

system regardless of the activity or selectivity of catalysts for reduction of CO2 at the 

molecular level. At the electrolyte/electrode interface, the steady-state limiting current 

density and the concomitant voltage loss associated with the CO2 concentration overpotential 

in a one-dimensional solar-driven CO2 reduction cell have been assessed quantitatively using 

a mathematical model that accounts for diffusion, migration and convective transport, as well 

as for bulk electrochemical reactions in the electrolyte. At pCO2 = 400 ppm, the low diffusion 

coefficient combined with the low solubility of CO2 in aqueous solutions constrains the 

steady-state limiting current density to <0.1 mA cm−2 in a typical electrochemical cell with 
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natural convection and employing electrolytes with a range of pH values. Hence, in such 

a system, the CO2 capture area must be 100- to 1000-fold larger than the solar photon 

collection area to enable a >10% efficient solar-driven CO2 reduction system (based on the 

solar collection area). This flux limitation is consistent with estimates of oceanic CO2 uptake 

fluxes that have been developed in conjunction with carbon-cycle analyses for use in coupled 

atmosphere/ocean general circulation models. Two strategies to improve the feasibility of 

obtaining efficient and sustainable CO2 transport to a cathode surface at 𝑝𝑝𝐶𝐶𝐶𝐶2  = 400 ppm are 

described and modeled quantitatively. The first strategy employs yet unknown catalysts, 

analogous to carbonic anhydrases, that dramatically accelerate the chemically enhanced 

CO2 transport in the aqueous electrolyte layer by enhancing the acid–base reactions in a 

bicarbonate buffer system. The rapid interconversion from bicarbonate to CO2 in the 

presence of such catalysts near the cathode surface would in principle yield significant 

increases in the steady-state limiting current density and allow for >10% solar-fuel operation 

at the cell level. The second strategy employs a thin-layer cell architecture to improve the 

diffusive transport of CO2 by use of an ultrathin polymeric membrane electrolyte. Rapid 

equilibration of CO2 at the gas/electrolyte interface, and significantly enhanced diffusive 

fluxes of CO2 in electrolytes, are required to increase the steady-state limiting current density 

of such a system. This latter approach however only is feasible for gaseous products, because 

liquid products would coat the electrode and therefore thicken the hydrodynamic boundary 

layer and accordingly reduce the diffusive CO2 flux to the electrode surface. Regardless of 

whether the limitations due to mass transport to the electrode surface are overcome on the 

laboratory scale, at global scales the ultimate CO2 flux limitations will be dictated by mass 

transport considerations related to transport of atmospheric CO2 to the boundary plane of the 

solar-driven reactor system. The transport of CO2 across the troposphere/ABL interface, the 

ABL/canopy layer interface, and the canopy layer/electrolyte interface have therefore been 

assessed, to provide upper bounds on the ultimate limits for the solar-to-fuel (STF) 

conversion efficiency for systems that are intended to effect the reduction of atmospheric 

CO2 in a sustainable fashion at global scale. 
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1.2.2.2    Spatial and light intensity dependence of product distributions in an 

integrated PEC CO2 reduction cell 

 

                   

Figure 1.15:  Schematic illustration of an integrated PEC CO2 reduction cell. 

 

    It is noted that in a full photoelectrochemical CO2 reduction cell, product distribution 

varies along the electrode surface, as seen in Figure 1.15. Chapter VII will discuss this 

scenario in detail. 

    A multi-physics model that accounts for the performance of the electrocatalysts and light 

absorbers, as well as for the transport properties of the electrolyte and dissolved CO2, was 

used to evaluate the spatial distribution of the CO2 reduction products in the cell.  The product 

distribution variation along the electrode surface was evaluated for two exemplary catalysts, 

metallic Ag and Cu, respectively. The product distribution was additionally compared that 

obtained in a three-electrode experiment under potentiostatic conditions in which the 

working electrode comprised a nearly equipotential surface.  The maximum power point of 

the light absorbers determined the optimal current density of the overall reaction, Jtotal, but 
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this operating condition did not generally result in an optimized partial current density for 

the CO2 reduction reaction (CO2RR), JCO2.  Hence, in a tandem photoconversion device, the 

band-gap combinations that produced an optimum JCO2 were substantially different than the 

band-gap combinations that produced an optimum Jtotal.  Even in a 1-dimensional, face-to-

face cell architecture, in which the cathode was nearly an equipotential surface under a 

specific illumination intensity, the relative percentage of CO2RR products produced by the 

exemplary electrocatalysts varied substantially as the illumination intensity was varied.  In 

an integrated, 2-dimensional PEC cell architecture, the product distribution varied along the 

width of the electrode, due to spatially non-uniform transport losses in conjunction with the 

dependence of the faradaic efficiency on electrode potential.  The integrated partial current 

density for the CO2RR was thus a function of the illumination intensity as well as the 

geometric dimensions of the cell.  To achieve the same product selectivity as in a 

potentiostatic, “half-cell” configuration, the electrocatalyst must retain its selectivity over a 

range of cathode potentials in an integrated, 2-dimensional PEC cell architecture, and this 

range is dependent on the transport losses and current-voltage relation of the light absorbers, 

the geometric parameters of the cell, the illumination intensity, and the behavior of the 

electrocatalysts for the oxygen-evolution reaction (OER).  
 

1.2.2.3    Planar electrode vs. GDE 

    

    Electrochemical CO2 or CO reduction,as listed in Table 1.3, is often performed in aqueous 

electrolytes, such as bicarbonate or carbonate solutions.  The low solubility of CO2 and CO 

in aqueous solutions, in conjunction with the values of the liquid-phase diffusion coefficients 

of CO2 and CO, consequently constrains the attainable current densities for CO2 or CO 

reduction. One approach to increasing the operating current density of the electrode is to 

substantially reduce the thickness of the boundary layer.28 Gas-diffusion electrodes (GDEs) 

provide an opportunity to effectively reduce the boundary-layer thickness to hundreds of 

nanometers.  
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k1f = 108 s-1

  

k1b = 1019 M-1 s-1 

 

k2f = 107 s-1 

k2b = 1.32x109 M-1 s-1 

 

k3f = 107 s-1 

k3b = 1.62x1014 M-1 s-1 

 

k4f = 107 s-1 

k4b = 4.68x1019 M-1 s-1 

 
k5f = 0.036 s-1 

k5b = 7.83x104 M-1 s-1 

 
k6f = 2.23x103 M-1 s-1 

k6b = 4.85x10-5 s-1 

   
k7f = 2.5 s-1 

k7b = 5x1010 M-1 s-1 

  
k8f = 6x109 M-1 s-1 

k8b = 1.2 s-1 

 

Table 1.3:  The chemical reactions occurring inside the bicarbonate with phosphate buffer 

solution and their corresponding forward and backward rate constants.  

 

A flow-through gas diffusion electrode (GDE) consisting of agglomerate catalysts for CO 

or CO2 reduction, gas channels for reactants, aqueous electrolytes for ionic transport, and 

metallic current collectors is shown in Figure 1.16. The geometric partial current densities 

and Faradaic Efficiencies (FE) for CH4, C2H4 and H2 generation in GDEs is much higher, 

compared to the behavior of analogous aqueous-based planar electrodes. The pH-dependent 

kinetics for CH4 and C2H4 generation can represent the intrinsic catalytic characteristics for 

the agglomerate catalyst. It is indicated that relative to planar electrodes for either CO 

reduction (COR) or CO2 reduction (CO2R), substantial increases in electrochemical 

reduction rates and Faradaic efficiencies are expected when flow-through GDEs are used. 
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For CO2 reduction, substantial loss of CO2 via chemical reaction with the locally alkaline 

electrolyte was observed due to the increased pH in operating GDEs. Further details will be 

discussed in Chapter VIII. 

 

 

Figure 1.16:  (a) A schematic illustration of a flow through gas diffusion electrode (GDE). 

(b) A schematic illustration of the catalyst layer containing an agglomerate catalyst, gas 

channel, and aqueous electrolyte. 
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C h a p t e r  I I  

A SENSITIVITY ANALYSIS TO ASSESS THE RELATIVE 
IMPORTANCE OF IMPROVEMENTS IN ELECTROCATALYSTS, 

LIGHT ABSORBERS, AND SYSTEM GEOMETRY ON THE 
EFFECIENCY OF SOLAR -FUELS GENERATORS 

2.1    Introduction 

Most concepts for a solar-fuels generators include components for light absorption and 

charge separation, electrocatalysts for one or both of the half-reactions involved in the 

production of fuels from H2O or from H2O and CO2, and a membrane or other physical 

separation barrier to ensure separation of the products.1-3 All of these envisioned system 

components are the basis for active areas of research, with the goal of improving the 

activity, stability, and mutual compatibility of the various components for use in a fully 

operational, efficient, robust, intrinsically safe, scalable, demonstration of a solar-fuels 

generator.1-11  

In the discipline of systems engineering, a sensitivity analysis is a routine, critical tool to 

identify the main levers, i.e. the components of the system for which improvements in 

performance will have the most impact on improving the performance of the system as a 

whole.12 In general, a sensitivity analysis can only beneficially be performed when a system 

design is in hand, because the architecture of the system will play a significant, if not 

dominant, role in the outcome, and will determine the inputs and outputs of the system-

based sensitivity analysis.  For example, different sensitivity analyses would be needed to 

ascertain the key levers in optimizing the flight speed or flight time of a jet-powered, fixed-

wing aircraft relative to optimizing the speed or flight time of a helicopter. 

 

        This chapter is based on results in: Yikai Chen, Shu Hu, Chengxiang Xiang and Nathan S. 

Lewis, Energy Environ. Sci., 2015, 8, 876-886 – Published by The Royal Society of Chemistry. 
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The theoretical, and practically realizable, efficiencies of a solar-driven water-splitting 

device based on theoretical materials properties, or on current state-of-the-art materials and 

components, have not been presented in the literature for a specific system design concept 

in hand.13, 14 15 Recently, several generic systems-level concepts for solar-fuels generators 

have been presented16-20 in sufficiently specific detail to enable a meaningful sensitivity 

analysis to identify the key levers that will produce the largest performance improvements 

within the overall design space of the systems of interest.  The state-of-the-art performance 

values of many classes of electrocatalysts for key reactions of interest, including the 

hydrogen-evolution reaction (HER), the oxygen-evolution reaction (OER), and possible 

CO2-reduction reactions (CO2RR), have also recently been compiled and documented.11, 

21, 22 Additionally, the state-of-the-art performance of individual light absorbers, as well as 

the performance of combinations of light absorbers for use in tandem structures, have been 

recently reviewed.1 Extensive modeling and simulation efforts, using validated multi-

physics modeling approaches, have also been performed recently on a variety of system 

geometries and for a variety of operating temperatures, illumination intensities, and optical 

concentration factors.16-20  

We report herein a “one factor at a time” sensitivity analysis23-25 for several types of 

generic designs of solar-fuels generators.  In this study, the sensitivity of the efficiency of 

the generation of solar fuels to the properties of the various system components was 

evaluated as a function of the total overpotential of the electrocatalysts for a variety of light 

absorbers having a range of band gaps and having varying materials quality.  An additional 

sensitivity analysis has been performed to determine the key levers for improving the 

efficiency of solar-fuels generation over a range of operating temperatures and under 

concentrated illumination.   The sensitivity analysis clearly shows the extent to which 

improvements, relative to the state-of-the-art, in the overpotential of the electrocatalysts, 

in the system geometry and design, in the properties of the light absorbers, and in the 

properties of the membranes will provide gains in overall attainable system efficiency.  In 

this respect, the sensitivity analysis serves to survey the possible system design space and 
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highlights areas that will have the largest impact on improving the performance of the 

system as a whole.  

2.2    Modeling 

2.2.1    Device designs 

    The generic design of the solar-driven water-splitting device investigated herein contained 

a photoabsorber component, electrocatalyst layers for the OER and for the HER, a membrane 

separator, and liquid electrolytes.  The generic design includes several specific cell 

constructs.  The detailed geometric parameters of these cell constructs have been described 

previously.16-18, 20 The photoabsorber component contained a tandem-junction 

photoelectrochemical cell, in which 100% of the incident solar photon flux arrives at the 

photoabsorber surface in either an unconcentrated, planar design or in a concentrated design 

coupled with a 10x optical solar concentrator.  The optical obscuration due to the liquid 

electrolyte, electrocatalyst layers, and membrane separators were neglected in the 

calculation.  The OER and HER electrocatalyst layers were located directly on the top and 

the bottom of the anode and cathode sides of the photoabsorber component, respectively, in 

which the geometric surface area of the HER catalyst and OER catalyst were identical and 

were bounded to the geometric area of the tandem photoabsorber.  The membrane separator 

was employed to provide the required ion-transport pathways between the cathode and anode 

compartments as well as to provide effective barriers to the crossover of products.  The liquid 

electrolyte contained strong acid or strong base (e.g., 1 M H2SO4(aq) or 1 M KOH(aq)), 

which produced negligible pH gradients at the surfaces of the electrocatalysts under 

operating conditions.  The transport of ions through the membrane and in the liquid 

electrolyte was the source of any additional resistive losses in the device. 

 

    Although other solar-fuel generators, e.g., CO2-reduction reactors, contain some 

components in common with the solar-driven water-splitting device described above, the 

specific cell designs and operational constraints of a CO2-reduction reactor could vary 

significantly from those of a water-splitting reactor, due to different system-level constraints.  
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Moreover, depending on the specific reduction products, the thermodynamic potentials for 

other fuel-forming reactions can vary significantly from those of water splitting.  Thus, the 

modeling and simulation results and associated sensitivity analysis described herein are only 

explicitly directed towards, and applicable, to solar-driven water-splitting systems of the 

general design classes evaluated herein.  

 

2.2.2    Solar-to-hydrogen (STH) conversion efficiency 

    The operating current density, Jop, of an integrated set of light absorbers arranged in a 

tandem configuration was calculated by the following equation: 

𝑉𝑉𝑜𝑜𝑜𝑜(𝐽𝐽𝑜𝑜𝑜𝑜) =  + η𝐶𝐶𝑂𝑂𝑂𝑂(𝐽𝐽𝑜𝑜𝑜𝑜) +  �η𝑆𝑆𝑂𝑂𝑂𝑂�𝐽𝐽𝑜𝑜𝑜𝑜�� + 𝑅𝑅𝑒𝑒𝑒𝑒𝑒𝑒  (𝐽𝐽𝑜𝑜𝑜𝑜)                                        (Eq. 2.1) 

where Vop(Jop) is the current-voltage relationship of the tandem photoabsorbers, is the 

thermodynamic potential for the water-splitting reaction, Reff is the effective transport 

resistance in the membrane separator and the liquid electrolyte, and  η𝐶𝐶𝑂𝑂𝑂𝑂(𝐽𝐽𝑜𝑜𝑜𝑜)  and 

η𝑆𝑆𝑂𝑂𝑂𝑂�𝐽𝐽𝑜𝑜𝑜𝑜� are the overpotentials for the OER and HER, respectively. 

The STH conversion efficiency, ηSTH, is defined as: 

 Φ𝑆𝑆𝑆𝑆𝑆𝑆 =  1.23 (𝑉𝑉)× 𝐽𝐽𝑜𝑜𝑜𝑜 (𝑚𝑚𝑚𝑚 𝑐𝑐𝑚𝑚−2)
𝑆𝑆 ( 𝑚𝑚𝑚𝑚 𝑐𝑐𝑚𝑚−2) 

                                                                                    (Eq. 2.2)  

with Jop the operating photocurrent density (mA cm-2) and S the total incident solar irradiance 

(mW cm-2). 

 

2.2.3    Shockley-Queisser limit for light absorbers 

    The ideal limiting case, i.e. the Shockley-Queisser (S-Q) limit, in which the current-

voltage relationship for a tandem photoabsorber is determined by use of a detailed-balance 

calculation, is obtained when the current density at the operating photovoltage is equal to the 

sum of the incident solar radiation (Jph) and the thermal radiation (Jth) minus the radiative 

emission (Jrad):26 

𝐽𝐽 = 𝐽𝐽𝑜𝑜ℎ + 𝐽𝐽𝑜𝑜ℎ − 𝐽𝐽𝑟𝑟𝑟𝑟𝑟𝑟 (Eq. 2.3) 

Jph, Jth and Jrad were determined by:26 

𝐽𝐽𝑜𝑜ℎ = 𝐶𝐶 × 𝑒𝑒 ∫ dℏ𝜔𝜔 𝛬𝛬
dℏ𝜔𝜔

∞
𝐄𝐄𝑔𝑔

 , (Eq. 2.4) 
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𝐽𝐽𝑟𝑟𝑟𝑟𝑟𝑟 =
𝑒𝑒(𝑛𝑛𝑡𝑡𝑜𝑜𝑜𝑜2 +𝑛𝑛𝑏𝑏𝑜𝑜𝑡𝑡𝑡𝑡𝑜𝑜𝑏𝑏

2 )

4 𝜋𝜋2𝑐𝑐2 ∫ 𝜔𝜔2 exp (𝑒𝑒𝑉𝑉−ℏ𝜔𝜔
𝑘𝑘𝑆𝑆

)d𝜔𝜔  ∞
𝐄𝐄𝑔𝑔 ℏ⁄ ,                                                     (Eq. 2.5)

  

and  𝐽𝐽𝑜𝑜ℎ =
𝑒𝑒(𝑛𝑛𝑡𝑡𝑜𝑜𝑜𝑜2 +𝑛𝑛𝑏𝑏𝑜𝑜𝑡𝑡𝑡𝑡𝑜𝑜𝑏𝑏

2 )

4 𝜋𝜋2𝑐𝑐2 ∫ 𝜔𝜔2 exp �− ℏ𝜔𝜔
𝑘𝑘𝑆𝑆
� d𝜔𝜔 ∞

𝐄𝐄𝑔𝑔 ℏ⁄ .                                             (Eq. 2.6)  

where 𝑒𝑒 is the unsigned charge on an electron, Λ is the wavelength-dependent solar flux in 

the Air Mass (AM)1.5 solar spectrum, ħ is an abbreviation for  with h being Planck’s 

constant, 𝜔𝜔 is the frequency of the incident light, 𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜 and  𝑛𝑛𝑏𝑏𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑚𝑚  are the refractive indices 

of the top and the bottom of the tandem absorber, T and V are the operating temperature and 

the operating voltage, respectively, and Eg is the band gap of the top or bottom light absorber, 

as indicated by the appropriate subscript. 

 

Several approaches have been proposed to effectively utilize even highly optically 

absorbing electrocatalysts in solar fuels generators, including deposition of catalysts on the 

back side of the structure to reflect light back into the absorbers, deposition of catalysts along 

the surfaces or at the bases of microwire arrays to reflect light into the internal volume of the 

light-absorber structure, or deposition of catalysts in pre-determined islands on planar 

photoelectrode structures to minimize obscuration.27-31 Any optical obscuration by the 

electrocatalysts would lower all of the efficiencies calculated herein by approximately the 

ratio of transmitted light to the light reflected outside of the specific light-absorber structure 

of concern. A more specific analysis of the variation of efficiency with light intensity has 

been performed separately for several specific system geometries.17 

 

    The numerical relationship between the current density and voltage obtained from the 

Shockley-Queisser model was fitted using the ideal diode relationship: 

𝐽𝐽 = 𝐽𝐽𝑜𝑜ℎ − 𝐽𝐽0[exp � 𝑒𝑒𝑉𝑉
𝛾𝛾𝑘𝑘𝑆𝑆

� − 1] (Eq. 2.7) 

where J0 is the reverse saturation current density and 𝛾𝛾 is the diode ideality factor.  In the 

sensitivity analysis, the value of Jph was not changed for a given light absorber, because Jph 

is given by the relationship between the wavelength-dependent absorption behavior of the 

semiconductor and the spectral irradiance of incident sunlight, as expressed by eq (2.4-2.6).  
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In contrast, the value of Jo was increased by as much as 21 orders of magnitude from the 

Shockley-Queisser limit, to account for a range of materials properties of the light absorbers 

of interest.  This variation in Jo produced lower open-circuit voltages for a given light 

absorber at a given value of Jph, with the relationship between Jo and Voc given explicitly by 

eq (2.7).  

    

2.2.4    Behavior of electrocatalysts, membrane separator and solution electrolyte 

    The current density, as a function of the overpotential, , for the OER and HER 

can be described by the Butler-Volmer equation:32 

 (Eq. 2.8) 

where i0,OER/HER is the exchange-current density for OER or HER, respectively, and 

 and  are the anodic and cathodic transfer coefficients for the OER or the 

HER, respectively.  Note that use of the Butler-Volmer equation to describe the overpotential 

of the electrocatalysts as a function of current density produces a different overvoltage at 

each current density in the operational system, as opposed to assuming a fixed voltage drop 

for a given set of light absorbers independent of whether the system is operating at open-

circuit (no current passed), at the light-limited current density, at the maximum power point 

of the system, or with additional ohmic resistance drops due to the cell design.  

 

    The exchange-current density for the OER or the HER is dependent on temperature, and 

was calculated using: 

,                                     (Eq. 2.9) 

where  is the activation energy for the OER or HER, respectively,  is 

the exchange-current density for the OER or HER, respectively, at the reference 

temperature.  E
a,OER/HER 

was set to 42560 J mol-1 and 28900 J mol-1 for iridium oxide and 

platinum catalysts, respectively, in 1 M H2SO4(aq).33 

, /a OER HERα , /c OER HERα

. /a OER HERE
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The behavior of each electrocatalyst and of each anodic/cathodic electrocatalyst system 

was described by reference to a figure-of-merit, 𝜂𝜂𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑛𝑛𝑜𝑜𝑜𝑜𝑟𝑟𝑜𝑜10 𝑚𝑚𝑚𝑚 𝑐𝑐𝑚𝑚−2 , which specified the 

overpotential required by that electrocatalyst (or electrocatalyst system) on an otherwise 

ideally nonpolarizeable electrode (or anode and cathode combination) to provide a current 

density of 10 mA cm-2.  This figure-of-merit allowed for a concise description of the 

relevant Butler-Volmer properties of the electrocatalysts according to eq (2.8) and (2.9).  

 

    The temperature dependence of the effective transport resistance, 𝑅𝑅𝑒𝑒𝑒𝑒𝑒𝑒 , was defined as: 

,                                                                                 (Eq. 2.10)  

where the reference temperature, , is 300 K and the coefficient was taken to be 0.019 

K-1, by fitting the experimental data for 1.0 M sulfuric acid.34 

 

    Based on eq (2.1–2.10), a zero-dimensional (0-D) analysis of the STH conversion 

efficiency was obtained, in which the tandem photoabsorbers, electrocatalysts, liquid 

electrolyte and membrane separators were coupled in series and the optical absorption, 

photo-carrier transport and ionic transport were coupled in parallel.  The electrode surfaces 

were assumed to be isopotential surfaces, and the spatial inhomogeneity of the current-

density distribution along the electrodes was approximated by the use of a 0-D effective 

transport resistance.  Note that while the 0-D load-line analysis captures the key 

performance characteristics of an integrated photoelectrolysis system, the detailed device 

construct and geometrical parameters, and their influence on the current density and 

potential distribution in an actual three-dimensional operating system, are not elucidated 

in such an analysis. 

 

The 0-D current-voltage model could also be employed to evaluate ηSTH for a system 

constructed using a discrete photovoltaic device connected in series to a discrete 

Tref α
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electrolyzer (PV+electrolyzer), in which the efficiencies of the photovoltaic device and 

of the electrolyzer were optimized independently.  A comparison between the dependence 

on temperature and illumination intensity dependence of ηSTH for an integrated 

photoelectrochemical system and for a stand-alone PV+electrolyzer system has been 

described previously.17  The low resistive loss due to a lower operating current density in 

the integrated system, or “distributed internal electrolyzer”, especially at low illumination 

intensities, and the enhanced kinetics and transport at elevated temperatures in the 

integrated designs are the main reason that an integrated system outperformed a stand-

alone PV+electrolyzer system under the conditions evaluated in that work. 

 

2.3    Results and discussion  

2.3.1    State-of-the-art component properties 

a)  Electrocatalysts 

    The polarization behavior for the overall water-splitting process is dependent on the 

combined interfacial kinetics of the HER for the OER catalysts.32  A reduction in the 

overpotential for the HER and/or for the OER has been one of the major research goals of 

electrocatalyst development.21  Some of the most active electrocatalysts reported to date 

operate in aqueous alkaline media, including Ni-Mo alloys for the HER (overpotential of 

75 mV at 10 mA cm-2 with a Tafel slope of 40 mV/dec) and (Fe-Ni)Ox alloys for the OER  

(overpotential of 280 mV at 10 mA cm-2 with a Tafel slope of 40 mV/dec).35, 36  In acidic 

aqueous solutions, the state-of-the-art electrocatalysts for HER and OER contain noble 

metals and metal oxides, such as Pt and RuO2, which operate at 55 mV and 270 mV 

overpotential at 10 mA cm-2 for the HER and OER, respectively5, 37, although recent work 

with transition-metal phosphides has shown overpotentials for the HER that approach that 

of Pt.38-40 Recent benchmarking work21 has shown that in aqueous alkaline solutions, many 

active non-noble metal electrocatalysts for the OER exhibit mutually similar 

overpotentials, of between 350 mV and 430 mV, at an operating current density of 10 mA 

cm−2.  In addition, under acidic conditions, no reported active OER electrocatalyst is stable 

under anodic operational conditions except for IrOx.21   
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    The total kinetic overpotential, 𝜂𝜂𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑛𝑛𝑜𝑜𝑜𝑜𝑟𝑟𝑜𝑜10 𝑚𝑚𝑚𝑚 𝑐𝑐𝑚𝑚−2 , used to characterize the behavior of the 

electrocatalysts was the sum of the overpotentials for OER and HER at 10 mA cm-2, and 

was dependent on the exchange-current density and the Tafel slopes for the OER and HER, 

all of which were varied systematically in this analysis.  For example, the current-voltage 

relationship for the HER was fixed, and the exchange-current density for the OER, i0, OER, 

was varied from 1.1×10-2 mA cm-2 to 1.1×10-46 mA cm-2.  This procedure resulted in total 

electrocatalyst overpotentials ranging from 194 mV to 1965 mV at the current density of 

10 mA cm-2.  The total overpotential at 10 mA cm-2 of current density was a concise, useful 

figure-of-merit used herein to differentiate between, and identify, the various different 

electrocatalyst combinations, but the actual operating current densities of each tandem 

absorber/electrocatalyst combination in the operating system of interest were calculated 

individually for each system using the load-line analysis of Eq (1).  Because the total 

overpotential is the important system-level quantity, the procedure used herein to designate 

and vary the behavior of the electrocatalysts was general for variation in either the 

exchange-current density of the OER or the HER, or both. 

b)  Light Absorbers 

For light absorbers, a tandem structure can produce significantly higher solar energy-

conversion efficiencies than a single-junction system.  The optimal solar-to-hydrogen 

conversion efficiency is highly dependent on the combination of band gaps of the tandem 

light absorbers.14, 19  For instance, under 1 Sun illumination with an Air Mass (AM) 1.5 

solar spectrum, the optimal top/bottom semiconductor band-gap combination is 1.65 

eV/0.95 eV, which could yield, at the detailed-balance limit, a solar-to-hydrogen 

conversion efficiency of 31.1% in a system using Pt and RuOx electrocatalysts and an 

optimized system design that minimizes the solution resistance (0.1 ohm cm-2).19   

However, the discovery of stable and high-performing light-absorber materials that are 

comprised of earth-abundant elements and that have a band gap of ~ 1.6–1.8 eV has proven 

challenging.  The reported energy-conversion efficiency and current-voltage performance 

of state-of-the-art light-absorber materials for the top cell, i.e., BiVO4, FeOx, and WO3, are 
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far below the S-Q limit.  Additionally, the band gaps of these materials are far from the 

ideal band gap for the top cell of a system.  For instance, state-of-the art WO3 prepared by 

electrodeposition or sputtering exhibits a solar energy-conversion efficiency of ≤ 1.3% in 

contact with 1 M H2SO4(aq).41, 42 The misalignment between the conduction band of the 

WO3 and the Nernstian potential for the OER, as well as charge-carrier recombination at 

the surface and in the bulk, result in an open-circuit voltage, 650 mV, that is low 

considering the large band gap of WO3 (2.6 –2.7 eV).41, 42  

c)  System Design Space  

The detailed geometry of the cell construct, as well as the choice of the solution 

electrolyte, also can have a significant impact on the overall solar-to-hydrogen system 

efficiency.18  Targeted geometric parameters for various types of cells, including a vapor-

feed solar-driven water-splitting system and a 10x solar concentrator-assisted water-

splitting system, have been explored in detail.16, 20 The resistive loss, concentration 

overpotential and effects of electrodialysis of different electrolytes, including strong 

base/acid and buffered solutions has also been investigated.43  When an optimal cell 

configuration and strongly acidic or alkaline electrolytes are employed, the average 

resistive loss in the membrane separator and solution electrolyte can be limited to less than 

100 mV at an operational current density of 10 mA cm-2.17, 18  In this work, the effective 

transport resistance was set to 10 ohm cm-2, which resulted in 100 mV potential loss at 10 

mA cm-2.  These resistive losses were accounted for in the calculation of ηSTH in this study, 

along with the kinetic overpotential losses due to the water-splitting reaction.   The voltage 

losses were fixed relative to the band gap regardless of the actual system operating 

conditions,14, 44 but instead, as given by eqs (1)-(10),  the voltage losses were explicitly a 

function of the operating voltage and current, in conjunction with the current-dependent 

ohmic-based voltage losses and kinetically based electrocatalyst overpotential losses, in 

the specific system being evaluated. 

The sensitivity analysis investigated herein is applicable to several specific device 

designs, including a “closed-sandwich” design where the photocathode and photoanode are 
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assembled back-to-back,18 an “open-sandwich” design with suitable spectral-splitting in 

which the photocathode and photoanode are assembled side-by-side,18 a one-dimensional 

“trough” design and two-dimensional “bubble-wrap” design for the photoelectrochemical 

cells coupled to solar concentrators,16 and a membrane-enclosed, vapor-feed design.20  The 

analysis is not applicable to device designs in which the geometric area of the electrolyzing 

components is significantly different from that of the light absorbers. 

d)  Membranes/Separators 

Depending on the specific device designs, the permeability and conductivity of the 

membrane separator could impact the overall ηSTH of the device.  Ion transport through the 

separator is necessary and results in a resistive loss in the system.  Nevertheless, many 

highly conductive polymers, e.g., Nafion (10 S m-1), exhibit minimal resistive loss at 10 

mA cm-2 in optimized device geometries.17, 18 Another primary function of a membrane 

separator is to block the diffusive and convective crossovers for the product gases.  In 

certain microstructured cell designs, ηSTH is highly dependent on the permeability of the 

membrane materials.45  Through use of a thick membrane separator (50 μm to 100 μm) 

and/or with an optimized cell geometry, the efficiency loss due to product crossover can 

be negligible.17, 18, 45 

2.3.2    Optimal STH conversion efficiency at different total overpotentials 

In the “one factor at a time” sensitivity analysis performed herein, the performance that 

can be obtained for various families of tandem light absorbers has been investigated in 

detail, with the families of tandem light absorbers designated either by operation at the S-

Q limit or by containing various levels of defects that will degrade the photovoltage by 

increasing the Jo of the absorbers away from the S–Q limit.   In this process, for a given set 

of electrocatalysts (denoted by their total overpotential at 10 mA cm-2 of current density,  

𝜂𝜂𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑛𝑛𝑜𝑜𝑜𝑜𝑟𝑟𝑜𝑜10 𝑚𝑚𝑚𝑚 𝑐𝑐𝑚𝑚−2 , as a concise figure-of-merit descriptor, but not constrained to operate at 10 

mA cm-2 in the actual system of interest), the band gaps of the tandem light absorbers were 

varied to ascertain the optimally performing tandem light-absorber combination for a given 

set of OER and HER electrocatalysts.    
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Hence, for a given set of electrocatalysts, the analysis identified the maximum system 

efficiency, ηSTH,opt , that could be obtained through use of the set of light absorbers that 

were identified as optimal with those specific electrocatalysts.   In addition, for that same 

specific set of electrocatalysts, the optimization process was repeated, and a separate 

tandem-absorber combination was identified to give the optimum system efficiency, but 

with the light absorbers having their photovoltage degraded by a specified amount from 

the S-Q limit, as described by an increased exchange- current density (and consequently 

decreased photopotential at constant charge-carrier injection level) for this separate set of 

tandem light absorbers.  Thus, a different set of tandem light absorbers produced optimal 

system efficiencies for each specified combination of electrocatalysts and for each family 

of light absorbers (as quantified by the increase in Jo of the light absorbers relative to the 

S-Q limit). 

Note that this process produces a fundamentally different outcome, and answers a 

fundamentally different question, than evaluating the degradation in efficiency of a specific 

set of tandem light absorbers as a function of increases in the overpotentials of the 

electrocatalysts.  In the latter approach, the optimum band-gap combination for a tandem 

structure is identified in the absence of any system losses, and then the decrease in 

efficiency is evaluated in response to increases in assumed voltage losses in the system.14, 

44 In such a situation, modest increases in the electrocatalyst overpotential can produce 

large decreases in the resulting system efficiency, especially when the tandem structure is 

designed to barely provide sufficient photovoltage to drive the electrocatalysts at near the 

light-limited current density during operation at optimal performance.  In practice, such 

higher overpotential catalysts would instead optimally be utilized in conjunction with light 

absorbers that themselves had higher band gaps, to yield higher system efficiencies by 

allowing for operation at or near the light-limited current density with the specific set of 

electrocatalysts of interest.  The optimized efficiency, ηSTH,opt, of the latter system would 

be lower than that of the former system, due to the a slight decrease in the light-limited 

current density arising from the required increase in band gaps of the newly optimized 

tandem light absorbers, but the optimized efficiency would not be nearly as low as the 
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efficiency of a system in which the tandem-absorber band gaps were fixed in the design 

and implementation phases and thus did not drive the electrocatalysts being used in that 

system at the highest possible current densities during system operation. 

 

Figure 2.1. Analysis of the operating current density of solar-driven water-splitting cells 

using a photocathode+photoanode analysis (1a, b) and a tandem photoabsorber+overall 

loading curve analysis (1c, d).  The photoabsorbers performed at S-Q limit in a) and c) and 

performed at the reverse saturation current density of 1021 J0 in b) and d).  

 

The process used herein is specifically illustrated in Figure 2.1a-d.  Using the 

electrocatalytic performance of the state-of-the-art electrocatalysts as described by the B-
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V relation (for an electrocatalyst system described concisely by the figure-of-merit 

having a value of 𝜂𝜂𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑛𝑛𝑜𝑜𝑜𝑜𝑟𝑟𝑜𝑜10 𝑚𝑚𝑚𝑚 𝑐𝑐𝑚𝑚−2 =355 mV), the band-gap combination of the tandem 

photoabsorbers was optimized and yielded  ηSTH,opt at the S-Q limit for absorbers having a 

tandem band-gap combination of 1.7 eV/1.0 eV.   In this “photocathode+photoanode” 

optimization process, for each combination of light absorbers and electrocatalysts, a load-

line analysis based on two half-cell current-voltage characteristics was used, and the 

intersection point described the operating current of the full cell derived from these two 

half-cells.  The green curves in Figure 2.1a represent the resulting current-voltage relation 

of the photocathode and the photoanode, in which the operating current density produced 

ηSTH,opt = ηSTH, a = 27.5%.   

The electrocatalytic performance of the HER catalyst was then fixed, and the 

overpotential of the OER catalyst was increased by decreasing the exchange-current 

density (𝜂𝜂𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑛𝑛𝑜𝑜𝑜𝑜𝑟𝑟𝑜𝑜10 𝑚𝑚𝑚𝑚 𝑐𝑐𝑚𝑚−2 =757 mV).  As shown in black in Figure 2.1a, the new operating 

point that resulted from this increase in catalyst overpotential produced a very large 

decrease in system efficiency, to ηSTH, b = 7.1%.  However, for this new set of 

electrocatalysts, the original tandem light-absorber structure no longer provides the band-

gap combination that provides the highest possible system efficiency.   When the band gaps 

of the tandem system were reoptimized in response to the increased overpotential of this 

new electrocatalyst system, with the constraint that the absorbers were still performing at 

the S-Q limit, the half-cell behavior in Figure 2.1a in blue was obtained, and the resultant 

operating point yielded ηSTH,opt  = ηSTH, c = 22.4%.  The light-limited current density of 

these new tandem absorbers is lower than the light-limited current density of the absorbers 

that were used to obtain the curves in green (and yield operating points a or b) in Figure 

2.1, because the band gaps of the new optimally performing system were increased (and 

thus Jph decreased for a given illumination intensity and spectral distribution from the sun) 

relative to the band gaps of the original system (in a and b).  However, the system efficiency 

with the specified electrocatalysts is much higher for the newly optimized system, because 

the increased band gaps provide a sufficient increase in photovoltage to overcome the 

increased catalyst overpotentials, and therefore allow system operation at point c, near the 
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light-limited current density of the newly optimized tandem light absorber combination, 

with band gaps of 1.8 eV/1.2 eV.  Reoptimization of the band gaps of the tandem structure 

therefore allowed the design of a system with a much higher system efficiency for these 

degraded electrocatalysts than the system efficiency obtained by fixing the properties of 

the tandem structure based on negligible system losses, and then absorbing the entirety of 

any real system voltage losses directly in the form of decreases to the resulting system 

efficiency. 

In a subsequent step, the overall optimum system efficiency ηSTH,opt was recalculated for 

each specific electrocatalyst system of interest, but with the constraint that the light 

absorbers were degraded in performance from the S-Q limit by a specified increase in Jo.   

For example, for the original electrocatalyst behavior corresponding to the blue half-cell 

curves in Figure 2.1a, the green curves in Figure 2.1b described the half-cell characteristics 

of the tandem structure in which Jo was increased by 1021 relative to the values of Jo 

obtained from the S-Q limit.  For this specific combination of electrocatalysts, the optimal 

system efficiency was very low, corresponding to ηSTH,opt =  ηSTH, d =7.7%.  Due to the low 

photovoltage of the degraded light absorbers relative to the values of their band gaps, the 

optimal system efficiency for this set of electrocatalyst properties required a very 

significant increase in the band gap of the absorbers, to values of 2.5 eV/1.9 eV, to drive 

the electrocatalysts and thus produced low overall optimal system efficiencies.  For these 

tandem light-absorber systems, the same increase in electrocatalyst overpotential as that 

represented in Figure 2.2a produced operating point e in Figure 2.2b, with a corresponding 

decrease in efficiency to ηSTH, e = 0.4%.  Reoptimization of the band gaps, however, 

produced a system having significantly higher efficiencies, as represented by the 

intersection of the red and the green curves in Figure 2.1b at operating point f (ηSTH,op = η 

STH, f =6.0%). 

A different approach, the “tandem photoabsorber + overall loading curve” configuration 

(2.1c, d), was also employed to obtain the ηSTH of the system, which yielded the identical 

results to the half-cell load-line analysis depicted in Figures 2.1a,b.  In Figure 2.1c and 
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2.1d, the blue and the green curves represent the overall water-splitting loading curves 

with 𝜂𝜂𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑛𝑛𝑜𝑜𝑜𝑜𝑟𝑟𝑜𝑜10 𝑚𝑚𝑚𝑚 𝑐𝑐𝑚𝑚−2 = 355 mV and 𝜂𝜂𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑛𝑛𝑜𝑜𝑜𝑜𝑟𝑟𝑜𝑜10 𝑚𝑚𝑚𝑚 𝑐𝑐𝑚𝑚−2 =757 mV, respectively.  The red curve 

represents the current-voltage characteristic of the tandem photoabsorbers, in which the 

band-gap combination was optimized (1.7 eV/1.0 eV) for the blue loading curve.  The 

resulting ηSTH,opt = ηSTH, g was 27.5%, which corresponds to the operating current density 

at point g.    The ηSTH, h decreased to 7.1%, which corresponds to the operating point h, 

when the activity of the electrocatalysts decreased (blue loading curve) without the 

reoptimization of the band-gap combination.  When the band-gap combination was 

optimized (1.8 eV/1.2 eV) for the green loading curve, the resulting ηSTH,opt  = η STH, i was 

increased to 22.4%, which corresponds to the operating point i.  The same trend was 

observed in Figure 2.2d, in which the quality of the tandem photoabsorber was varied by 

changing the reverse-saturation current density to 1021 J0 (ηSTH, j=7.7%, η STH, k=0.4% and 

η STH, l=6.0%). 

Figure 2.2a plots ηSTH,opt for the system design space of interest, incorporating the 

optimized tandem-cell arrangement, as a function of the behavior of various different 

combinations of electrocatalysts. As described above, at each value of the total 

overpotential, the entire suite of band-gap combinations for the tandem cell was explored 

to identify the combination that produced the optimum efficiency, ηSTH,opt, at the specified 

total system overpotential.  In this process, the band gap of the top light absorber was varied 

from 1.3 eV to 3.0 eV, and band gap of the bottom light absorber ranged between 0.6 eV 

and 2.0 eV.   

The numerical current-voltage characteristic of the light absorbers in the tandem cell 

under the Shockley-Queisser (S-Q) limit (blue curve) was obtained using the ideal 

photodiode relationship.  As shown in the top-most data set plotted in Figure 2.2a, for light 

absorbers operating at the detailed-balance limit, the slope of ηSTH,opt as a function of the 

total overpotential, ∆η𝑆𝑆𝑆𝑆𝑆𝑆,𝑜𝑜𝑜𝑜𝑡𝑡

∆𝜂𝜂𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑡𝑡𝑜𝑜𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑎𝑎
10 𝑏𝑏𝑚𝑚 𝑐𝑐𝑏𝑏−2 , was ~ 0.01 % mV-1.  Hence, at 10 mA cm-2 of operating 
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current density, decreases in the total overpotential by 100 mV, from 400 mV to 300 

mV, would result in 1 percentage-point change in ηSTH,opt. 

 

Figure 2.2. a) Optimal STH conversion efficiency, ηSTH,opt, at all band-gap combinations as 

a function of the electrocatalyst characteristics described by the total electrocatalytic 

overpotential at 10 mA cm-2 for hydrogen-evolution reaction (HER) and the oxygen-

evolution reaction (OER).  The actual operating current densities for each system were 

obtained using a load-line analysis, as described in Figure 2.1.  The reverse-saturation 

current densities for the photoabsorbers were swept from the Shockley-Queisser (S-Q) 

limit, J0, to 1021 J0. b) ηSTH,opt as a function of the top and bottom band-gap combinations 

when the reverse-saturation current density and the total overpotential at 10 mA cm-2 were 

set to J0 and 355 mV and c) J0 and 959 mV and d) 105 J0 and 355 mV, respectively. 
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State-of-the-art electrocatalysts in alkaline solution, such as Ni-Mo alloy for the HER 

and NiFeOx mixed-metal oxides for OER, exhibit 75 mV and 280 mV overpotential, 

respectively, at operating current densities of 10 mA cm-2.  The calculation that corresponds 

to this particular catalyst system at detailed-balance limit is shown in Figure 2.2 b, where 

ηSTH,opt, is 27.5% at the band-gap combination of 1.7 eV/1.0 eV.  Improving the existing 

catalyst system by decreasing the overpotential for the OER by 100 mV at a current density 

of 10 mA cm-2, which would represent very significant progress in electrocatalyst 

development, would result in a potential possible efficiency improvement of 1 percentage 

point in ηSTH,opt for the full system. 

The reverse-saturation current density of the ideal photodiode at the detailed-balance 

limit, J0, was then increased from J0 to 1021 J0, while the light-limited photocurrent density 

was maintained constant. This procedure was used to account for a very substantial 

degradation in the properties of the light absorbers relative to operation at the theoretical 

detailed-balance limit.  The resulting open-circuit voltages were decreased significantly 

due to the increase of the reverse-saturation current densities.  In fact, during this process, 

J0 was increased to a value such that overall system efficiencies could not exceed 5% even 

with essentially zero overpotential and solution-resistance losses combined.  For all values 

of J0, the slope of ηSTH,opt as a function of the total overpotential, ∆η𝑆𝑆𝑆𝑆𝑆𝑆,𝑜𝑜𝑜𝑜𝑡𝑡

∆𝜂𝜂𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑡𝑡𝑜𝑜𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑎𝑎
10 𝑏𝑏𝑚𝑚 𝑐𝑐𝑏𝑏−2 , was 

approximately 0.01 % mV-1.  

As the total overpotential increased or as the reverse-saturation current density increased, 

the light-absorber combination that produced ηSTH,opt had higher band-gap values than the 

base case.  Figure 2.2c and 2.2d show ηSTH,opt for all band-gap combinations when the total 

overpotential was 959 mV at the detailed-balance limit and the total overpotential was 355 

mV with the reverse-saturation current density set to 105J0, respectively.  The 

corresponding optimal band-gap combination was 2.0 eV/ 1.2 eV in Figure 2.2c and was 

1.9 eV/1.2 eV in Figure 2.2d. 
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Although the state-of-the-art electrocatalysts in alkaline solution exhibit a total 

overpotential of ~ 350 mV at 10 mA cm-2, in acidic conditions, a paucity of stable earth-

abundant electrocatalysts for OER have been reported, and thus development of an earth-

abundant OER catalyst that is stable in acid would be a significant improvement upon the 

state-of-the-art.21  Moreover, when the cathodic reaction involves the CO2-reduction 

reaction, large overpotentials, typically over 1 V, are observed.46  In these less-developed 

materials systems, improvements in the catalytic performance would result in significant 

enhancement of ηSTH,opt.    

 

Figure 2.3. a) ηSTH,opt at all band-gap combinations as a function of the total electrocatalyst 

overpotential at 10 mA cm-2 when the exchange-current density for HER or OER, or the 

transfer coefficient for the HER or OER, was parametrically varied.  The actual operating 

current densities for each system were obtained using a load-line analysis, as described in 

Figure 2.1. b) ηSTH,opt at all band-gap combinations as a function of the total electrocatalyst 

overpotential at 10 mA cm-2 (but with the actual operating current densities for each system 

were obtained using a load-line analysis, as described in Figure 2.1) when the effective 

transport resistance in the solution electrolyte and membrane separators was set to 1 ohm 

cm-2 (red), 10 ohm cm-2 (blue)  and 50 ohm cm-2 (green).   
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Note that while the general trend, ∆𝜂𝜂𝑆𝑆𝑆𝑆𝑆𝑆,𝑜𝑜𝑜𝑜𝑡𝑡

∆𝜂𝜂𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑡𝑡𝑜𝑜𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑎𝑎
≈0.01% mV-1 shown in Figure 2.1 and 

2.3 resulted in a marginal change of ηSTH,opt in response to the catalyst performance, 

significant change in the relative STH conversion efficiency could occur in low efficiency 

cells.  For instance, when the OER overpotential at 10 mA cm-2 was reduced from 400 mV 

to 200 mV, which would represent significant advancement in catalyst development, in a 

cell employing tandem photoabsorbers that operate close to S-Q limit, the ηSTH,opt would 

increase from ~27.5% to 29.5% (by a factor of <10% relative).  Alternatively, the same 

decrease in OER overpotential would make a much larger relative difference in the optimal 

system efficiency for poorly performing, degraded light absorbers, and could for example 

increase ηSTH,opt by a factor of 1.5 (i.e by 50% relative), from ηSTH,opt = 2% to ηSTH,opt = 

3%. However, clearly one cannot convert an inefficient optimal system design into an 

efficient optimized system design by decreasing the OER overpotential by 100 mV from 

state-of-the-art values at the present time.  Hence the sensitivity analysis clearly indicates 

that improvements in the light absorbers are both necessary and sufficient to enable highly 

increased efficiencies for optimized solar-driven water-splitting systems. 

 

2.3.3    General trend of the sensitivity behavior 

For electrocatalysts that follow the Butler-Volmer (B-V) relationship, the kinetic 

overpotential for the HER as well as for the OER not only depends on the exchange-current 

density but also on the transfer coefficient.32  Figure 2.3a shows ηSTH,opt at the detailed-

balance limit as a function of the total overpotential at 10 mA cm-2, in which the transfer 

coefficient for HER and OER, or in which the exchange-current density for the HER and 

OER, were parametrically varied.  The transfer coefficients for the HER and OER were 

varied so that the Tafel slopes for the corresponding reactions changed from 20 mV dec-1 

to 240 mV dec-1.  The exchange-current density for HER was varied from 1.4 mA cm-2 to 

1.4×10-36 mA cm-2 and the exchange-current density for the OER was varied from 1.1×10-

2 mA cm-2 to 1.1×10-41 mA cm-2.  At all band-gap combinations, ηSTH,opt exhibited little 
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dependence on the four specific parameter variations, and ηSTH,opt exhibited a quasi-

linear relationship with the total overpotential at 10 mA cm-2.  Thus, the total overpotential 

at a current density of 10 mA cm-2 is a globally useful figure-of-merit for evaluating the 

efficiency of the full water-splitting system in these generic system designs.   

The three-dimensional transport-resistance distribution is highly dependent on the 

detailed design and geometric parameters of the cell as well as the ion-transport properties 

of the solution electrolyte.  In this work, a 0-dimensional approximation was used to obtain 

an effective transport resistance.  Figure 2.3b shows ηSTH,opt as a function of the total 

overpotential at 10 mA cm-2 when the effective transport resistance was set to 1 ohm cm-2, 

10 ohm cm-2 or 50 ohm cm-2, respectively.  Although ηSTH,opt showed a strong dependence 

on the detailed geometric parameters of the device, the slope, ∆η𝑆𝑆𝑆𝑆𝑆𝑆,𝑜𝑜𝑜𝑜𝑡𝑡

∆𝜂𝜂𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑡𝑡𝑜𝑜𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑎𝑎
10 𝑏𝑏𝑚𝑚 𝑐𝑐𝑏𝑏−2 , exhibited little 

dependence on the effective transport resistance.  The red curve represented the optimal 

STH conversion efficiency with a smaller effective transport resistance. As a result, the 

overall efficiency was higher than the values displayed in Figure 2.2 but in no case did the 

value exceed the S-Q limit. 

 

2.3.4    Operational temperature and illumination conditions 

Figures 2.4a and 2.4b depict the sensitivity of ηSTH,opt as a function of the operational 

temperature and the incident illumination concentration, respectively.  The value of ηSTH,opt 

exhibited a weak dependence on the operational temperature in the range of T = 300 K to 

360 K.  At the detailed-balance limit, ηSTH,opt decreased from 27.5% to 26.3% when the 

operating temperature increased from 300 K to 360 K.  The weak temperature dependence 

resulted from two competing effects: degradation of the performance of the light absorbers 

and enhancement of the electrocatalytic and ion-transport rates at elevated temperatures.  

As the operational temperature increased, the radiative recombination in the light absorbers 

increased according to Eq. (5), which resulted in a decrease in the performance of the light 
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absorbers.  However, as the operational temperature increased, the total overpotential for 

electrocatalysis and the transport resistance according to Eq. (9) and Eq. (10) also 

decreased.  

The value of ηSTH,opt exhibited a significant dependence on the optical concentration 

factor of the incident solar illumination.  As the optical concentration increased, the 

resulting higher operational current density resulted in an increase in the kinetic 

overpotentials needed to drive the HER and OER at the required interfacial flux.  As a 

result, ηSTH,opt at the detailed-balance limit decreased from 30.1% to 25.1% when the 

optical concentration increased from 1 Sun (100 mW cm-2) to 20 Sun (2000 mW cm-2). 

 

 

Figure 2.4. a) ηSTH,opt at all band-gap combinations as a function of the operational 

temperature for the integrated system, b) ηSTH,opt at all band-gap combinations as a function 

of the illumination-concentration factor for the integrated system. Three photoabsobers 

having reverse-saturation current densities either at the S-Q limit (red) (Jo), 105J0 (blue) or 

1015 J0 (green) were calculated. 
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2.4    Conclusions 

The sensitivity analysis yielded a general trend for the behavior of ηSTH,opt as a function 

of the total overpotential for HER and OER at 10 mA cm-2, regardless of the quality of the 

light absorbers.  In response to a change in catalyst properties, the band-gap combinations 

of the tandem photoabsorber were varied to then achieve the optimal STH conversion 

efficiency at the specified total overpotential.  As the total overpotential increased, the 

optimal band-gap combinations shifted to higher band-gap values to accommodate the 

additional voltage requirements.  Hence, a relatively small decrease in the optimal STH 

efficiency was observed, and a reduction in the overpotential at 10 mA cm-2 by 100 mV 

from values for present state-of-the-art electrocatalysts resulted in ~1percentage-point 

improvement of the optimally attainable STH conversion efficiency.  The sensitivity factor, 
∆η𝑆𝑆𝑆𝑆𝑆𝑆,𝑜𝑜𝑜𝑜𝑡𝑡

∆𝜂𝜂𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑡𝑡𝑜𝑜𝑖𝑖𝑡𝑡𝑖𝑖𝑎𝑎𝑎𝑎
10 𝑏𝑏𝑚𝑚 𝑐𝑐𝑏𝑏−2 , , in general exhibited a very weak dependence on the detailed kinetic 

parameters of the HER and OER or on effective transport resistance of the membrane 

separator and the solution electrolyte.  Leveraging the enhanced electrocatalysis and 

solution transport at elevated temperatures in the integrated system, the optimal STH 

conversion efficiency also exhibited a very weak dependence on the operational 

temperature.  Using state-of-the-art catalyst systems, the optimal STH conversion 

efficiency showed a strong dependence on the optical concentration factor.  
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C h a p t e r  I I I  

MODELING AN INTEGRATED PHOTOELECTROLYSIS SYSTEM 
SUSTAINED BY WATER VAPOR 

 
 
3.1    Introduction 

    An integrated photoelectrolysis system in which light absorbers, electrocatalysts and 

membrane separators are integrated together efficiently, scalably and robustly is an 

interesting option for solar energy conversion and storage applications.1-3  The fundamental 

properties, design principles, and operational details of the individual components in such 

an integrated system have been recently evaluated in detail.4-11  To facilitate operation at 

high current densities (> 1 A cm-2 at 80-90 oC) and thus optimize the balance of systems 

cost,12, 13 electrolytes based on the use of liquid water as a feed are employed exclusively 

in electrolyzers.  However, an integrated solar-driven water-splitting system can in 

principle use gaseous water vapor as the feed stock, because the water vapor content of 

humid air is generally sufficient to provide the needed water flux under many 

circumstances to support the solar-generated photon flux, and corresponding product flux, 

that will be produced by a light-limited current density of 10-20 mA cm-2 typically obtained 

under unconcentrated sunlight.14, 15   

The use of water vapor as the system input feedstock has several potential advantages as 

compared to a traditional device that contains a liquid electrolyte.  A water vapor device 

would mitigate deleterious effects associated with bubble formation during operation,  

        

        This chapter is based on results in: Chengxiang Xiang, Yikai Chen and Nathan S. Lewis, 

Energy Environ. Sci., 2013, 6, 3713-3721 – Published by The Royal Society of Chemistry. 
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including blocking of active electrocatalytic sites, scattering or reflection of incident 

illumination away from the light absorbers, etc.14, 16-19 The thermodynamic potential for the 

water-splitting reaction is also more favorable for gaseous water than for liquid water, 

because the electrolysis of liquid water (E0[H2O(l)]=1.229 V) requires an additional ~44 

mV as compared to the electrolysis of water vapor (E0[H2O(g)]=1.185 V).20   

    The use of H2O(g) as a feed to an integrated photoelectrolysis system presents, however, 

some unique challenges with respect to ionic transport and product gas transport.   The 

membrane is most likely to be in direct physical contact with the electrocatalysts, with the 

opposite side of the electrocatalyst being a solid piece of photoabsorber.  To prevent 

delamination of the membrane at the interface, the hydrogen or oxygen produced at the 

electrocatalyst/membrane interface would therefore have to diffuse through the membrane 

without formation of bubbles.  Spurgeon, et. al21 performed a proof-of-concept study on a 

water electrolysis system sustained by water vapor by operating a commercially available, 

membrane-based fuel cell unit in reverse, with the reaction driving force provided by an 

external power supply.  Electrically driven water-electrolysis systems generally utilize a 

membrane-electrode-assembly to optimize the electrical, proton and gas transport.  

However, in an integrated photoelectrolysis system, the introduction of a light-capturing 

element, the photoabsorber, will significantly alter the optimal design parameters of the 

system.  Haussener, et. al.,6, 7 have presented optimal design parameters and materials 

properties for two characteristic photoelectrochemical devices, both of which operate in 1 

M H2SO4(aq).  However, the engineering-design aspects that are related to the transport 

phenomena have yet to be investigated for a system based on a H2O(g) feed. 

    In this work, two characteristic cell designs that use a proton exchange membrane and 

that exhibit low resistive loss (< 100 mV), facile gas transport, and minimal gas crossover 

while in operation (10 mA cm-2) have been evaluated in detail.  The first cell design uses a 

thin, membrane enclosed, micro-scale photoabsorber (critical dimension < 300 μm) and 

represents an approach in which the ionic pathway between the cathode and the anode, and 

the diffusive pathway for the gas transport in membrane from the catalyst to the gas-
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collecting chamber, are both minimized.  The second cell design features a structured 

membrane enclosed by mm-scale photoabsorbers, and represents a situation in which the 

ionic pathways and gas transport are optimized separately, by adjusting the proton transport 

channel and the gas transport channel in the system.  Simulations of product crossover in 

micro-sized electrodes have also been performed, and these results indicate that the use of 

a proton-exchange membrane, such as Nafion, inherently minimizes the product crossover 

in such systems. 

3.2    Modeling 

3.2.1    Governing equations 

    The ionic transport in a proton-exchange membrane, e.g., Nafion, is governed by Ohm’s 

law: 

,                                                                                                                (Eq. 3.1) 

where lσ  is the electrolyte conductivity,  is the electrolyte potential and is the ionic 

current.  Assuming dilute-solution theory, in which the interactions among the solutes are 

not rigorously considered, the electrolyte conductivity can be derived from the Nernst–

Planck equation, yielding:22 

,                                                                                                    (Eq. 3.2)
 

where ci is the concentration of species i, Di is the diffusion coefficient of species i,  zi is 

the charge number of the ionic species, and F is Faraday’s constant. 

 The kinetics of electrocatalysis at the electrode/membrane interface are governed by the 

Butler-Volmer equations applied to the oxygen-evolution reaction (OER) and to the 

hydrogen-evolution reaction (HER):20 

, / , /
, / 0, / [exp( ) exp( )]a OER HER c OER HER

R OER HER OER HER

F F
i i

RT RT
α η α η

= − − ,                             (Eq. 3.3) 

where 0,OERi  and 0,HERi  are the respective exchange-current densities, ,a OERα  and ,a HERα  

are the transfer coefficients for the OER and HER, respectively, and η  is the overpotential, 

which is defined as 
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0s lη φ φ φ= − − ,                                                                                                       (Eq. 3.4) 

where sφ  and lφ  are the electric and electrolyte potential at the electrode-electrolyte 

interface, respectively, and 0φ  is the equilibrium potential.   The value of 0φ  was set to 0φ  

= 0.0 V for the cathode and to 1.185 V for the anode.  The conservation of charge and the 

continuity of current density were also employed at the electrode/membrane interface.22 

 The transport of gaseous products in Nafion is also governed by the Nernst–Planck 

equation.  Assuming a zero velocity field, the governing equation reduces to Fick’s second 

law at steady state: 

,                                                                                                              (Eq. 3.5) 

where  is the concentration and  the diffusion coefficient of dissolved hydrogen or 

oxygen in Nafion. 

 

3.2.2    Cell designs 

 

 

Figure 3.1.  Schematic illustrations of two cell designs for a photoelectrolysis device 

sustained by a water vapor feed.  Both designs contain a photocathode (red), a photoanode 

(green), electrocatalyst layers (dotted) and Nafion film (blue) used as a representative solid 

polymer electrolyte material.  In Design A, the electrode width, electrode height, cell width 

and Nafion thickness are labeled as le, he, lc and t, respectively.  In Design B, the gas 

channel width, gas channel height, Nafion channel width, Nafion underlayer thickness and 

Nafion overlayer thickness are labeled as wg, hg, wn, t1, and t2, respectively. 
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Figure 3.1 shows schematic illustrations of the two cell designs that were evaluated 

for performance during operation while fed by water vapor.  Both designs are illustrated in 

2-D cross sections, with the out-of-the-plane dimension assumed to be infinite.  In Design 

A (Fig. 3.1a), the photoelectrolysis assembly contained a photocathode, a photoanode and 

electrocatalysts, all embedded in a proton-exchange membrane (e.g., Nafion).  The fill 

fraction, defined as the ratio between the light-capturing geometric area and the total area 

of the cell, was determined by the ratio between the electrode width, le and the cell width, 

lc.  The Nafion film supports ionic transport between the anode and the cathode, and also 

supports product gas transport from the electrocatalysts to the gas-collecting chamber (not 

indicated).  In Design B (Fig. 3.2b), the photoelectrolysis assembly was embedded in a 

structured Nafion film, with gas channels and Nafion channels introduced into the cell.  

Thin Nafion underlayers (0.5 μm) that were coated on top of the catalyst layers provided 

facile gas transport to the gas channels.  The Nafion channels in between the gas channels 

provided low resistance pathways for ionic transport between the cathode and anode.  

Thick Nafion overlayers were further employed as required to meet specified design 

considerations, and served to decrease the resistive losses in the cell. 

 

3.2.3    Modeling parameters 

    Table 3.1 presents the basic parameters used in the model.  In the simulation of the 

resistive losses, symmetry boundary conditions for the current densities were used for the 

vertical walls of both designs.  Insulating boundary conditions were applied at the upper 

and bottom bounds of the Nafion film.  A Neumann (or second-type) boundary condition 

of the current flux (10 mA cm-2) was applied at the electrode surface.  The ionic 

conductivity of the Nafion film was set to 10 S m-1 in the subdomain settings.  The 

electrochemical reactions for both designs were modeled as a surface reaction that occurred 

between the Nafion and the catalytic layer. 

In the gas transport simulation, for Design A, a 1-D analytical calculation based on 

Fick’s first law was used to determine the maximum sustainable flux at a given Nafion 

thickness, with the hydrogen (oxygen) concentrations at the Nafion/catalyst interface and 

the Nafion/vapor interface set to 0.78 mM (1.23 mM) and 0 mM (0 mM), respectively.  For 
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Design B, symmetry boundary conditions for the H2 or O2 fluxes were used for the 

vertical walls.  Insulating boundary conditions were applied at the upper and lower bounds 

of the Nafion film.  Neumann (or second-type) boundary conditions of the gas fluxes 

(equivalent to 10 mA cm-2) were applied at the electrode surface.  The Dirichlet (or first-

type) boundary condition was applied at the perimeters of the gas channels, where the 

concentrations of dissolved hydrogen was set to 0 mM, 0.2 mM, 0.4 mM or 0.6 mM for 

different sweep gas fluxes in the gas channel.  The diffusion coefficient of the dissolved 

hydrogen and oxygen in the Nafion was set to 1.3x10-5 cm2 s-1 and 6.1x10-6 cm2 s-1, 

respectively. 

 

Electrochemical 

kinetics  
OER exchange current density, ,R OERi  0.014 mA cm-2 

OER anodic transfer coefficient, ,a OERα  1.0 

OER cathodic transfer coefficient, ,c OERα  0.1 

HER exchange current density, ,R HERi  1 mA cm-2 

HER anodic transfer coefficient, ,a HERα  2.57 

HER cathodic transfer coefficient, ,c HERα  2.57 

Nafion Diffusivity H2, 
2HD  1.3x10-5 cm2 s-1 

Diffusivity O2, 
2OD  6.1x10-6 cm2 s-1 

Conductivity, lσ  100 mS cm-1 

Operating 

conditions 

Temperature, T 298 K 

Photocurrent density, ipc 10 mA cm-2 
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Saturation concentration H2, 

2 ,H satc  0.78 mM 

Saturation concentration O2, 
2 ,O satc  1.23 mM 

 

Table 3.1: Basic parameters used in the model.  

 

    In the crossover simulation, insulating boundary conditions were applied at the upper 

and bottom bounds of the Nafion film.  The Dirichlet (or first-type) boundary condition 

was used at the electrode, where the concentration of the dissolved hydrogen was set to the 

solubility limit (0.78 mM at room temperature).  The concentration of dissolved hydrogen 

was set to zero at the cathode and the anode, respectively, to evaluate the situation for the 

maximum diffusive crossover condition. 

    Free triangular discretization and a standard solver in the Comsol multi-physics package 

were used in the modeling.  For Design A, the maximum and minimum mesh element size 

were set to 10 µm and 0.1 µm, respectively, and the maximum mesh element growth rate 

and the resolution of curvature were fixed to 1.2 and 0.25, respectively.  For Design B, the 

maximum and minimum mesh element size were set to 100 µm and 1 µm, respectively, 

and the maximum mesh element growth rate and the resolution of curvature were set at 1.3 

and 0.3, respectively.  A relative tolerance of the corresponding variable of 0.001 was 

applied as the convergence criterion for both designs.     

 

3.3    Results 

3.3.1    Design A 

3.3.1.1    Product gas transport (1-d transport) 

In Design A, the oxygen and hydrogen transport from the Nafion/catalyst interface to 

the gas-collecting chamber can be treated as a 1-D diffusive gas transport process.  Figure 
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3.2 shows the maximum current density that can be sustained in a 1-D planar geometry 

without supersaturation of hydrogen or oxygen at the Nafion/catalyst interface, as a 

function of the thickness of the Nafion film.  For the cell to operate at 10 mA cm-2 without 

supersaturation at the Nafion/catalyst interface, the Nafion thickness can not exceed 1.9 

μm for the photocathode side and 2.9 μm for the photoanode side.  To ensure sufficient gas 

transport in the system, the thickness of the Nafion film in Design A was therefore set to 

1.9 μm in all subsequent simulations. 

 

Figure 3.2.  Maximum sustainable current density, as a function of the Nafion thickness, 

allowed to avoid supersaturation of oxygen (blue) or hydrogen (red) at the Nafion/catalyst 

interface in Design A. 

3.3.1.2    Resistive losses 

In Design A, the conductive pathways in the thin layer Nafion film (~ 2 μm) are 

significantly more confined than a liquid-electrolyte based design, for which the electrolyte 

height is typically on the order of several millimeters.6  Figure 3.3 shows the resistive loss 

as a function of the normalized lateral position on the photoelectrode, for six electrode 

widths.  A large variation in the resistance drops was observed across the electrode, due to 

longer ion transport pathways between the mid-point of the photocathode to the mid-point 
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to the photoanode and shorter pathways between the edge points, especially in 

geometries that had large electrode widths. 

 

Figure 3.3.  Resistive loss as a function of normalized position along the electrode for six 

different electrode widths in Design A. 

    Figure 3.4 shows the maximum resistive drops along the photoelectrodes as a function 

of the electrode width.  Three electrode heights of the photoelectrode, 1 μm (Fig. 3.4a), 10 

μm (Fig. 3.4b) and 100 μm (Fig. 3.4c), were simulated, to account for different types of 

photoabsorber materials.  For each electrode height, three different fill fractions, ff = le/lc, 

0.5, 0.9 and 0.98 were also simulated, where le is the PV electrode width and lc is the cell 

width.  In all cases, the resistive loss increased as a function of the electrode width, due to 

increased length of the ionic pathways in the thin Nafion layer.  When the electrode height 

was set to 1 μm, the resistive loss as a function of the electrode width exhibited little 

dependence on the fill fraction of the design.  In contrast, as the electrode height increased, 

the resistive loss exhibited a stronger dependence on the fill fraction of the design.  To 

minimize the resistive losses to < 100 mV, the electrode width should not exceed ~ 300 

μm even with a 1 μm electrode height. 
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Figure 3.4.  Maximum resistive loss as a function of the electrode width for three different 

electrode heights, 1 μm (a), 10 μm (b) and 100 μm (c), in Design A.  Three fill fractions, 

0.5 (green), 0.9 (blue) and 0.98 (red) were simulated for each electrode width. 

 

3.3.2    Design B 

3.3.2.1    Product gas transport (2-d) 

In Design B, the structured Nafion film provides a balance between the ionic 

conductivity and gas transport of the products.  Because 10 mA cm-2 of photocurrent 

density was generated uniformly along the photoelectrode, the regions directly beneath the 

Nafion channel would have the longest diffusive pathways.  As the width of the Nafion 

channel decreases, gas transport improves due to the decreased length of pathways for the 

transport of the product gases.  However, a decrease in the Nafion channel width will 

concomitantly hinder the ion transport and therefore increase the resistive losses in the cell. 
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Figure 3.5. (a) The hydrogen concentration profile in Design B, where the electrode width, 

electrode height, Nafion channel width, gas channel width, gas channel height, Nafion 

underlayer thickness, Nafion overlayer thickness were set to 2.34 mm , 10 μm, 3 μm, 3 μm, 

3 μm, 0.5 μm, and 200 μm, respectively.  (b) The maximum hydrogen concentration as a 

function of the Nafion channel width, where the gas channel width was set to 5 μm and the 

hydrogen concentration at the perimeter of the gas channel was set to 0 mM (black), 0.20 

mM (blue) or 0.40 mM (red).  (c) The maximum hydrogen concentration as a function of 

the gas channel width, where the Nafion channel width was set to 3 μm (solid dot) and 5 

μm (hollow dot), respectively.   

Figure 3.5a depicts the hydrogen concentration profile in Design B with 10 mA cm-2 of 

photocurrent density generated uniformly at the photoelectrode/Nafion underlayer 

interface.  The simulations indicated that the hydrogen concentration reached its highest 



 

 

64 
value at the mid-point of the Nafion channel along the photoelectrode.  In this particular 

geometry, the highest hydrogen concentration was 0.47 mM, which is still below the 

saturation concentration of hydrogen in a film of Nafion (0.78 mM). 

 

Figure 3.6 (a). The electrolyte potential profile in Design B, with the electrode width, 

electrode height, Nafion channel width, gas channel width, gas channel height, Nafion 

underlayer thickness, Nafion overlayer thickness were set to 2.34 mm, 10 μm, 5.17 μm, 20 

μm , 5.17 μm, 0.5 μm and 150 μm, respectively.  (b) The maximum resistive loss a function 

of the electrode width for three Nafion overlayer thickness, 100 μm (red), 200 μm (blue) 

and 600 μm (green).  (c) The maximum resistive loss as a function of the Nafion overlayer 

thickness for four different gas channel widths.  The electrode width and the Nafion 

channel height were set to 2.4 mm and 5.17 μm, respectively. 
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    Figure 3.5b shows the maximum hydrogen concentration, which occurred in the mid-

point of the Nafion film, as a function of the Nafion channel width, where the gas channel 

width was set to 50 μm and the hydrogen concentration at the perimeter of the gas channel 

was set to 0 mM (black), 0.20 mM (blue) or 0.40 mM (red).  Figure 3.5c shows the 

maximum hydrogen concentration as a function of the gas channel width for two Nafion 

channel widths.  The maximum hydrogen concentration showed a quasi-linear dependence 

on the width of the Nafion film, and exhibited no dependence on the width of the gas 

channel.  The simulation results provided an upper bound (5.17 μm, 3.70 μm and 2.13 μm 

for the hydrogen concentration of 0 mM, 0.20 mM and 0.40 mM, respectively, at the 

perimeter of the gas channel) for the width of the Nafion channel needed to avoid 

supersaturation at the Nafion/catalyst interface.  Thus, for effective hydrogen transport, a 

higher sweep gas flux in the gas channel is preferable to achieve a low hydrogen 

concentration at the perimeter of the gas channels.  For a 1 m x 1 m system fed by water 

vapor, a sweep gas flux of 0.040 mol s-1 is required to achieve a 0.010 mM concentration 

of hydrogen at the perimeter of the gas channel. 

 

3.3.2.2    Resistive losses 

In Design B, the ionic pathways consist of three segments connected in series: the Nafion 

underlayer, the Nafion channel and the Nafion overlayer.  The structured Nafion film 

maximizes the electrode width while maintaining low resistive losses (< 100 mV).  Figure 

3.6a shows the electrolyte potential profile in Design B, with the detailed cell geometry 

provided in the figure caption.  As indicated by the trajectory of current density lines in 

black (Fig. 3.6a), the Nafion channels served as conductive bridges between the Nafion 

underlayer and the Nafion overlayer.  In this particular geometry, the maximum resistive 

loss was 108 mV. 

 

Figure 3.6b shows the maximum resistive loss as a function of the electrode width for 

three different Nafion overlayer thicknesses, when the gas channel width was set to zero.  
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Figure 3.6b provided an upper bound for the electrode width in Design B, where the 

conductive pathway between the cathode and anode was optimized.  In these limiting cases 

(Fig. 3.6b), for a resistive drop of < 100 mV, the electrode width can not exceed 1.7 mm, 

2.6 mm and 4.0 mm, respectively, when the Nafion overlayer thickness was set to 100 μm, 

200 μm,  and 600 μm, respectively.   

 

The best limiting scenario for resistive losses simulated in Figure 3.6b did not provide 

sufficient product gas transport.  To prevent supersaturation of product gases at the 

Nafion/catalyst interfaces, a Nafion channel with a width of < 5.17 μm (Fig. 3.5b) is 

required.  Figure 3.6c shows the maximum resistive loss as a function of the Nafion 

overlayer thickness, when the electrode width and the Nafion channel width were set to 

2.34 mm and 5.17 μm, respectively.  The maximum resistive loss decreased as the Nafion 

overlayer thickness increased, and the resistive loss plateaued at a Nafion thickness of ~800 

μm.  The black curve shows the limiting case scenario in which the gas channel width was 

set to zero, and served to provide a lower bound for the resistive loss in this particular 

electrode width (2.34 mm) for Design B.  The resistive loss also showed a strong 

dependence on the gas channel width.  By choosing a smaller gas channel width (20 μm), 

the resistive loss (green curve) approached the limiting case scenario (black curve).  As 

showin in Figure 3.6c, the gas channel width can not exceed 100 μm to maintain a low (< 

100 mV) resistive loss for this particular electrode width (2.34 mm).  Additional 

simulations were also performed with the Nafion channel width less than 5.17 μm, which 

is the upper-bound value that can support the required gas transport.  When the Nafion 

channel width was decreased from 5 μm to 1 μm, the maximum resistive loss showed a 

weak dependence (< 10 mV variation) on the Nafion channel width.  As shown in Figure 

3.6c, as long as the electrode width does not exceed the upper-bound value, various 

combinations of the Nafion overlayer thickness and the gas channel width can be employed 

to achieve low resistive losses in Design B. 
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3.3.3    Gas crossover 

Figure 3.7 shows the percentage of gas crossover due to diffusive transport between the 

cathode and anode as a function of the electrode width, for three different electrode heights.  

The gas crossover increased as the width of the electrode decreased.  To avoid a gas mixture 

that contained > 4% H2 in air (the flammability limit), the electrode width must exceed 

45.5 µm or 20.2 µm, for an electrode height of 1 µm or 10 µm, respectively.  For the 100 

µm electrode height, the diffusive gas crossover would not exceed 4% H2 in air.  The 

convective gas crossovers were therefore inherently minimized in both designs by the use 

of the Nafion.  Due to the small permeability of the Nafion film, ~10-18 m2, the convective 

crossover was negligible in all the designs, even under significant pressure differential, 

e.g., 1 atm. 

 

 

Figure 3.7. Percentage of gas crossover as a function of the electrode width when the 

electrode height was set to 1 μm (red), 10 μm (blue) and 100 μm (green). 
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3.4    Discussion 

3.4.1    Effect of a lateral conductive layer 

A lateral conductive layer has often been proposed and utilized to redistribute the current 

density and facilitate the ionic transport in the system, by focusing the current density at 

the edge of a PV-based electrode.6  In such a system, the majority of the products, hydrogen 

and oxygen, are generated near the edge of the electrode, and the gases can readily bubble 

away in a liquid- electrolyte based system.  However, use of such a design in a vapor feed 

system would result in product gases generated underneath the Nafion film, and transported 

by diffusion of dissolved gas in the membrane.  When the current density increases rapidly 

at the edge of the electrode, the Nafion thickness therefore has to be reduced significantly 

to accommodate this gas transport.  The resulting non-uniform Nafion coating further 

complicates the resistive losses and electrocatalysis in the system.  For example, in Design 

B, when the electrode width was set to 2.34 mm (Fig. 3.6), the hydrogen concentration at 

the electrode edge exceeded the saturation concentration by several orders of magnitude, 

regardless of any combination of other geometric parameters that were discussed in the 

previous section.  Similarly, in Design A, when the Nafion thickness was set to 1.9 μm, the 

hydrogen concentration exceeded the saturation concentration at the electrode edge in all 

cases simulated in Fig. 3.4.  When the Nafion thickness was reduced uniformly to 

accommodate the high hydrogen flux at the electrode edge, the current density is further 

focused at the electrode edge, which will result in supersaturation of the gases.  For an 

electrode width  > 100 μm, no converged solution for a uniform thickness Nafion film was 

found thata could accommodate gas transport at the edges of the electrodes.  For an 

electrode width of < 100 μm, at a constant Nafion thickness the maximum resistive loss 

was comparable (< 0.15 mV variation) with or without the lateral conductive layer present.  
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3.4.2    Comparison to a liquid water divice 

An integrated photoelectrolysis system that does not have a liquid aqueous electrolyte 

but that nevertheless is sustained by a liquid water feed has similar design constraints to 

the systems evaluated herein based on a water vapor feed.  However, the use of liquid water 

as the feedstock has two adverse effects on the system performance: i) a slightly higher (~ 

44 mV) thermodynamic potential for the water-splitting reaction as compared to a vapor-

fed device, ii) formation of bubbles at the Nafion/water interface.  Moreover, an integrated 

system based on a liquid water feed or that contains a liquid aqueous electrolyte generally 

requires a relatively high-purity water solution to minimize contamination or corrosion of 

functional components (photoabsorbers, electrocatalysts, etc), whereas in a device fed by 

water vapor, a low purity water solution could be used as the source of the water vapor.  Of 

course, the transport properties of a Nafion film can vary significantly in contact with 

different water sources, and such variations will alter somewhat the precise values of the 

optimum design parameters relative to those presented herein.  

 

3.4.3    Comparison to an electrically connected PV and MEA design 

A solar-driven water-splitting system sustained by a water vapor feed can also be realized 

by electrically connecting a PV unit to a membrane-electrode assembly (MEA).  The MEA 

would then essentially operate as a fuel cell in reverse, in which the water vapor is the 

feedstock for the cathode and anode, and the photovoltage provided by the PV serves as 

the driving force for the electrolysis reaction.  Detailed comparisons between an integrated 

photoelectrolysis device and a discrete PV+MEA system, for different band gap 

combinations of photoabsorbers8 and various cell operating environments (irradiation and 

temperature), have been recently presented.7  The integrated photoelectrolysis system 

leverages enhanced kinetics and transport at elevated temperatures, and therefore would 

outperform a discrete PV unit connected electrically to a discrete electrolysis system.7  

Moreover, an integrated photoelectrolysis system permits the use of a 

semiconductor/electrolyte junction, in which a single photoabsorber material serves as the 
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photocathode or anode in contact with electrolyte solution, in contrast to a standalone 

PV+MEA system in which a “buried” junction is required.   

 

3.5    Conclusions 

Detailed geometric parameters in two cell designs were investigated in this study for a 

photoelectrolysis system sustained by a water vapor feed.  In Design A, the thickness of 

the Nafion film cannot exceed 1.9 μm to accommodate the product gas transport, and the 

width of the photoelectrode cannot exceed ~ 300 μm, to hold the resistive losses in the 

system to acceptable levels.  In Design B, the maximum electrode width can be 

significantly increased, to ~ 4.5 mm by employing a structured Nafion film, for which the 

width of the Nafion channel cannot exceed 5.17 μm to accommodate the the required 

transport of the product gases.  To prevent significant diffusive gas crossover (4%) for 

micro-sized electrodes, the width of the electrode has to exceed 45.5 μm or 20.2 μm, 

respectively for electrode heights of 1 μm or 10 μm, respectively.  A lateral conductive 

layer, typically employed to lower the resistive loss in a photoelectrolysis system based on 

a liquid electrolyte, is unfavorable in a water vapor device, due to enhanced current 

densities at the electrode edges that cause supersaturation of product gases in the system. 
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C h a p t e r  I V  

MODELING THE PERFORMANCE OF AN INTEGRATED 
PHOTOELECTROLYSIS SYSTEM WITH 10X SOLAR 

CONCENTRATORS 

 

4.1    Introduction 

Artificial photosynthesis could provide a promising route to large-scale solar energy 

conversion and storage1-4. Recent techno-economic studies have evaluated various designs 

for integrated photoelectrolysis systems, including a very promising system that makes use 

of concentrated illumination.5,6 A discrete III-V photovoltaic cell connected electrically in 

series with a discrete polymer-electrolyte membrane (PEM) electrolyzer has demonstrated a 

solar-to-hydrogen (STH) conversion efficiency of 18% under 500 Suns7. Although 

concentrated photovoltaics (CPV) typically incorporate multi-stage optical systems to 

achieve high optical concentration (~ 400 Suns to 1200 Suns),8-10 integrated 

photoelectrochemical systems for large scale, distributed solar-to-fuel applications are most 

likely operate efficiently and scalably at lower solar concentration factors (5 – 100) due to 

limitations associated with electrocatalytic overpotential losses, ohmic losses, and mass 

transport restrictions associated with high current densities in a system operating under very 

concentrated sunlight.  Notably, systems that utilize a low-multiple concentrating solar 

collector, such as a 10× concentrator, requires little or no active solar tracking or temperature-

regulation systems.11-13 The conceptual designs of coupling low concentrator solar collectors 

with a photoelectrochemical cell were developed by a few researchers.14,15 A principal 

advantage of a sunlight-concentrating design for a solar-to-fuels generator is the potential  

 

 
        This chapter is based on results in: Yikai Chen et al 2014 J. Electrochem. Soc. 161 F1101 – 
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reduction of the usage per unit area of photoabsorber materials, which could result in a 

significant reduction in the system cost.5,6 Although extensive modeling and simulation 

efforts have been completed for solar fuel generator system designs without solar 

concentrators, including various operating conditions and using different types of input feed-

stocks including liquid electrolytes16-18 and water vapor feeds19, the design criteria and 

constraints for an integrated system that exploits concentrating solar collectors have not yet 

been evaluated.  

 

    The high-intensity illumination, and the expected elevated operating temperatures in a 

light-concentrating photoelectrolysis system, could have significant impacts on the 

performance of the individual components of the system, and thus on the efficiency of the 

system as a whole.  Increases in the illumination intensity would increase the photocurrent 

density and would concomitantly improve the open-circuit voltage and the fill factor of the 

current-voltage characteristic of the photoabsorber materials.20 The increased current density 

would also, however, result in an increase in the ohmic losses of the cell, as well as produce 

an increase to the overpotentials required to drive the oxygen-evolution reaction (OER) and 

the hydrogen-evolution reaction (HER).21 Increases in the operating temperatures would 

introduce similar trade-offs to the system design, because the increased temperature would 

degrade the performance of the semiconducting light absorbers while improving both the 

mass transport in the electrolyte and the performance of the HER and OER catalysts.  As a 

result, the overall system efficiency as a function of the cell geometry, the illumination 

intensity, and the operating temperature depends upon the working principles for each 

component as well as upon the detailed mathematical relationships between the components.    

Previously reported results from the modeling of integrated photoelectrolysis system designs 

without solar concentrators have shown that the geometric parameters of the cell dominate 

the cell performance.  Specifically, the width of the photoelectrode must be less than a few 

centimeters to minimize the ohmic losses from the ionic transport in the electrolyte and 

membrane.17,22 At the higher operating current density produced by concentrated sunlight, 

the details of the cell geometry are likely to play an even more important role.  Although a 

smaller cell will typically reduce the efficiency losses due to mass transport in the electrolyte, 
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the assembly and integration of absorber materials and other system components could be 

easier with macroscopic, rather than microscopic, components.  Thus, an optimal design 

would likely maximize the photoelectrode width while minimizing any efficiency losses due 

to mass transport limitations and ohmic losses.   

    In this work, two types of integrated photoelectrolysis systems that use a concentrated light 

source have been investigated: a two-dimensional “trough” design and a three-dimensional 

“bubble wrap” design.  The concentration of the illumination was chosen to be ten-fold 

relative to natural sunlight.  The solar-to-hydrogen (STH) conversion efficiency for the 

systems, and the ohmic loss as a function of the cell geometry, operating temperatures, and 

catalyst performance were evaluated systematically using a fully coupled model for the 

system as a whole.  We have also evaluated the requirements for the size and placement of a 

proton-exchange membrane, such as Nafion, to minimize the usage of this material, as well 

as of analogous high-performance polymers, as the permselective gas-blocking component 

of the system.  

 

4.2    Modeling 

Cell designs 

Figure 4.1 presents schematically the two cell designs that were modeled in this work.  

Both designs include a 10× solar concentrator and an integrated photoelectrolysis 

assembly.  The detailed configuration and construction of the solar concentrator is beyond 

the scope of this work, but two-dimensional or three-dimensional Fresnel lens, compound 

parabolic concentrators (CPC), or dielectric totally internally reflecting concentrators could 

be employed to achieve the 10× solar concentration specified in the designs.  For example, 

with ten-fold concentration, efficient light collection up to 7.5 hours/day can be achieved 

by compound parabolic concentrators only with occasional tilt adjustments.23 The two-

dimensional “trough” design (Fig.4.1a) contains a photoelectrode having a width, le, with 

le constrained to be 10% of the total cell width, lc, consistent with 10x concentrating optics.  

The photoelectrode was taken to be infinitely long in the out-of-plane direction.  The three-
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dimensional “bubble wrap” design (Fig. 4.1b) consists of a disk photoelectrode with a 

diameter, de, that was constrained to be 32% of the cell diameter, dc, again consistent with 

10x concentrating optics.  Both designs contained Nafion films and insulating plastics to 

prevent product crossover and for structural support.  The Nafion films also provided the 

required pathways for ionic conduction between the photocathode and photoanode 

chambers.  The detailed construct of the integrated photoelectrochemical cell is shown in 

Figure 4.1c.  The photoanode and photocathode are each assumed to be coated by a 

protective transparent conductive oxide (TCO) layer, to aid in uniformity of the current 

density distribution and minimize the ohmic losses in the system. Oxygen-evolution 

catalysts were coated on top of the TCO in the photocathode, whereas hydrogen-evolution 

catalysts were coated on the bottom of the TCO in the photoanode.  
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Figure 4.1.  Schematic illustrations of two designs for a 10× concentrator 

photoelectrolysis system: a) a two-dimensional “trough” design and b) a three-dimensional 

“bubble wrap” design.  Both designs contain a solar concentrator (grey) and an integrated 

photoelectrolysis assembly. The orange lines schematically indicate selected ray traces of 

the light path that concentrates the sunlight.  c) Cross-sectional illustration of an integrated 

photoelectrolysis system, which includes a photoanode (orange), a photocathode (purple), 

TCO layers (yellow), oxygen-evolution catalysts (top black hemispheres), hydrogen-

evolution catalysts (bottom black hemispheres), Nafion films (green) and solution 

electrolyte (blue).  The electronically conductive pathways occur from the oxygen-

evolution catalysts through the TCO, the top cell, the bottom cell, and the second TCO, to 

the hydrogen-evolution catalysts (solid arrow).  The main ionically conductive pathways 

(dashed arrows), that produce the predominant ohmic drop in the system, occur laterally 

from the oxygen-evolution catalysts (that are the site of proton production during current 

flow) in the top electrolyte to and through the surrounding membrane, and laterally in the 

bottom electrolyte to the hydrogen-evolution catalysts (that are the sites of proton 

consumption during current flow). The electrode width, electrode diameter, electrode 

height, electrolyte height and Nafion width were represented by le, de, he, hc, tm, 

respectively.   

 
 

    Table 4.1 presents the basic input parameters used in the model.  The system 

performance was evaluated for two pairs of OER and HER catalysts in 1.0 M H2SO4.  The 

“No. 1” catalyst system assumed electrocatalytic properties typical of iridium oxide for the 

OER and platinum for the HER in acidic conditions, while the “No. 2” catalyst system 

assumed twice the OER and HER overpotentials exhibited by the “No. 1” catalyst system 

to produce a current density of 100 mA cm-2 for the anodic and cathodic processes 

respectively, based on the geometric area of a planar electrode. 

 
Operating temperature 

300 K 350 K 
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Electrochemical 

kinetics 

OER exchange current 

density, 0,OERi  
0.0014 A m-2 0.015 A m-2  

OER anodic transfer 

coefficient, ,a OERα  

1.0                   

(No. 1 catalyst)  

0.5                   

(No. 2 catalyst) 

1.0 

OER cathodic transfer 

coefficient, ,c OERα  
0.1 

HER exchange current 

density, 0,HERi  
10 A m-2 52 A m-2 

HER anodic transfer 

coefficient, ,a HERα  

2.57 (No. 1 

catalyst system) 

1.27 (No. 2 

catalyst system) 

2.57 

HER cathodic transfer 

coefficient, ,c HERα  

2.57 (No. 1 

catalyst system) 

1.27 (No. 2 

catalyst system) 

2.57 

Electrolysis,  1.229 V 1.179 V 

TCO Conductivity, elσ  105 S m-1 1.2x105 S m-1 

Nafion Conductivity, mσ  10 S m-1 11.2 S m-1 

Electrolyte Conductivity, lσ   40 S m-1 78 S m-1 

Light absorbers 
Top cell band gap, Eg1 1.7 eV 

Bottom cell band gap, Eg2 1.1 eV 

Table 4.1: Basic parameters used in the model. 
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Equations describing transport and kinetics  

    The ion transport in the electrolyte and in the proton-exchange membrane, as well as the 

transport of electrons and holes in the TCO coatings, were modeled using Ohm’s law: 

el,TCO,mem ,TCO,mem el,TCO,memelj σ φ= − ∇ ,                                                                    (Eq. 4.1) 

where σ
el,TCO,mem

 is the conductivity of the electrolyte, TCO or the membrane (Nafion), 

respectively, el,TCO,memφ∇ is corresponding potential drop and el,TCO,memj is the corresponding 

current density.  

    The kinetics of electrocatalysis at the TCO and at the electrolyte interface for the OER 

and HER were modeled using the Butler-Volmer equation:  

, / , /
, / 0, / [exp( ) exp( )]a OER HER c OER HER

R OER HER OER HER

F F
j j

RT RT
α η α η

= − − ,                           (Eq. 4.2) 

where jR,OER/HER  is the current density for the OER or HER at the electrode/electrolyte 

interface, j0,OER/HER is the exchange-current density for the OER or HER, respectively, 

α
a,OER/HER

 and α
c,OER/HER

 are the corresponding anodic and cathodic transfer coefficients, 

respectively, F is Faraday’s constant, R is the ideal gas constant, and η  is the overpotential 

for the reaction, which is defined as 

,                                                                                                  (Eq. 4.3) 

where sφ  and lφ  are the electric and electrolyte potentials at the interface, respectively, and 

0φ  is the equilibrium potential for the reaction.  Conservation of charge and continuity of 

current density were enforced at both the cathodic and anodic interfaces. 

 

Photoelectrode and temperature dependence 

    The photoelectrode was modeled as two semiconducting light absorbers connected in 

series.  One absorber had a band gap of 1.7 eV and was located directly on top of the other 

absorber, which had a band gap of 1.1 eV.  Without solar concentration, such a tandem cell 

can provide sufficient photovoltage at light-limited current densities to allow the use of 

earth-abundant catalyst materials in a photoelectrolysis system.18 The STH conversion 



 

 

81 
efficiency as a function of different band gap combinations with realistic cell geometries 

was also calculated in this study.  The photovoltage of the tandem photoelectrode at a given 

operating current density, J, was determined by adding the photovoltages of the serially 

connected top and bottom half-cells, i.e.:  

𝑉𝑉𝑜𝑜𝑟𝑟𝑛𝑛𝑟𝑟𝑒𝑒𝑚𝑚(𝐽𝐽) = 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜(𝐽𝐽) + 𝑉𝑉𝑏𝑏𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑚𝑚(𝐽𝐽).                                                                 (Eq. 4.4) 

    The relationship between the current density and voltage of the top and bottom half-cells 

was determined using a detailed-balance calculation, in which the current density of each 

half-cell was set equal to the sum of the current density produced by the incident solar 

radiation ( 𝐽𝐽𝑜𝑜ℎ ) and the thermal radiation (𝐽𝐽𝑜𝑜ℎ ), minus the current density from radiative 

emission (𝐽𝐽𝑟𝑟𝑟𝑟𝑟𝑟):   

𝐽𝐽 = 𝐽𝐽𝑜𝑜ℎ + 𝐽𝐽𝑜𝑜ℎ − 𝐽𝐽𝑟𝑟𝑟𝑟𝑟𝑟.                                                                                          (Eq. 4.5) 

    The analytical expressions for 𝐽𝐽𝑜𝑜ℎ, 𝐽𝐽𝑜𝑜ℎ  and 𝐽𝐽𝑟𝑟𝑟𝑟𝑟𝑟 are well described in literature.24,25 The 

operating current density of each half-cell was then calculated numerically at a given 

photovoltage. 100% of the above-band-gap solar flux was assumed to be absorbed and 

converted to photocurrent, so the photocurrent density was given by: 

𝐽𝐽𝑜𝑜ℎ = 𝐶𝐶 × 𝑒𝑒 ∫ dℏ𝜔𝜔 𝛬𝛬
dℏ𝜔𝜔

∞
𝐄𝐄𝑔𝑔

 ,          (Eq. 4.6) 

where C is the concentration factor, e is the unsigned charge on an electron, Eg is the band 

gap of the photoabsorber, Λ is the wavelength-dependent solar flux in the Air Mass (AM)1.5 

solar spectrum, ħ is an abbreviation for  with h being Planck’s constant, and  is the 

frequency of the incident light.   

    The radiative-emission currents were calculated from the relationship: 

𝐽𝐽𝑟𝑟𝑟𝑟𝑟𝑟 =
𝑒𝑒(𝑛𝑛𝑡𝑡𝑜𝑜𝑜𝑜2 +𝑛𝑛𝑏𝑏𝑜𝑜𝑡𝑡𝑡𝑡𝑜𝑜𝑏𝑏

2 )

4 𝜋𝜋2𝑐𝑐2 ∫ 𝜔𝜔2 exp (𝑒𝑒𝑉𝑉−ℏ𝜔𝜔
𝑘𝑘𝑆𝑆

)d𝜔𝜔  ∞
𝐄𝐄𝑔𝑔 ℏ⁄ ,          (Eq. 4.7) 

where  𝑛𝑛𝑜𝑜𝑜𝑜𝑜𝑜  and 𝑛𝑛𝑏𝑏𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑚𝑚  are the refractive indices of the media on the top and at the bottom 

of the cell, respectively, V is the operating voltage, T is the absolute temperature, k is 

Boltzmann’s constant, and c is the speed of light.  The thermal radiation currents as a function 

of T were given by: 

𝐽𝐽𝑜𝑜ℎ =
𝑒𝑒(𝑛𝑛𝑡𝑡𝑜𝑜𝑜𝑜2 +𝑛𝑛𝑏𝑏𝑜𝑜𝑡𝑡𝑡𝑡𝑜𝑜𝑏𝑏

2 )

4 𝜋𝜋2𝑐𝑐2 ∫ 𝜔𝜔2 exp �− ℏ𝜔𝜔
𝑘𝑘𝑆𝑆
� d𝜔𝜔 ∞

𝐄𝐄𝑔𝑔 ℏ⁄ .          (Eq. 4.8) 
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    The numerical relationship between the current-density and voltage that was obtained 

from the detailed-balance calculation was then fitted using Eq. 4.9 for an ideal diode 

coupled with an effective series resistance:  

0
e( )exp 1s

ph
V JRJ J J

kT
 +  = − −    

.                                                              (Eq. 4.9) 

where 0J  is saturation current density in the dark, V is the applied photovoltage, and Rs is 

the effective series resistance.  The fitted value for J was then used as the boundary 

condition at the photoelectrode-TCO interface.  The effective series resistance was varied 

to approximate various situations in which the solar cell operated either at the detailed-

balance limit or under non-ideal operating conditions in which the fill factor varied from 

0.65 to 0.90. 

 

Temperature-dependent conductivity of the electrolyte and membrane 

    The conductivity of the electrolyte as a function of the operating temperature was 

defined by: 

, , (1 [T T ])l T l ref refσ σ α= + − ,                                                                             (Eq. 4.10) 

where the reference temperature, Tref , was 300 K and the coefficient α was 0.019 K-1, 

which was fitted using experimental data for 1 M sulfuric acid.26 

The temperature-dependent conductivity of the Nafion and the TCO layer was calculated 

by: 

, / , /
/ , / , exp( )exp( )

ref

a mem TCO a mem TCO
mem TCO T mem TCO T

ref

E E
RT RT

σ σ= − ,                                     (Eq. 4.11) 

where / , refmem TCO Tσ  is the Nafion/TCO conductivity at the reference temperature (300 K), 

Ea,mem/TCO is the activation energy for Nafion (set to 2000 J mol-1)27,28 and for TCO (set to 

3185 J mol-1)29, respectively . The exchange-current density for the OER and HER, 

respectively, in the Butler-Volmer equation was defined using the activation energy 

. /a OER HERE :30 
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. / . /

0,T, / 0,T , / exp( )exp( )
ref

a OER HER a OER HER
OER HER OER HER

ref

E Ej j
RT RT

= −  ,                                (Eq. 

4.12) 

where 0,T , /ref OER HERj  is the exchange current density for the OER or HER at the reference 

temperature, and E
a,OER/HER 

was assumed to be 42560 J mol-1 and 28900 J mol-1 31,32 for 

iridium oxide33 and platinum24, 25 catalysts, respectively, in 1 M H2SO4(aq).  

 

Boundary conditions 

    Boundary conditions that preserved the symmetry of the current density at the vertical 

walls were employed for both the trough and bubble wrap designs.  Insulating boundary 

conditions were used at the upper and bottom bounds of the electrolyte domains.  The current 

flux entering the TCO layers was calculated from the photovoltage using Eq. 4.9.  The 

electrochemical reactions for both designs were modeled as surface reactions occurring at 

the interface of the solution and the TCO layer.  The ionic conductivities of the Nafion film 

and of 1 M H2SO4 that were used in the modeling are listed in Table 1.  For the crossover 

calculation, the Dirichlet (or first-type) boundary condition was employed at the interfaces 

of the electrolyte and the TCO layers.  The hydrogen (oxygen) concentrations at the cathode 

(anode) were set to 0.78 mM (0 mM) and 0 mM (1.23 mM), respectively.   Insulating 

boundary conditions for the product gas flux were also applied at the upper and bottom 

bounds of the solution domains. 

Free triangular discretization and a standard solver in the Comsol multi-physics package 

were used in the modeling.  For both designs, the maximum and minimum mesh-element 

sizes were set to 10 µm and 0.5 µm, respectively.  The maximum mesh-element growth 

rate and the resolution of curvature were set at 1.3 and 0.3, respectively.  A relative 

tolerance of the corresponding variable of 0.001 was applied as the convergence criterion 

for both designs. 

 

Operating principles of device efficiency 
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    The instantaneous STH conversion efficiency of an integrated photoelectrolysis 

device, STHη , was defined as: 

,                                                                                                   (Eq. 4.14) 

where J is the current density output from the device,  is the equilibrium potential of the 

electrochemical reaction, P  is the input power of the solar energy, Fη  is the Faradaic 

efficiency of the electrode reaction, and pcη  is the product-collection efficiency.  Fη  was 

set to unity in the model, while pcη  was defined by the following equation: 

/

/

a c sep

a c

fuel
A A

pc

A

jdA nFN dA

jdA
η

−

=
∫ ∫

∫
 ,                                                                                (Eq. 4.15) 

where j is the current density at the interfaces between the catalysts and the solution, the 

net reaction current, Nfuel, represents the current lost due to diffusive crossover of hydrogen 

from the cathode to the anode chamber, n is number of electrons transferred (2 for the HER 

and 4 for the OER), Aa/c and Asep are the electrode area and the Nafion area that separates 

the anodic and cathodic chambers, respectively. 

To obtain a simple 0-dimensional analytical picture of the cell performance for diagnostic 

purposes, and therefore to aid in understanding the efficiency of the entire system at the 

individual-component level, the current-voltage characteristics of the cell, and the 

polarization curve for the water-splitting reaction, were typically overlaid to determine the 

operating current density. 

 

Comparison to photovoltaic cell in series with an electrolyzer 

The STH efficiency of a stand-alone photovoltaic cell connected electrically in series with 

a discrete electrolyzer (PV + electrolyzer) was defined as, 

,                                                                (Eq. 4.16) 
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where PVη  is the solar-to-electricity conversion efficiency of the photovoltaic cell,

electrolyzerη  is the electricity-to-hydrogen conversion efficiency of the electrolyzer and 

is the efficiency of a DC-to-DC converter.  The efficiency of the electrolyzer 

used for this comparison was the value optimized at a current density of ~1 A cm-2 and 

within the temperature range from 70 ºC to 80 ºC, representive of the performance 

characteristics of state-of-the-art commercially available electrolyzers.34-37 In this study, an 

electrolyzer efficiency of 73.0% and a DC-to-DC converter efficiency of 85% 

(representative of values for converters that need to perform dynamic maximum power 

point tracking on the input DC power from the PV array as well as independent tracking 

on the output DC power that is supplied to the electrolyzer to insure maximum electrolyzer 

efficiency) were used in the calculation.  The efficiency of the PV was chosen to be the 

detailed balance limit, for the same tandem photoabsorber system with the same band gap 

combination. 

 

4.3    Results 

4.3.1    Spatially non-uniform current density and catalytic overpotentials 

 
Figure 4.2   0-dimensional calculations of the operating current densities determined by 

the crossing points between the water-splitting polarization curves and the current density-

voltage characteristics for tandem photoelectrode materials with three different fill factors 
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and two sets of catalysts. The detailed photovoltaic parameters and electrochemical 

parameters are listed in Table 4.1. 

 

    Figure 4.2 illustrates the results from a 0-dimensional analytical calculation of the 

performance of solar cells with three fill factors: detailed balance, 0.75, and 0.65, and the 

accompanying polarization behavior for the two modeled catalyst systems.  The operating 

temperature for the cells was 300 K. The overall cell efficiency, which is determined by 

the operating current density at the crossing point, clearly depended strongly upon the 

combination of the current-voltage characteristics and the polarization behavior.  However, 

the over-simplified 0-dimensional model can not adequately describe the non-uniform 

distribution of current at the photoelectrode and the resistive loss in the solution associated 

with specific geometries, both of which could have significant impacts on the cell 

efficiency. 

 
Figure 4.3.  (a) Electrolyte potential-distribution profile for a “trough” design, with the 

electrode width, electrode height, solution height and Nafion coverage set to 3 mm, 10 µm, 
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5 mm and 1%, respectively.  The black line represents the photocathode and photoanode 

assembly and the red lines represent the Nafion film.  The streamline here represents the 

electrolyte current density. (b) The OER overpotential as a function of the normalized 

electrode width for a “trough” design with four electrode widths: 10 µm (black), 1 mm 

(red), 3 mm (green) and 5 mm (blue) under detailed-balance conditions at 350 K. 

 

Figure 4.3a shows the potential profile within the electrolyte and the current-density 

distribution for a cross section of a “trough” cell.  Due to the spatial distribution of the 

solution resistance, the overall polarization behavior at different locations along the 

electrode width varied significantly, especially for large electrode widths.  Thus, even with 

the same current-voltage performance of the light absorber, the crossing point of the water-

splitting polarization behavior and the photo-diode behavior, which determined the 

operating current density, varied along the electrode width.  Consequently, the 

overpotentials for HER and OER along the electrode width also exhibited a strong position 

dependence.  For example, Figure 4.3b shows the OER overpotential along the electrode 

for electrode widths of 10 µm, 1 mm, 3 mm and 5 mm, respectively.  The distribution of 

the current density along the electrode width was highly non-uniform for this light-

concentrating photoelectrolysis system.  Compared to an unconcentrated system (data not 

shown), the OER overpotential difference between the mid-point and the two ends of the 

electrode increased from 6.5 mV to 49.4 mV (Figure 4.3b) and the maximum resistive loss 

increased from 17.2 mV to 143.1 mV (Figure 4.3a) with the same electrode width, 

electrode height and Nafion area (noted that the areal Nafion coverage for the un-

concentrated system is 10 times larger than for the system that utilizes solar concentration).  

 

4.3.2   STH Conversion Efficiency 

     The performance as a function of three important system-related geometric parameters: 

the electrode width or diameter; the electrode height; and the areal Nafion coverage of the 

entire cell, was evaluated systematically for both types of cell designs.  The solution height 

was set to 5 mm (from the electrode to the upper or lower bound of the cell) so that the cell 

performance had a very weak dependence on the solution height.(17) The detailed current 
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density versus voltage characteristic of the tandem photoabsorbers was expected to have 

a significant impact on the overall value of ηSTH.  Figure 4.4 shows ηSTH for the trough (a) 

and the bubble wrap (b) designs as a function of the electrode width, the electrode height 

and the Nafion coverage, for light absorbers operating at fill factors of 0.65 (i), 0.75 (ii), 

and for the detailed-balance limit (iii), respectively, at 350 K.  In both designs, ηSTH 

increased monotonically as the electrode width and height decreased, and as the Nafion 

coverage increased.  The value of ηSTH also increased as the fill factor of the tandem light 

absorbers increased from 0.65 to 0.885 (detailed-balance condition) in all cases.  While the 

two designs showed similar efficiency trends, the efficiency of the bubble-wrap design was 

slightly higher than that of the trough design, when the electrode width of the trough design 

was equal to the electrode diameter in the bubble-wrap design.  This difference occurred 

due to enhanced radial transport in the electrolyte in the latter design.  For small electrode 

dimensions, the cell efficiencies exhibited a weak dependence on the Nafion coverage.  For 

example, in the bubble-wrap design, increasing the Nafion coverage from 0.2% to 1% 

resulted in an increase in ηSTH of a large electrode (de = 1 cm, he = 100 µm) from 11.7% to 

25.0%, but for small electrode (de = 10 µm, he = 1 µm) ηSTH remained unchanged at 25.5%.  

The value of ηSTH reached a plateau as the Nafion coverage reached 1% of the entire cell 

width for both designs, which indicated that a large portion of the separator could be made 

of non-porous plastic without compromising the cell performance in either design.  The 

decrease of the STH conversion efficiency due to the product gas crossover in both designs, 

even with smallest cell dimensions, was negligible (< 0.5%) due to the use of a membrane 

separator.  

 

4.3.3  Ohmic losses associated with proton transport in the solution and in the 

membrane separator 

An efficient solar-to-fuel generator requires low (< 100 mV) ohmic losses in the entire 

system.17  The ohmic loss is however highly dependent on the cell geometry.  As shown in 

Figure 4.1c, both electrons and ions must be transported at steady-state from the 

anode/OER interface to the cathode/HER interface.   Hence, the electronically conductive 
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pathways occur from the oxygen-evolution catalysts through the TCO, the top cell, the 

bottom cell, and the second TCO, to the hydrogen-evolution catalysts.  In contrast, the main 

ionically conductive pathways, that produce the predominant ohmic drop in the system, 

occur laterally from the oxygen-evolution catalysts (that are the site of proton production 

during current flow) in the top electrolyte to and through the surrounding membrane, and 

laterally in the bottom electrolyte to the hydrogen-evolution catalysts (that are the sites of 

proton consumption during current flow).  Figures 4.5a and 4.5b, respectively show the 

ohmic loss calculated using system parameters that correspond to Figures 4.4a (iii) and 

4.4b (iii), respectively.  To produce low ohmic losses in the trough design, the electrode 

width cannot exceed 2 mm, and the electrode height cannot exceed 40 µm (Figure 4.5a).  

The corresponding low ohmic loss criterion for the bubble-wrap design was satisfied when 

the electrode diameter did not exceed 3 mm and the electrode height did not exceed 50 µm 

(Figure 4.5b).  Compared to the trough design, the same electrode dimensions in the 

bubble-wrap design resulted in less resistive loss due to improved radial transport of ionic 

species in the electrolyte.  Interestingly, a very small Nafion coverage (0.2%) could 

produce an ohmic resistive loss of <100 mV in a bubble-wrap cell with an electrode 

diameter as large as 2 mm.  
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Figure 4.4. ηSTH calculated for the “trough” design (a) and for the “bubble wrap” design 

(b) as a function of the electrode width/diameter, le/de, the electrode height, he, and the 

Nafion coverage, for the tandem photoabsorbers at 350 K with a fill factor of 0.65 (i), 0.75 

(ii) and at the detailed-balance limit (iii).  The electrode width/diameter, le/de, was varied 

from 10 µm to 1mm, with an interval of 150 µm, as well as from 1 mm to 1 cm, with an 

interval of 1 mm.  The electrode height, he, was set from 1 µm to 100 µm, with an interval 

of 10 µm. The Nafion coverage, was set from 0.2% to 1%, with an interval of 0.2. 
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Figure 4.5. The geometric regions (electrode width, height and Nafion coverage) that 

maintained a low resistive loss (< 100 mV) in the “trough” design (a) and the “bubble 

wrap” design (b). 

 

4.3.4    Effect of catalysts 

The 10× concentrator design will operate at a higher current density (~ 10× higher on 

average) than an unconcentrated system, so the kinetic overpotentials for HER and OER 

may be more critical to the overall ηSTH in concentrated designs than in systems that do not 

utilize solar concentration.  Figure 4.6 compares ηSTH for both pairs of catalysts under 

detailed-balance conditions at 300 K.  For small electrode sizes (electrode width < 600 µm 

and electrode height < 10 µm for the trough design or electrode diameter < 1 mm and 

electrode height < 20 µm for the bubble-wrap design) ηSTH was essentially unchanged (< 

3 percentage-point difference) when the different electrocatalysts were used, because the 

water-splitting polarization and photodiode behavior crossed at the plateau of the current 

density versus voltage curve, where the operating current density remained nearly constant.  

As the electrode width increased, ηSTH exhibited a stronger geometric dependence on the 

properties of the electrocatalysts.  For instance, for the large electrode (le = 1 cm, he = 1 

µm) in the trough design, ηSTH decreased from 22.1% to 7.3% when the “No. 1” catalyst 

pair was exchanged for the “No. 2” catalyst pair.  The 0-dimensional analysis in Figure 4.2 
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illustrated the situation in which ηSTH was strongly dependent on the catalyst activities 

at large electrode dimensions. 

 

 
Figure 4.6. ηSTH for the trough (a) and bubble-wrap (b) designs with the “No. 1” catalyst 

system (i) and the “No. 2” catalyst system (ii).  

 

4.3.5   Effect of operating temperature 

Figure 4.7 shows ηSTH for the systems at operating temperatures of 300 K and 350 K, 

respectively, with various combinations of the geometric parameters and with the 

photoabsorbers assumed to operate at the Shockley-Queisser detailed-balance limit.  Two 

geometric regions, that exhibited opposite dependences of ηSTH vs T, were observed in the 

simulations.  Figures 4.7a(iii) and 4.7b(iii) show, for both designs, the difference between 

ηSTH at 350 K and ηSTH at 300 K.  When the solution transport and kinetic overpotential 

losses were small (i.e. at small electrode dimensions, and with a large Nafion coverage), 
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ηSTH decreased with increased operating temperature.  For example, ηSTH decreased from 

26.7% to 25.5% for an electrode that was 10 µm wide and 1 µm thick when the Nafion 

coverage was 1% in the trough design (and from 26.7% to 25.5% for an electrode with a  

 

 
Figure 4.7. ηSTH at 300 K (i) and 350 K (ii) and the STH conversion-efficiency difference 

in percentage points (iii) for the trough (a) and the bubble-wrap (b) designs. 
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diameter of 10 µm and 1 µm thick when the Nafion coverage was 1% in the bubble-wrap 

design).  In this geometric region, the decrease of ηSTH with increasing T was dominated 

by the degradation of the performance of the light absorbers as T increased.  In contrast, 

when the solution-transport loss and the kinetic overpotential losses were large (i.e. at large 

electrode dimensions and with a small Nafion coverage), ηSTH increased as T increased.  

For example, ηSTH increased from 8.9% to 10.2% with a 1 cm electrode width, 100 µm 

electrode height and 0.2% Nafion coverage for the trough design (and from 10.6% to 11.7% 

with 1 cm electrode diameter, 100 µm electrode height and 0.2% Nafion coverage for the 

bubble-wrap design).  In this geometric region, the increase of the ηSTH  as dominated by 

enhanced rate of electrocatalysis as well as by enhanced solution transport as the 

temperature was increased. 

 

4.3.6    Comparison to a solar-hydrogen generator without a solar concentrator 

While significant reduction of materials usage in solar concentrator coupled 

photoelectrochemical cells is advantageous comparing to cells without solar concentration, 

higher operating current densities in the concentrator design would result in higher catalytic 

overpotential and higher transport loss higher and thus would lower the STH conversion 

efficiency of the cell.  Figure 4.8 shows ηSTH of an un-concentrated cell system and the 10x 

“trough” design with identical cell geometries for the tandem photoabsorbers at different 

band gap combinations.  With the optimized cell geometry and active catalysts (“No. 1” 

catalyst system), ηSTH exhibited little change between the 10x concentrated and un-

concentrated systems.  However, when the cell geometry was not optimized, a significant 

decrease in ηSTH and a significant difference in the band gap combination dependence of 

the cell efficiency were observed.  A similar change in ηSTH as a function of the band gap 

combination was also observed in the “bubble-wrap” design.  When the state-of-the-art 

catalyst system was used and the cell geometry was optimized, ηSTH in both concentrated 

and un-concentrated systems were not limited by the electrocatalysis or the solution 

resistive loss.  As a result, no significant difference in ηSTH was found between the two 

systems.  However, when the resistive loss or electrocatalysis became the limiting factor 
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in the system, a notable change in ηSTH was calculated between the two systems.  From 

the simulation, the concentrated system exhibited a stronger dependence on the cell 

geometry than the unconcentrated system. 

 

4.3.7    Comparison to a standalone PV + electrolyzer design 

Figure 4.8 shows ηSTH of a stand-alone PV+electrolyzer system (e) and of the integrated 

10x “trough” design with an optimal geometry (b) as a function of different band gap 

combinations at 350 K.  In both systems, state-of-the-art catalysts (“No. 1” catalyst system) 

were assumed.  The highest value of ηSTH for the PV+electrolyzer system was 25.9%, when 

the top material had a 1.6 eV band gap and the bottom material had a band gap of 0.9 eV.  

For comparison, when the cell geometry was optimized, the integrated “trough” design 

exhibited ηSTH = 29.8% at the same band gap combination.  A similar enhancement of ηSTH 

was also observed in the “bubble-wrap” design relative to the PV+electrolyzer system.  Of 

course, the efficiency values for the stand-alone PV+electrolyzer system are directly 

proportional to the values assumed for the dynamic DC-DC converter (85%) as well as the 

efficiency of the electrolyzer (73%), with changes in these subsystem efficiencies simply 

linearly affecting the overall efficiency values presented for the different band gap 

combinations in Figure 4.8. 

 

4.4.    Discussion 

The higher currents in the 10× concentrator system increased the ohmic loss and also 

stressed the catalyst performance.  However, the modeling described herein revealed that 

optimized cell designs, with the critical dimension of the photoelectrodes being less than a 

few millimeters, can result in very high STH conversion efficiencies, with ηSTH =29.8% 

(Fig. 4.8b).  These ηSTH values are almost identical to the optimized instantaneous ηSTH 

values for an integrated PEC system at 1 Sun (Fig. 4.8a).  These 10× concentrator designs 

should therefore be considered as viable alternatives to “flat plate” designs that have been 

evaluated previously which utilize unconcentrated sunlight. 
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Figure 4.8. ηSTH as a function of different band gap combinations for an un-concentrated 

system with optimized cell geometry (a), the 10x “trough” design with optimized cell 

geometry (b), an un-concentrated system with non-optimized cell geometry (le= 10 µm, 

he=1 µm) (c) and the 10x “trough” design with non-optimized cell geometry (le= 1 cm, 

he=100 µm) (d) at 350 K.  ηSTH as a function of different band gap combinations for a 

stand-alone PV+electrolyzer system (e) at 350 K.  The “No. 1 catalyst system” was 

employed in all calculations. 
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    The millimeter electrode length scale indicated by the modeling and simulation to be 

required for optimum ηSTH with 10× solar concentration could be readily implemented in 

a practical electrode manufacturing and cell assembly process.  Moreover, the reduction of 

the materials usage for the photoelectrode (10% of the system area) and the Nafion (< 1% 

of the system area) would significantly reduce the cost of these potentially expensive 

components of a whole, scalable, solar fuels generation system.  Large areas of insulating 

plastic (~90% of the system area) and the absence of a diurnal solar and system temperature 

regulating system would reduce the maintenance of the system and additionally would 

likely reduce the cost of the balance of systems in the solar fuels generator.  

In operation, the system will likely be tilted at some angle relative to the surface normal. 

However, the light absorption, carrier transport, electrocatalysis and solution transport 

analyzed herein within the constraints of the present model are not expected to be sensitive 

to the tilt angle of the system itself.  Gas evolution and thermal lift would be expected to 

enhance the convective mass transport in the solution, but a through evaluation of these 

features of an operating system will require development of operational prototypes and 

comparison with a more complete model of such a system.  Moreover, the choice of 

different levels of the tracking system (truly stationary, occasional tilt adjustment tracking 

or active diurnal tracking) is likely to be determined by the trade-off between the balance 

of systems cost and the efficiency of the solar concentrator, which is beyond the scope of 

this work.    

The temperature profile of an actual operating system is highly dependent on the detailed 

construction of the cell, such as the particular encapsulation materials.  Preliminary 

modeling results have suggested that a solar fuels generator system could operate at an 

elevated temperature (~330–350 K) without using an active cooling system.(13)  However, 

the 10× concentrator designs exhibit a stronger temperature dependence of ηSTH than 

systems that do not use solar concentration.(22)  The trade-offs between the degradation of 

the PV performance and the enhancement of the solution transport and electrocatalysis as 

the temperature is increased depend strongly on the dimensions of the electrodes in the 

system.  Specifically, for small electrode dimensions, at elevated temperatures the 

degradation of the PV materials dominates the entire cell performance (Figure 4.7).  
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However, for large electrode dimensions, under 10× concentration, the reduction of the 

ohmic loss and catalytic overpotentials improves ηSTH for the designs evaluated herein 

(Figure 4.7).   

 

In both of the simulated designs, a 500 nm thick TCO layer was applied on the top and 

the bottom of the photoabsorbers.  This laterally conductive TCO layer facilitated a 

redistribution of current along the electrode width and reduced the ohimc loss in the system 

(Figure 4.3).  In optimized cell designs, in which the electrode dimension is less than a few 

millimeters, ηSTH was relatively insensitive to the presence or absence of the TCO layer.  

However, ηSTH would be lowered by 1.0 percentage points for a large “trough” design  (le 

= 1 cm, he = 100 µm) operating at 350 K under detailed balance conditions.  

 

From an equivalent circuit viewpoint, the efficiency of the integrated system would be 

identical to that of a stand-alone PV+electrolyzer system, if both systems utilized light 

absorbers, catalysts, and electrolyzers that exhibited mutually identical current vs voltage 

relationships.  In the specific case considered herein, the low resistive loss and low 

operating current density of the spatially distributed, “internal” electrolyzer in the 

integrated cell designs yielded a higher electricity-to-fuel conversion efficiency than a 

traditional electrolyzer, which often operates > 1 A cm-2, due to the need to minimize the 

area-related balance of systems costs in stand-alone commercial electrolyzers.  Therefore, 

the two optimized 10× concentrator designs, the “trough” design and the “bubble wrap” 

design, both outperformed the stand-alone PV+electrolyzer system on an efficiency basis 

when the same tandem photoabsorbers were utilized in each case.   A full comparison 

between the two different system types would also clearly require an extensive cost analysi, 

but such is premature at this early stage of development of the type of integrated solar fuels 

generators evaluated herein.   

 

A stand-alone PV+electrolyzer unit could in principle utilize a high-efficiency triple 

junction photovoltaic device, which can theoretically produce > 40% energy-conversion 

efficiency.  The optimal band gaps, and operating voltages, of such triple junctions are 
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significantly larger than the optimal values for use in an integrated solar-driven water 

splitting system, which is more well-suited to use of tandem structures.  An optimally 

performing triple-junction stand-alone PV+electrolyzer system would therefore clearly 

outperform the optically performing tandem-based integrated solar fuels generators 

considered herein.  For comparison of both types of tandem-based systems, ηSTH for the 

PV+electrolyzer is obviously dependent on the efficiency of the DC-to-DC converter as 

well as the efficiency of the stand-alone electrolyzer unit.  For optimal performance, the 

stand-alone system would require a DC-DC converter that dynamically tracks the 

maximum power point of the PV array, and that also dynamically adjusts its output voltage 

and current to maintain optimal performance of the electrolyzer unit.  Comparison of the 

data of Figures 4.4, 4.6 and 4.8, along with a linear increase of the efficiencies depicted in 

Figure 4.8 by higher assumed efficiencies for the electrolyzer and for the DC-DC converter 

in the stand-alone PV+electrolyzer combination, indicates that the optimized integrated 

system can in fact, with the physical electrode dimensions, membranes, electrolytes and 

system geometry described herein, provide comparable efficiency to that of an optimized, 

stand-alone PV+electrolyzer combination.  The optimized 10× concentrator designs with 

smaller electrode dimensions described herein also permit the use of a 

semiconductor/liquid junction, in which no “buried” junction or lateral conductive TCO 

layer is required.  The ability to utilize a stable semiconductor/liquid junction in the 

integrated design, e.g., a metal oxide/OER junction, would significantly broaden the 

materials choices relative to that available at present for a discrete PV unit, in which a 

solid-state “buried” junction is required.  

 

4.5.    Conclusions 

    In an integrated photoelectrolysis system that does not utilize solar concentration, 

maintaining low ohmic losses requires a maximum electrode width less than a few 

centimeters.  In contrast, to maintain comparable ohmic losses, the integrated 10× 

concentrated devices modeled in this study, require that the maximum length of the 

electrode width or diameter must remain on the order of a few millimeters.  The distribution 

of current density along the electrode width was observed to be nonuniform for the 10× 
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concentrator designs, particularly for large cell dimensions.  The overall ηSTH of 

systems with smaller electrode dimensions showed a weaker dependence on the 

performance of the photoabsorbers and the catalysts than cells with larger dimensions. 

Minimal coverage of Nafion (< 1% of the cell area) was needed to maintain an ohmic loss 

of < 100 mV in the bubble-wrap cell at the operating temperature of 350 K, with an 

electrode diameter and height as large as 2 mm and 1 µm, respectively.  With the same 

Nafion coverage and electrode height, when the electrode width in the trough design 

equaled the electrode diameter in the bubble-wrap design, the bubble-wrap design 

exhibited higher ηSTH due to enhanced radial solution transport.  At elevated operating 

temperatures, ηSTH of cells with smaller dimensions decreased due to degradation of the 

performance of the photoabsorber materials, while ηSTH of cells with larger dimensions 

increased with temperature due to enhanced transport in the solution and enhanced catalytic 

activity.  The simulations also indicated that both optimized 10× concentrator designs 

(having small electrode dimensions) yielded comparable performance to an optimized PV 

+ electrolyzer system, validating the merit of considering such integrated designs for 

implementation of a solar fuels generator that minimizes the materials utilization of the 

light absorbers and ionically conductive membranes in the system. 
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C h a p t e r  V  

NUMERICAL SIMULATION OF HYDROGEN GAS EVOLUTION ON 
PLANAR ELECTRODES AND MICROWIRE ARRAYS 

 

5.1    Introduction 

    In an integrated photoelectrochemical water-splitting system, hydrogen and oxygen are 

continuously being produced in the cathodic and anodic chamber, respectively. Initially, 

gases are in a dissolved state within the electrolyte’s liquid phase. However, due to the 

constant production of these gases by the electrochemical reactions, 

2𝐻𝐻+ + 2𝑒𝑒− →  𝐻𝐻2  

2𝐻𝐻2𝑆𝑆 →  𝑆𝑆2 + 4𝐻𝐻+ + 4𝑒𝑒− 

the liquid electrolyte becomes supersaturated and bubble nucleation naturally occurs at the 

cavities on the electrode surface. When the bubbles grow larger, they will be released from 

the electrode and the system is then modeled as a two-phase flow. Although the existence of 

the rising bubbles promotes flow circulation inside the anodic or cathodic chamber, it has 

unwanted effects such as hindering the mass transport in the bulk electrolyte and causing 

optical losses at gas evolving photoelectrodes.1 Nevertheless, bubbles will also affect 

effective contact between the liquid electrolyte and electrode surface.2,3 From its birth to 

eventual bursting, the bubbles have experienced nucleation, growth, detachment from the 

electrode surface, ascending through the electrolyte phase and finally reaching the electrolyte 

free surface where they undergo bursting, each phase of the life cycle can be influenced by 

the design of the photoelectrochemical system regarding electrode surface wettability, 

roughness, electrode structure as well as catalytic activity. While chemical reactions by the 

electrode current kinetics, dissolved and disperse gas production, species transport within the 

bulk solution and two-phase fluid have been studied separately, their interactions demand a 

multi-physics framework in order to comprehensively understand the electrochemically gas-

evolving system. Various mathematical models as well as experimental measurements have 
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been established for this purpose. Liu has studied how the bubble grows and releases at 

an electrode surface with volume of fluid (VOF) approach.4 Physics of electrolytic gas 

evolution5 including mass transfer and its effect on the electrical conductivity of bubble 

containing electrolytes has also been studied, which points out the relationship between the 

bubble vol. fraction within the solution and the electrolyte conductance decrease. El-Askary 

et al.6 has employed numerical simulation for the hydrodynamics characteristics analysis of 

hydrogen evolution process through electrolysis and confirms the validity of the Euler-Euler 

model in the two-phase bubbly flow simulations. Paul has explored the bubble coverage and 

its effects on the electrochemical behavior of Si microwire arrays based on the experimental 

data. Under unconcentrated sunlight, the photocurrent density for hydrogen evolution turns 

out to be 24 mA cm-2 with the optimal dual-junction tandem light absorber7. Under this 

circumstance, the impact of the gas evolution on the system resistance is limited. However, 

under concentrated sunlight, the photocurrent densities can reach hundreds, even thousands 

of mA cm-2,8 and gas bubbles take up a large part of the bulk electrolyte volume. In this case, 

accurately accounting for gas bubbles in the design of the photoelectrochemical devices helps 

to increase the energy conversion efficiency through reducing the cell voltage drop, 

increasing the two-phase mass transfer rate and protecting the effective electrode surface. A 

comprehensive understanding of the existing bubbles on the total potential drop within the 

photoelectrochemical system as well as their relationship with the nominal current density, 

electrode surface and electrode configuration have not been adapted.  

 

    In this work we report the impact of the hydrogen bubbles in the cathodic chamber with 

the electrolysis solution of 1.0 M sulfuric acid on the local reversible hydrogen electrode 

potential, the hyperpolarization, the electrolyte solution resistance, and compare the sum of 

all these bubble associated potential drop increases with the cathodic overpotential calculated 

for a planar Pt surface with a Tafel slope of 29 mV dec-1 under different nominal current 

densities with two different electrode surface roughness. Bubble break-off radius has been 

determined through the current density and the electrode surface cavity size. The size of 

bubble releasing from the electrode surface is crucial to calculate the two-phase mass transfer 

rates, the dissolved gas concentration at the electrode-electrolyte interface, and therefore the 
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local reversible hydrogen electrode potential shift, which is a main contribution for the 

total bubble associated potential drop increase in the system. Besides, electrolyte solution 

with various initial concentrations have been explored in order to understand how initial pH 

value will affect the bubble related ohmic drop increase of the bulk solution and its 

importance in terms of the total potential drop. Furthermore, two micro electrode array 

configurations, 6 µm diameter and 14 µm center-to-center pitch, µW 6 | 14 and 3µm diameter 

and 11 µm pitch, µW 3 | 11, have been applied for the purpose of enhancing the electrolyte 

conductance by reducing the local current density and therefore lowering the bubble vol. 

fraction in the bulk solution. The dissolved gas concentration at the electrode-electrolyte 

interface has been simulated and the local reversible hydrogen electrode potential shift has 

been evaluated and compared to those with the planar electrode configuration with the same 

nominal current density and electrode surface roughness. 

 

 

Figure 5.1   Schematic illustration of a cathodic gas evolving chamber with (a) planar 

photoelectrode configuration and (b) microwire photoelectrode configuration. 
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5.2    Modeling   

5.2.1    Governing equations 

    A bulk liquid-electrolyte domain with hydrogen gas evolution were modeled (Figure 5.1). 

The green region in the illustration is the electrode, with Pt catalyst (in purple) on top. The 

orange circles represent the gaseous phase (H2), which are released from the electrode 

surface, rising in the liquid electrolyte (in light blue) and going across the boundary layer. 

Before huge amounts of bubbles are generated and released from the electrode surface, this 

boundary layer can be considered as a stagnant layer, where all species transport is governed 

by diffusion and migration. Beyond this boundary layer, solution is assumed to be so well 

stirred that the concentration of all species is uniform throughout. In this work, a value of 

100 µm was chosen for the thickness of this boundary layer, which can be calculated through 

rotating disk electrode (RDE) analogously and is estimated to depict low to moderate 

stirring.16 Our hydrogen evolution process through electrolysis model is basically a two-

phase fluid (gas and liquid) flow in the presence of mass transport between the phases and 

chemical reaction within the solution. Simulation of the two phases of bubble columns can 

be carried out either by using the Eulerian-Eulerian (E-E) model, Eulerian-Lagrangian (E-L) 

model or Direct Numerical Simulation (DNS) model. DNS model is without doubt the most 

accurate model of the three. But since the cost of DNS models is very expensive and it can 

only be performed for a very limited number of bubbles, this model is generally performed 

to obtain micro-scale data. In this work we adapted Eulerian-Eulerian model to treat the two-

phase fluid flow. The E-E model is a general, macroscopic model for two-phase fluid flow, 

which considers both phases interoperating liquids and employs a continuum approach to 

both gas bubble and liquid phases. One velocity field is associated with each phase. A 

momentum balance equation and a continuity equation describe the dynamics of each of the 

phases. Although it cannot track bubbles’ movement like the E-L model, which tracks each 

bubble individually using Newton’s second law, due to the following three reasons,  

1) the E-E model has been well applied for gas-evolution electrodes. For example, Liu 

et al. used it to simulate the electrochemical oxidation of p-methoxyphenol while El-

Askary et al. modeled hydrogen production in an electrochemical cell with it. 



 

 

108 
2) the E-E model is economic and does not consume an extra-ordinary amount of 

computation time. 

3) specific particle tracing is not the purpose of this work,  

the Eulerian-Eulerian model is believed the most suitable model for the considered bubbly 

flow. Moreover, since 1) the product gas in this work is hydrogen, the density of which is 

negligible compared to that of the liquid. 2) The motion of the gas bubbles relative to the 

liquid is determined by a balance between viscous drag and pressure forces.9 3) Gas phase 

and liquid phase share the same pressure field, in this work, the E-E Model can further be 

slightly simplified, which means momentum and continuity equations for the two phases can 

be combined and a gas phase transport equation is kept in order to track the volume fraction 

of the bubbles. The momentum equation is 

∅𝑜𝑜𝜌𝜌𝑜𝑜
𝜕𝜕𝑢𝑢𝑎𝑎
𝜕𝜕𝑜𝑜

+ ∅𝑜𝑜𝜌𝜌𝑜𝑜𝑢𝑢𝑜𝑜 ∙ ∇𝑢𝑢𝑜𝑜 = −∇𝑝𝑝 + ∇ ∙ �∅𝑜𝑜𝜇𝜇𝑜𝑜 �∇𝑢𝑢𝑜𝑜 + ∇𝑢𝑢𝑜𝑜𝑆𝑆 −
2
3

(∇ ∙ 𝑢𝑢𝑜𝑜)𝐼𝐼��+ ∅𝑜𝑜𝜌𝜌𝑜𝑜𝑔𝑔,   (Eq. 5.1)                                                                                                                       

where u represents the velocity vector, p, 𝜌𝜌  stands for the pressure and the density, 

respectively. ∅ is the phase volume fraction. 𝜇𝜇𝑜𝑜 is the dynamic viscosity of the liquid, the 

flows in this work has been considered as laminar flow due to low Reynold numbers. The 

subscripts ‘l’ and ‘g’ denote quantities related to the liquid phase and gas phase, 

correspondingly. 

    The continuity equation is 
𝜕𝜕
𝜕𝜕𝑜𝑜
�𝜌𝜌𝑜𝑜𝜙𝜙𝑜𝑜 + 𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔� + ∇ ∙ �𝜌𝜌𝑜𝑜𝜙𝜙𝑜𝑜𝑢𝑢𝑜𝑜 + 𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔𝑢𝑢𝑔𝑔� = 0,                                                     (Eq. 5.2) 

while the gas phase transport equation is 
𝜕𝜕𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔
𝜕𝜕𝑜𝑜

+ ∇ ∙ �𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔𝑢𝑢𝑔𝑔� = −𝑚𝑚𝑔𝑔𝑜𝑜,                                                                                  (Eq. 5.3) 

where mgl represents the mass transfer rate from the gas to the liquid. The gas velocity ug is 

calculated as the sum of the liquid phase velocity, 𝑢𝑢𝑜𝑜 , the relative velocity between the 

phases, uslip. 

𝑢𝑢𝑔𝑔 = 𝑢𝑢𝑜𝑜 + 𝑢𝑢𝑠𝑠𝑜𝑜𝑜𝑜𝑜𝑜.                                                                                                           (Eq. 5.4) 

     

    In the bulk electrolyte, the sum of forces on bubbles is composed of gravity, buoyancy, 

viscous drag force, shear-induced lift force, and virtual mass force. The virtual mass force 
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should account for the contribution of changing volume of the bubbles, as described by 

Magnaudet and Eames. But comparing size of different terms, it can be argued that the 

pressure forces on a bubble are balanced by the viscous drag force, 𝑓𝑓𝐷𝐷 , which is called the 

pressure-drag balance model, and has been employed in this work, 

∅𝑜𝑜∇𝑝𝑝 = 𝑓𝑓𝐷𝐷 ,                                                                                                                   (Eq. 5.5) 

𝑓𝑓𝐷𝐷 = −𝐶𝐶𝑟𝑟
3
4
𝜌𝜌𝑎𝑎
𝑟𝑟𝑏𝑏

|𝑢𝑢𝑠𝑠𝑜𝑜𝑜𝑜𝑜𝑜|𝑢𝑢𝑠𝑠𝑜𝑜𝑜𝑜𝑜𝑜,                                                                                          (Eq. 5.6) 

where 𝑑𝑑𝑏𝑏  represents the bubble diameter and 𝐶𝐶𝑟𝑟  stands for the viscous drag coefficient. 

Hadamard and Rybczynski have proposed an appropriate model to calculate the drag 

coefficient for small spherical bubbles with diameter less than 2 mm and bubble Reynolds 

number much less than one, this model has been applied in this work, 

𝐶𝐶𝑟𝑟 = 16
𝑂𝑂𝑒𝑒𝑏𝑏

,                                                                                                                      (Eq. 5.7) 

𝑅𝑅𝑒𝑒𝑏𝑏 = 𝑟𝑟𝑏𝑏𝜌𝜌𝑎𝑎|𝑢𝑢𝑠𝑠𝑎𝑎𝑖𝑖𝑜𝑜|
𝜇𝜇𝑎𝑎

.                                                                                                          (Eq. 5.8) 

    The gas density 𝜌𝜌𝑔𝑔 is achieved through the ideal gas law, 

𝜌𝜌𝑔𝑔 = �𝑜𝑜+𝑜𝑜𝑜𝑜𝑜𝑜𝑟𝑟�𝑀𝑀
𝑂𝑂𝑆𝑆

,                                                                                                            (Eq. 5.9) 

where M is the molecular weight of the gas, R is the ideal gas constant, which is 8.314 J mol-

1K-1, 𝑝𝑝𝑟𝑟𝑒𝑒𝑒𝑒  is a reference pressure, which in our work is 1 atm, and T is temperature. Since we 

are working with a two-phase flow, it is obvious that 

∅𝑜𝑜 = 1 − ∅𝑔𝑔.                                                                                                              (Eq. 5.10) 

    The mass transport rate from gas phase to the liquid phase 𝑚𝑚𝑔𝑔𝑜𝑜  can also be specified 

through two film theory, 

𝑚𝑚𝑔𝑔𝑜𝑜 = 𝑘𝑘(𝑐𝑐∗ − 𝑐𝑐)𝑀𝑀𝑀𝑀,                                                                                                  (Eq. 5.11) 

where k represents the mass transfer coefficient, a is defined as the interfacial area per 

volume, c is the local dissolved gas concentration, while  𝑐𝑐∗ is the equilibrium concentration 

of the gas dissolved in liquid and given by 

𝑐𝑐∗ = 𝑜𝑜+𝑜𝑜𝑜𝑜𝑜𝑜𝑟𝑟
𝑆𝑆

,                                                                                                                (Eq. 5.12) 

H stands for the Henry’s constant here. The interfacial area per volume is calculated through 

the number density, n, and the volume fraction of gas, ∅𝑔𝑔, 
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𝑀𝑀 = (4𝑛𝑛𝑛𝑛)1/3(3∅𝑔𝑔)2/3.                                                                                             (Eq. 

5.13) 

The mass transfer coefficient 𝑘𝑘 is calculated through the Sherwood number, Sh, 

𝑆𝑆ℎ = 𝑘𝑘𝑟𝑟𝑏𝑏
𝐷𝐷𝑆𝑆2

.                                                                                                                       (Eq. 5.14) 

Since pure diffusion and micro-convective mass transfer act simultaneously. The 

Sherwood number must take into account the joint action of both mechanisms. As Ibl 

proposed, 

𝑆𝑆ℎ = 1.38𝑅𝑅𝑒𝑒𝑆𝑆2
0.5𝑆𝑆𝑐𝑐0.5(1 − Θ)0.5,                                                                              (Eq. 5.15) 

    In Eq. 5.15, a value of 0.5 was chosen for the exponent of the Schmidt number, which can 

be justified because pure diffusion substantially predominates convection.17 And the Schmidt 

number is defined as 

𝑆𝑆𝑐𝑐 = 𝜈𝜈
𝐷𝐷𝑆𝑆2

, 

where 𝜈𝜈 is the kinematic viscosity of the electrolyte, which is set to 0.01 cm2 s-1 in this work. 

 

    Simulation of the transport of dissolved hydrogen can be carried out by Nernst-Plank 

equation, 
𝜕𝜕𝑐𝑐𝑆𝑆2
𝜕𝜕𝑜𝑜

+ ∇ ∙ (−𝐷𝐷𝑆𝑆2∇𝑐𝑐𝑆𝑆2) + 𝑢𝑢𝑜𝑜 ∙ ∇𝑐𝑐𝑆𝑆2 = 𝑅𝑅𝑆𝑆2 ,                                                              (Eq. 5.16) 

where 𝐷𝐷𝑆𝑆2 and 𝑐𝑐𝑆𝑆2are the diffusion coefficient and concentration, respectively, of dissolved 

hydrogen within the electrolyte, 𝑅𝑅𝑆𝑆2  is associated with the mass transfer rate between two 

species,𝑚𝑚𝑔𝑔𝑜𝑜, 

𝑅𝑅𝑔𝑔 = −𝑚𝑚𝑔𝑔𝑜𝑜/𝑀𝑀.                                                                                                           (Eq. 5.17) 

 

5.2.2    Initial conditions and other employed parameters  

The electrolysis solution in this work varies from 0.1 M to 1.0 M sulfuric acid with saturated 

dissolved hydrogen. The initial pressure within the solution is set as 𝜌𝜌𝑜𝑜𝑔𝑔ℎ + 𝑝𝑝𝑟𝑟𝑒𝑒𝑒𝑒 , h stands 

for the distance from the outer boundary layer. The other parameters used here are the same 

as those in Glas and Westwater,4 as shown in Table 5.1. 
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Diffusion coefficient of H2, 𝐷𝐷𝑆𝑆2 7.38 x 10-9 m2 s-1 

Diffusion coefficient of H+, 𝐷𝐷𝑆𝑆+ 9.31 x 10-9 m2 s-1 

Diffusion coefficient of OH-, 𝐷𝐷𝐶𝐶𝑆𝑆− 5.26 x 10-9 m2 s-1 

Surface tension, σ 0.075 N m-1 

Solution density, 𝜌𝜌𝑜𝑜 1000 kg m-3 

Hydrogen gas density, 𝜌𝜌𝑔𝑔 0.09 kg m-3 

Saturation concentration of H2 in solution, 

𝑐𝑐𝑆𝑆2
0  

0.78 mM 

Operating temperature, T 298.15 K 

Operating pressure, p 1 atm 

 

Table 5.1   Kinematic and operating parameters used in the modeling. 

5.2.3    Boundary conditions 

a)  Two-phase fluid model 

    Boundary conditions for the two-phase fluid model has been set as follows. At the 

electrolyte-electrode interface, slip condition was assumed for the liquid phase, while gas 

mass flux and number density flux are fixed,  

𝑢𝑢𝑜𝑜 ∙ 𝑛𝑛 = 0.                                                                                                                    (Eq. 5.18) 

At the other end of the bulk electrolyte layer, no slip condition was assumed for the liquid 

phase, while for the gaseous phase it is considered as outlet. As for the vertical wall, no slip 

condition was assumed for the liquid phase, while no flux was set for the dispersed phase. 

 

The break-off diameters of the bubbles 𝑅𝑅𝑟𝑟 are required for the purpose of acquiring the 

gas mass flux and number density flux. During the electrolysis process they are determined 

by many aspects. For instance, the electrolysis solution, surface roughness and wettability, 

applied current density, operation temperature and pressure, gas and liquid density, dissolved 

gas diffusion coefficient in the solution, saturation concentration of dissolved gas in the 

solution, surface tension between gas and electrode surface as well as gas and solution, etc. 

In the same time, it would also be largely affected by the neighbor bubbles disturbance, which 
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can result in a premature departure from the electrode surface. Experimentally people 

have observed that for gas evolving electrodes, under the same operation temperature and 

pressure, the break-off bubble radius is mainly influenced by the applied nominal current 

densities and the roughness of the electrodes. Data and analysis have been presented by 

Vogt10 showing how the break-off bubble radius decreases with increasing nominal current 

density for different electrode roughness. In our work, this relationship has been adapted and 

shown in Figure 5.2.   

 

 
 

Figure 5.2   Bubble break-off diameter with increasing nominal current density from 

different electrode surface cavity sizes based on experimental investigations. 

 

    The bubble break-off radius on the other hand can also be interrelated to the fractional 

bubble coverage on the electrode surface, 
𝑂𝑂𝑜𝑜
𝑂𝑂𝑟𝑟

= (1 + 1200Θ)−0.5,                                                                                               (Eq. 5.19) 

where 𝑅𝑅𝑒𝑒 denotes the bubble radius as zero current as calculated in the Fritz equation, 

𝑅𝑅𝑒𝑒 = (3
2

𝜎𝜎𝑂𝑂𝑠𝑠𝑖𝑖𝑡𝑡𝑜𝑜
�𝜌𝜌𝑎𝑎−𝜌𝜌𝑔𝑔�𝑔𝑔

)1/3,                                                                                                  (Eq. 5.20) 

under the following two assumptions: 
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1) bubble nucleation as gas pocket in the cone cavities on the electrode, 𝑅𝑅𝑠𝑠𝑜𝑜𝑜𝑜𝑒𝑒  

denotes the radius of the flat surface of the cone. Noted that it is well established that 

scratches and pits on the electrode surface are the active nucleation sites for 

oxygen/hydrogen bubbles during the electrolysis process.11  

2) force balance between buoyancy and surface tension is achieved when bubbles on 

the electrode reaches break-off radius.  

    It is well understood that the total amount of product gas transferred into the gaseous phase 

adhering to the electrode surface, 𝑓𝑓𝐺𝐺 , is determined by the fractional bubble coverage, Θ, of 

the electrode. At very small values of the current density (< 1 mA cm-2) with nearly no 

bubbles adhering to the electrode surface, Θ  0, all the generated product gas crosses the 

electrolyte-electrode interface as dissolved gas, 𝑓𝑓𝐺𝐺   0. On the other hand, when the 

electrode surface is overcrowded by adhering bubbles, Θ  1, almost 100% of the dissolved 

gas is transferred into the gaseous phase, 𝑓𝑓𝐺𝐺   1. This relationship has been studied using 

various mathematical models, the outcomes of which do not differ substantially12,13  and can 

approximately be described by14, 

𝑓𝑓𝐺𝐺 = 0.55Θ0.1 + 0.45Θ8.                                                                                            (Eq. 5.21) 

 

    The gas mass flux and number density flux are then given through 𝑓𝑓𝐺𝐺 , 

𝑚𝑚𝑔𝑔𝑟𝑟𝑠𝑠,𝑜𝑜𝑛𝑛 = |𝐽𝐽|𝑒𝑒𝐺𝐺𝑀𝑀
𝑧𝑧𝑧𝑧

,                                                                                                          (Eq. 5.22) 

where J represents the nominal cathodic current density. 

 

b)  Transport of electrolyte species model 

    At the outer bulk electrolyte layer, constant concentrations of all electrolyte species at the 

initial conditions were assumed, due to the high convective fluxes beyond the boundary 

layer. At the electrode-electrolyte interface, inward flux of H+ as well as dissolved hydrogen 

across the boundary have been specified,  

𝑛𝑛𝑟𝑟𝑜𝑜𝑠𝑠𝑠𝑠𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟,𝑜𝑜𝑛𝑛 =  |𝐽𝐽|(1−𝑒𝑒𝐺𝐺)
𝑧𝑧𝑧𝑧

.                                                                                            (Eq. 5.23) 

On the vertical wall, no flux for each species is applied for simulation.  
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    The standard FEM solver in the COMSOL multi-physics package was used to obtain 

the modeled two-phase flow and electrochemical behavior. The maximum element size, the 

maximum element growth rate and curvature factor for this 2-D axisymmetric model were 

1.3 𝜇𝜇𝑚𝑚, 1.08 and 0.25, respectively. A relative tolerance of the corresponding variable of 

0.001 was applied as the convergence criterion for all simulations. 

 

5.3    Results and Discussion 

 

    In the absence of mass transport limitations, the ideal current vs. overpotential behavior 

predicted for a planar Pt surface with a Tafel slope of 29 mV dec-1 can be expressed by  

𝜂𝜂𝑆𝑆𝑟𝑟𝑒𝑒𝑒𝑒𝑜𝑜 = 𝑀𝑀 + 𝑏𝑏 𝑙𝑙𝑙𝑙𝑔𝑔10|𝐽𝐽|,                                                                                           (Eq. 5.24) 

where a and b here are the empirical Tafel parameters and fitted as 89 mV and 29 mV, 

respectively, from the experimental data curve, which is shown in Figure 5.3. J is the nominal 

cathodic current density in the unit of A cm-2. 
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Figure 5.3   Ideal current density vs. overpotential behavior predicted for a planar Pt surface 

with a Tafel slope of 29 mV dec-1. 
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5.3.1    Impact on electrolyte resistance from gas evolution 

    Figure 5.4(a) shows that for planar electrode with surface cavity radius equal to 20 µm, 

the generating bubble vol. fraction within the 100 µm boundary layer varies from 0.74% to 

12.7% with respect to the nominal current density. When the surface cavity radius decreases, 

based on the information from Figure 5.2 the break-off bubble radius decreases accordingly, 

which results in an increase in the bubble vol. fraction in the bulk electrolyte domain. Under 

the current density of 100 mA cm-2, the H2 gas vol. fraction is 1.9%, it goes up to 57.8% 

when the current density increases to 300 mA cm-2. Meanwhile, since hydrogen bubbles 

blocks part of the pathways of ion transport within the solution, the conductivity of the bulk 

electrolyte decreases accordingly. Maxwell’s equation, which is a fundamental result in the 

theory of heterogeneous conductivity, describes the relationship between ratio of the 

conductance with dispersed phase present to the conductance in the absence of the dispersed 

phase, 𝐾𝐾𝑚𝑚, and the void fraction, 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜𝑟𝑟 ,5  

𝐾𝐾𝑚𝑚 = (1− 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜𝑟𝑟)/(1 + 𝑒𝑒𝑜𝑜𝑜𝑜𝑖𝑖𝑣𝑣
2

).                                                                                  (Eq. 5.25) 

Oscar and Robert15 have shown that Maxwell’s equation fits the experimental data 

remarkably well when the volumetric fraction of gas in the adhering to the electrode surface 

bubble monolayer is less than 50%. Through calculation it is noted that for planar electrode 

with surface cavity radius equal to 20 µm, 𝐾𝐾𝑚𝑚 decreases from 0.99 to 0.82 due to the increase 

of nominal current density. Bubbles don’t have a huge impact on the electrolyte conductance 

in these cases. On the other hand, if the cavity radius on the electrode surface is down to 4 

µm, under the current density of 100 mA cm-2, 𝐾𝐾𝑚𝑚 can reach as high as 0.97, but it goes 

down to 0.33 when the nominal current density increases to 300 mA cm-2 due to the high vol. 

fraction of the hydrogen gas bubble existing in the solution. Based on the calculated 𝐾𝐾𝑚𝑚, Eq. 

5.25 can then be applied to evaluate the additional ohmic drop during gas evolution ∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚,3  

∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚 = ∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚′ + |𝐽𝐽|𝐿𝐿
𝜅𝜅

,                                                                                               (Eq. 5.26) 

∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚′ = |𝐽𝐽|𝐿𝐿(1−𝐾𝐾𝑏𝑏)
𝜅𝜅𝐾𝐾𝑏𝑏

,                                                                                                    (Eq. 5.27) 
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where the second term on the right-hand side of Eq. 5.26 stands for the ohmic drop present 

in the absence of gas bubbles, while ∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚′  represents the remaining ohmic drop after 

removal of this term, 𝜅𝜅 in the equation is the solution conductivity, which can be defined as16  

𝜅𝜅 = 𝐹𝐹∑ |𝑧𝑧𝑜𝑜|𝑢𝑢𝑚𝑚,𝑜𝑜𝑐𝑐𝑜𝑜𝑜𝑜 .                                                                                                  (Eq. 5.28) 
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Figure 5.4   (a) Hydrogen gas bubble vol. fraction in the bulk electrolyte and its impact 

on the solution conductivity as well as (b) the resulting ohmic drop under various current 

densities on a planar cathode with different electrode surface roughness. 

 

     

    Figure 5.4(b) shows that for planar electrode with surface cavity radius equal to 20 µm, 

∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚′  is 0.036 mV under the nominal current density of 100 mA cm-2, and increases to 2.12 

mV with the current density of 300 mA cm-2. On the other hand, when the surface cavity 

radius is reduced to 4 µm, under 100 mA cm-2, ∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚′  is 0.095 mV, but it goes up to 19.99 

mV with the current density of 300 mA cm-2, mostly due to the huge reduction in the solution 

conductance.   

 

5.3.2    Impact on local reversible hydrogen electrode potential from gas evolution 

    The accumulations of dissolved H2 at the electrode-electrolyte interface can shift the local 

reversible hydrogen electrode potential, it is predicted by a Nernstian relationship: 

𝜂𝜂𝐶𝐶 = 2.3𝑂𝑂𝑆𝑆
𝑧𝑧𝑧𝑧

𝑙𝑙𝑙𝑙𝑔𝑔10
𝑐𝑐𝑆𝑆2| 𝑎𝑎𝑡𝑡 𝑡𝑡ℎ𝑜𝑜 𝑖𝑖𝑖𝑖𝑡𝑡𝑜𝑜𝑜𝑜𝑟𝑟𝑎𝑎𝑐𝑐𝑜𝑜

𝑐𝑐𝑆𝑆2
0 .                                                                            (Eq. 5.29) 

    Based on the calculated dissolved H2 concentration at the electrode-electrolyte interface, 

𝜂𝜂𝐶𝐶  is achieved and shown in Figure 5.5. With surface cavity radius equal to 4 µm, 𝜂𝜂𝐶𝐶  

decreases from 48.35 mV to 31.38 mV with respect to the increasing nominal current density. 

When the surface cavity radius increases to 20 µm, 𝜂𝜂𝐶𝐶  reaches 49.68 mV under the current 

density of 100 mA cm-2, it goes up with the nominal current density to 55.35 mV at 250 mA 

cm-2 and then decreases if the applied current density keeps increasing. It is noted that 𝜂𝜂𝐶𝐶  

and 𝜂𝜂𝑆𝑆𝑟𝑟𝑒𝑒𝑒𝑒𝑜𝑜  have the same order of magnitude and therefore 𝜂𝜂𝐶𝐶  is a non-negligible term with 

regard to the total overpotential in system. 

 

    Figure 5.5 shows that for planar electrode system with the boundary layer of 100 µm, with 

surface cavity radius equal to 4 µm, the dissolved H2 concentration at the electrode-

electrolyte interface decreases from 33.76 mM to 9 mM under the nominal current density 

increasing from 100 mA cm-2 to 300 mA cm-2. Since there is huge amount of dissolved H2 
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gas in the bulk converting into the gaseous H2 bubbles under higher current densities, 

although with the increasing current densities more and more dissolved hydrogen flows into 

the bulk solution, the dissolved H2 concentration at the electrode-electrolyte interface 

decreases accordingly. On the other hand, with surface cavity radius equal to 20 µm, the 

dissolved H2 concentration at the electrode-electrolyte interface increases with the nominal 

current density at first then deceases if the current density keeps increasing. It is obvious that 

under lower current densities, the increased amount of dissolved H2 in the electrolyte solution 

transferring into the gaseous phase is not large enough to compensate for the increasing 

dissolved H2 flow from the electrode. 

 
Figure 5.5   Dissolved H2 concentration at the cathode electrolyte interface and its resulting  

local reversible hydrogen electrode potential shift under various current densities on a planar 

cathode with different electrode surface roughness.  

 

5.3.3    Impact on hyperpolarization from gas evolution 

    When electrode surfaces are covered with adhering hydrogen bubbles with the same 

nominal current density, an additional overpotential is required due to an increase in effective 

current density at sites not covered by bubbles. This additional overpotential is given by 
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𝜂𝜂ℎ = 𝑏𝑏 𝑙𝑙𝑙𝑙𝑔𝑔10

𝑚𝑚
𝑚𝑚′

 ,                                                                                                       (Eq. 

5.30) 

where  𝜂𝜂ℎ represents the hyperpolarization, which is determined by its Tafel behavior as well 

as the ratio of the surface area 𝐴𝐴 to the remaining active area 𝐴𝐴′. 𝐴𝐴/𝐴𝐴′  is interrelated to 

fractional bubble coverage on the electrode surface, Θ, which is shown in Figure 5.6. Θ 

increases with the increasing nominal current density. When the surface cavity radius equals 

to 20 µm, Θ reaches 12.93% under the nominal current density of 100 mA cm-2 and goes up 

to 36.85% under the current density of 300 mA cm-2. The fractional bubble coverage doesn’t 

change a lot in terms of the electrode surface cavity radius, since the bubble departure radius 

and Fritz radius decrease monotonously. Therefore, the electrode surface roughness doesn’t 

make a significant impact on the hyperpolarization. Besides 𝜂𝜂ℎ varies from 1.4 mV to 5.9 

mV under nominal current densities range from 100 mA cm-2 to 300 mA cm-2. Since 𝜂𝜂ℎ is 

one order of magnitude less than 𝜂𝜂𝑆𝑆𝑟𝑟𝑒𝑒𝑒𝑒𝑜𝑜 , it doesn’t make a huge contribution in terms of the 

total overpotential in the cathodic side. 
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Figure 5.6   (a) Hydrogen gas bubble coverage and (b) its resulting hyperpolarization under 

various current densities on a planar cathode with different electrode surface roughness. 

5.3.4    Total bubble related potential drop between the cathode and reference electrode 

    The total potential drop between the cathode and reference electrode, following correction 

for the cell resistance, can be expressed in Eq. 5.31: 

𝜂𝜂𝑆𝑆 = 𝜂𝜂𝑆𝑆𝑟𝑟𝑒𝑒𝑒𝑒𝑜𝑜 + 𝜂𝜂𝐶𝐶 + 𝜂𝜂ℎ+∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚′ .                                                                               (Eq. 5.31) 

    Figure 5.7 shows that for planar electrode with surface cavity radius equal to 20 µm, under 

the nominal current density of 100 mA cm-2, the gas bubble related overpotential increase 

reaches 51.46 mV and contributes to 46.17% of the total potential drop between the cathode 

and reference electrode. This overpotential increase goes up with the increasing nominal 
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current density and reaches 62.43 mV under 300 mA cm-2, but it contributes slightly less 

and turns out to take up 45.82% of the total potential drop since 𝜂𝜂𝑆𝑆𝑟𝑟𝑒𝑒𝑒𝑒𝑜𝑜 grows logarithmically 

with the current density. The total impact of the hydrogen bubbles in the bulk on the total 

potential drop, 𝜂𝜂𝑆𝑆 , doesn’t show a big difference when the surface cavity radius decreases to 

4 µm. Although with smaller cavities, bubbles have a larger influence on the solution 

conductance, especially under current densities > 200 mA cm-2, its impact on the local 

reversible hydrogen electrode potential is weaker due to the lower dissolved H2 concentration 

at the electrode-electrolyte interface. 

 

Figure 5.7   Percentage of total potential drop between the cathode and reference electrode,   

following correction for cell resistance, under various current densities on a planar cathode 

with different electrode surface roughness. 

5.3.5    Gas evolution in the microwire electrode array configuration 

The computation above indicates that the main impact of the hydrogen gas on the system 

resistance comes from the accumulations of dissolved H2 at the electrode-electrolyte 

interface. In this section microwire arrays have been applied and 𝜂𝜂𝐶𝐶  under the same nominal 

current densities have been studied. Pt catalyst has been coated all over the electrode surface, 

as shown in Figure 5.1(b). 6 µm diameter and 14 µm center-to-center pitch, µW 6 | 14 and 

3µm diameter and 11 µm pitch, µW 3 | 11 have been investigated in this work. If the surface  
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Figure 5.8   Dissolved hydrogen concentration (a) in the bulk electrolyte, (b) on the top end 

of the microwires, (c) on the surface of the microwire sides, and (d) on the rest of the 

electrode surface as well as its resulting local reversible hydrogen electrode potential shift 

for a microwire array with 6 µm diameter and 14 µm center-to-center pitch under the nominal 

current density of 100 mA cm-2 and with electrode surface cavity radius of 4 µm. (Solid lines 

indicates the corresponding values with a planar electrode under the same conditions.) 

 

cavity radius has been set as 4 µm, under the nominal current density of 100 mA cm-2, the 

H2 gas vol. fraction in the solution is 1.9% for the planar electrode while it is only 0.33% for 

µW 6 | 14. The main reason for that is microwire array structure increases the electrode 
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surface area, therefore under the same nominal current density, the local current density 

is lower than it is for the planar electrode, which results in smaller break-off bubble diameters 

and less dissolved hydrogen gas transferring into bubbles. Similarly, the H2 gas vol. fraction 

in the solution is only 0.3% for µW 3 | 11. Figure 5.8(a) indicates that dissolved H2 

concentration on the microwire array surface varies in terms of different locations. On the 

top end of the microwires, the dissolved H2 concentration is lower than that is on the planar 

electrode, which leads to lower local reversible hydrogen electrode potential shift, 𝜂𝜂𝐶𝐶 . On 

the surface of the microwire sides, the dissolved H2 concentration decreases from 39.69 mM 

near the bottom to 30.45 mM near the top and the calculated 𝜂𝜂𝐶𝐶  decreases from 50.42 mV to 

47.02 mV accordingly. On the other hand, under the same initial conditions for the planar 

electrode, the dissolved H2 concentration at electrode-electrolyte interface is 33.76 mM and 

𝜂𝜂𝐶𝐶  turns out to be 48.35 mV. On the rest of the electrode surface of  µW 6 | 14, the dissolved 

H2 concentration is approximately 6 mM higher than it is for the planar configuration, which 

causes a higher 𝜂𝜂𝐶𝐶  of 2 mV. Figure 5.9 indicates that the dissolved H2 at electrode-electrolyte 

interface for µW 3 | 11 shows a great similarity as that for µW 6 | 14. It is noted that although 

applying the microwire array instead of the planar electrode will help increasing the solution 

conductance due to lower bubble vol. fraction, it is not necessarily useful in terms of reducing 

the local reversible hydrogen electrode potential shift. 

 

With the µW 6 | 14 configuration, when the nominal current density increases to 150 mA 

cm-2, the bubble vol. fraction in the electrolyte solution increases to 0.82% correspondingly.  
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Figure 5.9   Dissolved hydrogen concentration (a) in the bulk electrolyte, (b) on the top end 

of the microwires, (c) on the surface of the microwire sides, and (d) on the rest of the 

electrode surface as well as its resulting local reversible hydrogen electrode potential shift 

for a microwire array with 3 µm diameter and 11 µm center-to-center pitch under the nominal 

current density of 100 mA cm-2 and with electrode surface cavity radius of 4 µm. (Solid lines 

indicates the corresponding values with a planar electrode under the same conditions.) 

 

Compared to the bubble vol. fraction with the planar electrode configuration under the same 

nominal current density, which reaches 7.2%, microwire array configuration reduces the 

bubble vol. fraction by 9 times, while under 100 mA cm-2, it helps to reduce the bubble vol. 

fraction by 5.7 times. It is noted that the microwire array configuration can contribute more 
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in terms of increasing solution conductance with higher nominal current densities. When 

the nominal current density increases from 100 mA cm-2 to 150 mA cm-2, the dissolved H2 

concentration on the top end of the microwires increases by 12 mM accordingly, which 

results in 3 mV of 𝜂𝜂𝐶𝐶   increase. On the other hand, with the planar electrode, the dissolved 

H2 concentration at the electrode-electrolyte interface reduces from 33.76 mM to 33.42 mM. 

The dissolved H2 accumulates even more rest part of the microwire electrodes. The reason 

for this great accumulation is that with surface cavity radius of 4 µm and under the nominal 

current density of 150 mA cm-2, for the µW 6 | 14 configuration, the bubble break-off 

diameter is 102 µm, while for the planar electrode, the bubble break-off diameter is only 48 

µm, which leads to a much higher mass transfer rate of hydrogen from the liquid phase to 

the gas phase and much less accumulation of dissolved hydrogen at the electrode-electrolyte 

interface.  

 

Figure 5.10   For the planar electrode system with the same nominal current density, the 

bubble related ohmic drop linearly decreases with the increasing initial sulfuric acid 

concentration. 

 

5.3.6    Impact of the electrolyte initial pH values 

    The initial sulfuric acid concentration for all the simulation above is 1 M. Based on Eq. 

5.28, the solution conductivity will linearly decrease with lower sulfuric acid concentration. 
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Therefore, under the same current density, the ohmic drop in the solution turns out to be 

higher with lower initial sulfuric acid concentration. As Figure 5.10 shows, for the planar 

electrode system with the same nominal current density, the bubble related ohmic drop 

linearly decreases with the increasing initial sulfuric acid concentration. Besides, with the 

same boundary layer thickness, the limiting current density will also linearly decrease with 

the reducing sulfuric acid concentration. For example, with the boundary layer thickness of 

100 µm, the limiting current density is 159 mA cm-2 for 0.5 M sulfuric acid, while 318 mA 

cm-2 for 1 M sulfuric acid. 

 

5.4    Conclusions 

    The bubble related ohmic drop within the solution increase with the nominal current 

density and flatness of the electrode surface. With the surface cavity radius of 20 µm, even 

the nominal current density reaches 300 mA cm-2, the bubble associated ohmic drop, ∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚′ , 

is not playing an important role in terms of the total bubble related potential drop increase in 

the cathodic chamber. But when the surface cavity radius is reduced to 4 µm, under nominal 

current density larger than 200 mA cm-2, ∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚′  is equivalent to at least 10% of 𝜂𝜂𝑆𝑆𝑟𝑟𝑒𝑒𝑒𝑒𝑜𝑜  due 

to the increased bubble vol. fraction and reduced conductance within the solution. The 

decrease of initial sulfuric acid concentration would cause an increase in ∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚′  and the 

solution conductance is proportional to the initial electrolyte concentration. The local 

reversible hydrogen electrode potential can be shifted by accumulations of dissolved H2 at 

the electrode-electrolyte interface, which contributes the most in terms of the bubble 

associated potential drop between the cathode and reference electrode. When the electrode 

surface is relatively flat with the cavity radius equal to 4 µm, the local reversible hydrogen 

electrode potential shift due to existing bubbles, 𝜂𝜂𝐶𝐶 , decreases with the nominal current 

density due to the decreasing dissolved H2 concentration at the electrode-electrolyte 

interface. On the other hand, when the electrode surface is relatively rough with the cavity 

radius equal to 20 µm, the change of 𝜂𝜂𝐶𝐶  doesn’t behave monotonously with the nominal 

current density. Under lower current densities, it goes up with the current density and reaches 

the peak at 250 mA cm-2 for a planar electrode configuration then gradually decreases. It is 
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worth pointing out that with this kind of electrode surface roughness, the local reversible 

hydrogen electrode potential shift contributes at least 85% of the total bubble associated 

potential drop increase in the cathodic chamber. Bubbles adhering to the electrode surface 

will cause an additional overpotential increase, 𝜂𝜂ℎ. But based on the calculation, it is known 

that 𝜂𝜂ℎ contributes less than 10% of the total bubble related potential drop increase in the 

cathodic chamber when the nominal current density is not greater than 300 mA cm-2. ∆𝐸𝐸𝑜𝑜ℎ𝑚𝑚′ , 

𝜂𝜂𝐶𝐶  and 𝜂𝜂ℎ makes up the total additional potential drop between the cathode and reference 

electrode due to existing bubbles. For a planar electrode configuration, the sum of these terms 

is comparable to the ideal overpotential, 𝜂𝜂𝑆𝑆𝑟𝑟𝑒𝑒𝑒𝑒𝑜𝑜, predicted for a planar Pt surface under the 

same current density, it equals to larger than 75% of 𝜂𝜂𝑆𝑆𝑟𝑟𝑒𝑒𝑒𝑒𝑜𝑜 . 

 

    Although microwire array structure will help to increase the solution conductance by 

decreased ion transfer pathway blockage within the electrolyte due to lower the bubble vol. 

fraction, it can cause an increase of dissolved H2 accumulation on some part of the electrode 

surface compared to the planar electrode under the same nominal current density and 

therefore lead to an increase in the local reversible hydrogen electrode potential shift. 
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C h a p t e r  V I  

OPERATIONAL CONSTRAINTS AND STRATEGIES FOR SYSTEMS 
TO EFFECT THE SUSTAINABLE, SOLAR-DRIVEN REDUCTION OF 

ATMOSPHERIC CO2 

 

6.1    Introduction 

    A solar-fuels generation system designed to effect the sustainable reduction of CO2 

includes components for light absorption and charge separation, electrocatalysis of both 

the CO2-reduction reaction (CO2RR) and the oxygen-evolution reaction (OER), and a 

mechanism to transport ions between the two reaction chambers while maintaining robust 

product separation for both efficiency and safety reasons.  Efficient electrochemical or 

photoelectrochemical conversion of CO2 into usable fuels under mild pressure and 

temperature conditions entails greater physical and chemical constraints than efficient 

solar-driven water-splitting systems that can generate renewable H2(g).   

At the laboratory scale, no currently known catalyst can perform the multi-electron, 

multi-proton, electrochemical or photoelectrochemical CO2RR efficiently and selectively.  

Polycrystalline metal electrodes are among the most studied class of materials for 

electrocatalysis of the CO2RR, and most metals have been classified as being selective for 

CO, HCOO-, or H2.1  Copper and copper-containing metal alloys have shown promise for 

forming hydrocarbons and C-C coupled products with a wide array of major and minor 

products, albeit at high overpotentials and with limited stability under operating  

         

        This chapter is based on results in: Yikai Chen, Nathan S Lewis and Chengxiang Xiang, 

Energy Environ. Sci., 2015, 8, 3663-3674 – Published by The Royal Society of Chemistry. 
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conditions.2  Recent work on single-crystal,3 nanostructured Au substrates4 or oxide-

derived Cu substrates5 has shown the preferred formation of certain products with limited 

selectivity and activity.  The low activity for the hydrogen-evolution reaction (HER) of 

semiconductor surfaces may provide opportunities to improve the electrocatalytic 

performance of GaAs,6-8 GaP,9, 10 InP,6, 11 and of other semiconductors for CO2RR. 

  Assuming the discovery of a suitable catalyst, robust and efficient couplings between the 

CO2RR, the oxygen-evolution reaction (OER), and the necessary ionic transport processes 

between two potentially different electrolytes or solvent environments will be required for 

operation of a full, efficient, sustainable CO2RR system.  Traditional three-electrode, two-

compartment electrochemical cells are typically employed to study the catalytic and 

energy-conversion performance of electrocatalysts and semiconductor/catalyst 

assemblies.12  However, the transport of ions between the working electrode compartment 

(cathode chamber) and the counter electrode compartment (anode chamber) is often far 

from ideal, and the resistive losses and concentration overpotentials are typically 

compensated for by the additional external bias applied by the potentiostat.13  The efficient 

and sustainable coupling of the CO2RR and OER, with low potential losses and minimal 

product crossover between the two chambers, has been investigated only to a very limited 

degree.  Moreover, in the absence of perfectly selective catalysts for both the CO2RR and 

OER, a robust and efficient separator needs to be developed to prevent product crossover 

and thus provide efficient and safe operation of a CO2RR system.  While traditional 

membrane separators such as Nafion™ 14-19 are highly conductive and effective for 

preventing gas crossover in water-splitting systems, Nafion membranes yield high 

crossover losses in direct methanol fuel cells and would not be suitable for solar-driven 

CO2RR devices that produce alcohols as products.  Development of membranes with the 

desired permeability and ionic conductivity in the presence of a variety of solution species 

thus constitutes a significant research opportunity for CO2RR systems. 

    Regardless of the performance of the full electrochemical cell at the laboratory scale, the 

sustainable reduction of CO2 at global scale will additionally require effective mass 
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transport and uptake of atmospheric CO2 on large areas of the Earth’s surface.   The 

large-scale, sustainable reduction of CO2 requires a robust and cost-effective method for 

the delivery of CO2 to the cathode surface of the device.  Whereas liquid water or water 

vapor is readily able to produce sufficient reactant flux to allow for construction of an 

efficient solar-driven water-splitting system,20 the low concentration of CO2 in the 

atmosphere (~400 ppm), and the low solubility of CO2 in aqueous solutions (~34 mM at 

standard temperature and pressure), present significant physical limitations to obtaining 

sufficient reactant transport to achieve technologically relevant efficiencies for the 

operation of a solar-driven CO2RR system with atmospheric CO2. To produce a reasonable 

partial pressure of CO2 by direct air capture, the surface area for the CO2 collection and 

concentration is likely to be many orders of magnitude larger than the surface area for the 

solar photon collection and conversion part of the system.  Use of separate CO2 

concentration and reduction systems would present additional challenges for integration 

and coupling of the two technologies. While active research and development has been 

pursued to achieve efficient capture of CO2 from air,21-25 significant advances are still 

needed to make such technologies cost effective and functional in the presence of humidity 

and temperature variations in the atmosphere.  

    In this work, we have evaluated analytically the transport limitations of CO2 from the 

tropopause down to a cathode surface, through five different regions with five different 

length scales (from tens of nanometers to tens of kilometers) (Figure 6.1a) that are coupled 

in series from a mass transport perspective.  In each case, an effective mass transfer 

coefficient, σi, has been obtained.  The mass transfer coefficients will add reciprocally to 

produce the reciprocal of the overall CO2 mass transfer coefficient of the system, σsystem: 

1
σ𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑜𝑜𝑏𝑏

= ∑ 1
σ𝑖𝑖𝑜𝑜                                                                                                  (Eq. 6.1) 

The approach allows estimates of the concentration overpotentials and achievable solar-

to-fuels efficiency for a hypothetical CO2 reduction reactor fed by air that contains the 

same concentration of CO2 as the surrounding atmosphere.  We describe and model  
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Figure 6.1.  (a) Schematic illustration of CO2 transport in five different regions with five 

different length scales. (b) Schematic illustration of the model used for CO2 transport 

near the cathode surface that contains an aqueous layer with a variety of solution species. 

(c) Schematic illustration of the CO2RR reactor that incorporates a light absorber (LA), a 

catalyst-embedded, thin-layer membrane assembly (orange), an anode compartment for 

OER (green) and a proton-transport electrolyte (blue). 
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quantitatively the effects of two strategies to improve the feasibility of producing 

efficient and sustainable CO2 transport to a cathode surface at pCO2 = 400 ppm: 

development of new catalysts analogous to metalloenzymes such as carbonic anhydrase, 

to dramatically enhance the kinetics of the interconversion of bicarbonate ions and CO2 in 

the bicarbonate buffer system and thus improve the ability to maintain the concentration of 

CO2 in the aqueous solution at pCO2= 400 ppm; and the use of a thin-layer cell architecture 

that minimizes the required CO2 transport in an aqueous or polymeric electrolyte.   These 

two strategies could, in principle, yield significant increases in the air/electrolyte CO2 

conductance relative to the natural transport at global scale of CO2 across the 

atmosphere/ocean interface.  The atmospheric transport of CO2 between the troposphere 

and atmospheric boundary layer (ABL), and the corresponding constraints for the transport 

of CO2 to the reactor at regional scale, have also been evaluated to complete the expression 

for the overall system CO2 conductance and in turn to establish the ultimate limit on the 

efficiency of a sustainable solar-driven CO2RR system deployed at global scale. 

6.2    Modeling 

6.2.1    CO2 transport 

    Figure 6.1a  shows a schematic illustration of the CO2 transport from tropopause towards 

the surface of a CO2RR device.  Five different layers with different characteristic length 

scales are coupled in series with the same CO2 flux.  Three distinctive types of phase 

boundaries: gas/gas (troposphere/atmospheric boundary layer (ABL), ABL/canopy layer), 

gas/electrolyte (canopy layer/membrane layer, or canopy layer/liquid layer) and 

electrolyte/electrode interface (liquid layer/cathode surface, or membrane layer/cathode 

surface) were included in the transport schematics.  The CO2 concentrations within the 

troposphere, the ABL, and the canopy layer were assumed to separately be constant due to 

rapid turbulent mixing within each layer, while the net CO2 flux across the 

troposphere/ABL interface and across the ABL/canopy interface results in CO2 

concentration differentials between the different gas-phase layers.   The equilibrium CO2 

concentrations at the various gas/electrolyte interfaces were assumed to follow Henry’s 
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law.  At the electrolyte/electrode interfaces, and a 4-electron/4-proton OER was 

assumed and a 6-electron/6-proton CO2RR was assumed, to represent a favorable situation 

for the ratio of CO2 molecules to electrons in the electrochemical cell. 

    At the phase boundaries, the CO2 flux across the interface, ΦCO2  [mol cm-2 s-1] was 

expressed as ΦCO2= σ ΔC, where σ is an effective mass transfer coefficient [cm s-1] and ΔC 

is the concentration differential of CO2 [mM] between the two neighboring layers.  Two 

transport pathways, one containing the membrane layer (σ1, σ2, σ4 and σ6) and the other 

containing the liquid layer (σ1, σ2, σ3 and σ5), were modeled and evaluated in this study.  

The CO2 flux across all of the interfaces, ΦCO2, can be expressed as ΦCO2= σsystem 

(Ctroposphere-Ccathode), where σsystem is the overall effective mass transfer coefficient of the 

system, which can be expressed as 1
σ𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑜𝑜𝑏𝑏

= 1
σ1

+ 1
σ2

+ 1
σ3

+ 1
σ5

 for the system that contains 

the liquid layer and as 1
σ𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑜𝑜𝑏𝑏

= 1
σ1

+ 1
σ2

+ 1
σ4

+ 1
σ6

 for the system that contains the 

membrane layer.  As a result of the reciprocal summation relation, the overall effective 

mass transfer coefficient of the system, σsystem, is smaller than any individual mass transfer 

coefficient, and is dominated by the process with the smallest mass transfer coefficient in 

the system. 

6.2.2    One-dimensional traditional cell design 

    Figure 6.1b illustrates the one-dimensional (1-D) model used in this work to evaluate 

the CO2 transport near a cathode performing a 6-electron/6-proton CO2RR.  The electrode 

was assumed to have a sufficiently high catalytic activity that under operating conditions 

the CO2 concentration was driven to zero at the electrode surface.  A well-mixed bulk 

solution was assumed, and two hydrodynamic boundary layers (HBL), that accounted for 

forced convective mixing (lHBL = 10 μm) and natural convection (lHBL = 100 μm), 

respectively, were introduced near the cathode surface.  Rapid equilibration of CO2 was 

assumed at the air-electrolyte interface, and the acid-base equilibria for the carbonate buffer 

and for the phosphate buffer, as well as the equilibria for the corresponding chemical 

reactions, were included in the model for the liquid regions.  The same configuration, 
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representing a well-mixed bulk solution layer and two HBLs, was assumed for the OER 

at the anode.   

    Figure 6.1 summarizes the diffusion coefficients of species in water, as well as the 

forward and reverse rate constants for the bicarbonate buffer solution, that were used in the 

simulation.26, 27 Note that the total CO2 concentration in Figure 6.1 has been defined as the 

sum of the dissolved CO2 in aqueous solution, CO2(aq), and the carbonic acid 

concentration, H2CO3.  The forward and reverse reaction rates, k1+ and k1-, respectively, 

fully describe the acid-base equilibrium between CO2(aq), H2CO3 and HCO3
- in the buffer 

system.26, 27 The transport loss in the system was assumed to be independent of the detailed 

electrocatalytic parameters for the cathode and anode, and was assumed to be a function 

only of the operating current density at the electrode surfaces.  In some situations, an 

interconversion enhancement factor was introduced to increase both the forward and 

reverse reactions for reaction (1-4) in Figure 6.1, to represent the behavior of a hypothetical 

catalyst for these reactions with the catalyst having a reactivity analogous to that exhibited 

by the enzyme carbonic anhydrase. 

6.2.3  Catalyst-embedded, thin-layer membrane assembly for rapid transport of CO2 

    Figure 6.1c illustrates a conceptually distinct system that consists of a CO2-reduction 

reactor based on a catalyst-embedded, thin-layer membrane device architecture.  The cell 

consists of a solar-driven CO2RR reactor that incorporates a light absorber (LA), a catalyst-

embedded thin-layer membrane assembly, an anode compartment, and an electrolyte that 

is either buffered at near-neutral pH or is maintained under alkaline conditions.  The LA 

(red) captures the solar photons and converts them into energetic electrons and holes for 

the fuel-forming reactions.  The device has been designed to achieve large mass transport 

fluxes of CO2 to the electrode surface, based purely on diffusional transport of CO2 in the 

ultrathin electrolyte, because the catalyst-embedded, thin-layer membrane assembly 

(orange) reduces the length of the pathways for the CO2 transport within the polymer 

electrolyte.   
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    In this device, the equilibrium CO2 concentration at the gas/polymer electrolyte 

interface was assumed to follow Henry’s law.  Three different permeabilities for CO2 

transport in the polymer electrolyte were assumed.  The buffered near-neutral pH or 

alkaline electrolytes (blue) were chosen so that the small proton concentration at the 

cathode surface would suppress the rate of the hydrogen-evolution reaction (HER) relative 

to the rate of the CO2RR.  The anode compartment (green) performed the OER and 

provided the necessary proton source for the cathode.  The anode compartment also 

contained an anion-exchange membrane for the alkaline operation or a bi-polar membrane 

for CO2RR and OER at two different pHs, to facilitate the ionic transport and reduce the 

product crossover in the system. 

6.2.4    Governing equations 

    Ionic species and neutral species in the electrolyte solution were modeled using the 

Nernst-Planck equation,12 in which the diffusion, migration and bulk reactions of water 

and buffer dissociation were explicitly included.  Forced convection was approximated by 

the use of the hydrodynamic boundary layers. 

    The total voltage requirement  for the electrochemical cell was calculated as the 

sum of the equilibrium potential , kinetic overpotentials , solution potential drop 

losses , and the Nernstian potential losses associated with pH gradients,

, as well as the potential drops associated with CO2 concentration gradients,

 at the surface of the electrodes:  

 (Eq. 6.2)
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    The solution losses, , were calculated as the sum of the ohmic resistive loss 

(first term) and the electrodialysis loss (second term).  These losses can be expressed as:  

                                                                    (Eq. 6.3)
 

where  is the electric potential,  is the conductivity of the electrolyte,  is the current 

density,  is distance along the axis of the 1-D model,  is Faraday’s constant,  is the 

charge number,  is the diffusion coefficient and  is the molar concentration of the  

species,  is the gas constant, and  is the absolute temperature.  The distribution of the 

ionic conductivity, , and of the species concentrations, , obtained from 

COMSOL Multiphysics software were used in the above equations to calculate the ohmic 

and electrodialysis losses of the system.   

    The Nernstian potential losses associated with the pH gradients and CO2 

concentration gradients  at the surface of the electrodes can be expressed as: 

 (Eq. 6.4)

 

where n is number of electrons transferred in the CO2 reduction process, with n = 6 assumed 

as a as favorable case for the purposes of this study. and are the partial 

pressures of CO2 at the cathode surface and in the bulk solution, respectively. 
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k1+=0.037 s-1 

k1-=7.83x104 M-1 s-1 

  
k2+=2.23x103 M-1 s-1 

k2-=4.85x10-5 s-1 

  
k3+=2.5 s-1 

k3-=5x10-10 M-1 s-1 

  
k4+=6x109 M-1 s-1 

k4-=1.2 s-1 

 

Table 6.1. The forward and the backward rate constants the bicarbonate buffer solution 

and used in the simulation. 

 

6.3.    Results 

 

6.3.1 Limiting performance of cells operated using a 400 ppm CO2 feedstock 

    At 400 ppm of CO2 in the reactant atmosphere, CO2 transport at the electrolyte/electrode 

interface, specifically, ΦCO2=σ5 ΔC5 in Fig. 6.1a, produced significant concentration 

polarization and limited the device efficiency.  Figure 6.2a shows the steady-state limiting 

current density as a function of the electrolyte pH for a 6-electron/6-proton CO2 reduction 

process.  Two HBL thicknesses, 100 μm (red) and 10 μm (blue) were used to account for 

natural convection and forced convection, respectively.  In addition to the bicarbonate 

buffer system, in which the dissolved CO2 concentration was set to the solubility limit, the 

electrolyte solution was buffered at different pHs with a 1.0 M phosphate buffer.  The 

steady-state limiting current density was < 0.2 mA cm-2 for all cases, which is ~2 orders of 

magnitude smaller than the current density required to produce a CO2RR reactor with a 

10% solar-to-fuels efficiency.   In the higher pH solutions (pH > 10.2), a slight increase in 

3
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the obtainable steady-state limiting current densities was observed.  The higher 

concentration of bicarbonate in higher pH electrolytes at pCO2=400 ppm resulted in an 

enhanced conversion from bicarbonate species to CO2. 

 

 

Figure 6.2.  a) Steady-state limiting current densities as a function of solution pH for a 6-

electron/6-proton CO2 reduction process fed by air containing CO2 at pCO2=400 ppm for 

lHBL=100 μm (red) and lHBL=10 μm (blue). b) The change of CO2 concentration at the 

electrode surface from the bulk equilibrium values as a function of the operating current 

density for a 6-electron/6-proton CO2 reduction process at the pCO2= 0.1 atm (green) and 

pCO2= 0.01 atm (red) and for lHBL=100 μm (circle) and lHBL=10 μm (triangle).  The 

concentration of CO2 at the solubility limit in aqueous solutions at pCO2= 0.01 atm and 

pCO2= 0.1 atm were indicated by the black dotted lines. 

  

    Figure 6.2b shows the change of the CO2 concentration at the cathode surface relative to 

the bulk equilibrium value, , as a function of the operating current density for a 6-

electron/6-proton CO2 reduction process at two different partial pressures of CO2.  A linear 

relationship between  and the operating current density was observed for two 
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different partial pressures of CO2.  At a given HBL thickness, a constant slope was 

observed at different partial pressures of CO2.  When  approached the solubility 

limit for CO2, a steady-state limiting current density was reached.  For a cell fed by a 25-

fold higher CO2 partial pressure than found in air, i.e., = 0.01 atm, the limiting current 

densities were 0.3 mA cm-2 and 3 mA cm-2 for lHBL=100 μm   and lHBL=10 μm, respectively.  

Although numerous solution species and chemical reactions in the liquid layer are 

associated with the inter-conversion of CO2 species, a linear relation, ΦCO2=σ5 ΔC5, was 

sufficient to describe the CO2 transport process at the gas/electrolyte interface.  Effective 

mass transfer coefficients, σ5= 0.002 cm s-1 and 0.018 cm s-1, were obtained for lHBL=100 

μm and lHBL=10 μm, respectively.  Note that the value of the effective mass transfer 

coefficient reflected both the pure diffusive transport of the neutral CO2 species and the 

chemically enhanced transport due to the interconversion of CO2 and the bicarbonate ion. 

6.3.2 Effect of enhancing the rates of interconversion for the bicarbonate buffer 

system  

The low mass transfer coefficient, σ5, at the electrolyte/electrode interface significantly 

limited the attainable operating current density in the system.  One approach to in principle 

accelerate the rate of chemically enhanced transport in the system involves the 

development of catalysts that can rapidly interconvert dissolved CO2, carbonic acid, and 

bicarbonate.  

 

Figures 6.3a and 6.3b show the steady-state limiting current density as a function of a 

hypothetical interconversion-enhancement factor for the bicarbonate buffer system for 

lHBL=100 μm  and lHBL=10 μm, respectively.  The bulk CO2 concentration was equilibrated 

with pCO2= 400 ppm and was set to 14 μM.  The situation for four different pH values, 9.2, 

10.2, 10.9 and 11.2, which correspond to bicarbonate concentrations of 0.01 M, 0.1 M, 0.5 

M and 1.0 M, respectively, were evaluated.  A significant increase in the steady-state 

limiting current density required an increase of 6 orders of magnitude in the rates for the 

interconversion of carbon dioxide and bicarbonate (or vice versa) relative to the natural 



 

 

142 
interconversion rate.  In particular, in higher pH solutions, where the bicarbonate 

concentration was higher, the reverse reactions,  and 

, were significantly increased at higher interconversion-enhancement  

factors.  For instance, for lHBL=10 μm, the steady-state limiting current density exceeded 

20 mA cm-2 for pH=10.9 and 11.2 in the presence of this hypothetical million-fold increase 

in equilibration rate relative to the natural situation. 

 

Figure 6.3. The limiting current density of a 6-electron/6-proton CO2 reduction process as 
a function of the interconversion-enhancement factor in four solutions with different pH 
values and fed by air with pCO2=400 ppm for (a) lHBL=100 μm and (b) lHBL=10 μm, 
respectively.  The Nernstian potential loss resulting from the CO2 concentration gradient 
which develops near the surface of a cathode in contact with an electrolyte with pH = 10.2, 
as a function of the operating current density for (c) lHBL=100 μm and (d) lHBL=10 μm, 
respectively. The concentration of the dissolved CO2 in at the HBL was assumed to follow 
Henry’s law and was set to 14 μM for pCO2=400 ppm. 
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Figures 6.3c and 6.3d show the Nernstian potential losses associated with the 

development of CO2 gradients near the surface of a cathode in contact with an electrolyte 

with pH = 10.2, as a function of the operational current density, for five different 

interconversion-enhancement factors with lHBL=100 μm and lHBL=10 μm, respectively.  

The CO2 concentration overpotential increased exponentially when the operating current 

density approached the steady-state limiting current density according to the Nernst 

equation.  Minimization of the potential losses (< 100 mV) due to concentration 

overpotentials requires that the operating current densities remain below the values at 

which the concentration-overpotential curves rise nearly vertically in Fig. 6.3c and 6.3d.  

The solution loss and the Nernstian potential losses associated with pH gradients at the 

electrode surfaces were small (< 50 mV) in the assumed cell design, and were additionally 

minimized by the use of a phosphate buffer and a convected electrolyte.  Similar results 

were also reported recently in an analytical assessment of solar water-splitting systems at 

near-neutral pH.28  

     

    Figure 6.4 shows the spatially resolved concentration profile of the ionic and neutral 

species between the cathode surface and the hydrodynamic boundary layer (HBL) at an 

operational current density of 1 mA cm-2.  At the bulk-solution edge of the HBL, the 

concentration of the dissolved CO2 was set to 14 μM.   In a cell fed by air with pCO2=400 

ppm, and containing a pH=10.2 solution and 1.0 M phosphate buffer, minimal pH gradients 

were observed (Fig 6.4a).  Figure 6.4b shows the steady-state CO2 generation/consumption 

rate within the HBL.  As the enhancement factor increased, a rapid increase of the CO2 

generation rate near the cathode surface, and a rapid increase of uptake of CO2 at the edge 

of the HBL, were observed.   In the middle region, an acid-base equilibrium with near-zero 

CO2 generation/consumption was observed.  The increased CO2 generation rate near the 

cathode surface increased the steady-state limiting current density of the system at higher 

enhancement factors.  Fig. 6.4c and 6.4d also depict the corresponding CO2 concentration 

and the bicarbonate concentration profile. 
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Figure 6.4. (a) The pH profile, (b) CO2 generation/consumption rate in the HBL and close 

to the electrodes (b, insert), (c) CO2 concentration and (d) bicarbonate concentration within 

the HBL as a function of distance from the cathode for a cell operating at a current density 

of 1 mA cm-2 and for four different interconversion enhancement factors.  

 
6.3.3 Performance of the catalyst-embedded, thin-layer membrane assembly for 

rapid transport of CO2 

    Instead of dramatically accelerating the chemically enhanced transport in aqueous 

solutions, an alternative strategy to significantly improve the purely diffusive transport 

would involve the use of a thin-layer electrochemical cell design (Fig. 6.1c).  The CO2 

transport at the polymer-electrolyte/electrode interface, specifically, ΦCO2=σ6 ΔC6 in Fig. 
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6.1c, and the resulting limiting current density, can in principle be significantly 

enhanced by use of a thin-layer membrane electrolyte, and consequently relying on purely 

diffusive fluxes to achieve the desired current density at sufficiently small membrane 

thicknesses. 

 

Figure 6.5. The calculated limiting current density as a function of the membrane thickness 

for three different permeabilities of CO2 in the membrane. 

 

    Figure 6.5 shows the limiting current density as a function of the membrane thickness 

for three different permeabilities of CO2 in the polymer electrolytes of the catalyst-

embedded thin-layer membrane-assembly design (Fig. 6.1c).  The solubility and the 

diffusion coefficient of CO2 in the polymer electrolytes, i.e., Nafion, are highly dependent 

on the polymer morphology, the polymer segmental dynamics, the hydration conditions, 

and the operating temperature.29-32  The permeability of CO2 and other gases for Nafion 
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membranes is the product of the diffusion coefficient and the solubility.  The 

permeability is the key figure of merit for CO2 transport in membrane-based systems, and 

has been measured experimentally by others under various conditions.  The black curve 

used a typical value, 3x10-11 [cm3(STP) cm cm-2 s-1 Pa-1], for the permeability of CO2 in 

Nafion near room temperature.31, 32  The red and green curves represent results for 

permeability values of 3x10-10 and 3x10-12 [cm3(STP) cm cm-2 s-1 Pa-1], respectively, and 

represent the upper and lower bounds for the calculation.  The attainable current density in 

the membrane-based system was independent of the pH conditions and was determined by 

the solubility and the diffusion coefficient of CO2 in the membrane, as well as by the 

thickness of the membrane.  The effective mass transfer coefficient at the polymer-

electrolyte/electrode interface, σ6, at a membrane thickness of 100 nm was 0.038 cm s-1 

and 3.8 cm s-1 for the upper and lower limit of the membrane permeability values, 

respectively.  The thin layer of the catalyst-embedded membrane minimized the CO2 

transport in the aqueous solution or polymeric media, and enabled the direct 

electrochemical reduction of CO2 from air at current densities in excess of 10 mA cm-2 

without mass transport limitations in the liquid layer.   

6.4.    Discussion 

Assumptions and Limitations of the Treatment of CO2RR Systems 

    The limiting electrochemical current densities and concentration polarization losses 

obtained in this study pertain solely to the cathode and electrolyte region near the cathode, 

in a fashion analogous to evaluating the flux-limited current densities at the working 

electrode in a traditional 3-electrode electrochemical experiment. In an actual two-

electrode photoelectrosynthetic system comprised of catalysts that effect the CO2RR and 

OER, the current density at the cathode is likely to be nonuniform,33 resulting in even 

higher local CO2 flux demands by a factor of 10 or more than those assumed herein for an 

isopotential electrode surface.  The cathodic reduction products and CO2RR intermediates 

were assumed to have negligible reactivity with O2(g) in the atmosphere, and despite the 



 

 

147 
much higher concentration of O2 relative to CO2 in ambient air, O2(g) was assumed to 

be electroinactive at the cathode at potentials required to effect the CO2RR, despite the >1 

V driving force for O2(g) reduction to H2O and the ease of reducing O2(g) to H2O2 at these 

potentials. No CO2 catalysts or electrode systems known to date meet any of these criteria.  

The CO2RR products and intermediates at the cathode were assumed to be separated from 

the anode, which was assumed to have 100% faradaic efficiency for O2(g) evolution.  The 

ohmic resistive loss, pH gradients, and electrodialysis due to the incorporation of an cation 

exchange membrane or an anion exchange membrane in the near-neutral pH system,28 such 

as the bicarbonate buffer system, which can individually or collectively produce significant 

and in some cases overwhelming voltage losses in the operating cell, have not been 

considered in the present assessment.   

Standard temperature conditions 273.15 K were assumed for the operational temperature 

of the CO2RR systems in the simulations performed herein.  Solar-driven CO2RR systems 

may operate at elevated temperatures.  The solubility of CO2 in water is strongly 

temperature dependent, and the Henry’s law constant for CO2 decreases from 34 mM atm-

1 to 13 mM atm-1 when the operational temperature is increased from 273 K to 333 K.34  

Hence, at elevated temperatures, the decreased solubility of CO2 in water would lead to a 

further reduction the mass-transport-limited current density in the cell.  One approach to 

increase the solubility of CO2 in the electrolyte is to use ionic liquids.  For instance, the 

solubility of CO2 in imidazolium-based ionic liquids can be ~40 x larger than the CO2 

solubility in aqueous bicarbonate solutions at standard temperature.35  However, the ~10-

20 fold lower low diffusion coefficient of CO2
36, 37 in ionic liquids as compared to in 

aqueous solutions, combined with the lack of chemically enhanced CO2 transport in the 

ionic liquids, will produce mass-transport limited current densities in such media that are 

on the same order of magnitude as those in aqueous solutions (Fig. 6.2). 
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Conductance at the Atmosphere/Aqueous Electrolyte Interface  

Regardless of the ideal activity, selectivity and coupling between OER and CO2RR in 

the full electrochemical cells, the CO2 flux at the atmosphere/aqueous electrolyte interface 

imposes constraints on the mass transfer and thus on the efficiency for the system.  For 

aqueous electrolytes that have thicknesses larger than the width of the hydrodynamic 

boundary layer, the low solubility of CO2 in water, combined with the relatively small 

diffusion coefficient of CO2 in liquid water compared to in the gas phase, produces very 

low CO2 fluxes and conductances.  Hence, over large areas, either with natural convection 

or with forced convection sufficient to thin the hydrodynamic boundary layer in the 

aqueous phase to 10 µm, a value comparable to that obtained according to the Levich 

equation with a rotating disk electrode at a rotation velocity of 106 rpm,12 the steady-state 

limiting CO2 flux even with a 6-electron reduction of each CO2 molecule is 100-1000 fold 

lower than the 10 mA cm-2 current density produced by the solar photon flux in an efficient 

single or tandem photoelectrode system.38, 39  Hence regardless of the activity of an 

electrocatalyst for CO2 reduction, the solar-to-fuels conversion efficiency of such a system 

will be limited to < 0.1% based on the active area of the solar collection component.  

Additionally, the concentration overpotential will require higher voltages for a complete 

CO2 reduction system than are expected based on the potential differences between the 

CO2RR half-reaction and the OER half-reaction alone, including their associated kinetic 

overpotentials at each electrode surface. 

 

This conclusion is in accord with the CO2 uptake fluxes that have been established 

previously for the air/ocean boundary for use in assessing the global carbon cycle in 

coupled air/ocean general circulation models.  Specifically, extensive studies of CO2 

exchange at the air-sea interface have shown that the effective mass transfer coefficient of 

CO2 across the air-liquid interface, specifically, σ3, in Fig. 6.1c, is on the order of 10-3 - 10-

2 cm s-1, corresponding to a current density of ~ 10-100 μA cm-2 for a 6-electron/6-proton 

CO2RR, over a large range of temperatures, wind velocities, salinities and pH conditions.40-

42  In situations where the effective mass transfer coefficient, σ3  or σ4, presents a transport 

limitation, the air/electrolyte interface equilibrium according to Henry’s law may not be 



 

 

149 
achieved.  In this case, the device efficiency would be yet lower and would ultimately 

be limited by the rate of CO2 transport across the air/electrolyte interface.  Hence, without 

strategies to circumvent the inherently low CO2 conductance at the air/water interface, very 

low solar-to-fuel conversion efficiencies will be obtained and/or the CO2 capture and 

collection area will have to greatly exceed, by a factor of 100-1000, the active solar photon 

collection area of a sustainable solar-driven, aqueous-based, CO2RR system. 

Enhancement of interconversion rates for the bicarbonate buffer system  

  

    One strategy to circumvent the conductance limit imposed by liquid-phase transport, 

specifically by, ΦCO2=σ5 ΔC5, involves chemically enhancing the rate of CO2 uptake by 

equilibrating the dissolved CO2 with the bicarbonate and carbonic acid reservoirs in 

aqueous solutions buffered to pH values >7.  Carbonic anhydrases are among the most 

well-known metalloenzymes that catalyze the rapid interconversion of carbon dioxide and 

water to bicarbonate and protons.43  In the absence of a catalyst, the reversible reaction 

occurs relatively slowly, as reflected in the rate constants tabulated in Figure 6.1.  At a CO2 

concentration of 14 μM, the catalyzed rate for the buffer interconversion reaction, as 

described using Michaelis–Menten kinetics for carbonic anhydrases, is ~ 200 s-1 (assuming 

a maximum rate of conversion of 4 x 105 s-1 and a Michaelis constant of 26 mM).44, 45  As 

a result, a carbonic anhydrase concentration of ~2.5 mM would be required to achieve an 

interconversion enhancement factor of 106 relative to the uncatalyzed case.  The 

concentration of carbonic anhydrase in sea water is estimated to be <  ~ 100 nM,46 so a 106 

enhancement of the interconversion rate using such enzymes would require an enzyme 

concentration ~ 25,000-fold higher than the peak value in sea water systems.46  

    A hypothetical catalyst that had analogous catalytic activity to carbonic anhydrase, and 

that extremely rapidly replenished dissolved CO2 near the cathode surface due to enhanced 

rates for the reverse reactions, reaction  and reaction 

, could in principle produce significant increases in the limiting 

current density for a CO2RR reactor, even when lHBL=100 μm, i.e., for the natural 
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convection case.  As shown in Figure 6.3, an interconversion-enhancement factor of at 

least 105 would however be needed before a CO2RR cell with 10% solar-to-fuels 

conversion efficiency could be constructed, other transport limitations notwithstanding 

(vide infra).  The heretofore unknown interconversion catalyst must of course itself be 

robust, electrochemically inert at both of the electrodes in the system, and operate under 

conditions with which the other components of the CO2RR device are compatible. 

Implemenation of thin –layer membrane assembly. 

    The required CO2 flux to the cathode could in principle alternatively be obtained by use 

of a thin-layer membrane-based system (Figure 6.5).  The efficient transport in a thin-layer 

(tens of nanometers thick) membrane (Fig. 6.5) exploits the very small distance between 

the gas phase CO2 and the catalyst at the cathode surface.  Due to the required short length 

of the pathways, the implementation of this strategy in the CO2RR cell constrains the 

reduction products to be highly volatile/gaseous species such as methane or ethylene.  

Liquid fuel products, such as methanol or ethanol, which will form a liquid layer of the 

product at the electrocatalyst surface, will impede the CO2 reactant transport towards the 

catalyst, and hence will result in unacceptably low CO2 fluxes to the electrode surface, as 

in the case when the electrode is coated with a layer of liquid water (vide supra). 

Transport between the canopy layer and the electrolyte. 

    The gas-phase transport of CO2 near the electrode surface, specifically, at the canopy 

layer/membrane layer interface, ΦCO2=σ4 ΔC4, or the canopy layer/liquid layer interface, 

ΦCO2=σ3 ΔC3, does not impose significant limitations on the ability to deliver CO2 to the 

CO2RR reactor. According to the kinetic theory of gases, the rate of surface bombardment 

of CO2 molecules at pCO2= 400 ppm is ~1020 molecules cm2 s-1, which could produce a 

mass-transport-limited current density many orders of magnitude higher than the photon 

flux in unconcentrated solar illumination.  Another more practical estimation of the CO2 

flux at the air/membrane or air/liquid interfaces can be obtained by using Fick’s first law:  
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ΦCO2= 𝐷𝐷 [𝐶𝐶𝐶𝐶2]𝑎𝑎𝑡𝑡𝑏𝑏𝑜𝑜𝑠𝑠𝑜𝑜ℎ𝑜𝑜𝑜𝑜𝑜𝑜−[𝐶𝐶𝐶𝐶2]𝑔𝑔𝑜𝑜𝑜𝑜𝑔𝑔𝑖𝑖𝑣𝑣
𝑜𝑜

,                         (Eq. 6.5) 

where D is the diffusion coefficient of CO2 in the atmosphere and l is the characteristic 

length for the diffusion gradient.  Assuming laminar flow near the electrode surface of the 

CO2RR reactor at a modest wind velocity, 5 m s-1, the characteristic diffusion length, l, is 

given by l~ L/(U L/D)1/2,47, 48 where L  is the characteristic length scale of the device, U is 

the velocity magnitude, and D is the characteristic diffusion coefficient. Assuming 

[CO2]𝑔𝑔𝑟𝑟𝑜𝑜𝑢𝑢𝑛𝑛𝑟𝑟 = 0 yields a mass transport limited equivalent current density of ~5 mA cm-2 

(~5 x1015 molecules cm2 s-1) for a 6-electron/6-proton CO2 reduction process.  A more 

turbulent, convective mixing in the canopy layer would produce a higher CO2 flux to the 

electrolyte.  Hence, from these estimations, rapid gas-phase transport near the electrode 

surface would be able to produce an equilibrium CO2 concentration that follows Henry’s 

law and would not serve as the ultimate practical constraint on the system efficiency. 

    The rapid transport between the canopy layer and the electrolyte is a result of the 

relatively high gas-phase diffusion coefficient of CO2.  In the natural photosynthetic 

system, the terrestrial plant-based CO2 fixation rate is significantly higher than the CO2 

flux across the air/ocean interface.  Terrestrial plant-based photosynthesis thus takes 

advantage of the rapid CO2 transport in the gas-phase as well as the 3-dimensional structure 

of the plants and trees on an ~1 m height scale, which leads to a significant increase in the 

contact area per unit of geometric area on the earth’s surface and results in a more optimal 

“contactor” design than can be achieved at a planar air/water boundary over large 

horizontal length scales. 

 

Gas-phase transport of CO2 between the troposphere and the ABL and between the 

ABL and the canopy layer for regional-scale deployment of CO2-reduction reactors 

     

    The fluxes of CO2 between the troposphere and the atmospheric boundary layer (ABL), 

and between the ABL and the canopy layer, specifically, ΦCO2=σ1 ΔC1 and ΦCO2=σ2 ΔC2, 

in Fig. 6.1c, also impose a constraint on the CO2 conductance of CO2RR systems deployed 
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at regional-scale, for which the length-scale of the CO2RR system is larger than the 

scale height of the atmosphere, broadly defined in the range between 104 and 106 km2 (i.e. 

when vertical transport in the atmospheric column is more important than advection in 

determining the CO2 concentration in the column), regardless of strategies used to enhance 

the conductance at the air/water or air/polymer interfaces.  An estimate of the CO2 mass 

transport limitation on scale lengths comparable to or larger than the scale height of the 

atmosphere can also be obtained by eqn. 5, where now D is the turbulent diffusion 

coefficient of the atmosphere and l  is the vertical gradient scale height.  The minimal value 

for l is set by the scale height of the atmosphere, which is ~ 100 km.  In conjunction with 

an approximate value for the atmospheric diffusivity, D, of 106 cm2 s-1, the maximum CO2 

flux is thus ~1015 molecules cm-2 s-1, which for a 6-electron/6-proton CO2RR corresponds 

to a CO2-transport-limited current density of ~1 mA cm-2.  

 

    Another estimation of the mass-transport-limited CO2 flux can be obtained by reference 

to the net ecosystem-exchange (NEE) rate for CO2, which has been directly measured and 

monitored by various techniques, including eddy covariance methods, over long periods 

(months or years) in different regions worldwide.49-52  Satellite retrieval methods that allow 

extraction of the vertical profile of CO2 in an atmospheric column in turn allow formulation 

of a flux relationship between the CO2 concentration differential “i.e. draw-down” in the 

ABL relative to the CO2 concentration in the troposphere, as a function of the local NEE 

rate.  A quasi-linear relationship at regional spatial scales between the net CO2 flux and the 

CO2 draw-down between the troposphere and the ABL has been observed, as expected.49, 

53  On average, an ~ 2 μmol m-2 s-1 net CO2 flux between the troposphere and the ABL 

results in ~10 ppm reduction in the CO2 concentration in the ABL49, which corresponds to 

an effective mass transfer coefficient of 0.44 cm s-1.  If a sustained 10% solar-to-fuel (STF) 

conversion efficiency were achieved for a 6-electron/6-proton CO2 reduction process and 

the cell level, and such a system were deployed on a regional scale, extrapolation of this 

linear relationship indicates that a daily average CO2 draw-down of ~ 130 ppm would be 

produced between the troposphere and the entire (well-mixed) ABL, 2-2.5 km in height 

(assuming a 20% capacity factor for the CO2RR reactor), by the sustained mass flux, and 
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consumption, of CO2 at the electrode surface.  During the peak operation of a solar-

driven CO2RR system deployed on a regional scale, a significantly larger (5×) drawdown 

of CO2 in the ABL, and a large temporal variation of the CO2 concentration in the ABL, 

would be expected.  The decreased CO2 levels in the ABL would in turn require even more 

active catalysts (because the concentration is lower at the electrode surface if it is driven to 

near zero) and also will involve, at least transiently, a depletion of essentially all of the CO2 

in a column of the atmosphere that is ~2.5 km height, depriving local plant life of CO2 for 

use in photosynthesis.  Moreover, the height of ABL and the concentration of CO2 in the 

ABL are also highly dependent on storms, and weather conditions in the atmosphere, etc.  

The flux into the ABL can even under some conditions invert in sign.  Hence, the 

significant alteration of the CO2 concentration in the ABL, and concomitant spatial and 

temporal variations in the attainable CO2 uptake at the surface of the Earth, present 

significant practical and engineering impediments to the deployment of regional-scale 

systems that would involve rapid CO2 consumption rates at the electrode surface, assuming 

that such a system can be achieved through unprecedented catalyst development, along 

with aggressive strategies to increase the CO2 uptake flux into the reactor (i.e., new CO2 

reservoir interconversion catalysts and/or for gaseous products implementing an ultra-thin 

polymeric cathode electrolyte) to significantly enhance the diffusive CO2 flux relative to 

the value observed for natural air/ocean boundaries.  It is reasonable to surmise that the 

peak net primary productivity of plant-based photosynthesis is constrained, in part due to 

down-regulation of photosynthesis at high light intensities, to minimize the sensitivity of 

the system to atmospheric CO2 concentration and transport fluctuations, because otherwise 

these fluctuations that occur as a function of changes in the physical state of the atmosphere 

due to weather, storms, and other processes would significantly affect the CO2 

concentration in the ABL and thus the performance of the CO2RR system at the Earth’s 

surface.    

 

The CO2 flux between the ABL and the canopy layer has an effective mass transfer 

coefficient, σ2 = 0.44 cm s-1 that is comparable to the mass transfer coefficient, σ1, at the 

troposphere/ABL interface.  Hence, at the CO2 flux required to sustain a 10% efficient 
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CO2RR cell at the electrode surface, a daily average CO2 concentration differential of 

260 ppm would be produced between the canopy layer and the troposphere.  Furthermore, 

the troposphere/ABL CO2 flux would limit the system efficiency to <5% at tropospheric 

CO2 concentrations of 400-500 ppm, because at peak CO2RR periods, the 

canopy/troposphere CO2 draw-down would either be over 1000 ppm, or for a 400 ppm CO2 

concentration in the troposphere, would be limited yet further by transport between the 

troposphere and the ABL.  1000 ppm of CO2 represents a larger CO2 concentration than 

has been present in the troposphere for at least the past million years, and significantly 

exceeds the atmospheric CO2 concentration projected under the most aggressive scenarios 

for growth in anthropogenic CO2 emissions for the next century.54  The lower CO2 

concentration (< 400 ppm) in the canopy layer, to which the dissolved CO2 concentration 

in electrolytes is equilibrated, would further increase the CO2 concentration overpotential 

by ~100-200 mV in the system for a 5% efficient cell operation, but at peak depletion 

would produce a much larger overpotential, because the entire ABL would be depleted of 

CO2 and thus would result in a near-zero concentration of CO2 at the electrode surface 

under such conditions. 

 

6.5.    Conclusions 

    The limited CO2 transport in the presence of bulk electrolyte layers (> 10 μm) at a 

cathode surface serves as a physical limitation to the construction of a sustainable, scalable 

solar-driven CO2RR cell with a technologically relevant efficiency that operates at pCO2= 

400 ppm.  Rapid replenishment of CO2(aq) near a cathode surface using catalysts with 

activities and reactivities analogous to the carbonic anhydrase enzymes, that enhance the 

interconversion between the bicarbonate and CO2, could hypothetically significantly 

increase the achievable steady-state limiting current density and concomitantly reduce the 

CO2 concentration overpotential for such a system.  For instance, an interconversion 

enhancement factor of 106 could in principle increase the steady-state limiting current 

density to > 20 mA cm-2 in a pH=11.2 aqueous solution.  Alternatively, a catalyst-

embedded, thin-layer architecture that minimizes the CO2 transport pathways in electrolyte 
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layers could in principle also produce large and sustainable CO2 reduction current 

densities at pCO2=400 ppm, for gas-phase products and reactants.  The CO2 flux at the 

troposphere/ABL interface and at the ABL/canopy layer interface imposes significant 

physical constraints on the realization of an efficient, sustainable, and globally scalable 

CO2RR solar-fuels system.  Large-scale implementation of CO2RR cells with a 10% solar-

to-fuel (STF) conversion efficiency for a 6-electron/6-proton CO2 reduction process would 

entail a 130 ppm steady-state drawdown of the CO2 concentration over the entire 2.5 km 

high ABL, much higher depletion of the CO2 concentration during periods of high solar 

insolation onto the reactors.  This level of CO2 depletion would have profound 

environmental impacts in the region, and would produce a system performance that was 

subject to large variability in response to the weather conditions as well as to the presence 

and intensity of storms, etc. and other conditions that affect the CO2 transport at the 

troposphere/ABL boundary as well as in the ABL. 
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C h a p t e r  V I I  

MODELING AND SIMULATION OF THE SPATIAL AND LIGHT-
INTENSITY DEPENDENCE OF PRODUCT DISTRITIONS IN AN 
INTEGRATED PHOTOELECTROCHEMICAL CO2 REDUCTION 

SYSTEM 

 

 

7.1    Introduction 

An efficient solar-driven CO2 reduction system1-5 requires effective delivery of CO2 to 

the electrode surface, selective reduction of CO2 by an active electrocatalyst at the cathode, 

adequate ionic transport between the anolyte and catholyte chambers, and robust and cost-

effective methods for separating the products.  Electrocatalysts including metals,6, 7 metal 

alloys,8 metal oxides9 and semiconductors10-12 13, 14 10, 15 have been investigated for 

electrocatalytic CO2 reduction (CO2R).  For most electrocatalysts operated in contact with 

aqueous electrolytes, the branching ratio between water reduction (i.e., the hydrogen-

evolution reaction, HER) and CO2R depends on the applied potential.9  For instance, in a 

three-electrode potentiostatic configuration, the Faradaic efficiency for the production of 

formate, HCO3
- at the surface of an oxidized Cu foil changes from 5.5% to 32.9% when 

the potential of the working electrode is changed by ~20 mV.9  In contrast to experiments 

performed using three-electrode potentiostatic configurations, the potential at the cathode 

of a full photoelectrosynthetic cell depends on the reaction kinetics at the anode surface as 

well as transport losses associated with solution resistance, electrodialysis, pH gradients, 

and CO2 concentration gradients near the surface of the cathode.  Modeling and simulation  
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has shown that many test-bed configurations for water-splitting devices produce 

spatially dependent potential distributions, with variations of > 100 mV across the electrode 

surface even under constant illumination intensity.16-19  Moreover, variation in the 

illumination intensity during operation additionally affects the solar-to-fuel (STF) 

conversion efficiency for such systems. 

 

Herein, a 2-dimensional numerical model has been developed using COMSOL 

Multiphysics to evaluate the spatial and temporal variation of the product distribution in an 

integrated photoelectrochemical CO2 reduction cell driven by triple-junction light 

absorbers operating at the Shockley-Queisser  (S-Q) limit.  The current-voltage behaviors 

and the Faradaic efficiencies of metallic Cu and Ag catalysts, respectively, for CO2R in 

0.10M bicarbonate solution (pH=6.8) 8, 20 were used to describe the reactions at the cathode.  

Due to the lack of experimental data for OER catalysts at pH=6.8 or in contact with 

bicarbonate solutions, the current-voltage behavior of a phosphate-containing CoOx, Co-

Pi, in 0.10 M K-Pi (aq) solution at pH=7.221 was used to describe the reactions at the anode.  

No membrane was included in the model, and any transport loss produced by a membrane 

separator was neglected.  The model also assumed robust separation of products, by 

neglecting reactions such as oxidation of the reduced products at the anode, reduction of 

O2 at the cathode, or recombination of product s in the solution.   

 

7.2    Modeling 

    The coupled equations under the corresponding boundary conditions for the 1-

dimensional and 2-dimensional cell architectures were solved using a commercial finite-

element program, COMSOL Multiphysics.  In the 1-dimensional cell architecture, the 

cathode and anode were arranged face-to-face and were separated by 4 mm.  In the 2-

dimensional cell architecture (Figure 7.2a), the ratio between the width of the 

photoelectrodes and the width of the entire unit cell was set to 0.9.  The electrolyte height 

above the cathode surface and below the anode surface was set to 5 mm.  A hydrodynamic 

boundary layer with a thickness of 100 μm was used to account for moderate convection 

near the photoelectrode.  To account for the convective forces in the cell, effective diffusion 



 

 

161 
coefficients for solution species were used beyond the hydrodynamic boundary layer in 

the bulk solution. 

    The current-voltage behavior of the triple-junction light absorber device was obtained 

from the Shockley-Queisser model and was subsequently fitted using the ideal diode 

relationship:  

𝐽𝐽 = 𝐽𝐽𝑜𝑜ℎ − 𝐽𝐽0[exp � 𝑒𝑒𝑉𝑉
𝛾𝛾𝑘𝑘𝑆𝑆

� − 1]                                                                              (Eq. 7.1) 

    The transport of electrons and holes within the TCO layer was described using Ohm’s 

Law: 

s s sj σ φ= − ∇                                                                                                      (Eq. 7.2) 

where sj  represents the current density, sσ  is the electrical conductivity of the TCO layer, 

and ∇𝜙𝜙𝑠𝑠 is the electric potential gradient within the TCO layer. 

The current density versus potential characteristics and the Faradaic efficiency of the 

metallic Cu and Ag catalysts for CO2R were based on experimental data 8, 21 and were fitted 

into  piecewise functions, in which the sub-functions were described by the Butler-Volmer 

relation:                 

                    (Eq. 7.3)           

where J0,OER/CO2RR is the exchange-current density for the OER or CO2RR, respectively, 

and  and  are the anodic and cathodic transfer coefficients, 

respectively, for the OER or the CO2RR.  The overpotential, η , is defined as, 

0s lη φ φ φ= − − ,                                                                                                    (Eq. 7.4)                                                                                                                                   

where sφ   and lφ   are the corresponding electric and electrolyte potential at the electrode-

electrolyte interface, and 0φ  is the equilibrium potential.  The solution transport that 
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includes diffusion, migration, convection and bulk reactions of water or buffer 

dissociation was given by the Nernst-Plank equation.  Ionic species, including protons, 

hydroxide, bicarbonate, carbonate, and potassium ions, as well as neutral species including 

water, dissolved CO2 and carbonic acid, were included in the model.  The transport loss, 

, in the system includes the solution losses, , the voltage losses associated 

with pH gradients, , and CO2 concentration gradients at the electrode surface, 

. The transport loss was given by: 

                                                            (Eq. 

7.5)                                                         
  

    The solution losses, , were calculated as the sum of the ohmic resistive loss (first 

term) and the electrodialysis loss (second term).  These losses can be expressed as:  

solution
i i i

i

Fz D cJ dx dxφ
κ κ

∇
∆ = + ∑∫ ∫   (Eq. 7.6) 

where φ  is the electric potential, κ  is the conductivity of the electrolyte, J  is the current 

density, x  is distance along the axis of the 1-D model, F  is Faraday’s constant, z  is the 

charge number, iD  is the diffusion coefficient and ic  is the molar concentration of the thi  

species, R  is the gas constant, and T  is the absolute temperature.   

    The Nernstian potential losses associated with the pH gradients, , and CO2 

concentration gradients, , at the surface of the electrodes can be expressed as: 

                                                                 

(Eq. 7.7)
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where n is number of electrons transferred in the CO2 reduction process, with n = 6 

assumed as a as favorable case for the purposes of this study. and are the 

partial pressures of CO2 at the cathode surface and in the bulk solution, respectively.
 

    The chemical reactions included in the simulation were:  

                   

          

          

         

          

with fk  and bk  representing the forward and backward rate constant, respectively, for each 

reaction. 

 

7.3    Results and Discussion 

Figure 7.1a shows the current-voltage characteristics of three triple-junction light-

absorber devices that are operating at the Shockley Queisser (S-Q) limit, as well as the 

overall load curve for Ag performing the CO2R reaction (CO2RR) and Co-Pi performing 

the OER in a 1-dimensional, face-to-face cell design.  The operational current density of 

the overall reaction, Jtotal, was determined by the crossing point between the load curve 

(black) and the power curve (green, blue or red) of the light absorber device.  The optimal 

Jtotal of 11.9 mA cm-2 was obtained at the maximum power point of the red curve (point 

A), which corresponded to a band gap combination of 2.1 eV, 1.6 eV and 1.2 eV for the 

top band gap, middle band gap and bottom band gap, respectively of the light-absorber 
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structure (Device 1).  However, the cathode overpotential at the optimal Jtotal was 1.4 

V, which led to a Faradaic efficiency of 36% for all CO2R products (CO and HCO3
-) and 

a Faradaic efficiency of 64% for H2.  The partial current density that corresponded to CO2R, 

JCO2, was thus low (4.3 mA cm-2). 

 

Figure 7.1.  (a) The calculation of the optimal Jtotal (point A) from the crossing point 

determined by the overall load-curve (black) and the power curve (red) from a triple-

junction light absorber device with an optimal band-gap combination of 2.1 eV/1.6 eV/1.2 

eV (Device 1), and the calculation of the optimal JCO2 (point B) from the crossing point 

determined by the overall load-curve and two power curves from triple junction light 

absorber devices having optimal band gap combinations of 1.9 eV/1.7 eV/1.5 eV (blue, 

Device 2), and 1.8 eV/1.4 eV/1.0 eV (green, Device 3), in a 1-dimensional cell 

configuration. (b) The overall load curve for CO2R and OER and the current-voltage 

characteristics of two ideal triple-junction light absorbers (Devices 2 and 3) under different 

illumination intensities. (c) The JCO2 (solid circle, left axis) and the Faradaic efficiency of 

CO2R (hollow triangle, right axis) as a function of the illumination intensity for two 

different triple-junction light absorbers (Devices 2 and 3) that produced the same JCO2 and 

Jtotal at a simulated light intensity of 100 mW cm-2 of Air Mass (AM) 1.5 Global 

Illumination. 
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In contrast, the blue and the green power curves, which correspond to band-gap 

combinations of 1.9 eV/1.7 eV/ 1.5 eV (Device 2) and 1.8 eV/1.4 eV/1.0 eV (Device 3), 

respectively, yielded an optimal JCO2 of 5.0 mA cm-2, even though Jtotal (point B) (5.5 mA 

cm-2) was lower than its value at point A (11.9 mA cm-2).  A series of band-gap 

combinations that produced the crossing point at point B would thus yield the optimal JCO2 

for this specific catalyst system and cell architecture.   

 

Figure 7.1b depicts the dependence of the current-voltage characteristics of Device 2 and 

Device 3 on the light intensity.  The two light-absorber structures yielded identical Jtotal and 

JCO2 values under 100 mW cm-2 of simulated Air Mass (AM) 1.5G illumination.  However, 

when the illumination intensity was decreased from 100 mW cm-2 to 20 mW cm-2, Device 

2 exhibited a larger shift in the total operational voltage, from 3.1 V to 2.5 V, than Device 

3.  Figure 7.1c shows the light-intensity dependence for Devices 2 and 3 of the Faradaic 

efficiency for CO2R.  The Faradaic efficiency for CO2R for Device 2 (blue triangles, right 

axis) varied from 93% to 55% as the light intensity varied from 100 mW cm-2 to 20 mW 

cm-2, whereas the Faradaic efficiency for CO2R for Device 3 (green triangles, right axis) 

remained nearly constant (93% to 95%) over the same range of illumination intensities.  

The JCO2 of Device 2 (blue circles, left axis) exhibited a linear dependence on the 

illumination intensity, because the crossing points between the load curve and the 

photodiode characteristic occurred in the plateau region of the photodiode curve.  In 

contrast, JCO2 of Device 3 (green circles, left axis) exhibited a weaker dependence on the 

illumination intensity, because the crossing points occurred at the rising portion of the 

photodiode curve.  Hence, even in a 1-dimensional cell architecture, the rate of formation 

of CO2R products, as well as the ratio of CO2R products to hydrogen, varied as the 

illumination intensity changed and were dependent on the choice of the light absorbers.  

The different product branching ratio under varying illumination conditions that result from 

the diurnal cycle as well as siting of a deployed system will thus have an impact on product 

mixtures as well as on requirements for product separation and collection processes in 

solar-driven CO2R devices. 
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Figure 7.2.  (a) A schematic illustration of an integrated PEC CO2 reduction cell.  (b) A 

snapshot of the electrolyte potential profile and current distribution (white arrows) of an 

integrated photoelectrochemical CO2 reduction cell under steady-state operation. [Katie, 

add the reference potential] The size of the arrow indicates the magnitude of the ionic 

current density. 

 

Figure 7.2a shows a schematic illustration of an integrated, 2-dimensional 

photoelectrosynthetic CO2 reduction cell, in which the triple-junction light-absorber (blue) 

is coated on the top by a transparent conductive oxide (TCO) layer and a CO2RR catalyst, 

and on the bottom by a TCO layer and an OER catalyst.  In this cell, a bicarbonate solution 

that contained 0.1 M NaHCO3(aq) was equilibrated with 1 atm pressure of CO2(g).  The 

concentration of CO2 in the aqueous solution was set to 34 mM, according to Henry’s law.  

The detailed cell dimensions are summarized in the Modeling section.  Figure 7.2b shows 

a snapshot of the electrolyte potential profile and the associated current distribution in the 

PEC cell.  The electrolyte potential profile was determined by iteratively solving the 

equations that describe in a two-dimensional simulation domain the current-voltage 

relationship of the light absorber, transport losses in the electrolyte, and the electrocatalytic 

performance of the catalysts.  Generally, a larger transport loss would result in a larger 

electrolyte potential difference between the cathode and anode region and would result in 

a smaller kinetic overpotential as well as a smaller operational current density at the 
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electrode surface.  As shown in Fig. 7.2b, the operating current densities for the OER 

and CO2R were concentrated at the edge of the device, due to the short ionic path length 

and the low solution resistive losses at such positions relative to other positions on the 

device.   The CO2R current density at the edge of the electrode was ~4.5 times larger than 

the CO2R current density at the middle of the electrode.  Moreover, when the electrode 

width was 1.0 cm, the potential at the cathode varied spatially by > 400 mV.   

 

Figure 7.3.  The CO2RR product distribution as a function of the normalized distance 

along 1 cm electrodes for the Cu catalyst (a) and the Ag catalyst (b) in an integrated 

photoelectrochemical CO2 reduction cell that incorporates the optimal-triple junction (2.1 

eV/ 1.6 eV/1.2 eV) light-absorber structure under 100 mW cm-2 of simulated AM 1.5G 

illumination.   

 

Figure 7.3 shows the distribution of products from water reduction and CO2R, as well as 

the partial current density for each of the major products, as a function of the normalized 

distance along the electrode, for the Cu catalyst (Fig. 7.3a) and for the Ag catalyst (Fig. 

7.3b) in an integrated PEC CO2 reduction cell under 100 mW cm-2 of simulated AM (Air 

Mass) 1.5G illumination.  Because a series of band-gap combinations would yield the same 

JCO2, the single, optimal band-gap combinations that produced the optimum Jtotal were used 

for the Cu catalyst (2.1 eV/1.6 eV/1.1 eV) and the Ag catalyst (2.1 eV/1.6 eV/1.2eV) to 
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permit evaluation of the resulting spatial distribution of the reduction products under 

such conditions. The mathematical forms of the transport losses modeled for the 2-

dimensional PEC cell are described in the modeling section, and include the resistive loss 

and electrodialysis of the electrolyte, as well as the concentration overpotentials associated 

with pH gradients and CO2 concentration gradients at the electrode surface.  Moderate 

agitation and convection of the electrolyte was assumed by taking the thickness of the 

hydrodynamic boundary layer to be 100 μm.  Consequently, under 100 mW cm-2 

illumination, the voltages losses due to pH gradients, CO2 concentration gradients, and 

electrodialysis of the electrolyte were < 100 mV for the largest electrode width. The 

resistive loss in the bicarbonate solution comprised the largest component of the transport 

loss in the system. 

 

For the Cu catalyst, H2 was the dominant (nearly 100 mol% of the total) product near the 

edge of the electrode, because of the small solution transport losses, high overpotential for 

the CO2RR, and high Faradaic efficiency for hydrogen evolution at such potentials.  In 

contrast, at the mid-point of the electrode, ~52% of the current led to H2(g).   Similar 

variations of the product distributions were observed when Ag was the CO2R 

electrocatalyst.  Thus, the spatial variation of the product distributions as shown in Fig. 7.3, 

and the resulting overall product branching ratio in full electrochemical devices, could be 

very different from the Faradaic efficiency for production of various products determined 

by three-electrode measurements under well-controlled potentials with equipotential 

electrode surfaces.  Numerical modeling of photo-reactors that have realistic dimensions, 

under realistic operating conditions, therefore is needed to obtain a firm prediction of the 

performance of the whole cell by using the intrinsic materials properties of the system in 

conjunction with the transport properties of the reactant, product and reaction media.  

 

Figure 7.4a shows the integrated current densities over the electrode width for H2 (black), 

CO (blue) and formate (red), as a function of the width of the electrode, in a cell with Ag 

as the CO2R catalyst. As the electrode width increased from 1.0 mm to 1.0 cm, the 

integrated partial current density for H2 (black) decreased from 8 mA cm-2 to 1.4 mA cm-
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2, and the integrated partial current density for CO (blue) increased slightly, from 3.5 

mA cm-2 to 4.4 mA cm-2.  The reduction in transport losses as the electrode width decreased 

resulted in the change in the integrated current densities as well as in the spatial variation 

of the product distribution.   

 

 

Figure 7.4.  (a) The integrated CO2R product distribution as a function of the electrode 

width for the Ag catalyst in the integrated PEC CO2 reduction cell that incorporates the 

optimal triple- junction light absorber structure (Device 1, 2.1 eV/ 1.6 eV/1.2 eV) under 

simulated 100 mW cm-2 of AM1.5G illumination. (b) The cathode surface potential and its 

variation as a function of the electrode width under 100 mW cm-2 of simulated AM1.5G 

illumination. (c) The partial current density for hydrogen, carbon monoxide and formate as 

a function of the normalized distance along the electrode when the electrode width of the 

cell was set to (c) 1.0 mm  and (d) 5.0 mm. 
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Figure 7.4b shows the dependence of the potential at the surface of the cathode on 

the width of the electrode, under 100 mW cm-2 of simulated AM1.5G illumination.  The 

surface potential at any particular location on the cathode was determined by the overall 

transport losses (solution resistive loss, electrodialysis of electrolyte, voltage losses 

associated with pH gradients and CO2 concentration gradients), the current-voltage 

characteristics of the light absorbers, the behavior of the OER catalyst behavior, and the 

lateral conduction properties of the TCO layers.  The spatial variation in the potential of 

the cathode produced a variable product distribution along the width of the electrode.  

Figure 7.4c and 4d show the partial current density as a function of the normalized distance 

along the electrode when the electrode width was set to 1.0 mm and 5.0 mm, respectively.  

Under constant illumination (100 mW cm-2), the cathode surface potential varied by > 400 

mV when the electrode width was 1.0 cm, but varied by < 50 mV when the electrode width 

was decreased to 1.0 mm.  The greater variation in surface potential for the larger electrode 

resulted in a greater variation in the product distribution along the surface of the larger 

electrode than the smaller electrode, and thus the two electrodes would yield different 

product distributions: the 1 mm electrode yields 65% H2, 28% CO, and 7% formate with 

a total STF efficiency of 14.8 %, while the 5 mm electrode yields 43% H2, 51% CO, and 

6% formate with a total STF efficiency of 9.9 %.  To achieve the same level of selectivity 

as in a potentiostatically controlled, “half-cell” configuration, nearly constant Faradaic 

efficiencies for the products are required across the operating voltage windows (indicated 

by the gradient bars in Figure 7.4b).  As the electrode dimension increased, the voltage 

window of required constant Faradaic efficiency also increased.   

 



 

 

171 

 

Figure 7.5.  (a) The integrated CO2RR product distribution as a function of the illumination 

intensity for the Ag catalyst in the integrated PEC CO2 reduction cell that incorporates the 

optimal triple junction light absorber structure (2.1 eV/ 1.6 eV/1.2 eV). The width of the 

electrode was set to 1.0 cm.  (b) The cathode surface potential and its variation as a function 

of the illumination intensity when the electrode width was set to 1.0 cm.  (c) The partial 

current density for hydrogen, carbon monoxide and formate as a function of the normalized 

distance along the electrode under (c) 20 mW cm-2 illumination and (d) 60 mW cm-2 of 

simulated AM1.5G illumination when the electrode width was set to 1.0 cm. 

 

Figure 7.5a shows the integrated current densities over the electrode width for H2 (black), 

CO (blue) and formate (red) as a function of the illumination intensity, with Ag as the 

CO2RR catalyst.  The integrated partial current density for all of the products increased as 

the illumination intensity increased.  However the partial current density did not scale 
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linearly with the illumination intensity.  The product distribution also varied due to the 

non-monotonic product distribution produced by the Ag catalyst as a function of potential.  

Figure 7.5b shows the cathode surface potential and its variation as a function of the 

illumination intensity, when the electrode width was set to 1.0 cm.  Furthermore, Figure 

7.5c and 5d show the detailed partial current density of H2 (black), CO (blue) and formate 

(red) as a function of the normalized distance along the electrode under 20 mW cm-2 and 

60 mW cm-2, respectively, of simulated AM 1.5G illumination.  For an integrated PEC cell 

having this specific design, with an electrode width of 1.0 cm under varying illumination 

intensities, achieving the same product selectivity as in a potentiostatically controlled 

three-electrode, “half-cell” configuration would require a constant CO2R Faradaic 

efficiency for potentials in the range between 0.98 V and 1.50 V vs. the reversible hydrogen 

electrode (RHE).  Note that the selectivity of the CO2R catalyst in this study was defined 

as maintaining the ratios of Faradaic efficiencies among all of the various reduced products 

in the system.  Depending on the end-use of the reduced products, a mixture of carbon-

containing products, including products in liquid or gaseous phases or both, could be 

valuable.  The model described herein can be used to design the cell geometry to produce 

the desired product branching ratios in a realistic PEC cell under various illumination 

conditions. 

 

7.4    Conclusions 

In summary, integrated photoelectrosynthetic CO2R cells will require a different triple-

junction light absorber to optimize JCO2 than the light-absorber structure that optimizes 

Jtotal.  The partial current densities for each of the reduction products will depend on the 

electrode dimensions and on the illumination intensity.  The surface potential variation in 

a realistic cell under varying light intensities, relative to a potentiostaticallly controlled, 

“half-cell” configuration, would require catalysts with a substantial voltage window within 

which the Faradaic efficiency for each product remains unchanged.  For example, a cathode 

voltage window of ~ 400 mV with constant Faradaic efficiency for each product is required 

for an integrated PEC architecture with an electrode width of 1.0 cm under varying 

illumination conditions. 
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C h a p t e r  V I I I  

MODELING THE PERFORMANCE OF A FLOW-THROUGH GAS 
DIFFUSION ELECTRODE FOR ELECTROCHEMICAL REDUCTION 

OF CO OR CO2 

 

 

8.1    Introduction 

Electrochemical CO2 or CO reduction is often performed in aqueous electrolytes, such 

as bicarbonate or carbonate solutions.  The low solubility of CO2 and CO in aqueous 

solutions, in conjunction with the values of the liquid-phase diffusion coefficients of CO2 

and CO, consequently constrains the attainable current densities for CO2 or CO reduction.  

For example, at various nanostructured electrodes in aqueous solutions, the geometric 

current densities for CO reduction are limited to  < 1 mA cm-2.1-4 The low mass-transport-

limited current density in aqueous systems is consistent with Fick’s law of diffusion, with 

a mass-transport-limited current density for CO reduction (COR) of ~ 0.81 mA cm-2 at a 

boundary layer thickness of ~100 µm.   

One approach to increasing the operating current density of the electrode is to 

substantially reduce the thickness of the boundary layer.5 Gas-diffusion electrodes (GDEs) 

provide an opportunity to effectively reduce the boundary-layer thickness to hundreds of 

nanometers.  Two general types of GDE configurations have been constructed and studied.   
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In one configuration, no gas flow-through occurs at the GDE/electrolyte interface, 

and the pressure differential is regulated between the gaseous compartment and the liquid 

compartment.6-9 A similar flow-by pattern can also be achieved by the use of a membrane 

electrolyte that is directly bonded to GDEs, e.g., a membrane-electrode-assembly 

(MEA).10, 11 Alternative configurations involve flow-through of gaseous reactants from the 

GDE/electrolyte interface into the bulk liquid electrolytes.12-16 The flow-by configurations 

have been modeled, simulated17, 18 and are analogous physically to oxygen reduction 

electrodes in fuel cells, whereas the behavior of the flow-through configuration has not 

been evaluated or modeled quantitatively. The major focus of this study was to understand 

the local reaction rates and pH profiles for COR and to reveal challenges for CO2 utilization 

due to the highly alkaline local environments within GDEs. The concept of a gas/vapor-

fed cell for electrochemical reactions, such as N2 or CO2 fixation, and COR, has been 

considered extensively.  Various configurations of GDEs have been designed and tested 

for CO2R or COR over a range of operating pHs and electrolytes.6-9, 11, 14, 19-21 For example, 

highly active and stable Sn-based GDEs have been reported for selective formate 

generation,22 and Cu-based GDEs have shown enhanced selectivity and activity for CO2R 

at abrupt junctions.6 Recently, Cu-nanoparticle-based GDEs in a flow-through 

configuration exhibited a partial current density of 50.8 mA cm-2 for C2H4 generation using 

CO as the feedstock.13 Two general types of GDE configurations have been constructed 

and studied.  In one configuration, no gas flow-through occurs at the GDE/electrolyte 

interface, and the pressure differential between the gaseous compartment and the liquid 

compartment is regulated.6-9 A similar flow-by pattern can also be achieved by the use of 

a membrane electrolyte that is directly bonded to GDEs, e.g., a membrane-electrode-

assembly (MEA).10, 11 Alternative configurations involve flow-through of gaseous 

reactants from GDE/electrolyte interface into the bulk liquid electrolytes.12-16 The flow-by 

configurations have been modeled, simulated17, 18 and are analogous physically to oxygen 

reduction electrodes in fuel cells, whereas the behavior of the flow-through configuration 

has not been evaluated or modeled quantitatively. Herein the geometric partial current 

densities and Faradaic efficiencies (FEs) for COR and CO2R in a flow-through gas 

diffusion electrode (GDE) were simulated and compared to aqueous planar electrodes.  
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Substantial increases in electrochemical reaction rates and Faradaic efficiencies were 

observed when such flow-through GDE’s were used as compared to aqueous solutions, 

especially for COR.  For CO2R, the chemical reaction between CO2 and the locally alkaline 

electrolyte within GDEs contributed to substantial CO2 loss at high overpotentials. 

8.2    Modeling 

A catalyst-layer domain (100 μm) and a bulk liquid-electrolyte domain (100 μm) were 

modeled for the flow-through GDE (Figure 8.1). The yellow region and the bubble was a 

proper illustration of the flow-through GDEs evaluated because in the experimental 

demonstration23, the GDE was facing down and gaseous CO2 or CO was forced through the 

electrodes. 

 

 
Figure 8.1    (a) A schematic illustration of a flow through gas diffusion electrode (GDE). 

(b) A schematic illustration of the catalyst layer containing an agglomerate catalyst, gas 

channel, and aqueous electrolyte. 

 

    The bulk liquid-electrolyte layer was modeled as a stagnant liquid layer with a thickness 

of 100 μm, in which transport of electrolyte species was controlled by the diffusion and 

migration terms in the Nernst-Plank equation:  
𝜕𝜕𝑐𝑐𝑖𝑖
𝜕𝜕𝑜𝑜

+ ∇ ∙ (−𝐷𝐷𝑜𝑜∇𝑐𝑐𝑜𝑜 − 𝑧𝑧𝑜𝑜𝑢𝑢𝑚𝑚,𝑜𝑜𝐹𝐹𝑐𝑐𝑜𝑜∇𝑉𝑉) = 𝑅𝑅𝑜𝑜,                                                                      (Eq. 8.1) 

where Di, ci, zi and um,i are the diffusion coefficient, concentration, charge number, and 

mobility, respectively, of species i within the electrolyte, and Ri is chemical/electrochemical 
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reaction rate of the corresponding species. For an electrolyte at pH=14, the only chemical 

reaction considered was water dissociation:  

. 

For an electrolyte at pH=8, three additional reactions were included in the model for the 

phosphate buffer solution:  

, 

, 

. 

    In this Eq 8.1, the second and third term on the left side represents diffusion and migration, 

respectively. These two, along with the electrochemical/chemical reaction (Ri) would affect 

the species transport throughout the GDE catalyst layer and the bulk liquid solution layer. 

We did not model the double layer structure at the electrode/electrolyte interface in this study, 

consequently, no discontinuity is present in the electric potential throughput the modeling 

domain. The migration term was considered throughout the study. For example, different 

operating conditions (pH 8 vs pH 14, COR vs CO2R) were studied under different applied 

voltage and, a) H+ is non-negligible, b) even when H+ barely exists, OH- is non-negligible, 

along with other co-cations.  The migration term was therefore always included in the 

simulation. The continuity equation and mass conservation were assumed for all electrolyte 

species at the catalyst layer/bulk electrolyte interface.  The dissolved CO concentration at the 

catalyst layer/bulk electrolyte interface was determined by the CO pressure at the interface.  

At the outer bulk electrolyte layer, constant concentrations of all electrolyte species at the 

initial conditions were assumed, due to the high convective fluxes beyond the stagnant liquid 

layer.  The current collector was assumed to be an insulator for all electrolyte species. 

The catalyst layer consisted of three components (Figure 8.1b): the gas channel domain (gas 

phase), the electrolyte domain (liquid phase) and the agglomerate catalyst domain (mixed 
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phase).  In the gas channel domain, Darcy’s law was used to describe the gas flow in the 

porous gas channel:   

𝑞𝑞 =  − κ
µ
∇𝑝𝑝,                                                                                                                    (Eq. 8.2) 

where q is the flux and κ and µ are the intrinsic permeability and viscosity, respectively, of 

the medium.  ∇𝑝𝑝  represents the pressure gradient along the gas channel. The inlet gas 

pressure in the GDE catalyst layer was set to 1 atm.  Before exiting into the bulk electrolyte 

domain, under operation, CO supplied through the gas channel can be electrochemically 

reduced at the agglomerate catalyst domain.  

 

    In the electrolyte domain within the catalyst layer, two types of liquid layers were 

modeled: a thin liquid layer with a thickness of 200 nm that surrounds the agglomerate, and 

a “bulk” liquid layer which was 10 vol. % of the catalyst layer during steady-state operation.  

The liquid layer was responsible for the reactant transport to the agglomerate catalyst, while 

the “bulk” liquid electrolyte was responsible for the ionic transport to the bulk electrolyte 

during the operation.  At the thin liquid layer/gas channel interface, Henry’s law was used to 

determine the concentration of the dissolved CO, the majority of which was supplied to the 

agglomerate catalysts:   

𝐶𝐶 = 𝑘𝑘𝑃𝑃𝑔𝑔𝑟𝑟𝑠𝑠 ,                                                                                                                     (Eq. 8.3) 

where C is the solubility of the gas at a fixed temperature (taken to be room temperature in 

this work) in a particular solvent, k is the Henry’s law constant and  𝑃𝑃𝑔𝑔𝑟𝑟𝑠𝑠  is the partial 

pressure of the gas. 

 

    In the agglomerate catalyst domain, three microscopic components were modeled to 

describe the catalyst:  the carbon black domain was used as the current collector to supply 

electrons into the GDE, the ionomer domain with a micro-porosity of 0.2 was used as the 

transport medium for dissolved CO and electrolyte species, and a metal catalyst was bonded 

to the carbon black as the active site for CO reduction. Effective diffusion coefficients were 

used in the agglomerate catalyst for CO and for all electrolyte species within the ionomer 

domain.  The effects of CO dissolution and transport limitations in the porous catalyst 
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agglomerates were approximated by an efficiency factor, E, using Thiele’s modulus, 

mL.24 For a first-order irreversible reaction with a spherical interior surface in the 

agglomerate model, the efficiency factor was given by:25  

𝐸𝐸 =
1

tanh (3𝑏𝑏𝑚𝑚)−
1

3𝑏𝑏𝑚𝑚

𝑚𝑚𝐿𝐿
, in which 𝑚𝑚𝑚𝑚 = 𝑚𝑚�

𝑘𝑘
𝐶𝐶𝐶𝐶𝐶𝐶
0 𝐷𝐷𝑜𝑜𝑟𝑟𝑟𝑟

  .                                       (Eq. 8.4 and Eq. 8.5) 

Here, L represented the characteristic length of the agglomerates, and for the sphere geometry 

was given by: 

𝑚𝑚 = 𝑂𝑂
3
,                                                                                                                              (Eq. 8.6) 

where R is the radius of the agglomerate particle, 𝐶𝐶𝐶𝐶𝐶𝐶0  is the dissolved CO concentration at 

the gas channel and thin liquid-layer interface, and Deff is the effective CO diffusion 

coefficient within the ionomer domain. The reaction rate for a specific electrochemical 

reaction, k, was described as: 

𝑘𝑘 = 𝑚𝑚𝑜𝑜𝐶𝐶,𝐶𝐶𝐶𝐶𝐶𝐶
𝑛𝑛𝑧𝑧

exp (− α𝐶𝐶,𝐶𝐶𝐶𝐶𝐶𝐶𝑧𝑧
𝑂𝑂𝑆𝑆

η𝐶𝐶𝐶𝐶𝑂𝑂),                                                                                 (Eq. 8.7) 

where A is the specific active surface area for the agglomerate model, which is defined as the 

total agglomerate particle surface area divided by the volume of the gas diffusion electrode. 

F is Faraday’s constant, R is the universal gas constant, T is the absolute temperature, n is 

the number of electrons in each reaction, and η𝐶𝐶𝐶𝐶𝑂𝑂  is the overpotential of each reaction, 

which is the difference between an electrochemical reaction’s thermodynamically 

determined reduction potential and the potential at which the redox process is observed 

experimentally. For COR, two reaction pathways, CO reduction to CH4 and CO reduction to 

C2H4, were considered within the catalyst layer. The pH-dependent kinetics for both 

reactions were measured experimentally and fitted to a Butler-Volmer relation:1 

𝑖𝑖(𝐶𝐶2𝐻𝐻4) = 𝐽𝐽𝑒𝑒𝑒𝑒𝑒𝑒𝑝𝑝 �−
𝛼𝛼𝑜𝑜𝑧𝑧�𝑂𝑂−𝑂𝑂0�

𝑂𝑂𝑆𝑆
�,                                                                                    (Eq. 8.8) 

𝑖𝑖(𝐶𝐶𝐻𝐻4) = 𝐽𝐽𝑚𝑚[𝐻𝐻+]𝑒𝑒𝑒𝑒𝑝𝑝 �− 𝛼𝛼𝑏𝑏𝑧𝑧�𝑂𝑂−𝑂𝑂0�
𝑂𝑂𝑆𝑆

�,                                                                           (Eq. 8.9) 

where i is the current density in mA cm-2.  The parameters 𝛼𝛼𝑒𝑒  and 𝛼𝛼𝑚𝑚  are the transfer 

coefficients for C2H4 and CH4 formation, respectively, and were estimated as 0.35 and 1.33 

from Figure 8.2(a).  The constants Je and Jm were 1.18 x 10-8 mA cm-2 and 3.47 x 10-18 mA 

cm-2, as calculated from the presented linear correlations. 
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Figure 8.2     (a) The intrinsic kinetics used in the agglomerate model for COR and the HER. 

(b) The geometric partial current densities for CH4 and C2H4 generation in an aqueous planar 

electrode at two pH values. (c) Geometric partial current densities for CH4 and C2H4 

generation in the flow-through GDE at two pHs. (d) Faradaic efficiencies for CH4 and C2H4 

generation using an aqueous planar electrode or a flow-through GDE. 

 

    When the attainable current densities were plotted versus the potential of the standard 

hydrogen electrode (SHE), the intrinsic kinetics assumed in the model for CO reduction to 

CH4 were pH-dependent whereas the intrinsic kinetics vs SHE for CO reduction to C2H4 

were independent of pH. This behavior occurs because the rate-determining step for CH4 

generation is a proton-coupled electron transfer reaction, whereas the rate-determining step 

for C2H4 is independent of the pH of the electrolyte. The volumetric current density of COR 

in the catalyst layer, 𝑗𝑗𝐶𝐶𝐶𝐶𝑂𝑂 , was generated from the two electrochemical reductions listed 

above: CO to C2H4 and CO to CH4. The volumetric current density of each reaction was 

described as: 
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𝑗𝑗𝐶𝐶𝐶𝐶𝑂𝑂 = 𝑛𝑛𝐹𝐹( 1

δ
𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶

0 𝐷𝐷𝑜𝑜𝑟𝑟𝑟𝑟
+ 1
𝑘𝑘𝑘𝑘

),                                                                                        (Eq. 8.10) 

where δ is the thickness of the thin liquid layer that surrounded the sphere. And A is the 

specific area. Two parallel paths for CO/CO2 to diffuse to the active catalyst are assumed: 

a) diffusion through the thin liquid layer around the agglomerate particle, so that the thickness 

of the thin liquid layer is important; b) diffusion into the agglomerate particles, in which case 

the radius of the agglomerate sphere is important. 

 

    In addition to CO reduction, the hydrogen-evolution reaction (HER) also can occur within 

the catalyst layer domain. Previous experimental data (Figure 8.2a) were used to model the 

partial volumetric current density generated due to the HER, and representative values of the 

exchange current density for the HER of 0.010 mA cm-2 and a transfer coefficient of 0.258 

were taken from the literature.25 The data were fitted using the Butler-Volmer equation:25  

𝑖𝑖(𝐻𝐻𝐸𝐸𝑅𝑅) = 𝑖𝑖0_𝑆𝑆𝑂𝑂𝑂𝑂exp (𝛼𝛼𝑆𝑆𝑂𝑂𝑂𝑂𝜂𝜂𝑆𝑆𝑂𝑂𝑂𝑂),                                                                             (Eq. 8.11) 

where 𝑖𝑖0_𝑆𝑆𝑂𝑂𝑂𝑂  is the exchange-current density for HER, 𝛼𝛼𝑆𝑆𝑂𝑂𝑂𝑂  is the transfer coefficient, and  

𝜂𝜂𝑆𝑆𝑂𝑂𝑂𝑂  represents the overpotential for this electrochemical reaction. The corresponding 

volumetric current density, 𝑗𝑗𝑆𝑆𝑂𝑂𝑂𝑂 , is then obtained by multiplication of the specific active 

surface area for the agglomerate model. 

 

Potential has been applied to drive the electrochemical reaction within the GDE catalyst 

layer. No extra electric potential has been applied to influence migration in the device. The 

equilibrium potential represents an interplay between the partial volumetric current densities 

that determine the rest potential when several electrochemical processes are proceeding 

simultaneously. The thermodynamic potentials for the reduction of CO to C2H4 and CH4 are 

-0.34 V and -0.25 V, correspondingly, vs NHE at pH 7, and the equilibrium potential of the 

HER is 0 V vs RHE. When a specific potential is been applied, these three electrochemical 

reactions proceed simultaneously but have different overpotentials due to their different 

thermodynamic potentials. 
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    The total volumetric current density generated from electrochemical reactions in the 

catalyst layer was expressed as: 

𝑗𝑗𝑜𝑜𝑜𝑜𝑜𝑜𝑟𝑟𝑜𝑜 = 𝑗𝑗𝐶𝐶𝐶𝐶→𝐶𝐶𝑆𝑆4 + 𝑗𝑗𝐶𝐶𝐶𝐶→𝐶𝐶2𝑆𝑆4 + 𝑗𝑗𝑆𝑆𝑂𝑂𝑂𝑂 .                                                                           (Eq. 8.12) 

    This total volumetric current density contributes to the electrochemical reaction rate for 

𝑆𝑆𝐻𝐻−  within the ionomer domain in the catalyst layer: 

𝑅𝑅𝐶𝐶𝑆𝑆−_𝑒𝑒𝑜𝑜𝑒𝑒𝑐𝑐𝑜𝑜𝑟𝑟𝑜𝑜𝑐𝑐ℎ𝑒𝑒𝑚𝑚 = 𝑗𝑗𝑜𝑜𝑜𝑜𝑜𝑜𝑟𝑟𝑜𝑜/𝐹𝐹,                                                                                       (Eq. 8.13) 

𝑅𝑅𝐶𝐶𝑆𝑆− = 𝑅𝑅𝐶𝐶𝑆𝑆−_𝑒𝑒𝑜𝑜𝑒𝑒𝑐𝑐𝑜𝑜𝑟𝑟𝑜𝑜𝑐𝑐ℎ𝑒𝑒𝑚𝑚 + 𝑅𝑅𝐶𝐶𝑆𝑆−_𝑐𝑐ℎ𝑒𝑒𝑚𝑚.                                                                     (Eq. 8.14) 

For other species in the ionomer domain, the 𝑅𝑅𝑜𝑜_𝑒𝑒𝑜𝑜𝑒𝑒𝑐𝑐𝑜𝑜𝑟𝑟𝑜𝑜𝑐𝑐ℎ𝑒𝑒𝑚𝑚  term is absent, thus: 

𝑅𝑅𝑜𝑜 = 𝑅𝑅𝑜𝑜_𝑐𝑐ℎ𝑒𝑒𝑚𝑚.                                                                                                                (Eq. 8.15) 

 

    When CO2 is used as the supply gas instead of CO, a CO2 acid/base equilibrium in aqueous 

electrolytes is also present. In this work, initial conditions were set to 1 M 𝐻𝐻𝐶𝐶𝑆𝑆3−  and 

therefore the initial pH was 7.8.  The CO2 concentration at equilibrium was calculated as 

33.6 mM based on Henry’s law. Other than water dissociation, the following chemical 

reactions were also considered: 

 

     

    The CO2 to CO reaction is not the rate-limiting step in CO2 reduction reactions;27-30, 

consistently, almost identical reduction products have been observed experimentally for CO2 

reduction and CO reduction31. Due to the lack of systematic experimental data for CO2 

reduction kinetics at various local pH values at the electrode surface, the kinetic parameters 

for CO2 reduction were obtained by replacing the concentration of CO with CO2. For CO2 

reduction, the simulation did not take into account the generation of formate as an 

intermediate, in accordance with observations for many Cu based catalysts27-29. The chemical 

reaction rates for CO2 within the highly alkaline GDE structures should be independent of 
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the product branching ratios for CO2 reduction and should only be affected by the total 

operating current density, which determines, the rate of hydroxide generation in the GDE. 

The standard FEM solver in the COMSOL multi-physics package was used to obtain the 

modeled electrochemical behavior.  The maximum element size and the maximum element 

growth rate for this 1-D model were 10 nm and 1.4, respectively. A relative tolerance of the 

corresponding variable of 0.001 was applied as the convergence criterion for all simulations. 

 

 k1f = 108 s-1
  

k1b = 1019 M-1 s-1 

 
k2f = 107 s-1 

k2b = 1.32x109 M-1 s-1 

 
k3f = 107 s-1 

k3b = 1.62x1014 M-1 s-1 

 
k4f = 107 s-1 

k4b = 4.68x1019 M-1 s-1 

 
k5f = 0.036 s-1 

k5b = 7.83x104 M-1 s-1 

 
k6f = 2.23x103 M-1 s-1 

k6b = 4.85x10-5 s-1 

   
k7f = 2.5 s-1 

k7b = 5x1010 M-1 s-1 

  
k8f = 6x109 M-1 s-1 

k8b = 1.2 s-1 

Table 8.1       Forward and backward rate constants used in the modeling. 

 

𝐷𝐷𝑆𝑆+ 9.31 x 10-5 cm2 s-1 
Diffusion coefficient of 

𝐻𝐻+ 

𝐷𝐷𝐶𝐶𝑆𝑆+ 5.26 x 10-5 cm2 s-1 
Diffusion coefficient of 

𝑆𝑆𝐻𝐻+ 
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𝐷𝐷𝐶𝐶𝐶𝐶 1.02 x 10-5 cm2 s-1 
Diffusion coefficient of 

CO 

𝐷𝐷𝐶𝐶𝐶𝐶2 1.92 x 10-5 cm2 s-1 
Diffusion coefficient of 

CO2 

𝐷𝐷𝑆𝑆𝐶𝐶𝐶𝐶3−  1.185 x 10-5 cm2 s-1 
Diffusion coefficient of 

𝐻𝐻𝐶𝐶𝑆𝑆3− 

𝐷𝐷𝑆𝑆2𝑃𝑃𝐶𝐶4− 0.879 x 10-5 cm2 s-1 
Diffusion coefficient of 

𝐻𝐻2𝑃𝑃𝑆𝑆4− 

𝐷𝐷𝑆𝑆𝑃𝑃𝐶𝐶42− 0.439 x 10-5 cm2 s-1 
Diffusion coefficient of 

𝐻𝐻𝑃𝑃𝑆𝑆42− 

𝐷𝐷𝑃𝑃𝐶𝐶43− 0.612 x 10-5 cm2 s-1 
Diffusion coefficient of 

𝑃𝑃𝑆𝑆43− 

𝐷𝐷𝑆𝑆3𝑃𝑃𝐶𝐶4  0.879 x 10-5 cm2 s-1 
Diffusion coefficient of 

𝐻𝐻3𝑃𝑃𝑆𝑆4 

A 1 x 105 m-1 
Specific active surface 

area 

𝛼𝛼𝑒𝑒 0.35 
transfer coefficient for 

C2H4 formation 

𝛼𝛼𝑚𝑚 1.33 
transfer coefficient for 

CH4 formation 

𝛼𝛼𝑆𝑆𝑂𝑂𝑂𝑂  0.258 
transfer coefficient for 

HER 

𝐽𝐽𝑒𝑒  1.18 x 10-8 mA cm-2 
Constant present in Eq 

(8.8) for C2H4 formation 

𝐽𝐽𝑚𝑚 3.47 x 10-18 mA cm-2 
Constant present in Eq 

(8.9) for CH4 formation 

𝑖𝑖0_𝑆𝑆𝑂𝑂𝑂𝑂  0.01 mA cm-2 
Exchange current density 

for HER 

Table 8.2       Kinematic parameters used in the simulations. 
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8.3    Results and Discussion 

    Figure 8.2a shows the intrinsic kinetics used in the model at two different pHs for COR 

and the HER, for both the planar electrode and the GDE.  As described by Eq. 8.8 and Eq. 

8.9, the partial current density for C2H4 generation was independent of the operating pH, 

while the partial current density for CH4 generation shifted by ~360 mV vs SHE, according 

to the Nernst equation.   Figure 8.2b shows the simulated partial current densities for CH4 

generation and C2H4 generation as a function of the applied potential at a planar electrode in 

an aqueous electrolyte with moderate stirring, with the hydrodynamic boundary layer at the 

planar electrode set to 100 μm.  The limiting current density for COR was 1 mA cm-2 for an 

initial pH value of 14 and was 1.9 mA cm-2 for an initial pH of 8.  At high overpotentials, the 

partial current density associated with COR to C2H4 was nearly zero at both pH values, due 

to the competing reactions for CH4 generation and limited CO supply from the bulk solution. 

Furthermore, Figure 8.2b and Figure 8.2c indicate that beyond -1.8 V vs. SHE the partial 

current density for the planar electrode for CO reduction reached a plateau, and the plateau 

current density was ~1 mA cm-2. In contrast, for the GDE configuration, the partial current 

density associated with COR reached the same value at -1.25 V vs. SHE. For the planar 

electrode, this partial current density is dominated by CH4 generation, but for the GDE 

configuration the partial current density is dominated by C2H4 generation. 

Figure 8.2d shows the Faradaic efficiencies for the planar electrode and the flow-through 

GDE, respectively, in the pH=14 electrolyte.  In the flow-through GDE configuration, the 

Faradaic efficiency for C2H4 generation exhibited a maximum of 28.3% at an electrode 

potential of -1.55 V vs. SHE, whereas the maximum Faradaic efficiency for CH4 was 24.8% 

at -1.7 V vs. SHE.  With a planar electrode under the same initial conditions, the maximum 

Faradaic efficiencies for C2H4 and CH4 were 11.9% at -1.3 V vs. SHE and 1.8% at -1.65 V 

vs. SHE, respectively. In both the GDE and planar electrode configurations, the maximum 

Faradaic efficiencies for methane and ethylene occurred at mutually different overpotentials.  

The maximum FEs for COR occurred at more positive potentials for the planar electrode 

configuration than for the GDE configuration.  At large negative potentials (<-1.6 V vs. 

SHE), the current densities at the planar electrode approached the mass- transport-limited 
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current densities for COR and consequently a large enhancement of the FEs for C2H4 

generation (from 1.8% to 24.8%) were observed in the flow-through GDE configurations 

relative to the planar configurations.  In general, with the GDE configuration, the Faradaic 

efficiencies for production of both ethylene and methane were larger than on than the planar 

electrode, attesting to the strong dependence of the Faradaic efficiency on mass transport. 

 

 
 

Figure 8.3    (a) Spatially resolved pH profile for a planar electrode and a GDE, at two pH 

values.  (b) Volumetric generation rates in a GDE of CH4 and C2H4 during COR at two pH 

values. 

 

    The spatially resolved pH profiles and volumetric generation rates for COR were modeled 

and simulated at two different pHs under moderate overpotential (-1.65 V vs. SHE) and the 

assumption of a high CO coverage. In the flow-through GDE at pH=8, due to the high 

operating current density of the GDE, a large pH differential of 4.5 was observed within the 

bulk electrolyte layer relative to the planar electrode (Fig. 8.3a).  Within the catalyst layer in 

the flow-through GDE, the pH increased by 1.8, from 12.5 to 14.3.  Although the GDE 

nominally operated under near-neutral pH conditions (bulk pH=8), during operation and 

under moderate overpotentials, the local pH within the catalyst layer was highly alkaline, 

even with 1.0 M buffer in the electrolyte.  When the initial pH was set to 14, the pH increased 
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by 0.9 in the flow-through GDE configuration, compared to 0.01 in the planar electrode.  

Figure 8.3b indicates that the volumetric generation rate of C2H4 along the catalyst layer in 

the flow-through GDE configuration was independent of pH and was also not dependent on 

location in the catalyst layer, due to the intrinsic kinetics (Eq. 8.8).  In contrast, the volumetric 

generation rate of CH4 was substantially lower as the distance towards the current collector 

decreased, where the local pH was high and the solution was locally highly alkaline.  

Moreover, the volumetric generation rate of CH4 also increased when the initial pH of the 

electrolyte was set to pH = 8.   

 

Figure 8.4     Current density for CO reduction as a function of different (a) effective 

boundary layer thicknesses and (b) agglomerate radii.  

    In the flow-through GDE configuration, the limiting current density for COR, with an 

initial pH value of 14, reached 370 mA cm-2, 737 mA cm-2 and 1460 mA cm-2 with an 

effective boundary layer thickness of 200 nm, 100 nm and 50 nm, respectively (Figure 8.4a). 

Decreasing the boundary layer thickness resulted in an increased CO reduction current 

density because the effective diffusion length of CO was reduced accordingly.  At high 

overpotentials, the limiting partial current density was inversely proportional to the thickness 

of the boundary layer, because in those cases, CO diffusion was the dominant factor in the 

rate of CO reduction.  As shown in Figure 8.4b, decreasing the agglomerate radius had a 

similar effect on the CO reduction rate as decreasing the effective boundary layer thickness. 
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Low CO2 utilization efficiencies have been observed for aqueous-based electrochemical 

CO2 reduction, due to bicarbonate crossover in cells that utilize ion-selective membranes.32  

The flow-through GDE configuration presents additional constraints that impede effective 

utilization of CO2.  Figure 8.5a shows the spatially resolved pH profile for CO2R at three 

different potentials in 1 M bicarbonate electrolyte at pH=7.8.  At the electrode/electrolyte 

interface, the pH values increased to 8.06, 11.92 and 13.52, corresponding to the different 

applied potentials, whereas at the current collector site, the pH values further increased to 

8.6, 12.63 and 14.13, respectively. 

 

Figure 8.5   (a) Spatially revolved pH profile at three different potentials for CO2R. (b) 

Volumetric reaction rates at three different potentials for electrochemical CO2R and for 

chemical reaction with alkaline electrolytes. 

    The highly alkaline conditions at the catalyst layer caused locally substantial CO2 

consumption due to the acid/base equilibrium within the GDE.  Figure 8.5b shows the 

chemical and electrochemical volumetric CO2 consumption rates at three different 

overpotentials.  At a potential of -1.65 V vs. SHE, the chemical CO2 consumption rate 

increased from to 631 mol m-3 s-1 at the electrode/electrolyte interface to 3156 mol m-3 s-1 at 

the current collector site, whereas the electrochemical rate decreased from 1079 mol m-3 s-1 

to 758 mol m-3 s-1. When the applied potential was -2.5 V vs. SHE, the chemical volumetric 

CO2 consumption rates along the catalyst layer were at least an order of magnitude higher 
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than the corresponding electrochemical rates. At very low overpotentials (-1 V vs. SHE) 

that resulted in the pH within the flow-through GDEs being close to the bulk pH due to the 

low operating current density, the chemical consumption of CO2 was negligible. In contrast, 

at large overpotentials, substantial CO2 loss within the flow-through GDEs was observed due 

to the chemical consumption of CO2 in the highly alkaline environment.  

For a flow-through configuration, the gas supply was assumed to be sufficient to maintain a 

stable ~ 1 atm gas pressure within the catalyst layer. 

8.4    Conclusions  

Flow-through GDEs provide an effective approach to increase the limiting current 

density for COR or CO2R relative to planar or nanostructured electrodes, with the internal 

structure within the GDE playing an important role in the electrochemical behavior. 

Limiting partial current densities for both C2H4 and CH4 generation were essentially 

constant as the initial electrolyte conditions were varied. Substantial increases in Faradaic 

efficiencies for COR or CO2R are also expected in the flow-through GDEs relative to 

traditional planar electrodes, especially at large overpotentials.  The local CO or CO2 

concentration, the local pH at the reaction site, the pH-dependent kinetics of the catalysts, 

and the detailed agglomerate catalyst morphology all played important roles in determining 

the volumetric reaction rates for COR or CO2R.  For CO2R at relatively large 

overpotentials, the pH within the flow-through GDEs is highly alkaline even with buffered 

electrolytes, with the highly alkaline local pH contributing to substantial CO2 loss due to 

the acid/base equilibrium within the GDE. 
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A p p e n d i x  A  

SUPPLEMENTARY FIGURES AND DISCUSSION 
 

 
A.1    The schematic illustration of a nanostructured electrode 

 

 
 

Figure A1    A schematic illustration of a nanostructured electrode  

 
 
A.2    Comparison of the simulation results between nanostructured- and planar 

electrode  

 
An aqueous based, nanostructured electrode, illustrated in Figure A1, was modeled and 

simulated, and very similar limiting current density values for COR were observed relative 

to planar electrodes. The low limiting current density for COR at aqueous planar and 

nanostructured electrodes is consistent with many previous observations, in which the partial 

current density for COR is limited to ~1 mA cm-2.1-4  The pH dependent kinetics for COR 

and the local CO concentration for the catalytic reaction were responsible for the different 

product branching ratios at large negative potentials.  For example, the highly alkaline local 

environment for the nanostructured electrode (Fig. A2b) relative to the planar electrode 
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substantially reduced the rate of CH4 generation as the electrode potential became more 

negative. As a result, in the nanostructured electrodes the partial current density for CH4 

generation was on the same order of magnitude as the partial current density for C2H4 

generation (Fig. A2a). In contrast, in the flow-through GDE configuration, the limiting 

partial current densities for C2H4 generation and CH4 generation were 158 mA cm-2 and 212 

mA cm-2, respectively, in electrolytes with two different pHs. The high electrochemically 

active surface area (ECSA) and the small effective boundary layer thickness within the 

catalyst layer were responsible for the substantial increase in the attainable current densities 

for COR relative to a planar electrode.  

 

Figure A2    (a) The geometric partial current densities for CH4 and C2H4 generation under 

the initial pH of 14 in both nanostructured- and planar electrode. (b) The spatially resolved 

pH and CO concentration for a nanostructured at different overpotentials. 

 

A.3    Comparison of HER performance under low CO coverage and under high CO 

coverage for a GDE configuration 

A low CO coverage within the catalyst layer has been assumed in the main text. To model 

the HER performance under high CO coverage, the transfer coefficient was decreased to 

10% of its original (0.01) value. The CO coverage had little effect on the partial current 

densities (Figure A3(a)). For either low or high coverages of CO, the maximum Faradaic 
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efficiencies for methane and ethylene production occurred at mutually different 

overpotentials. With an electrolyte having an initial pH of 14, the difference in overpotential 

for maximum Faradaic efficiency between methane and ethylene became larger (by 19.2%) 

as the assumed CO coverage increased. Figure A3(b) shows that the Faradaic efficiency had 

a strong dependence on the CO gas coverage. At high CO coverage, the maximal methane 

and ethylene Faradaic efficiencies were ~50% and ~75%, respectively, but the Faradaic 

efficiencies were < 30% for low CO coverage. 

 

 
 

Figure A3     (a) The geometric partial current densities and (b) The Faraday efficiencies for 

CH4 and C2H4 generation under different assumptions of CO coverage in the catalyst layer 

(@HER stands for low CO coverage and @0.1HER stands for high CO coverage)  

 

A.4 Using bicarbonate to produce electrolyte with an initial pH=8 for a GDE 

configuration 

    In addition to using phosphate buffer, bicarbonate was also used to produce an electrolyte 

with an initial pH = 8. The partial current density for C2H4 generation was independent of 

the operating pH, and thus did not depend on the buffer species. Under low to moderate 

overpotentials, due to the higher buffer strength, the partial current density for CH4 

generation was higher with phosphate buffer than with bicarbonate buffer (Figure A4).  In 

contrast, at high overpotentials, the GDEs reached the same plateau of current density, 212 
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mA cm-2, in either buffered electrolyte because the current density was primarily 

determined by diffusion of CO(g) to the spherical surface.  

 

Figure A4   The geometric partial current densities for CH4 and C2H4 generation with 

phosphate buffer and bicarbonate buffer, both under the initial pH value of 8. 

 

A.5    The volumetric product generation rates from CO2 reduction within GDE 

    As shown in Figure A5, at -1.65 V vs. SHE, the volumetric generation rate of C2H4 was 

independent of position and remained at 37 mol m-3 s-1 within the GDE, due to the lack of 

dependence of the rate on the local pH. In contrast, the volumetric generation rate of CH4 

increased from 697 mol m-3 s-1 to 1047 mol m-3 s-1 as the local pH at the electrode/electrolyte 

interface decreased from 12.6 to 11.9. 
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Figure A5       The volumetric product generation rates from CO2 reduction as a function of 

position within GDE at -1.65 V vs. SHE.  

 

A.6    Dependence on gas supply of GDE performance 

   When the gas supply is not large enough, the extreme case, i.e., the nanostructured 

electrode configuration, was simulated. At -1.4 V vs SHE, the partial current density for CO2 

reduction was 9.11 mA cm-2 for sufficient CO2 gas supply; 8.41 mA cm-2 for a fixed gas 

supply of 1 mol cm-2 s-1; and 7.36 mA cm-2 for the nanostructured electrode configuration. 

Thus, sufficient gas supply, moderate gas supply, and no gas supply cases, respectively, have 

been evaluated for an electrode potential of -1.4 V vs SHE. The resulting difference in terms 

of partial current density for CO2 reduction due to the different types of gas supply has been 

shown. The generation of gaseous products (CH4, C2H4 or H2) was assumed to have minimal 

effects on transport within the GDEs. The CO2 concentration distribution was simulated for 

all of these cases (Fig. A6). The total current density generated at -1.65 V vs. SHE from 

CO2R under 1 atm in the catalyst layer from the flow-through GDE was > 5000 mA cm-2, 

whereas for a planar electrode configuration, the limiting current density for CO2R was < 20 

mA cm-2. 
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Figure A6       The CO2 concentration as a function of position inside GDEs with different 

kinds of CO2 supply at 1.4 V vs. SHE. 

 

A.7    Dependence on water content and water displacement of GDE performance 

    The performance of GDEs was also dependent on the water content and water 

displacement within the structure.  As the water content in the GDE layer changed from 10% 

to 5%, the C2H4 generation rate remained the same as previously analyzed due to its lack of 

dependence on the local pH, but the CH4 generation rate decreased substantially.   In contrast, 

the partial current density associated with the HER increased substantially. For example, at 

-1.4 V vs. SHE, the partial current density of CH4 generation is 14.5 mA cm-2 with 10% 

water content, and decreased to 1.52 mA cm-2 with 5% water content, whereas the partial 

current density associated with the HER increased from 4.2 mA cm-2 to 177 mA cm-2.  

    At this specific potential, Figure A7 shows the local OH- concentration within the GDE 

under these assumptions of mutually differing two water content. As the water content 

decreased, the OH- transferred with a smaller diffusion coefficient, which resulted in a higher 

OH- concentration with the catalyst layer and eventually led to a lower partial current density 

for CH4 generation and a higher partial current density related.to the HER. 
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Figure A7       The OH- concentration as a function of position inside GDEs with two different 

water content assumptions at -1.4 V vs. SHE. 
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A p p e n d i x  B  

EQUATIONS IN CYLINDRICAL COORDINATES 
 

 

B.1    Simplified Euler-Euler model (axisymmetric) 
a. Momentum equation: 

r-component: 

∅𝑜𝑜𝜌𝜌𝑜𝑜 �
𝜕𝜕𝑢𝑢𝑜𝑜,𝑟𝑟
𝜕𝜕𝜕𝜕 + 𝑢𝑢𝑜𝑜,𝑟𝑟

𝜕𝜕𝑢𝑢𝑜𝑜,𝑟𝑟
𝜕𝜕𝜕𝜕 + 𝑢𝑢𝑜𝑜,𝑧𝑧

𝜕𝜕𝑢𝑢𝑜𝑜,𝑟𝑟
𝜕𝜕𝑧𝑧 �

= −
𝜕𝜕𝑝𝑝
𝜕𝜕𝜕𝜕 −

2
3
𝜕𝜕
𝜕𝜕𝜕𝜕 �∅𝑜𝑜𝜇𝜇𝑜𝑜 �

𝑢𝑢𝑜𝑜,𝑟𝑟
𝜕𝜕 − 2

𝜕𝜕𝑢𝑢𝑜𝑜,𝑟𝑟
𝜕𝜕𝜕𝜕 +

𝜕𝜕𝑢𝑢𝑜𝑜,𝑧𝑧
𝜕𝜕𝑧𝑧 ��

+
𝜕𝜕
𝜕𝜕𝑧𝑧 �∅𝑜𝑜𝜇𝜇𝑜𝑜 �

1
𝜕𝜕
𝜕𝜕𝑢𝑢𝑜𝑜,𝑟𝑟
𝜕𝜕𝑧𝑧 +

𝜕𝜕𝑢𝑢𝑜𝑜,𝑧𝑧
𝜕𝜕𝜕𝜕 ��+

2∅𝑜𝑜𝜇𝜇𝑜𝑜
𝜕𝜕 (

𝜕𝜕𝑢𝑢𝑜𝑜,𝑟𝑟
𝜕𝜕𝜕𝜕 +

𝑢𝑢𝑜𝑜,𝑟𝑟
𝜕𝜕 ) 

z-component: 

∅𝑜𝑜𝜌𝜌𝑜𝑜 �
𝜕𝜕𝑢𝑢𝑜𝑜,𝑧𝑧
𝜕𝜕𝜕𝜕 + 𝑢𝑢𝑜𝑜,𝑟𝑟

𝜕𝜕𝑢𝑢𝑜𝑜,𝑧𝑧
𝜕𝜕𝜕𝜕 + 𝑢𝑢𝑜𝑜,𝑧𝑧

𝜕𝜕𝑢𝑢𝑜𝑜,𝑧𝑧
𝜕𝜕𝑧𝑧 �

= −
𝜕𝜕𝑝𝑝
𝜕𝜕𝑧𝑧 + ∅𝑜𝑜𝜌𝜌𝑜𝑜𝑔𝑔 −

2
3
𝜕𝜕
𝜕𝜕𝑧𝑧 �∅𝑜𝑜𝜇𝜇𝑜𝑜 �

𝑢𝑢𝑜𝑜,𝑟𝑟
𝜕𝜕 +

𝜕𝜕𝑢𝑢𝑜𝑜,𝑟𝑟
𝜕𝜕𝜕𝜕 − 2

𝜕𝜕𝑢𝑢𝑜𝑜,𝑧𝑧
𝜕𝜕𝑧𝑧 ��

+
𝜕𝜕
𝜕𝜕𝜕𝜕 �∅𝑜𝑜𝜇𝜇𝑜𝑜 �

𝜕𝜕𝑢𝑢𝑜𝑜,𝑧𝑧
𝜕𝜕𝜕𝜕 +

𝜕𝜕𝑢𝑢𝑜𝑜,𝑧𝑧
𝜕𝜕𝑧𝑧 �� +

∅𝑜𝑜𝜇𝜇𝑜𝑜
𝜕𝜕 (

𝜕𝜕𝑢𝑢𝑜𝑜,𝑟𝑟
𝜕𝜕𝑧𝑧 +

𝜕𝜕𝑢𝑢𝑜𝑜,𝑧𝑧
𝜕𝜕𝜕𝜕 ) 

 
    Here u represents the velocity vector, p, 𝜌𝜌  stands for the pressure and the density, 

respectively. ∅ is the phase volume fraction. 𝜇𝜇𝑜𝑜 is the dynamic viscosity of the liquid. The 

subscripts ‘l’ and ‘g’ denote quantities related to the liquid phase and gas phase, 

correspondingly. 

 

b. Continuity equation: 

𝜕𝜕
𝜕𝜕𝜕𝜕
�𝜌𝜌𝑜𝑜𝜙𝜙𝑜𝑜 + 𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔� +

1
𝜕𝜕
𝜕𝜕
𝜕𝜕𝜕𝜕
�𝜕𝜕(𝜌𝜌𝑜𝑜𝜙𝜙𝑜𝑜𝑢𝑢𝑜𝑜,𝑟𝑟 + 𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔𝑢𝑢𝑔𝑔,𝑟𝑟�+

𝜕𝜕
𝜕𝜕𝑧𝑧
�𝜌𝜌𝑜𝑜𝜙𝜙𝑜𝑜𝑢𝑢𝑜𝑜,𝑧𝑧 + 𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔𝑢𝑢𝑔𝑔,𝑧𝑧� = 0 

 

c. Gas transport equation: 
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𝜕𝜕
𝜕𝜕𝜕𝜕
�𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔� +

1
𝜕𝜕
𝜕𝜕
𝜕𝜕𝜕𝜕
�𝜕𝜕𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔𝑢𝑢𝑔𝑔,𝑟𝑟� +

𝜕𝜕
𝜕𝜕𝑧𝑧
�𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔𝑢𝑢𝑔𝑔,𝑧𝑧� = −𝑚𝑚𝑔𝑔𝑜𝑜 

 

B.2    Nernst-Planck equation (axisymmetric) 

𝜕𝜕𝑐𝑐𝑆𝑆2
𝜕𝜕𝜕𝜕 − 𝐷𝐷𝑆𝑆2 �

1
𝜕𝜕
𝜕𝜕𝑐𝑐𝑆𝑆2
𝜕𝜕𝜕𝜕 +

𝜕𝜕2𝑐𝑐𝑆𝑆2
𝜕𝜕𝜕𝜕2 +

𝜕𝜕2𝑐𝑐𝑆𝑆2
𝜕𝜕𝑧𝑧2 � + �𝑢𝑢𝑜𝑜,𝑟𝑟

𝜕𝜕𝑐𝑐𝑆𝑆2
𝜕𝜕𝜕𝜕 + 𝑢𝑢𝑜𝑜,𝑧𝑧

𝜕𝜕𝑐𝑐𝑆𝑆2
𝜕𝜕𝑧𝑧 � = 𝑅𝑅𝑆𝑆2 

 
    Here 𝐷𝐷𝑆𝑆2  and 𝑐𝑐𝑆𝑆2  are the diffusion coefficient and concentration, respectively, of H2 

within the electrolyte, 𝑅𝑅𝑆𝑆2  is associated with the mass transfer rate between two phases, 

𝑅𝑅𝑆𝑆2 = −𝑚𝑚𝑔𝑔𝑜𝑜/𝑀𝑀. 

 

B.3    Boundary conditions for the two-phase flow (axisymmetric) 
a. At the electrode-electrolyte interface: 

𝑢𝑢𝑜𝑜 ∙ �̂�𝑧 = 0, 

which means the liquid velocity component normal to the electrode surface is zero. 

𝑚𝑚𝑔𝑔𝑟𝑟𝑠𝑠,𝑜𝑜𝑛𝑛 =
|𝐽𝐽|𝑓𝑓𝐺𝐺𝑀𝑀
𝑧𝑧𝐹𝐹 , 

where 𝑚𝑚𝑔𝑔𝑟𝑟𝑠𝑠,𝑜𝑜𝑛𝑛 represents the gas mass flux, 𝐽𝐽 is the cathodic current density. M and z are the 
molecular weight and the charge number of the gas, respectively. 𝑓𝑓𝐺𝐺  is the percentage of the 
product gas transferred into the gaseous phase adhering to the electrode surface.  
 

b. On the vertical wall: 
𝑢𝑢𝑜𝑜 = 0,  
which means no slip condition for the liquid. 
𝜕𝜕
𝜕𝜕𝜕𝜕 (𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔) = 0, 
Which means no gas flux towards the vertical wall. 
 

c. At the top of the boundary layer: 

𝑢𝑢𝑜𝑜 ∙ �̂�𝑧 = 0, 

which means the liquid velocity component normal to the electrode surface is zero. 
𝑢𝑢𝑔𝑔𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔 = (𝑢𝑢𝑔𝑔𝜌𝜌𝑔𝑔𝜙𝜙𝑔𝑔 ∙ �̂�𝑧)�̂�𝑧, 
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which means at the top of the interface layer is gas outlet. 
  

B. 4    Boundary conditions for Nernst-Planck equation (axisymmetric) 
a. At the electrode-electrolyte interface: 

𝑛𝑛𝑟𝑟𝑜𝑜𝑠𝑠𝑠𝑠𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟,𝑜𝑜𝑛𝑛 =  |𝐽𝐽|(1−𝑒𝑒𝐺𝐺)
𝑧𝑧𝑧𝑧

, 
where 𝑛𝑛𝑟𝑟𝑜𝑜𝑠𝑠𝑠𝑠𝑜𝑜𝑜𝑜𝑜𝑜𝑒𝑒𝑟𝑟,𝑜𝑜𝑛𝑛 stands for the dissolved hydrogen influx. 
 
 

b. On the vertical wall: 
𝜕𝜕𝑐𝑐𝑆𝑆2
𝜕𝜕𝜕𝜕 = 0, 

which means no flux condition for dissolved hydrogen. 
 

c. At the outer bulk electrolyte layer: 
Dissolved hydrogen concentration at the initial conditions were assumed, 
𝑐𝑐𝑆𝑆2,𝑜𝑜𝑢𝑢𝑜𝑜𝑒𝑒𝑟𝑟 = 𝑐𝑐𝑆𝑆2

0 . 
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