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ABSTRACT

This thesis presents studies of different schemes to probe and manipulate quantum
matter using light with an aim to discover novel routes to efficiently control the
properties of quantum materials. A special focus is placed on developing new
schemes utilizing light-matter interactions (1) to modify exchange interactions in
magnetic insulators, and (2) to probe and modify band topology in quantum matter.

In part II, new schemes are presented to probe local band topology of Bloch bands.
First, we study the effects of time-dependent band topology on adiabatic evolution
of a Bloch wavepacket. We find that it results in an electric-field analog in semi-
classical equation of motion, and can be demonstrated in a honeycomb lattice by
varying the sublattice offset energy. We then extend these methods to include
non-adiabatic processes, and found interesting connections between the anomalous
drift during band excitation and a quantum geometric quantity known as shift-
vector. We generalize the concept of shift-vector to include different kinds of band
transition protocols beyond light induced dipole transitions. The idea of electric-field
analog and the shift-vector are then combined to develop a novel charge pumping
scheme. Motivated by these interesting consequences of band topology in non-
adiabatic processes, we study shift-current response in moiré materials, and find
that the highly topological nature of flat bands along with their very large unit cells
significantly enhances these shift-vector related effects. This response also displays
a strong dependence on interaction induced changes in band structure and quantum
geometric quantities. These results suggest that shift-current response can possibly
serve as a very reliable probe for interactions in twisted bilayer graphene. In addition
to studying consequences of band topology on single-particle transport, we also
consider Berry curvature effects on exciton transport. We find that the non-trivial
band topology of underlying electron and hole bands allows us tomanipulate excitons
with a uniform electric field. We examine the conditions necessary to observe such
transport and propose that transition metal dichalcogenide heterobilayers with moiré
structure can prove an ideal platform for these effects.

In part III, we propose novel drive protocols based onmanipulating orbital and lattice
degrees of freedom in quantum materials with light. We found that light induced
changes in orbital hybridization and their electronic energies results in a significant
change in exchange interactions in quantummagnets. We also accounted for the role
of ligands in periodically driven quantum magnets, and found that the predictions
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made by the minimal model based on direct-hopping can be wrong in certain
regimes of drive parameters. This understanding of light induced modifications in
ligand-mediated exchange interactions was used to explain the phase shift observed
in coherent phonon oscillations of CrSiTe3 upon the onset of short-range spin
correlations. We also demonstrate that light induced coherent lattice vibrations can
provide a new route to realize space-time symmetry protected topological phases.
Our results suggest that manipulating additional degrees of freedom (not included
in commonly employed minimal models of periodically driven systems) with light
can provide novel routes for ultrafast control of quantum materials.
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A.3 Transverse drift during three different band switching steps. For the
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Band structure for the interacting case with Hartree corrections at
different fillings, (c,d) contributions to second-order conductivity
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(a) Bandstructure for non-interacting twisted bilayer graphene for
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to second-order conductivity as a function of frequency shown in
units of average gap between two flat bands. (c) FD contribution
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6.1 Schematic of an interlayer exciton with electron and hole bound to

opposite layers. When the valence and conduction bands have the
same Berry curvature, the anomalous velocity of the electron and
hole E4/ℎanom points in the same direction, resulting in a net transverse
drift of the exciton. . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.2 Semiclassical dynamics for harmonic potential. Average. per Bloch
cycle in units of the lattice constant 0 plotted against � and ^ for
� = 0.04 eV (top) and � = 0.4 eV (bottom) for topological bands
(<0 = 1.4 eV). The white dashed curve shows 2

√
2�^ separating

the harmonic oscillator regime (dark blue) from the Bloch oscillator
regime (red) in the case of topological bands. Note that the G-axis is
in units of eV/02 and H-axis is in units of V/0, where 0 is the lattice
constant. For � = 0.25V/a, 0 = 8 nm, a transverse displacement of
50 indicates an anomalous velocity, EHanom. ≈ 3 × 106 m/s. . . . . . . 112

6.3 Semiclassical dynamics for harmonic potential. Average. per Bloch
cycle in units of the lattice constant 0 plotted against � and ^

for � = 0.04 eV (top) and � = 0.4 eV (bottom) for trivial bands
(<0 = 2.4 eV). The white dashed curve shows 2

√
2�^ separating

the harmonic oscillator regime (dark blue) from the Bloch oscillator
regime (red) in the case of topological bands. The Bloch oscillator
regime is reduced, comparatively, for trivial bands. . . . . . . . . . . 113

6.4 Semiclassical dynamics for Coulombic potential. Same phase dia-
gram as in Fig. 6.2 for Coulombic interaction with � = 0.04 eV. For
0 � � (top) the phase diagram is similar to that in Fig. 6.2. For
0 = � (bottom), there is an increased Bloch oscillation regime com-
pared to the harmonic potential case. The top G-axis in blue indicates
the absolute scale of ^ in meV/nm2. The Berry curvature profile is
again similar to that of Eq. (6.17) with the same parameters as in
Fig. 6.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
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6.5 Semiclassical dynamics for Coulombic potential. Same phase dia-
gram as in Fig. 6.3 for Coulombic interaction with � = 0.04 eV. For
0 � � (top) the phase diagram is similar to that in Fig. 6.2. For
0 = � (bottom), there is an increased Bloch oscillation regime com-
pared to the harmonic potential case. The top G-axis in blue indicates
the absolute scale of ^ in meV/nm2. The Berry curvature profile is
again similar to that of Eq. (6.17) with the same parameters as in
Fig. 6.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
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Fig. 6.2 simulated for exact dynamics with � = 0.04 eV and harmonic
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remaining parameters the same as in Fig. 6.2. The white dashed
curve again corresponds to the semiclassical boundary between the
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in Fig. 6.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.7 Exact dynamics for Coulombic potential: topological bands. Same
phase diagram as in Fig. 6.2 simulated for exact dynamics with
� = 0.04 eV and Coulombic potential for 0 = �/5 (top) and 0 = �
(bottom). The exciton ground state corresponds to both electron and
hole occupying the upper band of Eq. (6.17) with the same parameters
as in Fig. 6.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.8 Exact dynamics for Coulombic potential: trivial bands. Same phase
diagram as in Fig. 6.2 simulated for exact dynamics with � = 0.04 eV
and Coulombic potential for 0 = �/5 (top) and 0 = � (bottom). The
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C.1 Intermediate semiclassical dynamics. The top panel plots average .
per Bloch cycle when ΔΩE24 (k) ≠ 0. To give the electron and hole
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0 =

1.2 eV. The other parameters are the same as in Fig. 6.2. The dashed
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in Fig. 6.2. In the bottom panel, we compare transverse drift in H as
a function of time for equal (middle) and different (bottom) electron
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C.6 Schematic of simulation procedure. Top: We start with two copies
of a two-band Hamiltonian. Bands shown in dashed line are fully
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7.1 Phonon-assisted space-time engineering: (a) Promotion of mirror
symmetry to a time-glide symmetry (b) A schematic of our proposal
for class Dwhere a phononmode shown by black arrows can give rise
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7.2 Band structure for <0 = l/2 + 1, Δ = 0.9, l = 4.8, ! = 15, 1 =
0.15, and U0 = 0.5 with periodic boundary conditions in H direction
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7.8 Band structure around l/2 for Floquet Hamiltonian (up to two Flo-
quet sectors) of Eq.D.23. At :H = 0 for C0 = 2.4, C1 = 1.2, C3 =
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D.13 Spectra around l/2 for a sample where the upper two edges have
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8.1 Floquet engineering of spin exchange interactions using ligand or-
bitals: Spin exchange interactions are typically mediated by non-
magnetic ligand ions. Left Panel: Virtual hopping of electrons from
one magnetic ion (M) to another via two orbitals (A and B) of the
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replicas shown in green”). This splits the exchange channels and
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8.2 Change in magnetic coupling vs. drive strength Ω from numerics
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8.4 Effect of different parameters on the change in magnetic coupling
strength as a function of drive amplitude Ω for * = 4.04+ , �� =

0.84+ , *1 = * − 2�� , and l0 = 0.914+ when not specified. These
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detuning where a significant change can be seen at extremely small
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E.1 Two possible spin exchange processes when the hopping between
two metal sites is mediated via ligand orbitals. Gray panels show
virtual intermediate states with their energies relative to the ground
state with one spin on each metal site. Here, the ligand ion has two
orbitals, and as a result there are many other channels available for
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E.4 Change in magnetic coupling as a function of Ω/X for metal orbital
scheme. For the special case where C01 = 0, these changes depend
on the hybridization between � and � orbitals which is a function of
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9.1 Periodic drive effect on magnetic coupling. Changes in the spin

exchange interaction energy for different neighbors as a function of
the drive parameter Z0 (in terms of E field magnitude, one unit on
this scale can be read as 1+/) for two different values of */l. The
changes are larger for smaller values of*/l as expected from Eq. 9.3.196

9.2 Magnetic ground state of effective Hamiltonian. (a) Change in the
magnetic coupling strength ratio as a function of the drive parameter,
and (b) same change shown by a red arrow on the phase diagram [318].197
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9.4 AF coupling via one ligand ion. Spin exchange between two sites
(denoted by 8) with one spin on each via orbital � of the ligand ion.
There is no direct hopping between two metal sites, but the spin can
hop between metal site and the orbital � for very small values of
bond angle U. This superexchange mediated by a non-magnetic ion
gives rise to AF interactions between two spins at sites denoted by 8. 199
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of drive parameter for different values of charge transfer gap �3 , when
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6 phonon oscillation phase (top) and amplitude (bottom) ex-
tracted from the (Δ'/'>B2) data. The former was extracted through
fitting and the red line is a guide to the eye. The latter was extracted
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C h a p t e r 1

GENERAL INTRODUCTION

“Light, as a radiant energy of creation, started the ring-dance of atoms in a diminu-
tive sky, and also the dance of the stars in the vast, lonely theatre of time and
space.”– Rabindranath Tagore

The last two decades have witnessed an exponential growth in the field of quantum
simulations, quantum control, and quantum materials. On the one hand, artificial
solids, especially the field of ultracold atomic gases has matured to a stage where it
can be used to reliably simulate quantum many-body systems with unprecedented
precision. The increased ability to manipulate atoms with light has enabled us to
realize and study quantum phase transitions in a highly controllable manner. This
progress has proved immensely beneficial for understanding and realizing topolog-
ical phases of matter, many of which were previously considered inaccessible. On
the other hand, the zoo of quantum materials is expanding rapidly, and heralds the
promise of highly manipulable platforms with immense functionalities. These ma-
terials provide an exceptional platform to study a wide range of symmetry-broken,
topological, and quantum many body phenomena [354]. The properties of these
quantum materials are dictated by the interplay of electronic kinetic energy and
interactions between spin, charge, lattice, and orbital degrees of freedom. In order
to exploit quantum advantages of these materials in next generation technology,
it is imperative to develop an in-depth understanding of interactions between the
underlying degrees of freedom and discover new routes to control and tune their
properties on demand. Many of their properties can be tuned by chemical doping,
heterostructuring, or by applying static external perturbations like pressure, strain,
or electrostatic gating [21]. Such methods are commonly employed to induce super-
conductivity and study metal-insulator phase transitions [385]. However, the slow
time-scales and cumbersome experimental setups needed to execute these meth-
ods limit their applications in high-speed technologies. With the advent of powerful
lasers capable of reaching E field as high as 108−109+<−1 in THZ frequency range,
ultrafast control of quantum materials with light is emerging as another promising
route to control and understand these materials. Light-matter interactions have been
used extensively for coherent manipulation of quantum many-body systems in op-
tical lattices which have led to realization of many inaccessible phases. Motivated
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by this success of the AMO community, condensed matter physicists are now on
a quest to discover new schemes to restructure the energy landscape and quantum
states in solids by leveraging light-matter interactions.

1.1 Probing band topology
In addition to electronic kinetic energy and interactions between different degrees
of freedom, the quantum geometry of the electronic wavefunctions is another aspect
which is playing an increasingly important role in predicting the properties of
quantum materials [377]. Non-trivial band topology of Bloch bands can manifest
in many different signatures like the Quantum Hall effect (QHE) in the absence of
a magnetic field, precise quantization of some transport coefficients, robust gapless
edge modes or zero-energy corner modes. The anomalous Hall transport is a very
well-established and a very prominent signature of non-trivial band signature. It
relies on non-zero Berry curvature which can be considered an analog of magnetic
field in momentum space. This naturally raises the question of whether we can
define an analog of other electrodynamics quantities. In Chapter 4, we extend
this analogy to define an electric field analog in reciprocal space which arises from
the time-dependent Berry connection. We explore the term in the semiclassical
equation of motion that gives rise to this phenomenon, and show that it can lead to
anomalous drift in wave-packet motion. We then propose that such an effect can
be demonstarted in graphene by varying the sublattice offset energy in an adiabatic
manner. This anomalous drift arising from the change in band-topology inspired us
to explore the consequences of time-dependent band population when a wavepacket
is excited from one band to another. As a result, we extended these methods to
include non-adiabatic processes, and found that the anomalous drift during band
excitation was directly proportional to a quantum geometric quantity known as
shift-vector. This quantity depends on the difference of Berry connection in two
bands involved in the transition. We generalize the concept of shift-vector to include
different kinds of band transition protocols and find that the nature of drive is also
an important deciding factor for the shift-vector. We then combine this idea of
electric-field analog and the shift-vector to develop a novel charge pumping scheme
based on a cycle comprised of adiabatic and non-adiabatic steps.

Most of the signatures of quantum geometry depend on global band topology,
and quite often cannot be revealed without breaking the time-reversal symmetry.
However, in two-dimensional quantum materials like graphene or transition-metal
dichalcogenide (TMDs) monolayers and bilayers, there are regions of non-trivial
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quantum geometry in momentum space even though the global band topology
characterized byChern number in these setups is trivial. Thismakes them insensitive
to commonly employed topology probes based on QHE or gapless edge states. As
a result, the non-trivial quantum geometry of these materials is revealed only when
illuminated by circularly polarized, which breaks time-reversal symmetry [254,
257]. One can ask if the aforementioned shift-vector based anomalous drift can
be used to probe non-trivial band topology in TRS preserving systems. It was
shown in Ref. [317] that the shift-vector can have important implications on second-
order optical responses. Recently, it has been found responsible for the giant
bulk photovoltaic effect in many materials.The effect arising from this shift-vector
manifests in second-order optical response, and is commonly known as shift-current.
The magnitude of this quantity depends on the size of unit cell in real space, and
thus can lead to a large response in moiré materials. We pursue this direction
in Chapter 5 and study how this shift-current response is affected by different
parameters and electron-electron interactions of twisted bilayer graphene.

Furthermore, quantum geometry signatures are not limited to single-particle trans-
port, but can have important consequences for collective excitations like excitons
and plasmons as well [327, 191, 329, 406]. The non-trivial quantum geometry of
underlying Bloch bands can manifest as non-hydrogenic features in exciton spectra
of TMDs [329, 406]. It can also give rise to the anomalous Hall effect of excitons
in the presence of non-uniform electric fields. With the ever-expanding field of
highly controllable VdW heterostructures, we can engineer different kinds of band
structures and band topologies. We show in Chapter 6 that certain band structures
can offer the possibility to transport transport excitons with a uniform electric field.
We posit that this effect can be demonstrated for intervalley excitons in systems with
a narrow electronic bandwidth and a large unit cell in real space, and found that
moiré TMDs might be an ideal candidate for such studies.

1.2 Ultrafast control of quantum matter
A central goal of condensed matter physics is to discover new pathways to control
and understand the properties of materials around us. The intense research activity
in the field of quantummaterials and recent advancements in light based technology
are paving the way for utilizing light-matter interactions to manipulate quantumma-
terials. Light-induced changes in solids can be either thermal like simple melting
of thermal states by laser-induced heating or non-thermal like carrier excitations
between different bands, coherent resonant excitation of collective lattice or charge
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density vibrations, dynamical modification of hopping parameters, etc. One par-
ticular class of non-thermal phenomena which can be described by a time-periodic
perturbation has found immense applications in coherent manipulation of quantum
many-body systems. It is commonly known as Floquet engineering.

Floquet engineering has been touted as a very powerful technique to control and
tune the properties of quantum matter. At the basis of this scheme is the mod-
ification of electronic or atomic wavefunctions through photon dressing. In the
last decade, it has been used extensively to manipulate quantum matter in optical
lattices [89]. It has been invoked in a variety of contexts like achieving dynamical
localization [91], engineering artificial gauge fields for neutral atoms [243, 149,
332, 9], demonstrating dynamical phase transitions [397], and most successfully
in realizing topological phases like the Haldane model in optical lattices with no
equilibrium counterparts [155]. These methods are now gaining popularity in solid
state physics [21, 257], and this enthusiasm to adopt Floquet engineering is further
boosted by recent experimental realization [226] of light-induced topological phase
in graphene. Although, we can use the simple toy models as periodically driven op-
tical lattices in certain cases, quantum materials are significantly more complicated.
There are many intertwined degrees of freedom like spin, charge, lattice, or orbital
degree of freedom, and they couple to EM fields in different ways. One of the main
goals of this thesis is to understand how we can manipulate these additional degrees
of freedom with light to control the properties of quantum materials. As an exam-
ple, we consider the case of light induced modifications of exchange interactions in
transition metal based magnetic insulators. The minimal model for antiferromag-
netic exchange modification assumes direct hopping between neighboring sites and
considers only one orbital on each spin site. We extend the minimal model based on
direct-hopping modification [227] to include ligand-mediated exchange processes.
In Chapter 8, we explore the possibility of manipulating the ligand orbital degree
of freedom with light. We demonstrate that the light-induced orbital hybridization
can result in a significant change in exchange interactions with drive requirement
similar to the direct-hopping models. It is well known that multi-orbital nature
of 3 orbitals on TM ion sites can have significant ramifications on electronic and
magnetic properties of transition metal compounds. We demonstrate that exciting
a coherent lattice vibration can mix 3 orbitals which in turn allow us to control
exchange interactions. These effects can be observed at somewhat weaker drive
amplitudes, and hence pave the way for more efficient driving schemes.



6

Another very interesting aspect of periodically driven systems is that the temporal
degree of freedom can act as an artificial spatial dimension. It was first shown in
Ref. [221], that this analogy can be exploited to construct a higher dimensional
Floquet system from a low dimensional static system. Similar ideas were invoked
to demonstrate that Floquet Hamiltonian can also exhibit space-time symmetries
which expand the topological classification [270]. This allows for the existence
of novel topological phases with no static counterparts. These Floquet topological
phases rely on the symmetry promotion action of drive, and hence are different from
traditional Floquet schemes where the drive breaks certain non-spatial symmetries.
Although, these ideas have been existing for a while but a toymodel for realization of
such phases using the ingredients offered by typical quantum materials was lacking.
In Chapter 7, we present how a coherent phonon mode can be used to realize such
phases by promoting a reflection symmetry to a time-glide symmetry.

One important feature of Floquet engineering is that the "engineered Hamiltonian"
exists only when the drive is on, and can be tuned in real-time by modifying the
drive parameters. However, there are other light-induced phenomena where the
irradiated system cannot be simply described by a time-periodic Hamiltonian. For
instance, if the light is resonant with some electronic transitions, it can change
the charge distribution in the quantum material which can change the system in a
more complicated way when interactions are involved. This kind of modification
can affect several properties of the quantum materials. In Chapter 10, we applied
this approach to predict a novel route for non-thermal modification of exchange
interactions in magnetic insulator CrSiTe3. In this transition metal trichalcogenide,
light-induced charge transfer transition can excite electrons from 3 orbitals of Cr
ion to ? orbital in Te. Using a molecular toy model, we calculate its effect on
ferromagentic (FM) exchange interactions between two Cr ions, and show that this
charge transfer excitation results in a significant enhancement of FM coupling. The
exchange striction arising from modified magnetic coupling manifests as a phase
change in phonon oscillationswhichwere detected experimentally in a time-resolved
coherent phonon spectroscopy [294].
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C h a p t e r 2

QUANTUM GEOMETRY

“The surprise in everything is that quantum mechanics is so much richer than we
ever dreamed.” - Duncan Haldane

About 60 years ago, Panchratnam made a surprising discovery that decades later
changed the course of solid-state physics. He observed that when the polarization
state of a light beam was varied in a cyclic manner, it resulted in a phase shift which
depended purely on the geometric properties of the path traced by the polarization
state on the Poincaré sphere [265]. Two decades later Sir Michael Berry discovered
a similar phase change for the adiabatic and cyclic evolution of a quantum state and
popularized this concept of geometric phases in quantum systems [33]. This phase,
which later came to be known as Berry phase, soon found applications in many other
fields including atomic and molecular physics, cosmology, nuclear physics, optics,
and solid state physics. A fortuitous meeting between Barry Simon and Michael
Berry inspired Simon to investigate the connection of this phase to abstract mathe-
matical concepts in algebraic topology. Barry Simon found that the Berry phase has
a very elegant explanation in terms of the connection of fiber bundles representing
the wavefunction of quantum states and could be interpreted as the holonomy of
this Hermitian line bundle [316]. On the basis of this newly found link between
math and physics, Barry Simon also explained the connection between Berry phase
and quantized Hall conductance [349]. This elegant mathematical framework not
only explained the ubiquity of geometric phases in quantum mechanics, but also
provided a new basis for the classification of quantum matter. Most importantly,
these concepts of quantum geometry, when applied to electronic wavefunctions in
quantummatter, led to a paradigm shift in our understanding of crystalline materials.
Additionally, these quantum geometrical aspects can drastically alter the physical
properties of quantum materials [377]. In order to predict and harness these quan-
tum geometrical aspects, we need new probes to extract more information about
these features.

In the first part of this thesis, we explore different methods in which local band
geometry can be probed using light. In this part, we mainly look into probes which
depend on time-dependence of such phases or the signatures of quantum geometry
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in non-equilibrium processes.

In this chapter, we provide the theoretical background needed to understand how
light can be used as a probe to study quantum geometric properties of Bloch bands.
We discuss the significance of the quantum geometry of wavefunction on material
properties. We start by focusing on the simplest manifestation of quantum geometry,
i.e, Berry phase. We then proceed to identify the mathematical and physical aspects
of quantum geometry in Bloch bands.

This chapter draws heavily upon the references [377, 361, 266]. Henceforth, they
will not be explicitly cited unless necessary.

2.1 Background
The Berry phase is the geometric phase accumulated during the adiabatic and cyclic
evolution of a quantum state. In order to understand how this phase arises in quantum
mechanics, let us consider a system described by Hamiltonian

� = � (λ) (2.1)

where_ = (_1, _2, ..._# ) is a set ofN time-dependent parameters. The instantaneous
eigenstates of this Hamiltonian satisfy

� (λ) |=λ〉 = Y= (λ) |=λ〉 . (2.2)

If the system starts in a non-degenerate eigenstate and these parameters are changed
in a cyclic and adiabatic manner, the system remains in the same instantaneous
eigenstate, i.e.,

|Ψ= (C)〉 = 48q(C) |=λ〉 (2.3)

where the time-dependent phase q(C) has two kinds of contributions

q(C) = qdyn + W. (2.4)

The first term is known as the dynamical phase factor which depends on time-
evolution of energy eigenvalue and is given by

qdyn = −
1
ℏ

∫ C

0
Y= (C′)3C′ (2.5)

and the second term is of purely geometric origin which depends only on the path
traced by λ in parameter space and satisfies:

3W=

3C
= 8 〈=λ | ∇λ |=λ〉 ·

3λ

3C
. (2.6)
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The geometric phase accumulated during a cyclic process can be expressed as a path
integral in λ parameter space

W= =

∮
C
3λ · A= (λ) (2.7)

where A= = 〈=λ | ∇λ |=λ〉 is known as Berry connection. It is a gauge-dependent
quantity with transformation given by

|=λ〉 → 48U(_) |=λ〉 =⇒ A→ A − m

mλ
U. (2.8)

This phase can be considered an analog of the Aharanov-Bohm (AB) phase [4]
which appears when a charged particle is moved around a closed loop with non-zero
magnetic flux. In the case of AB phase, the acquired phase can be calculated either
from the line integral of the EM vector potential or from the magnetic flux threading
the loop. This analogy can thus be exploited to express the geometric phase in terms
of a gauge-field tensor (analog of magnetic field) quantity derived from the Berry
connection

Ω=8 9 =
m

m_8
�=9 (λ) −

m

m_ 9
�=8 (λ). (2.9)

This field is known as the Berry curvature, and by applying the Stoke’s theorem, we
can express geometric phase as

W= =

∫
S
3_8 ∧ 3_ 9 1

2
Ω=8 9 (λ). (2.10)

The Berry curvature is a gauge invariant quantity which is local in parameter space.
Its locality implies that its effects are not limited to cyclic adiabatic processes and
can manifest non-cyclic processes as well.

Simple example of Berry phase
So far, we considered the geometric phase and related quantities in a very abstract
manner for a generic parameter spaceλ. Physically, these phases arise in amultilevel
systemwith non-degenerate eigenstates when the Hamiltonian is tuned adiabatically
in a continuous manner. One simple and very illustrative example is the time-
evolution of a Spin-1/2 particle in a slowly varying uniform magnetic field. Let us
consider that the magnetic field strength remains fixed and its direction n̂ is changing
with time. The dynamics of this system is governed by

� = −6B · S (2.11)
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where 6 is the gyromagnetic ratio, B = � ˆn(C), S = ℏσ/2 is the spin, and f9 are the
Pauli matrices. The instantaneous eigenstates of this Hamiltonian are given by

|↑n〉 =
(

cos \2
sin \

24
8q

)
, and |↓n〉 =

(
sin \

24
−8q

− cos \2

)
(2.12)

where n̂ = (sin \ cos q, sin \ sin q, cos \) and can be visualized as a vector pointing
in =̂ on Bloch sphere. If the system starts in eigenstate |↑n〉 and n̂ is varied along
a closed loop C parameterized by _, then the Berry phase accumulated during this
process can be expressed as

A = 8 〈↑n̂ | ∇n̂ |↓n̂〉 = −
1

sin \
sin2

(
\

2

)
q̂. (2.13)

Now, the geometric phase is
W =

∮
C

A · 3;̂ (2.14)

where on curve C, 3;̂ = 3\ \̂ + sin \3q q̂, and, the Berry curvature is given by

Ω =
1

sin \
(
sin \�q

)
=

1
2
Â . (2.15)

We can also write

W= =
1
2

∫ ∫
3\ sin \3q =

1
2
(Solid angle subtended by curve C w.r.t origin) .

(2.16)

This expression further reveals the geometric origin of this phase as it depends only
on the area enclosed by curve C. Similar phases can arise in classical systems, for
example, the geometric phase picked up by polarization vector as it moves along
a closed loop on Poincare Sphere. This connection between two very unrelated
systems has a simple interpretation in terms of anholonomy angle acquired during
the parallel transport of a vector on a curved sphere. Another important point to
notice is that such phases can arise only if the system has at least a two-dimensional
Hilbert space at each point on curve C. For spin-1/2, it is just the spin degree of
freedom, and for the case of light, it is the polarization degree of freedom. This
two-dimensional vector space associated with these degrees of freedom allows for
the possibility of picking a non-zero geometric phase during a cyclic process.

Quantum geometry beyond Berry phase
The Berry phase was a remarkable discovery which brought to light the geometric
aspects of quantum evolution. However, Berry’s phase was just a special case of
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more general quantum geometrical aspects. Soon after Berry’s work, it was realized
that adiabaticity and cyclicity were not necessary to study such quantum geometric
features. The concept of Berry’s phase was generalized to non-adiabatic processes
by Aharanov and Anandan [3] who presented the geometric phase in terms of the
properties of the quantum state rather than of the parameters of Hamiltonian. It was
further generalized to approximately cyclic processes by Berry himself [34] and to
the non-cyclic case by Samuel and Bhandari [302]. In fact, the local quantity Berry
curvature does not capture the entire geometric structure of quantum evolution, but
it is the imaginary part of the more general quantity known as quantum geometric
tensor (QGT) [69] defined as

j=`a (λ) =
〈
m=(λ)
m_`

����m=(λ)m_a

〉
−

〈
m=(λ)
m_`

����=(λ)〉 〈
=(λ)

����m=(λ)m_a

〉
. (2.17)

The real part of this QGT, Re(j=`a (λ)) = 6`a is the Fubini-Study metric, which
can be interpreted as the distance between states in the parameter space and the
imaginary part, Im(j=`a (λ)) = Ω`a/2 where Ω`a is the Berry curvature.

Berryology of the Brillouin Zone
Until a few decades ago, condensed matter physicicsts were quite satisfied with their
understanding of non-interacting electrons in periodic potentials. Most properties of
such crystalline solids could be explained very well from the knowledge of energy-
momentum dispersion of electrons. Soon after Berry’s seminal work, it was obvious
that the band structure of crystals naturally provides an interesting platform to study
Berry phase effects. In this part, we aim to understand how this Berry phase can
impact the properties of electrons in crystalline solids and how it can provide a
new framework to classify the quantum matter. For non-interacting electrons in a
crystalline solid, the motion of electrons in such solids is governed by Hamiltonian
which satisfies

� (r + a8) = � (r) (2.18)

where a8’s are Bravais lattice vectors. The eigenstates of this Hamiltonian are given
by Bloch wavefunctions:

|k=〉 = 48k·r |D= (k)〉 (2.19)

where |D:〉 is the cell periodic part and |D:〉 (r + a8) = |D:〉 (r). This cell periodic
part can be interpreted as the eigenstate of Bloch Hamiltonian � (k) = 4−8k·r�48k·r.
Now, this � (:) usually has a multiband structure and its eigenstates |D:〉 change
with : which can have important implications on many physical properties. The
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information about how these eigenstates change with : in encapsulated in quantum
geometric tensor described in Eq. 2.17. We can understand most of the features of
the Bloch band geometry in terms of Berry connection and Berry curvature defined
in : space

A= (k) = 8 〈D= (k| ∇k |D= (k)〉 (2.20)


= = ∇k × A= (k). (2.21)

As also mentioned earlier, Berry curvature is local in parameter space and in this
case, it becomes an intrinsic property of the Bloch band. We will see in the next
section that non-zero Berry curvature can have profound effects on transport. Also,
these effects can appear even when the quantum evolution is non-cyclic and non-
adiabatic. In two dimensions, there is only one component in Berry curvature,

= = Ω= Î which points in a direction perpendicular to the two-dimensional : space.

Symmetry properties of Berry curvature
We have discussed all these quantum geometric quantities like Berry connection and
Berry curvature in a very abstractmanner. Now, we can askwhen are these quantities
non-zero and under what circumstances we can safely ignore all such quantities. In
order to address these questions, let us briefly consider the consequences of some
spatial and non-spatial symmetries on Berry curvature. We are going to focus only
on two cases for now:

1. Inversion Symmetry: If theBlochHamiltonian is inversion symmetric,� (k) =
� (−k), then 
= (k) = 
= (−k).

2. Time-reversal Symmetry: If the system has time-reversal symmetry described
by � (k) = �∗(−k), then, 
= (k) = −
= (−k).

As a consequence of these properties, Berry curvature is non-zero only if at least
one of these symmetries is broken. It indicates that Berry curvature effects come
into picture only for non-centrosymmetric or magnetic systems. Another extremely
important aspect of quantum geometry stems from the fact that the parameter space
for Bloch Hamiltonians is a closed 2D manifold. Since the Berry curvature is the
curvature of the fiber bundle representing the Bloch wavefunctions, by applying
Gauss-Bonnett theorem it can be shown that∫

BZ
3:G3:H Ω

= (k) = 2c� (2.22)
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where � is an integer known as Chern number. The geometric nature of Berry
curvature allows us to associate a topological invariant with Bloch bands and provide
a new method to classify Hamiltonians on the basis of their topological properties.
This invariant for a given band cannot be changed without closing the gap, and
hence it is very robust. We notice that using the above symmetry properties of Berry
curvature, it is evident that � can be non-zero only if TRS is broken. The Chern
number was an example of a topological invariant for a two-dimensional system on
the basis of TRS. Similarly, the absence or presence of other non-spatial symmetries
(particle-hole, chiral) divide quantum matter into different classes based on other
topological invariants. This topology-based analysis provided a new framework for
classification of quantum matter famously known as ten-fold way [11].

Berry curvature hotspots
We discussed how a non-zero Berry curvature can lead to non-trivial band geometry.
We also noticed that such a situation can be realized if TRS or inversion is broken.
However, so far we never mentioned what decides the Berry curvature profile in a
Bloch band. Since the Berry curvature depends on how the eigenstates of a Bloch
Hamiltonian change with k, we can expect that avoided crossings would serve as
Berry curvature hotspots. As an example, let us consider a linearized two-band
model in the vicinity of an avoided crossing in a two-dimensional parameter space
(:G , :H) described by

�Dirac(k) = ΔfI + ℏE�k · σ (2.23)

where f matrices represent some spin, orbital, or pseudospin degree of freedom.
It can be realized in a variety of systems like graphene, TMD monolayers, TMD
bilayers, etc. around gapped Dirac points. It also resembles the Hamiltonian of
spin-1/2 particle in an external magnetic field, but the role of B is replaced by vector
d(k) = (ℏE�:G , ℏE�:H,Δ). Now, we can calculate the Berry connection and Berry
curvature for the two eigenstate of this Hamiltonian using the following gauge for
Δ > 0

|D+〉 =
(

cos \2
sin \

24
8q

)
, and |D−〉 =

(
sin \

24
−8q

− cos \2

)
(2.24)

where
cos \ =

Δ√
Δ2 + (ℏE�:)2

, and q = tan−1
(
:H

:G

)
. (2.25)
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This gives Berry connection and Berry curvature

A± = ∓ 1
2:

©«1 − Δ√
Δ2 + ℏ2E2

�
:2

ª®®¬ :̂q, and 
± = ±
ℏ2E2

�
Δ

2(Δ2 + ℏ2E2
�
:2)3/2

Î. (2.26)

Now, there are a few noticeable and interesting properties of these quantities in Dirac
Hamiltonians. In the limit, ℏE�: � Δ, we can approximate

A± ≈ ∓
ℏ2E2

�
:

4Δ2 :̂q, and 
± ≈ ±
ℏ2E2

�

2Δ2 Î (2.27)

which results in a constant Berry curvature and a linear in : Berry connection. If
we now calculate the Berry flux through a small loop of radius : centered around
the Dirac point, it is directly proportional to the area of loop. On the other hand, in
the opposite limit, ℏE�: � Δ

A± ≈ ∓ 1
2:
:̂q, and 
± ≈ ± Δ

2ℏE�:3 Î (2.28)

and the Berry flux, ΦBerry =
∫ q=2c
q=0 A± · :3q = ∓c associated with a loop of large

radius : saturates to a value of c. This indicates that if a Bloch state is moved
around a closed loop of radius : � Δ/(ℏE�) around a Dirac point, it gains a Berry
phase of ±c. The Berry curvature is roughly spread out in a circular region of
radius Δ/(ℏE�), and thus increasing the gap results in a broader distribution of
Berry curvature. In the limit, Δ → 0, these Dirac points act as Berry curvature
monopoles. In two-dimensional systems, these Dirac points always occur in pairs.
In TRS preserving systems, the total Berry flux is zero as the Berry flux from two
DPs in each pair is equal and opposite. However, when TRS is broken (which can
be done even without a magnetic field [128]), the two DPs in pair have the same
sign for Berry flux which results in a total flux equal to an integer multiple of 2c
and such systems with non-trivial topology are known as Chern insulators.

2.2 Manifestations of quantum geometry (QG) in quantum matter
So far, we focused on the description of quantum geometric quantities arising
from the non-trivial structure of Bloch eigenstates. These quantities are important
not only from a theoretical perspective, but can also affect the behavior of Bloch
electrons significantly. In the last decade, there has been a lot of focus on probing
and utilizing these quantum geometric properties of solids to build more robust and
efficient quantum devices. In order to understand how these geometric features can
be probed and exploited, belowwe discuss some of the very importantmanifestations
of quantum geometry in crystalline solids.
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Pumping from Berry phase
One of the very interesting and extensively studied consequence of Berry phase
in crystalline solids is the Berry phase induced transport or pumping effect. A
remarkable example of this effect is the quantized adiabatic transport in a one-
dimensional (1D) band insulator, first studied by Thouless [348]. He studied the
particle transport in a gapped 1D periodic Hamiltonian subjected to a time-periodic
perturbation varying slowly in time, i.e

� (C) = � (C + )). (2.29)

This Hamiltonian remains periodic in space for all time, thus its eigenstates are
given Bloch wavefunctions 48:G

��D=
:
(C)

〉
. If the system starts in =th state, then apart

from an overall phase factor, the wavefunction of the system is given by:��D=:〉 − 8ℏ∑
<≠=

��D<
:

〉
〈D< |mD=/mC〉
Y= − Y<

. (2.30)

We can now calculate the adiabatic current induced by this time periodic perturba-
tion. The velocity operator has the form E = m�/ℏm (:) which gives the average
velocity for the above state

E= (:) = mY
= (:)
ℏm:

− 8
∑
<≠=

[
〈D= | m�/m: |D<〉 〈D= |mD</mC〉

Y= − Y<
− c.c

]
(2.31)

which can be re-expressed as

E= (:) = mY
= (:)
ℏm:

− 8
[〈
mD=

m:

����mD=mC 〉
−

〈
mD=

mC

����mD=m: 〉]
. (2.32)

Here, the second term is the Berry curvature Ω= + :C in two-dimensional parameter
space (:, C), thus the average velocity expression is simplified to

E= (:) = mY
= (:)
ℏm:

−Ω=:C . (2.33)

The perturbation induced adiabatic current can be obtained by integrating the above
expression over full BZ. The first term vanishes, and the second term gives the total
current from the =th band

9= (C) = − 1
2c

∫
�/

Ω=:C 3:. (2.34)

Now, the charge transport over one full cycle is given by

@= = − 1
2c

∫ )

0
3C

∫
�/

Ω=:C 3:. (2.35)
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The parameter space (:, C) of this Hamiltonian is torus, thus the Berry curvature
integral over full BZ is quantized in units of 2c which gives

@= = −� (2.36)

where � is the Chern number of the =th band.

This kind of adiabatic transport (also known as adiabatic pumping) induced by time-
periodic perturbation can generate a DC current � proportional to Chern number
and that too in the absence of a voltage bias as recently demonstrated in Ref. [248].
This DC current is present only if the Chern number in parameter space (:, C) is
non-zero whichmakes it a direct signature of band topology. Similar pumping based
arguments can be applied to understand the precise quantization of conductance in
quantum Hall experiment [15].

Berry phase effects on electron dynamics
The above example demonstrated that non-zero Berry curvature can have important
implications for particle transport. Now, we can ask how it affects the dynamics of
Bloch electrons in presence of other perturbations like DC electric field, magnetic
field or EM fields.

Let us first consider the motion of Bloch electrons under the influence of a weak
uniform electric field. According to any standard solid state textbook, this dynamics
can be extracted simply from the group velocity obtained from the band dispersion.
In this simple picture, the velocity of a : state in =th band is simply given by:

v= (k) = 1
ℏ

mY= (k)
mk

(2.37)

and
¤k = −4

ℏ
E. (2.38)

This description ignores the changes in the structure of Bloch wavefunction as it is
moved in : space. As discussed in the previous subsection, the wavefunction of
a given : state changes according to Eq. 2.30 when subjected to a time-dependent
perturbation. In this case, it becomes

|k=〉 =
��D=:〉 − 8ℏ∑

<≠=

��D<
:

〉 〈
D<
:
|∇k:D

=
〉

Y= − Y<
· ¤k, (2.39)

and now following the same steps as the previous subsection, we get the expectation
value of velocity operator ∩v(k) = 1

ℏ
∇k�

v= (k) = 1
ℏ
∇kY= (k) − 8

[〈
∇kD=

���� ¤k · ∇kD=

〉
−

〈
¤k · ∇kD=

����∇kD=

〉]
(2.40)
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EM fields Quantum geometry
Aharanov-Bohm Phase Berry phase

Magnetic field Berry curvature
Vector potential Berry connection
Electric field Time-derivative of Berry connection[

:U, :V
]
= −8nUVW�W

[
AU, AV

]
= 8nUVWΩW

Table 2.1: Duality between EM and quantum geometric quantities.

v=8 (k) =
1
ℏ

mY= (k)
m:8

− 8 ¤: 9
[〈
mD=

m:8

����mD=m: 9

〉
−

〈
mD=

m: 9

����mD=m:8

〉]
(2.41)

which can be expressed as

v=8 (k) =
1
ℏ

mY= (k)
m:8

− n8 9 ; ¤: 9
=
; (2.42)

where 
=
;
is the Berry curvature tensor. It shows that the dynamics of the electron

is now described by

v= (k) = 1
ℏ

mY= (k)
mk

− ¤k ×
=, with ¤k = −4
ℏ

E. (2.43)

Here, this effect can be interpreted as Hall effect arising from amagnetic field analog
in : space. For a non-trivial band the integral of Berry curvature is quantized,
thus for a completely filled Bloch band, it results in a quantized Hall conductance
proportional to Chern number of the band.

This analogy between EM and quantum geometric quantities (shown in Table 2.1)
can be extended to include electric field. We can ask whether there are any pumping
effects arising from an electric field analog. Is it possible to get such a DC current in
topologically trivial systemswith non-vanishing Berry curvature? If yes, under what
conditions such an effect can survive. We answer these questions in Chapter 1 where
we present a scheme to observe a pumping effect arising from the time-dependence
of Berry connection.

Although our main focus in this thesis is to investigate novel quantum geometric
signatures in presence of the electric field, a finite magnetic field can also engender
many interesting quantum geometry induced effects. As shown in Ref. [59], a Bloch
wavepacket may possess a self-rotation around its center of mass which depends on
the structure of Bloch wavefunctions and endows it an angular momentum

m(k) = − 4
2ℏ

〈
∇kD

�� × [� (k) − Y(k)] ��∇kD
〉
. (2.44)
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In the presence of magnetic field, this orbital angular momentum can contribute to
energy dispersion which is now given by:

Ym(k = Y(k) − B ·m(k) (2.45)

which would inevitably affect the group velocity. The new equations of motion for
semiclassical dynamics of wavepacket are

v= (k) = 1
ℏ
∇k − ¤k ×
= (k) (2.46)

¤k = −4E − 4v= (k) × B. (2.47)

There is another very interesting manifestation of non-zero Berry curvature in the
presence of a magnetic field. In addition to electron dynamics, the Berry curvature
can also modify the electron density of states in the phase space [379]. Using the
above equation of motion, it can be shown that the time evolution of volume element
Δ+ = ΔrΔk is given by:

1
Δ+

mΔ+

mC
= ∇r · ¤r + ∇k · ¤k (2.48)

and thus
Δ+ =

+0
1 + 4/ℏB ·
 (2.49)

which is a function of r and k as B = B(r) and 
 = 
(k). This results in a
modified density of states. The Berry curvature can also modify the relaxation time
if B ≠ 0 as the transition probability from k to :′ also depends on the structure of
Bloch wavefunction. All of these factors can drastically alter the magnetotransport
in solids with non-zero Berry curvature.

Additionally, other perturbations like deformation in crystals or other slowing vary-
ing modifications in Hamiltonian can also give rise to anomalous transport in pres-
ence of Berry curvature. In fact, some of these external perturbations lead to
modifications which introduce a time-derivative of Berry connection in semiclassi-
cal equation of motion and hence can be interpreted as an electric field analog in :
space. We present one such scheme in our work in Chapter 1 and demonstrate that
this electric field analog can be used to build a charge pump.

Non-linear response from quantum geometry
The effects arising from the magnetic field analog mentioned above require the
breaking of time-reversal symmetry. However, as discussed earlier, it is possible
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to have non-zero Berry curvature profile even for TRS setups. One of the main
questions that we pursue in this thesis is how to probe the quantum geometry of
such systems. It has been shown in many previous works [238, 323] that quantum
geometry effects are not limited to linear Hall response, but can also contribute
to non-linear responses. Additionally, these band geometry signatures also reveal
themselves in non-adiabatic processes involving excitations to different bands. The
above two ideas naturally suggest that such quantum geometric signatures can also
affect the optical responses like photocurrent, second-harmonic generation (SHG)
etc. which has become the basis of newmethods to reveal and harness the topological
features of quantum materials [259, 217].

These quantum geometry induced non-linear responses can be broadly divided into
two categories:

1. Low frequency regime: In this limit, the frequency of light is much smaller
than gap and non-linear responses that come from intraband processes.

2. High frequency regime: In this limit, the frequency of EM field is comparable
to gap and interband processes that dominate the non-linear response.

In both these limits, the magnitude of non-linear Hall coefficient is dictated by
different quantum geometry-dependent terms. Let us first discuss the DC limit
where a crystalline solid is exposed a weak EM field, � (C) = E48lC + E∗4−8lC .
It changes the occupation 5 of different : states and within the relaxation time
approximation, the Boltzmann transport equation gives

5 = 50 + g
4�8

ℏ

m 5

m:8
− g m 5

mC
. (2.50)

We are interested in second-order processes, so we can expand 5 up to second order:
5 = 50 + 51 + 52 where 5= ∝ �= and substituting in above equation

51 = 5 l1 4
8lC , 5 l1 =

4gE8
ℏ(1 + 8lg)

m 5

m:8
(2.51)

52 = 5 0
2 + 5

2l
2 482lC , 5 0

2 =
(4g)2E∗

8
E 9

2ℏ2(1 + 8lg)
m2 5

m:8m: 9
, 5 2l

2 =
(4g)2E8E 9

2ℏ2(1 + 8lg) (1 + 28lg)
m2 5

m:8m: 9
.

(2.52)
Now, the electric current density in a d-dimensional solid is given by

98 = −4
∫

33:

(2c)3
5 (k)E8 (k) (2.53)
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where E8 is the physical velocity of Bloch electron with momentum : and it includes
both the group velocity and the anomalous velocity, i.e

E8 (k) =
1
ℏ

mY(k)
m:8

+ n8 9 ;
4

ℏ
Ω 9�; . (2.54)

Using Eqs. 2.51-2.54, we can write current 98 = Re
(
900 + 92l0 428lC ) where

908 =
42

2ℏ

∫
33:

(2c)3
n8 9 ;Ω 9E∗; 5

l
1 − 4

∫
33:

(2c)3
5 0
2
ℏ

mY(k)
m:8

92l8 =
42

2ℏ

∫
33:

(2c)3
n8 9 ;Ω 9E; 5 l1 − 4

∫
33:

(2c)3
5 2l
2
ℏ

mY(k)
m:8

(2.55)

where 90
8
is the DC response and 92l

8
is the second-harmonic. As we can see,

there are two contributions to both components. The first-one depends on Berry
curvature, and the second one is coming from the band dispersion. Now, within
RTA, 5 0

2 and 5 2l
2 are both proportional to m2 5 /(m:8m: 9 ), and thus the second

term in the above equation is odd under time reversal. Therefore, the second-order
contributions to current density are purely dependent on Berry curvature and by
expressing 90

8
= jĳlE 9E∗; , 9

2l
8
= jĳlE 9E; where

jĳl = niml
43g

2ℏ2(1 + 8lg)

∫
33:

(2c)3
m 50
m: 9

Ω< = −niml
43g

2ℏ2(1 + 8lg)

∫
33:

(2c)3
� 9< 50

(2.56)
where the quantity � 9< =

mΩ<
m: 9

is a Berry curvature dependent quantity known as
Berry curvature dipole. This contribution to second-order conductivity is mainly
a Fermi surface property because of the presence of m 50/m: 9 , and hence vanishes
when the Fermi level lies in a gap. This expression is valid only for small frequencies
as we have ignored the EM field induced transitions. It is evident from the form of
jĳl, that for a linearly polarized field, the current density has to be perpendicular to
the direction of � field. As a result, this contribution can be interpreted as non-linear
Hall response arising from Berry curvature dipole and has been recently observed
in TMD bilayers [218]. However, this effect does not rely on the breaking of time-
reversal symmetry, but Berry curvature dipole can be non-zero only if certain spatial
symmetries are broken [323]. In two-dimensions, the largest symmetry that allows
this effect is a single mirror line, and thus in certain materials like graphene it can
be induced by applying a unaxial strain which reduces its symmetry. Additionally
such non-linear effects can be generalized to higher-order processes which depends
on Berry curvature quadrupole or its higher moments.

So far, the band geometry effects mentioned above were limited to ground-state
properties where the band population remained constant. Now, we investigate how
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these band geometry signatures can affect the non-linear optical responses arising
from band transitions. In intraband processes considered so far, the quantum geom-
etry comes into picture because the structure of Bloch wavefunction is dependent
on the : value. Similarly, when an electron is excited from one band to another,
the structure of Bloch wavefunctions would be different in two bands and that can
result in a real-space shift in the center of Bloch wavepacket. Next, we attempt
to understand how this behavior can be understood in terms of different quantum
geometric quantities.

The derivations below are based on Ref. [266, 317]
For the purpose of this section, we use independent particle approach which neglects
electron-electron interaction. We can thus focus on each : state separately and study
its dynamics in the presence of an EM field. In a static setup, the dynamics of a
Bloch electron with momentum : is governed by Bloch Hamiltonian �0(k). When
it is irradiated with light, within the minimal coupling approximation, its dynamics
is described by the time-dependent Hamiltonian

� (k, C) = �0

(
k − 4

ℏ
A(C)

)
(2.57)

where we have used the velocity gauge to incorporate the effects of the EM field and
A is the vector-potential associated with this field. Now, treating the EM part as a
perturbation, we can write this time-dependent Hamiltonian as a Taylor series

� (k, C) = �0(k) +
4

ℏ
A(C) · ∇k�0 +

42

2ℏ2A(C) · ∇k (A(C) · ∇k�0) + .. (2.58)

� (k, C) = �0(k) +
4

ℏ
A8 (C)m8�0 +

42

2ℏ2A
8 (C)A 9 (C)m8 (m9�0) + .. (2.59)

where m8 = m/m:8. Although, at first it might seem that the above expression has
nothing to do with quantum geometric quantities, but they are hidden in the velocity
expression〈
D<

����m�0
m:8

����D=〉 = mY<m:8 X<=+(Y<−Y=)
〈
D<

����mD=m:8

〉
=
mY<

m:8
X<=−8(Y<−Y=)�8<= (2.60)

where |DU〉 are the cell-periodic part of Bloch wavefunctions (eigenstates of �0(k))
and A<= = 8 〈D< |∇kD=〉 is the Berry connection between <th and =th bands. This is
a very interesting result and in fact can be generalized to any operator O〈

D< |
mO
m:8
|D=

〉
=
mO<=
m:8

− 8
[
Ai,O

]
<=

(2.61)
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where O<= = 〈D< |O|D=〉 and A8 is the Berry connection matrix with its elements,
�8<= = 8

〈
D< |m/m:8D=

〉
. Now, getting back to the Hamiltonian, we use a short-hand

expression to write down the derivatives of Hamiltonian as follows

ℎ8 =
m�0
m:8

, ℎ8 9 =
m

m:8

(
m�0
m: 9

)
, ℎ8 9< =

m

m:8

(
m

m: 9

(
m�0
m:<

))
. (2.62)

It simplifies Eq. 2.59 to

� (k, C) = �0(k, C) +
4

ℏ
A8 (C)ℎ8 + 42

2ℏ2A
8 (C)A 9 (C)ℎ8 9 + .. = �0 ++� (C) (2.63)

and the new velocity operator for the full Hamiltonian is now given by:

E8� (C) =
m�0
m:8
+ m+� (C)

m:8
= ℎ8 + 4

ℏ
ℎ8 9A 9 (C) + 42

2ℏ2 ℎ
8 9 :A 9 (C)A: (C) + .... (2.64)

Now, for EM field , we can use �(C) =
∫
3l4−8lC�(l) and electric field E(l) =

8lA(l) to rewrite

� (k, C) =
∞∑
==0

1
=!

©«
=∏
9=1

∫
3l 94

8l 9 C

(
4

ℏl 9

)
�U 9 (l 9 )

ª®¬ ℎU1U2...U= (2.65)

E
`

�
(C) =

∞∑
==0

1
=!

©«
=∏
9=1

∫
3l 94

8l 9 C

(
4

ℏl 9

)
�U 9 (l 9 )

ª®¬ ℎ`U1U2...U= . (2.66)

It is important to note that the EM field induced perturbation also introduces an
explicit time-dependence in the velocity operator. We can now use these above
expressions to calculate the current density which in this case can be expanded as〈
J8

〉
(l) =

∫
3l1f

8
9 (l;l1)� 9 (l1)+

∫
3l13l2f

8
9< (l;l1, l2)� 9 (l1)�< (l2)+....

(2.67)
The partition function of the perturbed system c

Z(E) =
∫
D2†D24−8

∫
��(C)3C ′ (2.68)

�� (C) =
∫
[3k]2†(k, C)�02(k, C) + 2†(k, C)+� (C)2(k, C) (2.69)

and the expectation value of current density can be obtained from〈
�8

〉
(C) = 1

ZTr
[
T 4E8� (C)4

−8
∫
�� (C ′)3C ′

]
, (2.70)

which can be used to calculate conductivity tensor in terms of functional derivatives

f
`
U1..U= =

∫
3C

2c
48lC

9==∏
9=0

3C 9

2c
48l 9 C 9

m

m�U:
〈�`〉 (C)

����
E=0

. (2.71)
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This expression can be evaluated by using Feynman diagrams where we treat the
photon as a classical background without any dynamics and the electron propagator
is that of the free fermion. We ignore scattering and any other non-equilibriun
processes like exciton formation. Within this simplified picture (more details of this
calculation can be found in Ref. [266]), the second-order conductivity comes out to
be

f
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It can be further simplified to
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where S`U<= = A`
<< −A`

== − m` (ArgAU
<=) is the shift-vector and A<= is the interband

Berry connection. For a system described by a Hamiltonian linear in : , the shift-
vector contribution is the only contribution that survives and the resulting current
is know as shift-current. This shift-current has been at the center of attention as
it provides an opportunity to harness quantum geometric effects to generate DC
photocurrent from a linearly polarized EM field. Additionally, this shift-vector is
a very interesting gauge-invariant quantum geometric quantity which captures the
change in Bloch wavefunction when an electron is excited from one band to another.
It can be non-zero even in a TRS system. In this case, we focused on a Hamiltonian
perturbed by EM field, but it can be generalized to any form of perturbation as
we show in Chapter 4 where we consider an oscillating sublattice energy offset in
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a graphene lattice. Furthermore, this quantity becomes very important when the
size of real space unit cell is increased and hence can result in large second-order
conductivity for moiré systems which we investigate in Chapter 5.

Berry phase effects on excitons
In previous subsections, we discussed how the quantum geometry of Bloch bands
can affect the single-particle charge transport and optical responses within the inde-
pendent electron picture. We neglected all electron-electron and electron-phonon
interactions and thus also ignored any quasiparticle corrections and effects aris-
ing from collective excitations. The effects of QGT are not limited to single-
particle transport and can have important consequences for excitons and plasmons
as well [327, 191, 329, 406]. In the first part, we are interested in effects of QGT
in band transition processes so we briefly the discuss the signatures of QGT in exci-
tonic properties. Let us first consider the exciton spectra. The effective Hamiltonian
for excitons is decided by the energy dispersion of bands involved in the formation
of electron-hole bound pairs and Coulombic interactions between them. We have
already seen that Berry curvature can affect the anomalous velocity of electrons
in Bloch bands so thus including the structure of Bloch wavefunctions can alter
the effective Hamiltonian for excitons. Below, we investigate how Berry curva-
ture of underlying single-particle Bloch bands can affect the properties of excitons.
There are many different approaches to incorporate the effect of Berry curvature
on excitons. The most straighforward manifestation can be seen in Bethe-Salpeter
equation for exciton wavefunction. For a two-band model, the excitonic wave-
function can be simply expressed as

∑
k�

= (k)0†
2,k0E,k |0〉 = �

= (k) |k〉 where k〉
with 02(E),k being the annihilation operator for a Bloch electron with wavefunction��D2(E (k)〉 in the conduction (valence) band and |0〉 is the semiconductor vacuum. We
have ignored intraband contributions. Now, the amplitudes �= (k) can be obtained
by solving the eigenvalue equation

∑
k′ 〈k|�0 +* |k′〉�= (k′) = E=�= (k′) where

〈k|�0 |k′〉 = Xk,k′ (Y2 (k) − YE (k)) which takes the following form

Y2E (k)�= (k) −
∑
k′
* (k − k′) 〈D2 (k) |D2 (k′)〉 〈DE (k) |DE (k′)〉�= (k′) = E=�= (k)

(2.74)

where Y2E (k) = Y2 (k) − YE (k) and * (k − k′) =
∫
3r43rℎ* (r4 − rℎ)48(k−k)·(r4−rℎ) .

We notice that Bloch wavefunctions are present in the second term in above equation
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and hence the Berry curvature of the single-particle Bloch bands can modify the
properties of exciton. This equation can be solved numerically for any arbitrary
dispersion and Berry curvature profile. However, in order to illustrate the conse-
quences of Berry curvature, we can use a much simpler equation where we treat
Berry curvature as : space magnetic field.

Let us consider an electron-hole pair interacting via Coulombic potential. If we
assume a PH symmetric band structure and approximate the electron hole disper-
sion as quadratic in the vicinity of the band minima, the effective Hamiltonian for
electron-hole pair can be written as:

�eff =
:2

2`
+* (r4 − rℎ) (2.75)

where ` is the reduced mas and k = k4 = −kℎ. Now, if we have finite Berry
curvature (magnetic field in : space), then

�eff(k, r4, rℎ) → �eff(k, r4 − A2 (k), rℎ − AE (k)) (2.76)

where A2(E) (k) is the Berry connection (vector potential analog) for Bloch electrons
in conduction (valence) band. Here, we exploited the analogy with real space
magnetic field whose effects are incorporated in the Hamiltonian by shifting k →
k− 4/ℏA whereA is the vector potential associated with real space magnetic field.
For simplicity, let us focus on a two-dimensional systems and consider a constant
Berry curvature (exciton properties are decided by the dispersion at band minimas
and these points also happen to be Berry curvature hotspots which changes very
slowly around such points) which can be obtained from a vector potential k × Ω.
Now, we can express

�eff =
:2

2`
+* (r4 − rℎ) +

1
2ℏ
(
 × k) · ∇* + .., (2.77)

where
 = 
2 −
E. Clearly, there is an extra term in this Hamiltonian which gives
rise to non-hydrogenic features. In this particular case, it lifts the degeneracy of
exciton states with opposite angular momentum. This kind of physics can be realized
in TMD monolayers where gapped Dirac points are Berry curvature hotspots. This
non-zero Berry curvature results in valley-dependent splitting of exciton states with
opposite orbital angular momentum [329, 406, 10, 138].

In addition to exciton spectra, Berry curvature can also affect the exciton dynamics.
In the semiclassical picture, we can describe the dynamics of bounds electron and
hole pair by the following equations:
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¤k4/ℎ = −∇r4/ℎ* (r4 − rℎ) + Fext
4/ℎ (2.78)

¤r4/ℎ = mk4/ℎY4/ℎ (k4/ℎ) − ¤k4/ℎ ×

2/E
4/ℎ (2.79)

where 4/ℎ refers to electron and hole, respectively, * (r4 − rℎ) is the interaction
potential, and Y4/ℎ (k4/ℎ) is the dispersion of electron/hole band. In terms of relative
and center-of-mass (COM) coordinates, it becomes

¤k = −∇r* (r) +
1
2
(Fext

4 − Fext
ℎ ), ¤K = ¤k4 + ¤kℎ = Fext

4 + Fext
ℎ (2.80)

¤r = mk4Y4 (k4) − mkℎYℎ (kℎ) − ¤k4 ×
2
4 (k4) + ¤kℎ ×
E

ℎ (kℎ) (2.81)

¤R =
mk4Y4 (k4) + mkℎYℎ (kℎ)

2
− ¤k4 ×


2
4 (k4)
2

− ¤kℎ ×

E
ℎ
(kℎ)
2

(2.82)

where k(K) and r(R) are relative (C.O.M)momentum and position of the exciton. If
we consider the usual PH symmetric two-band picture where the Berry curvature of
Bloch electrons in conduction and valence band is opposite, i.e 
2

4 (k4) = −
E
4 (k4)

which corresponds to 
2
4 (k4) = 
E

ℎ
(−k4), then the above equation reduces to

¤r = mk4Y4 (k4) − mkℎYℎ (kℎ) − 2 ¤k ×
2
4 (k4) (2.83)

¤R =
mk4Y4 (k4) + mkℎYℎ (kℎ)

2
− ¤K ×


2
4 (k4)
2

. (2.84)

It shows that if the electron and hole part experience an opposite force (which is
the case for an electric field or internal restoring force), the anomalous velocity
affects only relative motion which manifests as non-hydrogenic features in exciton
spectra. On the other hand, a net force on exciton COM can give rise to anomalous
drift of exciton. This kind of force can arise for example in the presence of a non-
uniform electric field which couples to the dipole moment of the exciton. It can
lead to quantized anomalous valley Hall effect of excitons in non-centrosymmetric
two-dimensional materials in the absence of magnetic field [184].

With the ever-expanding field of highly controllable two-dimensional quantum ma-
terials, we can engineer different kinds of band structures and can even realize a
situation where the conduction minima and valence band maxima have the same
sign for Berry curvature. Now, we can ask what happens if the Berry curvature of
conduction and valence band is not opposite. As evident from Eq. 6.5, it can result
in an anomalous drift of exciton COM even when the net force on COM is zero.
This offers a possibility of manipulating a neutral particle with uniform electric
field. However, this kind of force which acts oppositely on electron and hole part
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is counteracted by the restoring force arising from electron-hole interaction poten-
tial. The interplay of these forces is dictated by bandwidth, strength and nature of
interactions, exciton binding energy, size of the Brillouin zone, etc. We investigate
this dependence and explore the possibility and conditions necessary to observe
this effect in two-dimensional materials. We study the dynamics of excitons using
both a semiclassical and a full quantum mechanical analysis in a toy model in [64].
Our simulations indicate that twisted TMD heterobilayers can possibly provide an
ideal platform to study the anomalous drift of excitons at reasonably small E fields
without breaking them apart. This kind of neutral particle transport in presence of
a uniform electric field can offer a possibility to get a thermoelectric transport with
a very large thermopower.

2.3 Practical advantages of QG effects
Quantum geometry concepts not only transformed our understanding of electronic
properties of solids, but are also paving the way for next generation quantum tech-
nology. These geometric effects allowmany unconventional phenomena like persis-
tent spin currents [215], dissipationless quantum transport [136], fractional statis-
tics [367], chiral anomaly [408], etc. which are very advantageous for new quantum
technologies. The signatures of band geometry in optical responses have lead to
many astounding results like giant NLOR [374, 260], large anomalous Hall ef-
fect [125, 250], and are also finding advantages in photovoltaics [79]. Most of
these effects occur in graphene or TMD bilayers and can be tuned by modifying the
encapsulation environment or by applying external perturbations like strain [326,
389, 244, 206, 164] or electric field [383] which make them very promising for
new technologies. These effects are even more pronounced for moiré materials [13]
where the energy-momentum dispersion is almost flat and the real space unit cell
is many times larger than conventional crystalline solids. These quantum geometry
effects can have important consequences for non-adiabatic processes in such setups
which are not that well studied yet. Additionally, the effects of interactions on
quantum geometric features can be very prominent for moiré systems which makes
it even more important to study different manifestations of quantum geometry in
these systems.
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C h a p t e r 3

ULTRAFAST CONTROL OF QUANTUMMATTER

“I am one of those who think like Nobel, that humanity will draw more good than
evil from new discoveries.”– Marie Curie

In the second part of this thesis, we study photo-induced phenomena with an aim to
develop efficient driving schemes tomanipulate the properties of quantummaterials.
The past decade has witnessed an explosion in the field of quantum materials [110].
The ever-expanding zoo of these materials along with their inexhaustible versatility
heralds promises of more efficient and novel quantum technologies. In order to
harness this immense potential, it is imperative to develop an in-depth understanding
of their behavior and control their properties with unprecedented precision. In fact,
it has become a central goal of modern condensed-matter physics to discover new
pathways to manipulate these quantum materials. Using light-matter interactions
to coherently control different properties of these materials is emerging as one
such promising route [1, 21, 356]. Until very recently, the coherent manipulation
of quantum systems with light was limited to the realms of atomic, molecular, and
optical physics. New developments in the field of lasers and spectroscopy techniques
are now paving the way for using light-matter interactions to manipulate quantum
materials at ultrafast time-scales [41].

Light induced changes in solids can be either thermal like simple melting of ther-
mal states by laser-induced heating or non-thermal like carrier excitations between
different bands, coherent resonant excitation of collective lattice or charge density
vibrations, dynamical modification of hopping parameters, etc. One particular class
of non-thermal phenomena which can be described by a time-periodic perturba-
tion has garnered significant attention in last few years. These phenomena occur
only when the drive is switched on, and arise from the coherent dressing of quan-
tum states by the EM field. This kind of periodic drive has been used extensively
for coherent manipulation of quantum many-body systems realized with ultracold
atomic gases in optical lattices. These methods have proved immensely successful
in achieving precise control of these systems and also in experimental realization of
systems without any equilibrium counterparts. However, it is only with the advent
of more powerful lasers and spectroscopy techniques, such methods are gaining
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popularity in solid-state systems [399, 257]. This periodic drive-based approach to
coherently manipulate the properties of a system is known as Floquet engineering.
Below, we briefly review the theory and some well-established examples of Floquet
engineering.

3.1 Floquet engineering
Floquet engineering has been touted as a very powerful technique for coherent con-
trol of quantum many-body systems. In the last decade, it has been used extensively
tomanipulate quantummatter in optical lattices [89]. It has been invoked in a variety
of contexts like achieving dynamical localization [91], engineering artificial gauge
fields for neutral atoms [243, 149, 332, 9], demonstrating dynamical phase transi-
tions [397], and most successfully in realizing topological phases like the Haldane
model with no equilibrium counterparts [155].

Floquet engineering theory
Consider a time-periodic Hamiltonian

� (C + )) = � (C) (3.1)

with ) = 2c/l, which can also be expressed in terms of its Fourier components

� (C) =
∑
<

48<lC�< . (3.2)

According to Floquet theorem, any solution of the Schrodinger equation, 8mC |ΨC〉 =
� (C) |Ψ(C)〉, for the aboveHamiltonian can be decomposed into orthogonal solutions
of the form:

|Ψ(C)〉 = 4−8YUC |ΦU (C)〉 (3.3)

with |ΦU (C)〉 = |ΦU (C + ))〉 which allows us to expand

|ΦU (C)〉 =
∑
<

48<lC
��Φ<U 〉

(3.4)

which satisfy ∑
<

(�=−< − <lX<=)
��Φ<U 〉

= YU
��Φ=U〉 . (3.5)

We can thus treat this driven system in a time-independent manner by treating the
temporal degree of freedom as an extra degree of freedom which now extends the
Hilbert space toH ⊗T also known as Sambe space, whereH is the original Hilbert
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space of the system and T is the infinite-dimensional Hilbert space associated with
the photon degree of freedom. In this new basis, we can express

| |ΦU (C)〉〉 =
∑
<

��Φ<U 〉
⊗ |<〉 (3.6)

with 〈C |<〉 = 48<lC which is now an eigenstate of

� =
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. . .


(3.7)

with eigenvalue YU. Now, if we consider the state |ΦU (C + =))〉 for an integer =,

|ΦU (C + =))〉 =
∑
<

��Φ<U 〉
⊗ |< + =〉 (3.8)

which is an eigenstate of above Hamiltonian with eigenvalues YU − =l. This
periodicity in temporal degree of freedom translates to a quasi-periodicity in energy
spectrum. This shows that in analogy with the Brillouin zone encountered in
spatially-periodic Hamiltonian, we can define a concept of Floquet zone where the
energies between two different Floquet zones differ by an integer multiple of l and
eigenstates are identical in the original Hilbert space of the static Hamiltonian.

Given, the translational symmetry of this Hamiltonian in temporal degree of free-
dom, it can be diagonalised and re-expressed as

� =



. . .

�� + l
��

�� − l
. . .


(3.9)

The time-evolution operator within a period can then be described as

* (), 0) = 4−8��) (3.10)

where �� is known as Floquet Hamiltonian.

We can think that the systemnow evolves according to the effective time-independent
Hamiltonian �� which can be very different from the static Hamiltonian. Its
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properties can be tuned by changing the drive parameters which allows us to modify
and control the band topology, magnetic properties, etc. with a periodic drive. In
certain cases, we can also realize models which have no counterparts in equilibrium
systems.

Having discussed the basics of Floquet engineering, we can now ask how to calculate
this effective Hamiltonian for a given system. In most general cases, it cannot be
solved analytically, so we use numerical diagnolization of this full Hamiltonian
truncated at some = = ±# . However, in the limit of high frequency, where different
photon sectors are well separated in energy, we can use van Vleck’s perturbation
theory to evaluate the effective Hamiltonian which gives

�eff = �0+
∑
<≠0

(
[�<̄, �<]

2<l
+ [[�<̄, �0], �<]

2<2l2 +
∑
=≠0,<

[[�<̄, �<−=], �=]
3<=l2

)
+$

(
1
l3

)
.

(3.11)

In this thesis, we focus on engineering band topology and magnetic interactions
with a periodic drive. For the first case, we can choose a generic non-interacting
Hamiltonian which is periodic in both space and time, and for the second case we
focus on a one-dimensional spin chains with on-site Coulombic interactions. Before,
going into the details of the two systems of interest described above, let us consider
a simple example of a driven system which can be solved analytically.

Example: Driven two-level system with Floquet formalism
We consider the well-established example of a driven two-level system which can
be solved analytically in certain limits like RWA. We investigate this model using
Floquet formalism which also provides some intuition about the role of counter
rotating terms. This model can be described by the following Hamiltonian:

� =
Δ

2
fI + 2�G coslCfG + 2�H cos(lC − q)fH (3.12)

where f s are the three Pauli matrices for |↑〉 and |↓〉which in matrix-form becomes

� =
∑
<

(
Δ

2
fI + <lI

)
|<〉 〈< | +(�GfG + �H48qfH)

(
|<〉 〈< + 1|

)
+ (�GfG + �H4−8qfH) ( |<〉 〈< − 1|)

(3.13)
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� =
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(3.14)

where the basis is (. . . , |↑, 1〉 , |↓, 1〉 , |↑, 0〉 , |↓, 0〉 , |↑,−1〉 , |↓,−1〉 , . . . ). This is an
infinite matrix, but can be solved numerically after truncating at some = = ±#
according to the precision required. It can be solved analytically under some special
conditions. If �G − 8�H4−8q = 0 or the detuning |l − Δ| � l,

���G − 8�H4−8q��2 /l,
then we can use rotating wave approximation (RWA), whicj allows us to approximate
the above Hamiltonian as a block diagonal matrix
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(3.16)
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where X = l − Δ is the detuning and Ω = �G + 8�H4−8q is the drive term. Now, we
can simply write this as

� =
∑
<

(
Δ + X

2
+ <l

)
I + 2

√
X2 + 4|Ω|2 ( |+, <〉 〈+, < | − |−, <〉 〈−, < |) (3.17)

where |±, <〉 = 0± |↑, <〉 + 1± |↓, < + 1〉 with(
X
2 Ω

Ω∗ − X2

) (
0±

1±

)
= ±1

2
√
X2 + 4|Ω|2

(
0±

1±

)
(3.18)

We can see that all these states from different Floquet sectors are identical in Spin-1/2
Hilbert space, but the number of photons depend on the Floquet zone they belong to.
The static system had two energy levels |↑, 0〉 and |↓, 0〉 separated by a gap of Δ, but
the driven system has many energy levels with a gap of

√
X2 + 4|Ω|2 between two

levels in a Floquet zone and a gap of l −
√
X2 + 4|Ω|2 at Floquet zone boundaries.

When RWA is valid, we can describe the dynamics of the system very well with
just four states, as each original energy level overlaps with only two eigenstates of
full Floquet Hamiltonian and thus the driven system can be considered identical to
a four-level system.

Let us get back to the two-level system and studywhat predictionswe canmake about
this system on the basis of Floquet formalism. We started with a static system with
a gap Δ, but the driven system has a gap of 4

√
X2 + 4|Ω|2 between its quasienergies.

We can simply deduce the probability of finding the system in the excited state of
the static Hamiltonian. If the system starts in the ground state |↓〉 ≡ |↓〉 ⊗ |0〉, then
we can see that it has a finite overlap with states |±,−1〉, then the time-evolved state
of the system at any arbitrary time C is given by:

|k(C)〉 = 48E0C
(
48E+C1∗+ |+,−1〉 + 48E+C1∗− |−,−1〉

)
(3.19)

with E0 =
(
Δ+X

2 − l
)
and E± = ±1

2

√
X2 + 4|Ω|2, and the probabilities of finding the

system in two-eigenstates of the undriven Hamiltonian are given by

|2↓ |2 =
��|1+ |248E+C + |1− |248E−C ��2 = 1 − 2|Ω|2√

X2 + 4|Ω|2
sin2

(√
X2 + 4|Ω|2

2
C

)
(3.20)

|2↑ |2 =
��0+1∗+48E+C + 0−1∗−48E−C ��2 = 2|Ω|2√

X2 + 4|Ω|2
sin2

(√
X2 + 4|Ω|2

2
C

)
(3.21)

which represent the Rabi oscillations of a near-resonant driven two-level system.
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Thouless pump in the light of Floquet
We encountered Thouless pump in Ch. 2 where we described Berry phase in-
duced transport from a time-periodic perturbation in a translationally invariant one-
dimensional chain. The topological aspects of this model become more transparent
if we treat this problem in Floquet formalism. As an example, we can consider the
adiabatic charge pumping in a 2# site Rice-Mele model:

� (C) =
2#−2∑
A=0
(� + X1 coslC (−1)A) ( |A + 1〉 〈A | + h.c) − X2 sinlC

2#−1∑
A=0
(−1)A |A〉 〈A |

(3.22)
where |A〉 denotes a state localized at site A on the one-dimensional chain. Let us
denote even sites |A = 2 9〉 by

��� 9 〉 and take odd sites |A = 2 9 + 1〉 ≡
��� 9 〉.

� (C) =
#−1∑
9=0

E(C)
(��� 9 〉 〈

� 9
�� + ��� 9 〉 〈

� 9
��) + F(C) (��� 9+1〉 〈

� 9
�� + ��� 9 〉 〈

� 9+1
��)

+D(C)
#−1∑
9=0

(��� 9 〉 〈
� 9

�� − ��� 9 〉 〈
� 9

��) (3.23)

with E(C) = � + X1 coslC, F(C) = � − X1 coslC, D(C) = X2 sinlC. If we impose
periodic boundary conditions, then it becomes

� =

[
X2 sinlC (� − X1 coslC) + (� + X1 coslC)48:G

(� − X1 coslC) + (� + X1 coslC)4−8:G −X2 sinlC

]
(3.24)

It maps to a non-trivial SSH model at C = =) and to a trivial SSH at C = (= + 1/2) )
which results in a charge-transfer during each cycle. Using the Floquet formalism,
we can treat it as a two-dimensional setup where the second dimension arises from
the photon degree of freedom. Now, each state can be described in the extended
Hilbert space with two indices

��U 9 , <〉
with U = �, � and < is the photon number.

We can now interpret lC as the momentum associated with the second direction,
i.e., k = (:G , lC). The time-dependence of :H can be accounted for by considering
a uniform � field in H direction. The equation of motion for a Bloch electron with
momentum k in this space can thus be described by:

¤k = l (3.25)

¤r = vgroup + ¤k ×
 (3.26)

where 
 is the Berry curvature of Bloch bands obtained from Eq. 3.24. The
anomalous term arising from a non-zero Berry curvature results in a drift in G
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direction. Now, if we consider a completely filled Bloch band, then the current
density is given by:

j =
1
)

∫
�/

3:G3:Hl

I (:G , :H) =

1
)
4� (3.27)

where � is the Chern number of the filled band responsible for the quantized charge
transport during each cycle.

This Floquet picture can be generalized further to systems which are not purely
periodic. It was used for the case of two drives with incommensurate frequencies
which resulted in two additional degrees of freedom in extended Hilbert space [221].
This analogy provides a novel route to extend the dimensionality of the system, and
thus can be used to realize an analog of 2D topological models with a single qubit
or even higher dimensional models.

3.2 Periodically driven topological systems
Floquet engineering has proved a very promising tool to realize and control topo-
logical phases [297]. It allows us to study topological phase transitions which can
be controlled by the amplitude, frequency, or polarization of light. We now briefly
review the very well-established example of topological phase transitions observed
in graphene when irradiated with circularly polarized light [226].

Periodically driven graphene
The graphene Hamiltonian �graphene consists of nearest-neighbor hopping on a
honeycomb lattice, and, potentially, a substrate-induced mass term between the two
sublattices. The vectors connecting one site to its three nearest neighbors are given
by:

d1 = 0Ĥ, d2 = 0

(√
3

2
Ĝ − 1

2
Ĥ

)
, d3 = 0

(
−
√

3
2
Ĝ − 1

2
Ĥ

)
, (3.28)

where the lattice vectors of the underlying triangular lattice are

a1 =

√
3

2

(
−Ĝ +

√
3Ĥ

)
, a2 =

3
2

(
Ĝ −
√

3Ĥ
)
. (3.29)

We begin with the static Hamiltonian �graphene for graphene with nearest neighbor
hopping of electrons,

�graphene = −C0
∑

A8 , 9=1,2,3

(
1
†
r8+d 90r8 + 0

†
r81r8+d 9

)
+ Δ0

∑
A8

(
0
†
r80r8 − 1

†
r8+d1

1r8+d1

)
,
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where the Fermionic operator 2A (2†A ) annihilates (creates) an electron at position r
with 2 = 0, 1 for sublattices A and B, respectively. The vectors r8 span sublattice
A, and 38 are the position vectors to the three nearest neighbors around each A site
of the hexagonal plaquette. The first term in �graphene describes the hopping of
electrons between the two sublattices A and B with tunneling strength C0, and the
second term accounts for a staggered sublattice symmetry breaking mass Δ0.

When the graphene is irradiated with light, the effect of oscillating EM field can be
incorporated via the Peierls’ substitution, where the hopping between sites r8 and r 9
are replaced by

Cr8r 9 → 4
84

∫ r 9
r8

A·3r
Cr8r 9 (3.30)

where A is the vector potential of the light used to irradiate the sample. For the case
of circularly polarized light, the vector potential reads A = �0 coslCĜ + �0 sinlCĤ,
and thus Peierls’ phase takes the following form

4
84

(∫ r8
r 9

A·3r
)
= 48U sin(lC+V) (3.31)

where U = 4�0 and V is a phase which depends on the direction of r8 − r 9 . Using
Jacobi-Anger expression,

48U sin(lC+V) =
∑
=

�= (U)48=V48=lC . (3.32)

we can find the Fourier components of � (C). Specifically, the real space �0 and
�±1 are:

�0 = �0(�)�graphene (3.33)

�1 = C0
∑

A8 , 9=1,2,3
�1(�)48q 9

(
1
†
r8+d 90r8 − 0

†
r81r8+d 9

)
(3.34)

�−1 = C0
∑

A8 , 9=1,2,3
�−1(�)4−8q 9

(
1
†
r8+d 90r8 − 0

†
r81r8+d 9

)
(3.35)

where q1 = c, q2 =
c
3 , q3 = − c3 , and � =

4�0
l

. It can be shown that the commutation

[�1, �−1] = C20 (�1(�))2
∑

r8 ,3:−3 9=a1,a2,a3

28 sin(q:−q 9 )
(
1
†
r8+d:1r8+d 9 − 0

†
r8+d:−d 90r8

)
+h.c

(3.36)
where a3 = −a1 − a2 and a1, a2 are two lattice vectors described in Eq. 3.29. These
terms represent complex next-nearest hopping, as q1−q2 = q2−q3 = q3−q1 =

2c
3 .
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Let us assume that the frequency of drive, l � C0,Δ0. In this high-frequency
regime, the effective Floquet Hamiltonian

�� = �0 +
∑
<

[�<, �<̄]
<l

+$
(

1
l2

)
(3.37)

becomes identical to the static Haldane model with second-nearest neighbor ampli-
tude, C2 ∝ C20

�

F3 . In addition to this next-nearest neighbor hopping induced by the
drive, the nearest hopping has also been suppressed by a factor of �0(U). This kind
of term is responsible for dynamical localization in one-dimensional tight-binding
model when �0(U) → 0.

Another much simpler way to understand these changes in band topology of irra-
diated graphene is to consider the : space picture in the vicinity of Dirac points

� (k, C) = Δ0fI + E�ℏ(:G +
4

ℏ
�G (C))fG + gE�ℏ(:H +

4

ℏ
�G (C))fH (3.38)

where g is the valley index. Now, we can see that

[�1, �−1] = g
�2

l2fI (3.39)

which results in a valley-dependent mass term similar to the mass term obtained
in Haldane model from complex second-nearest neighbor hopping. Clearly, this
kind of gap term is allowed only for circular polarized drive. This drive-induced
non-trivial topology is thus allowed only if TRS is broken by the drive.

Band-inversion with resonant drive
In the irradiated graphene case considered above, the drive frequency was much
larger than the bandwidth of the system, and thus there was no overlap between
neighboring photon dressed bands of the original Hamiltonian which made it more
amenable to Magnus series expansion. On the other hand, in the case of two-
level system, we focussed on a near-resonant drive which resulted in an overlap of
neighboring photon-dressed states of the static Hamiltonian. However, the drive
term opened up a gap at these band crossings. In the limit where RWA was valid,
we could simply study this system just by focusing on the inner 2 × 2 block of the
truncated Hamiltonian

�� =

(
�0 + l �1

�
†
1 �0

)
. (3.40)

A similar approach can be used to obtain Floquet topological phases as first proposed
in Ref. [207]. In Floquet picture, there is an overlap between the lower band of�0+l
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and the upper band of �0, and the drive couples these two bands significantly at
resonant points. This mixing is responsible for band-inversion around avoided
crossings which can result in a non-trivial gap opening depending on the properties
of drive and the static system.

Floquet topological phases from drive-induced symmetry promotion
We discussed how a circularly polarized light can turn a trivial system into a non-
trivial system. These drive-induced topological features can be attributed to the
TRS symmetry breaking action of the drive which changes the Atland-Zirnbauer
(AZ) [11] symmetry class of the system. This classification is decided on the basis
of three non-spatial symmetries, i.e time-reversal T , particle-hole C, and chiral
symmetry S described as:

T� (k, C)T −1 = �∗(−k,−C) (3.41)

C� (k, C)C−1 = −�∗(−k, C) (3.42)

S� (k, C)S−1 = −� (k, C) (3.43)

for Bloch Hamiltonians � (k). Most of the Floquet engineering schemes are based
on some sort of non-spatial symmetry breaking action of the drive. However, there
are additional symmetries which can have important consequences for topological
classification. It is well-known that including spatial symmetries like reflection
(given by some operator ") can expand the topological classification beyond ten
AZ classes, and can even allow for the existence of higher-order topological phases.
The topological features of such Hamiltonians depend not only on the presence or
absence of certain symmetries, but also on the algebraic relations between spatial and
non-spatial symmetries, i.e on commutation relations [",T]±, [", C]±,[",S]±
where ± represents anti-commutation and commutation respectively. Furthermore,
for the case of driven systems, the photon degree of freedom can be interpreted as
an artificial dimension.

We can ask if there are any additional symmetries which come into picture because
of the periodic drive. It was shown in Ref. [271], that in addition to spatial and
non-spatial symmetries, the time-periodic Hamiltonians can also exhibit more exotic
symmetries like space-time symmetries which have no equilibrium counterparts. In
Floquet formalism, the symmetries of this effective time-independent Hamiltonian
are given by effective symmetry operators. The algebraic relations between these
effective symmetry operators can be quite different from their static counterparts.
For example, for Floquet Hamiltonian of Eq. 3.40, the effective symmetry operators



39

for time-reversal, particle-hole, and chiral symmetry are given by:

� =

(
T
T

)
, � =

(
C

C

)
, and � =

(
S

S

)
, (3.44)

respectively. Now, if the drive is such that the reflection symmetry of static Hamil-
tonian is promoted to a time-glide symmetry, then

M� (k, C)M = � (−:G , k‖ , C + )/2). (3.45)

For Floquet Hamiltonian�� in Eq. 3.40, it becomes an effective reflection symmetry
given by

ℳ =

(
M
−M

)
. (3.46)

On the basis of these effective symmetry operators, we can conclude that the fol-
lowing commutation relations are reversed for the driven system

[M, C]± = [ℳ,�]∓], [M,S]± = [ℳ,�]∓] (3.47)

which can change the topological classification. In Chapter 7, we demonstrate how
such a set up can by realized by coherent excitations of lattice vibrations.

3.3 Periodically driven quantum magnets
In addition to band engineering described above for non-interacting models, light-
matter interactions can also be used to control the properties of strongly correlated
matter [21, 356]. In these materials, the energy landscape is dominated by different
interactions which can be modified by light-induced charge redistribution. Such
changes can alter charge, spin, or orbital ordering and interaction strength in these
systems which can allow us to study phase transitions in these materials. This
would not only improve our fundamental understanding of the interactions between
different degrees of freedom, but are also paving the way for ultrafast quantum
technologies. In the past few years, these ideas have found enormous applications in
the field of light-induced superconductivity [97]. Now, these methods are gaining
popularity in the context of quantum magnetism [228]. The magnetic properties of
a system depend on a lot of factors like the nature of orbitals involved in exchange
processes, nature of interactions, electronegativity of ligands, crystal structure, etc.
In the second part of this thesis, we explore how light can be used to change
magnetic properties by manipulating these different knobs. Here, we provide a brief
background required to understand the ideas pesented there.
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Exchange mechanism in magnetic insulators
This section draws heavily upon Ref. [267].

In this section, we briefly review different possible mechanisms for magnetic in-
teractions in transition metal based magnetic materials. We focus on systems with
localized spins, and would be ignoring itinerant magnets. We aim to understand
how spin exchange interactions emerge in a strongly correlated material and what
factors determine the nature of strength of these interactions.

Direct superexchange

We consider a simple two-site Fermi-Hubbard model at half-filling. We assume one
orbital on each site with hopping described by

�KE = −C
∑
f=↑,↓

(
2
†
1f22f + 2†2f21f

)
. (3.48)

The electrons at each site experience the mutual Coulomb repulsion which is given
by

�int = * (=1↑=1↓ + =2↑=2↓), (3.49)

where =8,f = 2†8,f28,f. In the Mott regime, C � *, (I = 0, the charge degree of
freedom is almost frozen, and we can consider two situations:

1. Parallel alignment: both spins point in the same direction. In this case, the
Hilbert space is spanned by

|↑, ↑〉 = 2†2↑2
†
1↑ |0〉 , |↓, ↓〉 = 2

†
2↑2
†
1↑ |0〉 . (3.50)

In this case, both states are eigenstates of the full Hamiltonian �KE+�int with
energy zero.

2. Antiparallel alignment where the two spins on different sites point in opposite
directions. In this case, the Hilbert space can be partitioned into two sectors:
(1) Single occupancy denoted by subspace P, and (2) Double occupancy
denoted by subspace &. The states in subspace %

|↑, ↓〉 = 2†2↓2
†
1↑ |0〉 (3.51)

|↓, ↑〉 = 2†2↑2
†
1↓ |0〉 (3.52)

and the states in subspace &

|↑↓, .〉 = 2†1↓2
†
1↑ |0〉 (3.53)

|., ↑↓〉 = 2†2↓2
†
2↑ |0〉 . (3.54)
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Using these states, we can write the above Hamiltonian

� =

©«
0 0 −C −C
0 0 C C

−C C * 0
−C C 0 *

ª®®®®®¬
(3.55)

in the basis |↑, ↓〉 , |↓, ↑〉 , |↑↓, .〉 , |., ↑↓〉. It can be solved exactly, but we are
more interested in its magnetic properties when C � *. In the absence of
hopping, the two states in the subspace % (&) are degenerate with energy zero
(U), respectively. In this limit , we can treat �hop as a perturbation to �int and
the low energy physics can be very well captured by

�eff ≈ P�0P +
1
*
P�hopQ�hopP (3.56)

where P(Q) is a projection operator for subspace %(&). In the basis of
|↑, ↓〉 , |↓, ↑〉, it takes the following form

�eff ≈ −
2C2

*

(
1 −1
−1 1

)
(3.57)

which results in a splitting of �C−�B = 4C2/* between singlet and triplet states
of subspace % given by

��kB/C〉 = 1/
√

2 ( |↑, ↓〉 ∓ |↓, ↑〉). The triplet sector has
the same energy as the parallel spin case and thus we can write this effective
Hamiltonian as a spin Hamiltonian which becomes more evident when we use
the second-quantization picture.

In the second-quantization picture, we can capture both cases described above with
the effective Hamiltonian

�eff = −
2C2

*

(
2
†
2↑2
†
1↓21↓22↑ − 2†2↓2

†
1↑21↓22↑ − 2†2↑2

†
1↓21↑22↓ + 2†2↓2

†
1↑21↑22↓

)
= −2C2

*

(
2
†
1↓21↓2

†
2↑22↑ − 2†1↑21↓2

†
2↓22↑ − 2†1↓21↑2

†
2↑22↓ + 2†1↑21↑2

†
2↓22↓

) (3.58)

and on using

(G8 =
1
2

(
2
†
8↑28↓ + 2

†
8↓2
†
8↑

)
, (

H

8
=

1
2

(
2
†
8↑28↓ − 2

†
8↓2
†
8↑

)
, (I

8
=

1
2

(
2
†
8↑28↑ + 2

†
8↓2
†
8↓

)
(3.59)

it becomes
�eff =

4C2

*

(
S1 · S2 −

=1=2
4

)
(3.60)



42

U

0

t

En
er
gy

Figure 3.1: Virtual excitations to doubly-occupied sector responsible for lowering
of energy in the singlet sector.

which gives exchange coupling, � = 4C2/*, and shows that the ground state is
antiferromagnetic. This effective spin Hamiltonian arises when we eliminate the
higher-energy states from the full Hilbert space after accounting for the virtual
excitations to these levels as shown in Fig. 3.1.

So far, we considered only a single orbital on each site and the effective spin coupling
came out to be antiferromagnetic in nature. However, the superexchange mechanism
can also give rise to ferromagnetic interactions which can show up only if we account
for multi-orbital nature of TM. For example, if we consider a toy-model on each
site with one spin on each site with inter-orbital hopping between neighboring sites.
We notice that both FM and AFM states can reduce their energy through virtual
excitations to doubly-occupied sectors. However, the energy associated with the
virtual state of FM case is lower due to Hund’s coupling between two orbitals at a
given site which results in a ferromagnetic ground state. This shows that the multi-
orbital nature of TM ions can have important implications on magnetic properties
of magnetic materials.

Ligand-mediated superexchange interactions

The model discussed above can describe the magnetic properties of a system with
localized spins on each site. It assumed direct hopping between magnetic sites and
considered only a single orbital. There are very few real magnetic materials which
can be described by the simple model considered above. In most transition metal-
based quantum materials, the multi-orbital character of each magnetic site can have



43

significant implications on their magnetic properties. Additionally, these 3 orbitals
are highly localized and the direct hopping between 3 orbitals at neighboring sites is
almost negligible. And quite often, the transition metal ions are separated by large
non-magnetic ions known as ligand ions. These ligand ions usually have active ?
orbitals which have a finite overlap with the 3 orbitals of TM ions. These ligand ions
can mediate exchange interactions between two TM ions even if there is no overlap
between the 3 orbitals of these TM ions. The magnetic properties in such cases
are strongly influenced by the properties of orbitals involved in the superexchange
mechanism. A better understanding of the role of multi-orbital nature and ligand
properties on the superexchange mechanism can open up novel routes to manipulate
magnetic properties with external perturbations which is the basis of our work
described in Ch 7-10. In this section, we try to develop an intuition about different
aspects of ligand-mediated superexchange interactions.

We consider a simple situation where the hopping between two singly-occupied TM
ions is mediated by one orbital of the ligand which sits between two TM ions. To
understand superexchange in this model, we consider one 3 orbital on each TM site
denoted by 8 = 1 and 8 = 2 with a completely filled ? orbital of the ligand ion. This
model can be described by the following Hamiltonian:

� =
∑

8=1,2,f

(
(−C?32†8f2?f + h.c ) + �3 =̂8f

)
+

∑
f

�? =̂?f +*
∑
8=1,2

=̂8↑=̂8↓, (3.61)

where �?/3 is the hopping between 3 orbitals of the TM ion and the ligand orbital,
�?/3 is the electronic energy of ?/3 orbitals, and * is the on-site Coulombic
interaction on TM ion site. For the undriven case, the magnetic coupling strength
can be obtained by using fourth-order perturbation theory which gives an exchange
interaction:

J=4C4?3

(
1

(�3? +*)2*
+ 1
(�3? +*)3

)
, (3.62)

where �3? = �3 − �?. These terms arise due to virtual excitations to high energy
sectors and thus the exchange intereactions now depend on the orbital properties of
ligands, their electronic energies, and the geoemtric arrangement of ligand and TM
ions.

This model very well captures the superexchange in antiferromagnetic magnetic
insulators like MnO, NiO, etc. where the spins at singly-occupied 3 orbitals of TM
ion site can hop between two sites via neighboring oxygen ion located directly at the
center of the line joining the two TM ions.
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We noticed in the direct superexchange case that the models with more than one
orbital on TM ion exhibit a much richer behavior. Similarly, if we consider two
orbitals on the ligand or TM ion, the ligand-mediated superexchange can result in
ferromagnetic interactions. We can consider a toy model with one ligand atom
and two TM ions, where the ligand ion has two completely filled ? orbitals but the
electrons in different orbitals can hop only to 3 orbitals in different TM ions. In
addition to the on-site interaction on each TM ion, the two orbitals on the ligand ion
are interacting via Hund’s coupling. This model can be described by:

� =*
∑
8=1,2

(
=̂8↑=̂8↓ + �3 (=̂8↑ + =̂8↓)

)
+ ��

∑
U=?G ,?H ,

U≠U′

2
†
U↑2
†
U′↓2U↓2U′↑

+
∑

U={?G ,?H},
f={↑,↓}

�? =̂Uf −
∑

8={1,2},
U={?G ,?H}

C8U (2†8f2Uf + 2
†
Uf28f)

(3.63)

where �� is Hund’s coupling between two ? orbitals and the hopping parameters,
C1?G = C2?H = C, and C2?G = C1?H = 0 as the spins at 8 = 1, and at 8 = 2 hop to orbitals
?G and ?H, respectively. In the limit, C � *,* + �?3 and for singly-occupied 3
orbitals, the effective low-energy Hamiltonian takes the form of a spin Hamiltonian
with exchange interactions given by:

� =
4C4
?3

(* + �3?)2

(
1

2(* + �3?) + ��
− 1

2(* + �3?) − ��

)
= −

4C4
?3

(* + �3?)2
2��

4(* + �3?)2 − �2
�

(3.64)

which is negative indicating their FM nature. This form can be understood from
fourth order virtual processes which are allowed for both singlet and triplet sectors.
However, one of the intermediate states results in one electron at each ?G and ?H
orbitals and the contribution of Hund’s term is positive (negative) for singlet (triplet)
respectively which lowers the virtual excitation energy for the triplet sector. This
indicates that including more than one orbital on the ligand ion can give rise to FM
interactions which depend not only on C?3 , �?3 , and * like AFM case, but also on
Hund’s coupling. On the basis of these two simple toy models with one 3 orbital on
each TM ion and a ligand with ? orbitals, we can predict that for singly-occupied
TM ion site, the ligand-mediated exchange interactions are AFM in 180◦ geometry
and FM in 90◦ geometry. In most cases, �� � *, �3?, which indicates that FM
exchange interaction given in Eq. 3.64 tends to be significanly weaker than AFM
interaction in Eq. 3.62.
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These were the two cases which involved only one orbital on each TM ion site. If
we include other 3 orbitals on these TM ions, many different scenarios can arise and
we can even get an AFM interaction in 180◦ geometry. For example, consider the
case where each TM site has two 3 orbitals with opposite orbital ordering on two
sites (for instance, this situation can arise in Jahn-Teller active materials) such that
the ligand orbital overlaps with the half-filled orbital on one TM ion and with empty
3 orbital on the second TM ion. In this case, the Hund’s coupling between 3 orbital
electrons at TM site would result in a FM coupling. The nature of interactions in
such cases involving multiple orbitals on TM ion or ligand ion can be predicted
using Goodenough-Kanamori rules [115].

Ultrafast control of exchange interactions
In transitional metals based magnetic insulators with localized spins, exchange
interactions depend on a lot of factors and some of them include:

1. Direct hopping between TM orbitals

2. Hopping between TM and ligand orbitals

3. Energy difference between ligand and TM orbitals

4. On-site Coulomb interaction and Hund’s coupling

5. Orbital occupancies of ligand and TM orbitals

This dependence on different parameters can be leveraged to modify the exchange
interactions by applying external perturbations like pressure or strain which have
long been used to change the orbital overlap between neighboring sites. Similar
changes can also be obtained in multiferroics with polarization and magnetization
coupling, using static electric fields which modifies the metal-ligand separation
resulting in a change in exchange interactions[224]. Some of these static methods
are known for over a half century now, and have proved immensely successful,
but the time-scales associated with these changes are much slower. In order to
use quantum magnets for new generation technologies like high-speed spintronics
and information processing, and quantum computation, we need new routes for
direct manipulation of exchange interactions at ultra-fast time-scales. The new
advancements in the field of lasers and quantum materials can possibly allow us
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to harness light-matter interactions to control magnetic properties at these time-
scales. Below, we discuss different possibilities of using light to modify exchange
interactions.

Even in simple models considered above, an EM field can affect the exchange
interactions via many different mechanisms depending on how different ingredients
mentioned above are impacted by light. For example, an oscillating electric field can
modulate the hopping between TM ions or it can result in a Stark shift of the energy
levels involved in exchange processes. Additionally, in certain case, it can also
induce transitions between different levels which can change the charge distribution.
Furthermore, light can also give rise to coherent lattice vibrations which in turn can
affect the energies of 3 orbitals or metal-ligand bond angles.

Floquet engineering is one such mechanism which is emerging as a powerful tech-
nique to coherently manipulate the exchange interactions. To gain some insight
about Floquet engineering of exchange interactions, we briefly review the peri-
odically driven one-dimensional Fermi-Hubbard model at half-filling in the Mott
regime. In the presence of a time-dependent electric field, the full Hamiltonian of
the Fermi-Hubbard model is given by:

� = −C
∑
8

2
†
8f
28+1f + h.c +*

∑
8

=̂8↑=̂8↓ + 4E0
∑
8,f

=̂8f8 cos(lC) (3.65)

where E(C) = E coslC is the time-dependent electric field from the laser. After
Peierls’ substitution, it becomes:

�′ = −C
∑
8

48[ 4E0l sin(lC)]2†
8f
28+1f + h.c + �* = �′C + �int. (3.66)

Using Jacobi-Anger expressions, this hopping term can be expressed in terms of
Fourier components

�′C = −
∑
=

∑
8

CJ= (Z)
∑
8

2
†
8f
28+1f4

8=lC + h.c (3.67)

where J= denotes =Cℎ order Bessel function, and drive parameter

Z =
4E0
l
, (3.68)

which is known as Floquet parameter. Now, in Floquet picture, we can interpret
this Hamiltonian in a time-independent manner where terms involving 48lC give rise
to hopping between Floquet zones which differ by = photons. This photon-assisted
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hopping thus results in virtual excitations to sectors with energy*−=l. If the drive
is off-resonant, we can again use the second perturbation theory in the extended
Floquet basis which gives an exchange coupling:

�′ = �*
∞∑

==−∞

1
* + =lJ= (Z)

2, (3.69)

where, � = 4C2
*

is the magnetic coupling strength for the undriven case. In the
presence of this periodic drive, spin-exchange interactions are affected mainly due to
two factors: (a) change in the hopping parameter due to photon-assisted tunneling,
and (b) virtual excitations between different Floquet sectors. The effective spin
exchange interactions can thus be controlled by changing the frequency, polarization,
or intensity of the laser. As we can notice from the form of this above equation,
to modify � significantly, the Floquet parameter, Z ≈ 1, and also the frequency l
should be comparable to * at least. For a typical lattice constant of few Å, this
requires an Electric field amplitude , E ≈ 14+/Å. This necessitates the use of
very strong laser pulses which makes Floquet engineering of quantum magnets very
challenging.

This model for Floquet engineering of exchange interactions assumed direct hopping
and single orbital at each site. The effect of EMfieldwas incorporated usingminimal
coupling only. However, as we have seen already for the static case, the presence
of non-magnetic ligand ions and the multi-orbital nature of TM and ligand orbitals
plays a crucial role in determining the exchange interactions. A strong EM field
can affect these extra degrees of freedom in many different ways which cannot be
captured in the minimal coupling picture employed above. In the second part of this
thesis, we charter new routes to manipulate different knobs using light, and propose
novel schemes for ultrafast control of exchange interactions.

In Chapter 8, we propose a scheme based on the manipulation of orbital degree of
freedom with light. This scheme relies on the drive-induced energy shift and orbital
hybridization of ligand or TM ion orbitals which affects the exchange interactions. In
Chapter 9, we discuss the impact of ligands in periodically driven quantummagnets.
This works shows that the direct hopping model can fail to capture the essential
features of drive-induced changes in exchange interactions. Both of these works are
addressed within the Floquet formalism, and we considered mainly the off-resonant
case where the charge sector remains inert during the time when drive is on. This
allows us to describe the effective FloquetHamiltonian as a spinHamiltonian. On the



48

other hand, a resonant drive can modify the charge distribution by inducing charge
transfer excitations from ligand to TM ions or vice-versa. This can significantly
disrupt the exchange processes resulting in a very strong modification of exchange
interactions. In Chapter 10, we apply these ideas to explain the phase shift observed
in coherent phonon oscillations of CrSiTe3 upon the onset of short-range spin
correlations. This ligand-to-metal charge transfer induced modification of exchange
interactions also gives rise to a new kind of phonon excitation mechanism which we
refer to as spin-displacive excitation of coherent phonons.



Part II

Probing Non-trivial Band Geometry
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C h a p t e r 4

BERRY ELECTRODYNAMICS: ANOMALOUS DRIFT AND
PUMPING FROM A TIME-DEPENDENT BERRY CONNECTION

“Scientific thought and its creation is the common and shared heritage of mankind.”
– Abdus Salam

The Berry curvature of a Bloch band can be interpreted as a local magnetic field
in reciprocal space. This analogy can be extended by defining an electric field
analog in reciprocal space which arises from the time-dependent Berry connection.
In this chapter, we explore the term in the semi-classical equation of motion that
gives rise to this phenomenon, and show that it can lead to anomalous drift in
wavepacket motion. We also shown that a similar effect arises from changes in
the band population due to periodic driving, where the resulting drift depends on
the nature of the drive and can be expressed in terms of a shift vector. Finally, we
combine these effects to build a pump with a net anomalous drift during a cyclic
evolution in momentum space.

This chapter is based on the following reference:

Swati Chaudhary,Manuel Endres, andGil Refael. “Berry electrodynamics: Anoma-
lous drift and pumping from a time-dependent Berry connection.” Phys. Rev. B
98, 064310 (2018).

4.1 Introduction
The non-trivial geometry of energy bands in lattice models often gives rise to non-
zero Berry curvature, which can lead to Hall response and affect material properties
significantly [33, 404, 277, 377]. Berry curvature can be interpreted as a local
magnetic field in momentum space. Its effect on the semiclassical dynamics is
well studied [278, 84]. The local nature is directly observed in many cold atom
setups, where localized wave packets in momentum space can be generated and co-
herently controlled [376, 121, 155, 8]. In most of these experiments, the underlying
band topology is revealed either by Aharanov-Bohm [4] effects in quasimomentum
space [88, 200], or by Hall drift measurements [155, 82], while new methods even
allow the reconstruction of the Berry curvature across the Brillouin zone (BZ) [98,
200]. Most of these methods exploit the analogy between the Berry curvature and

https://journals.aps.org/prb/abstract/10.1103/PhysRevB.98.064310
https://journals.aps.org/prb/abstract/10.1103/PhysRevB.98.064310
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a magnetic field, and measure its effect on the dynamics of a wavepacket moving
adiabatically in one of the Bloch bands.

It is natural to ask what happens if we keep the wavepacket stationary in the BZ, but
change the band geometry. What effects arise from a time-dependent band geometry
as experienced by a wavepacket localized at some quasimomentum q? This situation
can be realized either by making the band geometry time dependent, or by changing
the relative band population of two bands with opposite geometric properties. We
recount how the rate of change of the Berry connection appears as an electric field
analog in the semiclassical equation ofmotion for awavepacket undergoing adiabatic
evolution 1. We connect this effect to the shift that a wavepacket undergoing Rabi
oscillations between two bands with opposite geometric properties exhibits.

Our results extend earlier results for thought experiments involving electronsmoving
slowly in spatially varying magnetic fields [330], where the time dependence of a
Berry flux gives rise to an analog of electromotive force and an associated motion.
In addition, non-trivial band geometry can profoundly affect the non-linear optical
responses of a solid [240, 245, 374, 343]. Inspired by the role of band geometry in
these non-adiabatic processes, we also explore the consequences of a time varying
average Berry connection arising due to excitations between bands.

Our main motivation is to explain how the Berry connection dynamics, both adia-
batic and non-adiabatic could be used to control the motion of wavepackets. This
is timely given the variety of experiments, particularly in the atomic and optical
realm [200, 345, 88, 155, 369], which explore the motion of wavepackets rather
than the transport properties of a whole Fermi sea, as is typical in solid-state sys-
tems. In our work, we explore the anomalous motion that such Berry-dynamics
produces for a wave packet in a honeycomb lattice. Furthermore, we show how
these processes can be combined to produce deterministic translations of a wave
packet, including a pumping cycle. Given that themotion is due to geometric effects,
it has the advantage that it is by and large detail-independent.

4.2 Background and summary of results
In order to understand the effects of a time-dependent band geometry, let us first
review the effects of Berry curvature on the motion of a wavepacket in a Bloch band.
The Berry curvature effects on the center of mass (COM) motion of a wavepacket

1This term is also mentioned in the review [377], but its effects on transport were not explored
or used as far as we know
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in the =Cℎ Bloch band are well captured by the semiclassical equation of motion
derived in Refs. [377, 337, 87]. For a wavepacket moving adiabatically in the =Cℎ

band, the COM velocity becomes:

v= (q) = ∇q�= (q) + ¤q ×
=, (4.1)

where �= (q) is the energy of the =Cℎ band, and 
= (q) is the Berry curvature given
by


= (q) = ∇ × Ann, where Ann = 〈D= (q) | 8∇q |D= (q)〉 (4.2)

is the Berry connection, and |D= (q)〉 is the space periodic part of =Cℎ band eigenstate.
This description shows that the COM velocity has a contribution from a Lorentz
force analog in addition to the regular group velocity, and thus highlights the analogy
between a magnetic field and the Berry curvature, in the sense of

B↔ ∇ × Ann = 
=.

In our work, we recount how in a more general scenario, the COM velocity is given
by (see App. A.1)

v= (q) = ∇q�= (q) + ¤q ×
= +
(
mAnn
mC

)
q
− ∇qj= (C), (4.3)

where
j= (C) = 8 〈D= |

m

mC
|D=〉 . (4.4)

The last two terms in Eq. (4.3) arise when the band structure is changed adiabatically.
In the absence of a force, these terms can be treated as a correction due to the time
dependence of the Berry connection, and hence as an analog of the electric field, in
the sense of

E↔ m

mC
(Ann) − ∇qj= (C).

Our extension to time-varying band-structures suggest an interpretation of Ann as
vector potential and j as the electric potential. Note that the term m

mC
(Ann) −∇qj= (C)

is gauge invariant (see App. A.1). We show that this additional term can give rise
to an anomalous drift which is studied in Sec. 4.3. We note that a essentially the
same term is also derived in the review [377], Eq. 6.9, for general changes in a
band structure, its effect on transprot, however, have been so far unexplored. In
particular, we see that the Berry connection is simply playing the role of a shift of
the wavepacket center.
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These time-dependent Berry connection effects also depend on the band occupation.
Intuitively, one would expect that the process of band switching (in a static band
structure) should also be considered as an effective time-dependent change in the
Berry-connection seen by a wavepacket, which could lead to similar results. Indeed,
we show that for a wavepacket starting in one band and undergoing Rabi oscillations
between two bands with different geometric properties, the COM velocity is given
by (see App. A.2):

v =
〈
∇q�=

〉
+ m
mC
〈Ann〉 +

m

mC

〈
∇q(q=)

〉
, (4.5)

where
q1 = −q2 = (Arg〈D1 | �′ |D2〉)/2 (4.6)

is the phase of the matrix element connecting the two bands via the perturbation
Hamiltonian �′ inducing the Rabi oscillation. For any quantity $, we define the
average 〈$=〉 = %1$1 + %2$2 with %1 and %2 the occupation probabilities for the
two bands. The first term in Eq. (4.5) is the average group velocity, and the last two
terms can be considered as an anomalous correction arising due to the change in
the average Berry connection, and the @ dependence of the phase of the transition
matrix element. In this case, the electric field analogy is

E↔ m

mC
〈A==〉 +

m

mC

〈
∇q(q=)

〉
.

We show gauge independence in App. A.2. Depending on the nature of the drive,
which modifies m

mC

〈
∇q(q=)

〉
, the electric field term can lead to an anomolous drift

(Sec. 4.4).

Most importantly, we show in Sec. 4.5 how to construct a charge pump by combining
and repeating adiabatic and non-adiabatic steps. An alternative scheme for a pump,
combining non-adiabatic processes with and without anamolous drift, is presented
in App. A.4.

4.3 Anomalous drift from adiabatic changes of the band structure
Consider a Hamiltonian � (q,G(C)) which depends on quasimomentum q and a set
of time-dependent parameters denoted by G(C). When the parameters G are varied
in an adiabatic manner, the COM velocity of a wavepacket initialized in the =Cℎ

Bloch band is given by:

v(@) = ∇q�= (@) + 8
m�`

mC

[〈
mD=

m�`

|∇qD=
〉
−

〈
∇qD= |

mD=

m�`

〉]
(4.7)
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where |D=〉 is the space-periodic part of Bloch wave function for =Cℎ band (see
App. A.1). This reduces to Eq. (4.3) with ¤q = 0, where the last two terms can be
interpreted as an electric field analog.

We demonstrate this effect by studying the honeycomb lattice. We consider a
wavepacket localized at quasimomentum q = @0Ĝ as measured from the nearest
Dirac point. In the vicinity of a Dirac point, the Bloch Hamiltonian for the lowest
two bands in A-B basis is

� =
3
2
�

[
Δ(C) gI@G + 8@H

gI@G − 8@H −Δ(C)

]
, (4.8)

where gI = ±1 for the two Dirac points K±, and q = k − K± [54]. The sublattice
offset-energy Δ(C), which can be a function of time C, is measured in units of 3�

2 ,
where � is the hopping amplitude, and quasi-momentum q in units of 1

0
, where 0 is

the lattice constant.

Consider a wavepacket in the lower Bloch band, and localized at q = @0Ĝ in the
vicinity of a Dirac point with gI = 1. For a time-dependent sublattice offset-energy
Δ(C), the Berry connection is given by

Agg =
1

2@0

©«
Δ√

Δ2 + @2
0

− 1
ª®®¬ Ĥ, (4.9)

where the gauge is chosen such that ∇q(j) = 0.

Changes of the Band structure are induced by varying Δ(C) linearly from −Δ0 to Δ0

in time ) . Then in the semiclassical picture, the group velocity and the anomalous
velocity are given by:

v6 = ∇q�− = −
q√

Δ2 + @2
0

, (4.10)

and
v0 =

mA
mC
− ∇qj= (C) =

mΔ

mC

@0

2(@2
0 + Δ2)3/2

Ĥ (4.11)

with Δ(C) = 2Δ0
)
(C − )

2 ). When ∇q(j) = 0, the anomalous drift depends only on the
change in the Berry connection which is shown in Fig. 4.1, and it is significant only
in the vicinity of a Dirac point.
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Figure 4.1: This vector plot shows the difference in Berry connection (Eq. (4.9))
for the lower band eigenstate around a Dirac point when the sublattice offset-energy
is changed adiabatically from −Δ0 to Δ0. The color bar on the side represents
the magnitude of this difference. The wavepacket position is marked by a red
circle. Here, the gauge is chosen such that ∇qj in Eq. (4.11) vanishes and thus the
anomalous drift after the adiabatic evolution is the same as the change in the Berry
connection vector at the position of wavepacket.

The total anomalous displacement could be integrated, as it is simply:

X0 =

∞∫
−∞

3Cv0 = �gg(C = ∞) − �gg(C = −∞)

=
1
@0

Δ√
Δ2 + @2

0

.

(4.12)

This formula in particular establishes the Berry connection as simply a shift of the
center of the wavepacket, and makes it significantly less abstract.

Adiabaticity is crucial for this result. Here, the adiabaticity condition is decided by
Landau-Zener parameter, Γ = |E12 |2

mE/mC , where |E12 | is the gap at the level crossing, and
E is the energy gap between two levels far from the level crossing [296]. When Δ is
changed linearly in time from a large negative to a large positive value, the energy
gap |E12 | = @, mE

mC
= 2 mΔ

mC
, and thus the Landau-Zener parameter Γ = @2

Δ0/) . This
process is adiabatic if Γ >> 1.

To comparewith the semi-classical expression, we numerically simulated themotion
of a wavepacket centered at quasimomentum @0 with spread f@, in a honeycomb
lattice for the following set of parameters: @0 = c/50, f@ = 0.02, T=700ℏ/�,
Δ0 = 0.4. The observed transverse drift, as shown in Fig. 4.2, is in good agreement
with Eq. (4.11). For the given set of parameters, the motion is almost adiabatic.
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(a)

(b)

Figure 4.2: COM displacement vs time when Δ is changed linearly in time from
-0.4 to 0.4 (a) Transverse drift (units of a), (b) COM displacement due to the group
velocity term. Dashed lines depict the results from the semiclassical theory, and
solid lines are from numerics.

Indeed, for the numbers used we find at the center of the wavepacket, Γ = 2.59,
and excitation probability averaged over the gaussian wavepacket , %4 ≈

〈
4−2cΓ〉 =

0.0007. Accordingly, we observe from numerics that the excitation probability
%4 ≈ 0.08% for @ = c

50 .

The anomalous drift observed in this section has a similar origin as the quantized
particle transport in the Thouless pump [348]. In both cases, the transport properties
are related to the adiabatic changes in the band geometry. An important difference
is that we study these effects for a wavepacket, and thus the anomalous drift depends
only on the changes in the band geometry near the wavepacket center. In contrast,
the Thouless pump is geared towards driving a completely filled band where its
action is quantized. Therefore, the Thouless pump relies more on global topological
properties of cyclically driven band structures.
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4.4 Anomalous drift from changes in the band population
Non-adiabatic processes, involving bands with different geometry, can have various
interesting consequences, e.g., effects originating from the shift in the charge center
upon excitation [317, 393, 187, 19, 188]. In many non centro-symmetric crystals,
the difference between the Berry connection of the valence and conduction bands
can give rise to a bulk photovoltaic effect during the optical transitions [101, 152,
398]. This kind of response can be expressed in terms of a shift vector [19, 317],
which appears naturally in the study of shift current photovoltaic and photo galvanic
effects [344, 188]. This shift vector highlights the role of the band geometry in
many non-linear optical processes [172, 240, 239]. In these works, transitions are
mainly induced by light, but in a more general scenario, one can consider any time-
periodic perturbation which changes the band population. As we show below, the
shift vector depends not only on the Berry connection of the two bands, but also on
the phase of the transition matrix elements. We illustrate this effect by discussing
two types of band switching processes stemming from sub-lattice offset modulation
or a sinusoidal force. We discuss the relation of our work to previous works [317,
393, 187, 19, 188, 101, 152, 398, 344, 172, 240, 239] at the end of the section.

The changes in the average Berry connection affect the motion of a wavepacket
undergoing coherent interband Rabi oscillations. For a wavepacket localized in
momentum space, and evolving under a time-dependent and space-periodic Hamil-
tonian, the wavefunction is:

|Ψ(r, C)〉 =
∫

3q q(@(C), @0) 48r.q |Φ(q, C)〉 , (4.13)

where q(q(C), @0) is localized around q0, and

|Φ(q, C)〉 = �(C) |6(q)〉 + �(C) |4(q)〉 (4.14)

is the superposition of the energy eigenstates |6(q)〉 and |4(q)〉 in the two bands.
In the absence of an external force and for a translationally-invariant Hamiltonian,
q(@(C), @0) = q(@(C = 0), @0) can be taken as real, and the displacement in real
space is given by:

〈r〉 =
∫
�/

3q|q(q, q0) |2 〈Φ(q, C) | 8∇q |Φ(q, C)〉 . (4.15)

This expression is also valid in the presence of a weak and time-periodic force,
but captures only the average displacement as shown in App. A.2. We consider a
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perturbation �′ of the form:

� (q, C) = �0 + �′

=

[
�6 (q) 0

0 �4 (q)

]
+

[
0 |+ |

2 4
8Θ48lC

|+ |
2 4
−8Θ4−8lC 0

]
(4.16)

in the basis {|6(q)〉 , |4(q)〉}, where |6(q)〉 and |4(q)〉 are lower and upper band
energy eigenstates with eigenvalues �6 and �4, respectively. For the near resonance
condition, l ≈ �4 (q0) − �6 (q0), it is useful to express |Φ(q, C)〉 as:

|Φ(q, C)〉 = 0(C)48 lC2 |6(q)〉 + 1(C)4−8 lC2 |4(q)〉 , (4.17)

where 0(C) and 1(C) are slowly varying functions of time. Assuming that at C = 0,
a wavepacket tightly localized at q = q0 starts in the lower band, and if one ignores
the terms oscillating at frequency l, the COM velocity as given by Eq. (4.5), now
becomes

v = v6 + v0, (4.18)

where the average group velocity is

v6 = %6∇q�6 (q) |q0 + %4∇q�4 (q) |q0 = − cos(2ΩeffC)∇q�0, (4.19)

and the anomalous correction is given by

v0 =
m

mC

(
%6Agg + %4Aee

)
− 1

2
m

mC

(
%6∇qΘ − %4∇q(Θ)

)
= sin(2ΩeffC)

(
Aee − Agg − ∇qΘ

)
Ωeff |q0 ,

(4.20)

with phase q1 = −q2 = Θ/2, defined in Eq. (4.16), probability %4 = 1 − %6 =
|1(C) |2 = sin2(ΩeffC), and Ωeff is the effective Rabi frequency.

The anomalous velocity in Eq. (4.20) depends on the difference in the Berry con-
nection of the two bands, and the q space gradient of the phase of the drive. We used
a fixed basis to express |Φ(q, C)〉 in Eq. (4.17), and both of these contributions are
gauge-dependent, but the overall gauge dependence cancels. As a result, the anoma-
lous velocity is proportional to a gauge-invariant quantity, Aee −Agg − ∇qΘ, which
is known as the shift vector in the context of non-linear optical processes [317].
Importantly, because of its dependence on the phase Θ of the drive, the resulting
anomalous velocity v0 can differ significantly, as shown in Fig. 4.3.

Comparing the semi-classical result with the exact dynamics of a very narrow
wavepacket (see Fig. 4.3), we notice that apart from the fast oscillations in COM
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motion, the dynamics is captured very well by Eq. (4.5). These fast oscillations arise
from the non-zero inter-band Berry connection as shown in Eq. (A.45) of App. A.2.
It is worth mentioning that for a large wavepacket in quasimomentum space, finite
detuning effects can cause significant deviation from the semi-classical theory, and
the dependence on wavepacket size is discussed in App. A.3.

Wenowconsider twodifferentmechanisms to switch band population for awavepacket
in a honeycomb lattice, and show how the nature of drive decides the anomalous
shift during the transition.

Band switching with Δ modulation
We first consider switching the bands by modulating the sublattice offset-energy,
and the Hamiltonian for this process is given by

� = �0 + �′

=

[
Δ0 @4−8q

@48q −Δ0

]
+

[
Δ00< coslA C 0

0 −Δ00< coslA C

]
(4.21)

in A-B Basis. Now, expressing this Hamiltonian in energy eigenstate basis of �0,
and comparing it to Eq. (4.16), we find, for 0< << 1:

+ = |+ |48Θ = Δ00<
@0√
Δ2

0 + @
2
0

, (4.22)

when the lower and upper band eigenstates are expressed in the same gauge. Using
the same gauge to find Aee and Agg, we find from Eq. (4.20), that the anomalous
velocity is given by:

v0 = − sin(2ΩeffC)
©«

1
@0

Δ0√
Δ2

0 + @
2
0

ª®®¬Ωeff. (4.23)

We simulate the dynamics of a very narrow wavepacket for f@ = 0.01, 0< = 0.14,
@0 = c/50.0, Δ0 = 0.5, and lA = 2

√
Δ2

0 + @
2
0, and the observed transverse drift is in

good agreement with Eq. (4.23) as shown in Fig. 4.4. In this case, the effective Rabi
frequency, Ωeff is very small, and the resonance condition is satisfied only at the
center of the wavepacket. This results in a small discrepancy between numerics and
theory, which can be attributed to the finite detuning for a fraction of the wavepacket.



60

0 20 40 60 80 100
Time( /J)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

E
x
ci

ta
ti

o
n
 P

ro
b
a
b
ili

ty

(a)                                                                                   

Θ = 0. 0

Θ =φ/2

Θ =φ

0 20 40 60 80 100
Time( /J)

6

4

2

0

2

4

6

8

10

Lo
n
g
it

u
d
in

a
l 
D

ri
ft

(a
)

(b)                                                                                   

Θ = 0. 0

Θ =φ/2

Θ =φ

0 20 40 60 80 100
Time( /J)

15

10

5

0

5

T
ra

n
sv

e
rs

e
 D

ri
ft

(a
)

(c)                                                                                   

Θ = 0. 0

Θ =φ/2

Θ =φ

Figure 4.3: Dynamics during Rabi oscillations for a general drive: (a) Transition
probability as a function of time, (b) Longitudinal drift, (c) Transverse Drift for the
time evolution by H (solid lines) in Eq. (4.16) and from expressions (dashed lines)
in Eq. (4.19) and (4.20), respectively, for @0 = c/40, Δ0 = 0.6, + = 0.04, f@ = 0.01
and l = 2�0 and different drive phases Θ where q = tan−1(@H/@G). For illustration
purposes, the quantities on the H axis in (a) and (b) are shifted by a constant value
for different Θ.
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Figure 4.4: Dynamics during non-adiabatic processes: (a) Transition probability
and (b) Transverse drift as a function of time for two non-adiabatic schemes from
numerics (solid line) and from theory (dashed lines). Results for Δ modulation are
shown in blue color, and we observe a significant drift during the band switching
process as expected from Eq. (4.23). On the other hand, when band switching is
achieved by applying a sinusoidal force, anomalous drift (shown in green color) is
vanishingly small and is in good agreement with Eq. (4.25).

Band switching with sinusoidal force
We further consider applying a time-periodic force on the wavepacket. We consider
a weak external sinusoidal force, F = F0 sinlC. If |F0 ·Age | � l (see Eq. (A.35) in
App. A.2 and Ref. [121]), the perturbation �′ is given by:

�′ = cos(lC)
[
F · Agg F · Age

F · Aeg F · Aee

]
. (4.24)

Within rotating-wave approximation, we find from Eq. (4.20) and (4.24) that the
anomalous velocity is given by:

v0 = sin(2ΩeffC)
(
Aee − Agg − ∇q(Arg(F · Age))

)
Ωeff. (4.25)

Here, the anomalous term has two kinds of contributions, one from the change
in Berry connection, and the other from the phase of the drive. Interestingly,
for the specific case of a wavepacket close to a Dirac point and a linear force,
these two contributions are equal. Hence, the wavepacket is excited to the upper
band without any significant transverse drift unlike the sublattice offset-energy
modulation case (see Fig. 4.4). We also simulate the dynamics of a wavepacket for
q0 = c/40Ĝ, Δ0 = 0.6 in the presence of a sinusoidal force F = lAΔ0/20 cos(lA C) Ĥ.
The observed transverse drift and the transition probability are in good agreement
with the analytical treatment (Fig. 4.4). The finite size of wavepacket results in
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Figure 4.5: Scheme for amplification of the anomalous drift due to electric field
analog. One cycle mainly consists of four steps: (1) Δ is changed from −Δ0 to
Δ0 adiabatically, (2) Δ is kept constant and a weak sinusoidal force is applied to
achieve band switching, (3) Δ ramped adiabatically in the opposite direction, (4)
Again a c pulse using a sinusoidal force. Upper two panels show how the sublattice
offset-energy and external force is changed in time for different steps in the cycle.
In the third panel, we show the schematic for wavepacket localized in the vicinity
of a Dirac point during the cycle. The lowermost panel illustrates the motion in
real space. During each adiabatic step, the wavepacket center shifts significantly
with transverse drift in the same direction. On the other hand, the time average
displacement during the process of band switching is negligible. This results in an
overall transverse drift during one cycle.

some detuning effects as the resonance condition is fulfilled only the center of the
wavepacket. This gives rise to a small discrepancy in numerics and theory. Also,
we neglected the terms oscillating at frequency l in Eq. (A.45), and hence the
oscillations in COM motion are not captured by Eq. (4.20).

Relation to previous shift-currents work
During the band switching process, we came across interesting connections be-
tween the anomalous drift and the shift vector, Aee − Agg − ∇qΘ. This shift vector
also appears in the study of many other optoelectronic processes in solids. It is
responsible for the shift current bulk photovoltaic effect [317, 188, 187, 240, 239]
and for the large nonlinear optical response in many non-centrosymmetric crystals.
In these shift current calculations, one considers a completely filled valence band,
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and a continuous pumping to the conduction band gives rise to a shift current. In
these materials, continuous pumping arises from relaxation processes; in contrast,
the schemes proposed here are based on fully coherent quantum dynamics. The
contribution from different : points in BZ is proportional to the shift vector, and the
proportionality constant depend on many other factors like amplitude and frequency
of drive, temperature, etc. Since, the shift current is obtained by summing up this
contribution from all : points in a BZ, and thus it is non-zero only for crystals
without an inversion center. Furthermore, the polarization of light directly affects
the phase Θ of the transition matrix elements, and thus can change the shift vector
significantly.

The effect for localizedwavepackets depends only on the shift vector at thewavepacket
center. Also, while electrons in crystals were treated through the Fermi golden rule,
the wave packet we are considering exhibits coherent oscillations between the bands,
and the observed anomalous drift oscillates in the same manner as the relative band
population. Most importantly, the transition matrix we consider is general, and
does not apply only to optical transitions or nonlinear optical processes [317, 393,
187, 240, 239]. In the context of the optoelectronic processes discussed in these
references, the shift vector depends on the interband Berry connection, and is given
by Aee − Agg − ∇q(Arg(F · Age)). This dependence originates from the fact that
the transition is induced by a time-periodic force, and thus according to Eq. (4.24),
Θ = Arg(F · Age). Hence, our work generalizes the shift-current expression to
Aee − Agg − ∇qΘ, where Θ is the phase of the matrix element connecting the two
bands, and the previous results appear as a special case.

4.5 Application: Pump from electric field analog
Our primary goal is to show how time-dependent Berry connections could be used to
control particle motion. Indeed, the two mechanisms to achieve an anomalous drift
from time-dependent geometric properties as discussed above can be combined to
produce a pumping effect on awavepacket. During the adiabatic evolution (Sec. 4.3),
the sign of transverse drift depended on the band index, and the rate of change of
Δ. For the non-adiabatic case, we mentioned two schemes for band transition, and
it was observed that the wavepacket displacement was negligible when a linear and
time-periodic force was applied. These effects can be combined to produce an
amplified transverse drift (Fig. 4.5), with the following steps:
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1. The wavepacket is initialized in the lower band, and the sublattice offset-
energy Δ is changed adiabatically from -Δ0 to Δ0. This results in a transverse
drift.

2. A c pulse is realized by applying a weak external sinusoidal force on the
wavepacket. The wavepacket ends up in the upper band after this pulse with
the same @ distribution as before. There is no significant transverse drift
during this step.

3. Now, Δ is changed in the opposite direction. The transverse drift during this
step is expected to be the same as in the step one because both, the band index,
and the rate of change of Δ have opposite sign.

4. Another c pulse is applied, and the wavepacket returns to the lower band.

After these four steps, the wavepacket shifts by a finite distance in the transverse
direction but returns back to the ground band with the same @-distribution. Im-
portantly, also the lattice parameters are back to their initial values, which makes it
possible to repeat these steps in a pump cycle. We discuss an alternative scheme
only involving band transfer (but no adiabatic changes) in App. A.4.

The overall transverse drift after one complete cycle can also be associated with the
total phase picked up by the state in this non-adiabatic but cyclic process. We notice
that after a full cycle of the scheme shown in Fig. 4.5, the space-periodic part of Bloch
wavefunction in Eq. (4.13) changes from |Φ(q, C)〉 = |6(q)〉 at C = 0 to |Φ(q, C)〉 =
48\ (q) |6(q)〉, where \ (q) has contribution both from dynamical and geometrical
terms. Interestingly, in the scheme described above, the overall dynamical phase
vanishes, and thus the phase picked up in one cycle can be interpreted as Aharanov-
Anandan phase [3]. Now, according to Eq. (4.15), the COM displacement is given
by:

〈r〉 = ∇q\ (q) |q0 , (4.26)

for an extremely narrow wavepacket located at q = q0. Here, the transverse after
one cycle, depends solely on Aharanov-Anandan phase, and is thus non-zero only
for those cyclic processes where the state picks up a non-trivial geometric phase.

We explained above how this phase depends on the nature of �′, and there is no
q dependent overall phase when band switching is obtained by modulating the
sublattice offset-energy. On the other hand, for the weak sinusoidal force case, in
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the limit |Δ| >> @0, and for the same gauge choice,

\ (q) ≈ Arg(F · Age(Δ0)) + Arg(F · Aeg(−Δ0)) ≈ 2q, (4.27)

where q = tan−1(@H/@G), and thus we expect the displacement after one cycle to be
< r >= 2/@0 Ĥ.

We simulate the motion of wavepacket for one full cycle in Fig. 4.5 (see Fig. A.4
in Appendix for multiple cycles), and observe that the obtained transverse drift
shown in Fig. 4.6 is in close agreement with Eq. (4.26). In this case, it was also
observed that the wavepacket first expands in real space during the first adiabatic
step, and then contracts during the second adiabatic step. It is mainly because
the dispersion relation is opposite for two bands, and thus the wavepacket shows a
breathing behavior. Hence, at the end of each cycle, we can achieve a significant
transverse drift without any spreading of wavepacket in real space.

(1) (2) (3) (4)

Figure 4.6: Transverse drift for one cycle in scheme shown in Fig. 4.5. We observe
a transverse drift during the adiabatic evolution when the sublattice offset is varied
from −Δ0 to Δ0 in step 1. Next, the wavepacket is excited to the upper band without
any significant drift when a sinusoidal force is applied during the step 2. In step 3, it
is displaced in the same direction during the adiabatic evolution in the opposite band
when sublattice offset is changed in the opposite direction. Again, the wavepacket
returns to the lower band without any insignificant displacement during step 4. In
this case, the offset was changed very slowly from -0.6 to 0.6 in ) = 600 to satisfy
the adiabaticity condition. The schematics of wavepacket dynamics in @ space is
shown in Fig. 4.5.

4.6 Discussion and conclusions
In this manuscript, we explored the time dependence of the Berry connection as
a means of controlling a wavepacket in a Bloch band. Indeed, there are many
ways to control a particle moving in a confined potential. It could be subject to
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a force, or it could be subject to a variety of quench protocols. A change of a
geometric quantity such as the Berry connection, however, is more likely to result in
a universal response. Furthermore, we demonstrated that the time derivative of the
Berry connection appears as an anomalous velocity in the semiclassical equation of
motion for a wavepacket, and can be considered as a momentum space analog of an
electric field.

In addition, when a wavepacket is excited to a different band, another interesting
connection emerges between the observed anomalous drift and the shift vector, see
Eq. (4.20). During the band switching, the wavepacket experiences an anomalous
drift which consists of the difference of the Berry connections of the two bands, and
a q space derivative of the argument of the interband matrix element of the drive.
And hence, we demonstrated that shift vector expression is more general than the
one encountered in the light-induced transitions [317, 393, 187, 19, 188, 101, 152,
398, 344, 172, 240, 239], and explored it in two types of drive.

Indeed, the anomalous drift from the electric field analog should be thought of as
a powerful element in the arsenal for controlling a wavepacket in synthetic systems
such as optical lattices. Some recent works have discussed how particle transport
can be affected by the changes in the geometric flux [264, 363]. Such effects often
average out in solid state systems, since all transport effects are averaged over a
Fermi sea. Furthermore, changing the lattice geometry in materials on transport-
relevant time scales is quite difficult. Atomic and optical systems, in contrast, allow
the observation of the motion of tight wavepackets [26], and can realize a variety
of time-dependent protocols which can explore the effects from time-dependent
band geometry. In solid state setups, such as graphene, the band geometry can be
changed by using a circularly polarized drive [254], and the changes could be made
adiabatic by applying a smooth envelope to the pulse onset. In principle, one could
create a compact wavepacket by creating optical excitations in the sample, and then
collimating the beam with barrier structures similar to the methods used for wave
vector filtering as described in Ref. [222].

In our manuscript, we provide an example for what the combination of the anoma-
lous velocity effects from the time varying band geometry and interband transition
could achieve. We construct a protocol which controllably ‘pumps’ a wavepacket
perpendicular to its group velocity. The observed transverse drift could be amplified
without any significant change in the wavepacket size.

Anomalous drifts from time-dependent Berry connection could be at the basis of
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a rich set of control protocols. It would be interesting to study the effects of
time-dependent geometric properties for the degenerate Bloch bands or multi-band
systems. Furthermore, geometric effects due to interband excitations could be made
richer by considering a momentum shift q. Time-dependent band geometry could
even have an effect in solid state system, perhaps when the Fermi sea is shifted due
to a constant external field, or a thermal gradient. Beyond wavepacket dynamics,
Berry curvature can also modify the energy spectrum of excitons, and can give rise
to orbital Zeeman shift analog [329, 406]. It would be interesting to explore stark
shift analogs arising from time-dependent Berry connection. Additionally, higher
order moments of Berry curvature can also affect the magneto-optical properties
of the materials [203, 402]. Using the recent proposals to control and tune the
band geometry in monolayer materials [311, 182], one can look up for the effects
of time-dependent band geometry in many non linear optical responses as well. We
expect that these effects will be the subject of future investigation, as well as the
focus of experimental efforts.
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A p p e n d i x A

APPENDIX

A.1 Electric field analog in equation of motion − adiabatic case
Consider a quantum system described by a Hamiltonian H which depends on quasi
momentum q, and on a set of parameters given by G. The eigenstates of this � are
denoted by |D= (q,G)〉, such that,

� (q,G) |D= (q,G)〉 = �= (q,G) |D= (q,G)〉 . (A.1)

Now, consider the adiabatic evolution of this system as q(C) andG(C) changes slowly
with time. According to the quantum adiabatic theorem, a system initially in one
of its eigenstates |D= (q(0),G(0)〉 will remain in the instantaneous eigenstate of
the Hamiltonian � (q(C),G(C)) throughout the process. The additional (geometric)
phase picked by the state, when R is varied slowly along the contour C is given by:

W= =

∮
�

3R · A= (R), (A.2)

where R = (q,G), and A= (R) is given by:

A= (R) = 8 〈D= (R) |
m

mR
|D= (R)〉 . (A.3)

In this case q(C) is a 3D vector, and we can take the dimension of G as <, i.e,
G = (�1, �2, ...�<). We can define a gauge field tensor derived from the Berry
vector potential:


n
`a =

m

m'`
�='a −

m

m'a
�='` , (A.4)

known as the Berry curvature. In this case R = (@1, @2, @3, �1, �2, ......�<), and
thus we can recast the Eq. (A.4) into a vector form for `, a n (1, 2, 3)


= (q) = ∇q × A= (q), (A.5)

where the vector 
= is related to the Berry curvature tensor by Ω=
8 9
= n8 9 : (
=): .

The main point to be noted here is that this vector form is not generalized here for
all `, a, but only for the q part.
We are interested in studying themotion of particle as different parameters are varied
slowly with time. For adiabatic evolution, the wave function changes slowly, and



69

apart from a phase factor to the first order in the rate of change of the Hamiltonian,
the wave function is given by:

|k(=)〉 = |D=〉 − 8ℏ
∑
=′≠=

|D=′〉
〈
D=′ | mD=′mC

〉
(Y= − Y=′)

. (A.6)

Now the velocity operator in the q-representation has the form v(@, C) = 1
ℏ
∇@� (@, C),

so the average velocity in a state of given q to the first order is given by

v= (q) =
1
ℏ
∇qY= (q)

− 8
∑
=′≠=


〈D= | ∇q� (q) |D=′〉

〈
D=′ | mD=mC

〉
Y= − Y′=

− 2.2
 ,

(A.7)

where c.c denotes the complex conjugate. Using the fact that when = ≠ =′,
〈D= | ∇q� (q) |D=′〉 = (Y= − Y=′)

〈
∇qD= |D=′

〉
, and the identity

∑ |D=′〉 〈D=′ | = 1, we
find,

v= (q) =
1
ℏ
∇qY= (q) − 8

[〈
∇qD= |

mD=

mC

〉
−

〈
mD=

mC
|∇qD=

〉]
. (A.8)

The C dependence is coming through R, and thus we can write����mD=mC 〉
= ¤q · ∇q |D=〉 + ¤�`

����mD=m�`

〉
, (A.9)

where summation over ` is implied. Substituting this expression in Eq. (A.8), we
get the 8th component of velocity as:

E8 (q) =
mY=

ℏm@8
− 8 ¤@ 9

[〈
mD=

m@8
| mD=
m@ 9

〉
−

〈
mD=

m@ 9
| mD=
m@8

〉]
− 8 ¤�`

[〈
mD=

m@8
| mD=
m�`

〉
−

〈
mD=

m�`
| mD=
m@8

〉]
.

(A.10)

Using Eqs. (A.3), (A.4) and (A.5), we get:

E8 (q) =
mY= (q)
ℏm@8

− n8 9 : ¤@ 9
=
: − 8 ¤�`

[〈
mD=

m@8
| mD=
m�`

〉
−

〈
mD=

m�`
| mD=
m@8

〉]
. (A.11)

The last term in Eq. (A.11) above can be expanded as:

8

[〈
mD=

m@8
| mD=
m�`

〉
−

〈
mD=

m�`
| mD=
m@8

〉]
= −8 m

m�`

〈
D= |

m

m@8
|D=

〉
+ 8

〈
mD=

m@8
| mD=
m�`

〉
+ 8

〈
D= |

m

m@8

m

m�`
|D=

〉
= −

m�=@8

m�`
+ 8 m
m@8

〈
D= |

m

m�`
|D=

〉
,

(A.12)



70

and thus the Eq. (A.11) becomes:

E8 (q) =
mY= (q)
ℏm@8

− ( ¤q × (∇ × A=))8 + ¤�`
mA=8
m�`

− 8 ¤�`
m

m@8

〈
D= |

m

m�`
|D=

〉
.

(A.13)

It can be written more concisely as:

¤A8 (q) =
mY= (q)
ℏm@8

− ( ¤q × (∇ × A=))8 +
(
mA=8
mC

)
q
− ∇qj= (C), (A.14)

where
j= (C) = 8

〈
D= |

m

mC
|D=

〉
. (A.15)

This equation has a striking similarity with the equation of motion of a charged
particle in the presence of an electric and magnetic field as given by:

ℏ ¤k = &∇rΦ +& ¤r × (∇r × A) −&
(
mA
mC

)
r
, (A.16)

where & is the electric charge, Φ the scalar potential, and A is the electromagnetic
vector potential. This allows us to define analogs of electric and magnetic field from
the geometric quantities in Eq. (A.14) as follows:

B → 
=, (A.17)

E →
(
mA=

mC
− ∇qj=

)
. (A.18)

These quantities are gauge invariant as shown below.

Gauge invariance of the electric field analog
From electrodynamics, we know that E = −∇r(Φ) − mA

mC
, and B = ∇ × A are gauge

invariant quantities. So in this section, we prove that a similar gauge invariance is
satisfied by their analogs. If we make a gauge transformation

|D= (R)〉 → 48Z (R) |D= (R)〉 , (A.19)

where Z (R) is an arbitrary smooth function, then A= transforms as follows:

A= → A= − ∇qZ (q,G). (A.20)

In analogy to the EM vector potential, we want to show that in Eq. (A.14),
(
mA=
mC

)
q
−

∇qj= is a gauge invariant quantity. Let
��D′= (R)〉 = 48Z (R) |D= (R)〉, then the term ∇qj

transforms as :

∇qj′ = 8∇q
〈
D′= |

m

mC
|D′=

〉
= 8∇q

[〈
D= |

m

mC
|D=

〉
+ 8 mZ
mC

]
,
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∇qj′ = ∇qj − ∇q
mZ

mC
, (A.21)

and the other term
(
mA′=
mC

)
q
transforms as follows(
mA′=

mC

)
q
=

(
mA=

mC

)
q
− ∇q

(
mZ

mC

)
q
. (A.22)

So, the expression
(
mA=
mC

)
q
− ∇qj= is gauge invariant, and hence the equation of

motion is not modified under the gauge transformation. This term
(
mA=
mC

)
q
− ∇qj=

is analogous to the electric field E in the real space.

A.2 Derivation for equation of motion for a Bloch wavepacket undergoing
Rabi oscillations

Consider a wavepacket with support on two Bloch bands. We want to study its
evolution under the Hamiltonian � − F(C) · r̂, where � is translationally invariant,
and F(C) is the force applied on the wavepacket. The wavefunction describing the
system is given by Schrodinger equation:

8
m

mC
|Ψ(r, C)〉 = (� (C) − F(C) · r̂) |Ψ(r, C)〉 . (A.23)

Here, we can express |Ψ(r, C)〉 as a superposition of Bloch wavefunctions. For a
two-band model we can write:

|Ψ(r, C)〉 =
∑
==1,2

∫
�/

32kq= (k, C)48k·r |D= (k)〉 , (A.24)

where |D= (k)〉 is the cell-periodic part of =Cℎ Bloch wavefunction. Substituting in
Eq. (A.23) above, we get:

8
m

mC
(q= (k, C)) =∑

<=1,2

∫
�/

32k(q< (k, C) 〈D= (k, C) | � |D< (k, C)〉

− 8 〈D= (k, C) | F · ∇k(q< (k, C) |D< (k)〉)).

(A.25)

Now, since � is translationally invariant, and there is no mixing between different
k components, so we can use the ansatz:

|Ψ(r, C)〉 =
∑
==1,2

∫
�/

32kq= (k(C), C)48k(C)·r |D= (k(C))〉 , (A.26)
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where k(C) = k +
∫ C

0 F(C′)3C′ and defining :

k= (k, C) ≡ q= (k(C), C), (A.27)

we get the following equation for k= (k, C)

8
m

mC
k= (k, C) =

∑
<

(�=,< (C) − F · A=,< (k(C))) k< (k, C), (A.28)

where A=,< (k) = 8 〈D= (k) | ∇k |D< (k)〉. This ansatz was used mainly to consider the
fact that probability distribution in k moves in time in the presence of a force, and
the coefficients at k +

∫ C

0 F(C)3C are decided by the initial conditions at k. In the
absence of an external force, we can write :

|Ψ(r, C)〉 =
∑
==1,2

∫
�/

32k48k·rk= (k, C) |D= (k)〉 . (A.29)

For translationally invariant �, there is no mixing between different k and at each
k, we have:

8
m

mC
k= (k, C) =

∑
<=1,2

� (k, C)=,<k< (k), (A.30)

and |k1(k, C) |2 + |k2(k, C) |2 is a function of k only. This allows us to express:

|Ψ(r, C)〉 =
∫

32k48k·rq(k) |Φ(k, C)〉 , (A.31)

where q(k) =
√
|k1(k, C) |2 + |k2(k, C) |2 and |Φ(k, C)〉 is a superposition of |D= (k)〉

with time-dependent coefficients such that

8
m

mC
|Φ(k, C)〉 = � (k, C) |Φ(k, C)〉 , (A.32)

and 〈Φ(k, C) | |Φ(k, C)〉 = 1.

Now, we can do something similar in the presence of an external force by defining

|Ψ(r, C)〉 =
∫

32k48k(C)·rq(k) |Φ(k(C), C)〉 , (A.33)

where q(k) =
√
q1(k, 0)2 + q2(k, 0)2, k(C) = k +

∫ C

0 F(C′)3C′, and |Φ(k(C), C)〉 is
governed by � − F · A. For the special case of sinusoidal force F(C) = F0 sin(lC),
we notice that k(C = =)) = k, and hence at any time C which is integer multiple of
time period ) , we can write:

|Ψ(r, C)〉 =
∫

32k48k.rq(k) |Φ(k, C)〉 , (A.34)

where |Φ(k, C)〉 is governed by:

8
m

mC
|Φ(k, C)〉 = (�0 − F(C) · A(k)) |Φ(k, C)〉 . (A.35)
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C.O.M velocity for near resonant periodic drive
For a two-level system, consider the full Hamiltonian

� = �0 + �′ =
[
�1 0
0 �2

]
+

[
0 +

2 4
8\48lC

+
2 4
−8\4−8lC 0

]
, (A.36)

where + is taken as real. This gives

|Φ(q, C)〉 = 0(C)48lC/2 |D1(q, C)〉 + 1(C)4−8lC/2 |D2(q, C)〉 , (A.37)

and substituting in Eq. (4.15), and neglecting the terms oscillating at frequency l,
we get

〈r〉 =
∫

32q|q(q, q0) |2 〈Φ(q, C) | ∇q |Φ(q, C)〉

= 〈A==〉 |q0 + 0
∗(C)∇q0(C) + 1∗(C)∇q1(C).

(A.38)

Now, subsituting Eq. (A.37) in Eq. (A.36), we get

m

mC
0(C) = −8

(
(�1 +

l

2
)0(C) + +

2
48\1(C)

)
(A.39)

and
m

mC
(1(C)) = −8

((
�2 −

l

2

)
1(C) + +

2
4−8\0(C)

)
. (A.40)

If the wavepacket starts in one of the eigen states, we get the following expression
for velocity:

v =| (0(C) |2∇q�1 + |1(C) |2∇q�2

+ m
mC
〈A==〉 +

m

mC

(
|0(C) |2∇q(\)

)
.

(A.41)

Given the fact that
m

mC
|0(C) |2 = − m

mC
|1(C) |2, (A.42)

we can write
v =

〈
∇q�=

〉
+ m
mC
〈A==〉 +

m

mC
〈q=〉 , (A.43)

where
q1 = −q2 =

\

2
=

1
2
Arg 〈D1 | �′ |D2〉 . (A.44)

It is worth mentioning again that the above equation does not take into account
the fast oscillatory motion at frequency l. Now, if we include such terms, then
Eq. (A.38) is modified as follows:

〈r〉 = 〈A==〉 |q0 + 0
∗(C)∇q(0(C)) + 1∗(C)∇q1(C) + 0∗(C)1(C)4−8lCA64 + 0(C)1∗(C)48lCA46 .

(A.45)
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A.3 Results for different sizes of wavepacket
Here, we consider the effects of increasing the size ofwavepacket in quasi-momentum
space. Since, the resonance condition is satisfied only at the center of wavepacket, so
a larger wavepacket would have significant detuning. This detuning would decrease
the transition probability after a Rabi cycle, and would also decrease the transverse
drift observed during the process of band switching. We plot the resulting transverse
drift and excitation probabilities for three different wavepacket sizes in Fig. A.1, and
the other parameters are same as that for Fig. 4.3 in the main text. These detuning
effects would become more prominent when band switching process is repeated
more than once and can result in a significant change in the transverse drift as shown
in Fig. A.2.

A.4 Pump from non-adiabatic processes only
In Sec. 4.5, we showed how one can combine adiabatic and non-adiabatic steps to
amplify the anomalous drift obtained from the electric field analog. We mainly ex-
ploited the fact that shift vector was vanishingly small when transition was achieved
using a time-periodic force, and the transverse drift was same during two adiabatic
steps of the cycle. In Sec. 4.4, we also showed that the shift vector is significantly
large when band transition is achieved using the sublattice offset-energymodulation.
Now, one can in fact combine these two different kinds of non-adiabatic processes to
amplify the transverse drift arising purely from the changes in the Berry connection.
Here, we simulate the motion of a wavepacket undergoing Rabi oscillations such
that transition from lower to upper band is achieved bymodulating offset energy, and
use sinusoidal force for the opposite step. The wavepacket is shifted significantly
during the sublattice offset-energy modulation step only, and its direction depends
only on the bands involved in transition as shown in Fig. A.3.
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(a)

(b)

(c)

Figure A.1: Transverse drift for different wavepacket sizes for (a)Θ = 0.0, (b)Θ = q.
Transition probability is the same for all of the above cases and its dependence on
wavepacket size is shown in (c). Here f0 is the size of wavepacket considered in the
main text (Fig. 4.3).
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Figure A.2: This figures shows the effect of the wavepacket size on one full cycle of
the scheme discussed in Sec. 4.5. For a large wavepacket, the anomalous drift after
one cycle would decrease significantly with its size.
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Figure A.3: Transverse drift during three different band switching steps. For the
first and third steps, we modulate the sublattice offset-energy Δ, and the wavepacket
moves from lower to upper band which results in a significant transverse drift.
During the second step, we keep Δ constant, and apply a sinusoidal force which
results in a negligible drift.
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Figure A.4: Transverse drift after two cycles of the scheme discussed in Sec. 4.5.
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C h a p t e r 5

INTERACTION-ENHANCED SHIFT CURRENT IN TWISTED
BILAYER GRAPHENE

5.1 Motivation
In the previous chapter, we came across an interesting quantity known as shift-
vector. It represents the shift in the center of the Bloch wavepacket upon excitation
between bands. It can give rise to a very strong non-linear optical response (NLOR)
known as shift-current in materials with non-zero Berry curvature profile. This
shift-current response is finding many applications in photovoltaics. The magnitude
of shift-vector quantity is often dictated by the size of the unit cell in real space.
The non-trivial topology along with large unit size of moiré materials renders them
a perfect platform to study such responses. Moiré materials, in particular twisted
bilayer graphene (TBG), exhibit a range of fascinating phenomena, the root of
which can be traced back to the interplay of small kinetic energies, topologically
non-trivial wavefunctions, and strong interactions. In this work, we analyze the non-
linear second-order photoresponse of TBG as a function of various experimentally
accessible parameters, specifically twist angle and doping. We find that, in the
absence of interactions, the response of the system has a generic form near vicinity
of the magic angle and, in general, is dictated by two energy scales: mean energy
difference between same momentum states located in the hole and electron flat
bands; and the direct gap between flat and dispersive bands. We then study how
electron-electron interactions affect this photoconductivity, and findmany additional
features arising from the change in band structure and quantumgeometry tensor. Our
results highlight the connection between non-trivial geometric properties of TBG
and its optical response, as well as provide a roadmap for optical probe experiments
intended to study the role of interactions in moiŕe materials.

5.2 Introduction
The underlying quantum geometry (QG) of Bloch wavefunctions is playing an
increasingly important role in predicting physical properties of quantum materials.
Many interesting signatures of QG are revealed in transport properties and optical
responses of these systems [240, 217, 259, 6, 355]. The quantized anomalous linear
Hall effect in the absence of magnetic field in time-reversal symmetric setups is one
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very well-known example of band topology influence on transport properties [377].
Recently, it has been shown that such QG related phenomena are not limited to
linear response to external electric fields, but can manifest themselves in nonlinear
optical responses (NLOR) as well [238, 240, 217, 259, 6, 355, 157, 365, 323, 374].
Furthermore, such NLOR do not require breaking of time-reversal symmetry (TRS)
but can occur in TRS preserving systemswith non-zero Berry curvature profile [238,
157, 365, 323, 374]. These non-linear effects can manifest in various ways, such
as non-linear response to DC fields (induced by Berry curvature dipole [238, 323,
383]), second-harmonic generation (SHG), and bulk-photovoltaic effects like shift-
current (SC) [393, 342, 253, 285], and circular photogalvanic effects (CPGE)[140,
57, 158]. Especially, the band topology-induced non-linear response to AC fields
have garnered significant attention in recent years [374, 57, 158].

The shift-current response [317] one example of a NLOR, has been of prime inter-
est as it offers a possibility to generate a giant DC response from a weak linearly
polarized electromagnetic fields, and can have immense potential in photovoltaic
applications [285, 79, 393, 285]. Most interestingly, the origins of this effect can
be traced back to the geometric properties of the system [365] and microscopically
arises due to change in properties of the Blochwavefunction upon excitation between
bands. Specifically, the magnitude of such band transition-dependent QG effects
is often dictated by the change in average position of Bloch wavefunctions within
the unit cell. Many previous works have studied shift-current response in bilayer
graphene and TMDs [382, 303, 7], and have found these 2D systems a promis-
ing platform to observe band topology-induced NLOR. Furthermore, QG-induced
processes become more important for flat bands [355, 380] due to their featureless
dispersion. Thus, a large unit cell along with very small electronic bandwidths of
moiré materials renders them the perfect avenue to explore these QG-dependent
non-linear optical responses. A few recent works have explored this possibility in
twisted bilayer graphene (TBG) [166, 209], highlighting the unprecedented mag-
nitude of the response at the magic angle. Here, we complement these studies by
systematically studying dependence of photoresponse on system parameters and its
robustness to electron-electron interactions that are known to drastically alter the
non-interacting bandstructure profiles [73]. From the technological perspective,
these moiré materials can find important applications in low THz optoelectronics
due to their characteristic electron energy scales of the order of few meV’s and
highly tunable small bands gaps.
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Many properties of TBG are tunable experimentally either by changing the twist
angle, the encapsulation enviroment, or by varying doping of the sample. Varying
twist angle allows to access regime where electronic bandwidth is minimal and
small compared to the characteristic energy scale of electronic interaction. In this
regime precisely, interactions are responsible for TBG exhibiting a plethora of com-
plex phenomena such as correlated insulating and superconducting behavior [47,
49, 391], orbital magnetism [216, 308], and emergent ferromagnetism[310]. In this
work, we present a detailed analysis of shift current response in TBG investigating
its dependence on twist angle, encapsulation environment. Specifically, we identify
the role of band structure, relevant quantum tensor elements, and the role of system’s
symmetries in determining the shift-current response. Inspired by recent experi-
mental results [73] we consider specific types of electron-electron renormalizations
of the electron bandstructure, see Fig.5.1a-b, [126, 284, 118] to demonstrate that
these interactions can change both the magnitude and frequency response of the
second-order conductivity. These changes can be understood as stemming from the
interaction-induced band flattening modifying the quantum geometric tensor [69,
199], j=`a, which depends on the structure of Bloch wavefunctions:

j=UV (k) =
〈
mD(k)
m:U

����mD(k)m:V

〉
−

〈
mD(k)
m:U

����D(k)〉 〈
D(k)

����mD(k)m:V

〉
(5.1)

where |D(k〉 is the cell-periodic part of the wavefunction. The imaginary part of the
geometric tensor is the Berry curvature that is typically linked to the NLOR, whilst
the real part is the Fubini-Study metric which quantifies minimal Wannier function
spread and gives an enhancement to superconducting behavior [159, 380].

The paper is organized as follows: in Sec.II, we present a brief summary of our
main results; in Sec.III, we present the model used in our simulations, the mean-
field treatment of Coulomb interactions and the methods employed to evaluate the
shift-current response. We also compare different approaches used in literature
and comment on their numerical amenability; in Sec.IV, we proceed to study the
shift-current response in a non-interacting twisted bilayer model and investigate the
role of twist angle, sublattice offset, and symmetry properties. Additionally, we
also analyze the contribution arising from different types of band transitions, e.g.
flat to flat (FF) and flat to dispersive (FD) bands. We then try to understand the
connection between observed shift-current response and the real space profile of
Bloch wavefunctions involved in transitions; in Sec.V, we discuss how these results
are modified by interactions; finally, we conclude by providing a summary of our
analysis and specific experimental predictions.
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5.3 Summary of results
We study the role of twist angle, encapsulation environment, and electron-electron
interactions on shift-current response in twisted bilayer graphene. We find that
interactions can significantly alter the shift-current response in both qualitative
and quantitative ways as shown in Fig. 5.1c-f. The shift-current response has a
contribution from transitions between flat bands whose gap can be controlled by the
tuning the substrate properties. This contribution increases sharply in magnitude
and narrows in the corresponding frequency window when Hartree corrections are
taken into account. The key contribution to shift-current comes from the transition
between flat and dispersive bands. We notice that incorporating interactions not only
significantly enhances the shift-current response, but also gives rise to an additional
peak. We explain these features on the basis of electron-electron interaction-driven
changes to the band dispersion and quantum geometry. Also, we notice that since
the position of dispersive bands is not affected much by the substrate-induced
sublattice offset, Δ, but the flat bands are pushed away with increasing Δ, which can
significantly change the frequency response of the flat-to-dispersive contribution.
Our work demonstrates how second-order optical responses can serve as a probe for
electron-electron interaction driven changes in twisted bilayer graphene. We also
notice that its frequency range and magnitude can be tuned significantly by varying
the twist angle or the substrate properties. We observe a second-order conductivity
of the order of 1000`�.=</+2 in frequency range of 10-100meV. This is roughly
of the same order of magnitude as calculated in Ref. [166] and [382] for TBG and
gapped bilayer graphene respectively. However, Ref. [166] studies the frequency
response in range 1-10meV and Ref. [382] considers a frequency of 100meV.

5.4 Model and methods
TBG single-particle Hamiltonian
The single-particle energy spectrum of twisted bilayer graphene near the magic
angle can be described with help of a continuum model [183, 35, 212]. Here, we
follow the notation and model considered in Ref. [183] which gives a Hamiltonian:

H0 =
∑

W={Z,f}

∫
Ω

32®A k†W (®A)�̂ (Z,f)kW (®A), (5.2)

�̂ (Z,f) =

(
�Z1(®A) *

†
Z
(®A)

*Z (®A) �Z2(®A)

)
(5.3)
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Figure 5.1: Main results: (a) Band structure for the non-interacting case, (b) Band
structure for the interacting case with Hartree corrections at different fillings, (c,d)
contributions to second-order conductivity fGGH (0, l,−l) from flat-flat band tran-
sitions for non-interacting case and for the interacting case with Hartree corrections
, and (e-f) contributions to second-order conductivity fGGH (0, l,−l) from flat-
dispersive band transitions for non-interacting case and for the interacting case
with Hartree corrections. These Hartree corrections increase the band flattening
significantly for both flat and dispersive bands as the filling is increased. This re-
sults in an enhanced second-order response and also gives rise to a second peak in
flat-dispersive contribution.

whereΩ represents the moiré unit cell, �Z,; represents the intralayer Hamiltonian of
layer ; = 1, 2, and *Z (®A) encodes the moiré interlayer hopping. The Hamiltonian is
written in the basis of (�1, �1, �2, �2) sites of the two layers, and we use the short-
hand notation, W ≡ {Z (= ±1), f(= ±1)}, for the valley/spin degrees of freedom. In
the rest of the chapter, we refer to this Hamiltonian as the “non-interacting model.”

The intralayer Hamiltonian �Z,; is given by the two-dimensional Dirac equation
expanded about the K;

Z
point of the original graphene layer,

�; = −ℏE
[
'(±\/2) (k −K;

Z )
]
· (ZfG , fH) + Δ;fI , (5.4)

where ®: is a momentum in the BZ of the original graphene layers, ' (±\/2) is
the 2 × 2 two-dimensional matrix accounting for the rotation of layer ; = 1(2) by
an angle +(−)\/2 about z-axis with respect to the initial AA stacked bilayer. We
set ℏE/0 = 2.1354 eV as the kinetic energy scale for the Hamiltonians �b; with
0 = 0.246 nm being the original graphene’s lattice constant. We also introduce a
layer dependent sublattice offset term, Δ;fI that leads to a gap opening at the Dirac
points.
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The moiré intralayer potenial in Eq.(5.3)*Z (®A) can be approximated as:

* =

(
D D′

D′ D

)
+
(

D D′4−82cZ/3

D′482cZ/3 D

)
48Z
®�"1 ·®A+

(
D D′482cZ/3

D′4−82cZ/3 D

)
4
8Z

(
®�"1 + ®�

"
2

)
·®A

(5.5)
We treat the interlayer couplings D and D′ as fitting parameters for the band structure
according to the procedure introduced in Ref. [73] and summarized in App. ??. To
diagonalize the Hamiltonian Eq.(5.3) in ®:-space, we can account for this interlayer
potential by introducing a coupling between Bloch wave ansatzs at momentum k
and k + G. Here, G = =1 ®�"

1 + =2 ®�"
2 is a linear combination of moiré reciprocal

vectors ®�"
1 and ®�"

2 where =1 and =2 are integers. These reciprocal lattice vectors
are given by ®�"

8
= '(−\/2) ®�8 − '(\/2) ®�8 with ®�1 = (2c/0)

(
1,−1/

√
3
)
and

®�1 = (2c/0)
(
0, 2/
√

3
)
being the reciprocal lattice vectors of graphene monolayer.

Mean-field interacting Hamiltonian
We consider electron-electron interactions given by the Coulomb term:

H2 =
1
2

∫
Ω

32®A 32®A′ Xd(®A) c(®A − ®A′) Xd(®A′), Xd(®A) =
∑

W={Z,f}
k†W (®A)kW (®A) − dCN(®A),

(5.6)
where Xd(®A) is the density relative to that at charge neutrality, dCN(®A), and c(®A − ®A′)
is the Coulomb potential with a Fourier transform, c( ®@) = 2c42/n@. The dielectric
constant n depends on the substrate, and is treated as a free parameter (reasons to
be made clear below). We approximate the above interaction term using a self-
consistent Hartree approximationH2 ≈ H� where

H� =
∑

W={Z,f}

∫
Ω

32r+� (r)k†W (r)kW (r) (5.7)

with the Hartree potential

+� (r) =
∫
Ω

32r′� (r − r′)
∑
W

〈
k†W (r′)kW (r′)

〉
�

(5.8)

In the above expression 〈...〉� denotes a summation over occupied states measured
from CNP (a = 0) [127]. When doping is increased with respect to the charge neu-
trality point, there is a preferential buildup of charge at �� sites in real space [127],
corresponding to electronic states near ^ points of the mini-Brillouin zone. The non-
uniform spatial charge distribution generates an electrostatic potential that prefers
an even redistribution of the electron density. In contrast, the real space charge
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distribution corresponding to electronic states near W point is more uniform in the
unit cell. The effect of the electrostatic Hartree potential and the associated charge
redistribution thus leads to an increase in energy of the electronic states near the ^
and ` points compared to to the energy of states near the W points [126, 117, 284].

The effect of the Hartree potential becomes increasingly pronounced as a function
of decreasing twist-angle, especially near the magic-angle where the non-interacting
bandwidth is minimal. There is an increasing tendency towards band-inversion near
the W point [56, 117], a feature that has not been observed in experiments till date
[74]. However, it is important to note that other mechanisms, for example strain or
a Fock term, can act against this tendency towards band-inversion by increasing the
overall bandwidth (both strain and Fock), or by contributing an opposing correction
to the self-energy as compared to the Hartree term, Eq. (5.8) (Fock only). In our
analysis we focus only on a Hartree correction for all \ and we take results for
0.96◦ < \ < 1.04◦, where we anticipate Hartree term to produce band inversions
not seen experimentally, with the understanding that another mechanism such a Fock
would counteract these extreme band inversions.

The bandstructure is obtained by employing the fitting procedure detailed inRef. [74].
Themicroscopic parameters of the Hamiltonian are determined bymatching the the-
oretical energy spectrum of the system to the experimental STM results sufficiently
far away from the magic-angle where no correlated effects are present. As explained
in Ref. [74] for general agreement with the experimental results, it is necessary to
use a dielectric constant n larger than that set by the substrate. Similar procedures
were employed in earlier studies [381, 127, 56] and their origins theoretically can
be justified by arguing that dispersive bands renormalize the dielectric constant for
the Coulomb interaction projected to the flat-bands. The final renormalized band-
structures at fixed angle of \ = 0.8◦ is shown as a function of filling in Fig. 5.1(b).
The most notable manifestation of the electron-electron interactions induced effects
is the band-flattening around the W and ` points beyond a certain filling.

We note that contribution of band-flattening effects on TBG properties were studied
in recent works [179, 199, 55]. Qualitatively the role of band-flattening was to
either enhance the density of states at the Fermi level or to decrease overall band-
width and as a result corresponding twist angle range over which correlated effects
were expected increased. We stress however that no papers that studied NLOR in
TBG[166, 209] has considered the role interactions can play in the photo response.

Before proceeding with the discussion of the shift-currents in TBG, we pause to
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clarify key assumptions of our modelling. Firstly we intentionally do not include the
effects associated with the “cascade transitions” at integer fillings near magic-angle
[407, 370], and the correlated effects such as superconductivity[50] or insulating
states[48]. Physically this approximation is justified as optical NLOR experiments
are typically performed at temperaturesexceeding the characteristic temperatures
() < 10 ) associated with these phenomena[48, 50, 407]. In principle however
these effects, as well as more complex scenarios like the K-IVC state, could provide
interesting constrains on and signatures in the photoresponse. The Hartree correc-
tions we expect to persist to higher temperatures as they are a reflection of charge
inhomogenity of the system. Secondly we also neglect the possibility of varying
interlayer hopping parameters (D, D′) in Eq.(5.5). We argue that this approximation
is justified since our choice of D′ = 90 meV is comparable to typical literature values
and the ratio of [ = D/D′ = 0.4 is not too far from values quoted in literature that are
typically in the range [ = 0.3 to 0.7. Most crucially, however, even if [ were to be
varied as twist angle is changed, the location of the van Hove singularity remains
fixed near filling of ±1.9 (or not drastically different energies) (see also Ref. [280])
until very high [’s of 0.8 that are typically not used in modelling. As such we thus
expect that although quantiative changes (such as precise frequency locations of
peaks can vary) overall behavior of the system will remain qualitatively similar.

Shift current
The shift-current response is determined by a rank three tensor

�
`
UU = 2f`UU (0, l,−l)EU (l)EU (−l) (5.9)

whereE(C) = E(l)48lC+E(−l)4−8lC is the electric field. The second-order conduc-
tivity tensor element, f`UU (0, l,−l) is given by (see Appendix B.2 and Ref. [100])

f
`
UU (0, l,−l) =

c43

ℏ2

∑
<,=

∫
[3k] 5<= |AU

<= |2S`U<=X(l − n<=) (5.10)

where n<= = n< − n= is the energy difference, and 5<= = 5< − 5= is the difference
in occupancy of energy level 0 and 1, and S`U<= = A`

<< − A`
<= − m` (ArgAU

<=) is the
shift-vector and A<= is the interband Berry connection defined by 1

8
〈D< |∇k |D=〉 for

Bloch wavefunctions |D<〉 and |D<〉. This interband Berry connection comes into
picture as the EM field couples through dipole matrix element. The shift-vector
represents the shift experienced by the Bloch wavepacket upon excitation from <th

to =th band [25, 100, 333]. The integrand 'UU`<= = |AU
<= |2S`U<= and if ℎ`U

10
= 0, it can
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also be expressed as

'
UU`

01
=

1
n2
01

Im

[
ℎU
01
ℎ
`

10
ΔU
01

n01

]
+ 1
n2
01

Im

[ ∑
3≠0,1

(
ℎU
10
ℎ
`

03
ℎU
31

n03
−
ℎU
10
ℎ
`

31
ℎU
03

n31

)]
(5.11)

where ℎU
01
=

〈
0 |∇:U� |1

〉
, ℎUV

01
=

〈
0 |∇:U∇:V� |1

〉
are the derivatives of Hmiltonian.

This expression for shift-current integrand is equivalent to the sum rule commonly
used to calculate the shift vector. If the time-reversal symmetry is broken intrinsi-
cally or by the light, there can be an additional contribution to the current density
which is linear in time and is known as the injection current.

There are many different methods to calculate the second-order conductivity [317,
266, 79, 403], and in some previous works it is presented in a slightly different form
without any reference to the shift-vector. For example, one of the most common
expressions which we encountered in different works like Ref. [403, 209] is

f<DUV = −
43

ℏ2l2Re

( ∑
Ω=±l,<,=,;

∫
32k

ℎU
=;
ℎ
V

;<
ℎ
`
<=

(Y<= − 8[) (Y=; +Ω − 8[)

)
(5.12)

which we show in the Appendix B.2 is equivalent to Eq. 5.10 except for the injection
current term which arises for < = = in the above summation. This term vanishes if
U = V case or if the TRS is preserved. On the other hand, some other works simply
provide the shift vector expression without any intuition about the origin of this
term. We highlight the connection between different expressions. This shift vector
can be calculated directly from the Berry connection matrix in theory. However,
in practice the direct numerical approach is plagued by the gauge fixing issues and
hence is not reliable. We instead consider the approach used by Ref. [266, 79] to
calculate the shift vector using the sum rule described in Eq. 5.11 which is equiva-
lent to the three velocity expression in Ref. [266]. This approach is more amenable
for numerical simulations and also puts different expressions considered above on
an equal footing. We provide a detailed derivation of the shift-current conductiv-
ity in Appendix B.2, and elucidate the connection between different expressions
encountered in the literature.

Symmetry constraints on second-order conductivity
It is a very well-known fact that the second optical processes are observed only
in non-centrosymmetric materials. The number of non-vanishing and independent
elements of the second-order conductivity tensor can be deduced directly from the
symmetry groups of the crystal via a simple application of group theory. The
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Figure 5.2: Band structure and shift current response for non-interacting case: (a)
Bandstructure for non-interacting twisted bilayer graphene for twist angle \ = 0.8◦
and sublattice offset Δ = 5<4+ on both layers. Here, FF and FD represent the tran-
sitions between two flat bands and between flat and dispersive bands, respectively.
(b) FF contribution to second-order conductivity as a function of frequency shown
in units of average gap between two flat bands. (c) FD contribution to shift current
conductivity scaled by Y2

5 3
sin \/2 as a function of frequency in units of the band

gap between flat and dispersive bands. captions for d,e; In c can you instead write
scaled by Y2

5 3
/!" , in (b) similarly to make sure there is a consistency, more points

in the inset of (b) same for the inset of (c)

TBG model considered here has �3 symmetry generated by a �3I and �2H when
the sublattice offset term is the same on both layers. However, when Δ1 ≠ Δ2,
the symmetry group reduces to �3I. As a result of these symmetry properties, as
derived in Appendix B.1, we expect

f
H
GG = −fHHH = fHGH = fGHG ≠ 0

fGHH = −fGGG = f
H
HG = f

H
GH = 0

(5.13)

when Δ1 = Δ2. On the other hand, for Δ1 ≠ Δ2, we have

f
H
GG = −fHHH = fHGH = fGHG ≠ 0

fGHH = −fGGG = f
H
HG = f

H
GH ≠ 0.

(5.14)

5.5 Shift current in non-interacting case
In this section, we investigate how this shift current changeswith different parameters
of the system. We identify two different contributions to this photocurrent in
presence of linearly polarized light: (1) originating from transitions from a flat
band to another flat band which is referred as FF, and (2) arising due to transitions
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between a flat band and a dispersive band which is referred as FD contribution in
Fig. 5.2 (a).

In the first case, as expected, the frequency response is decided by the average gap
of two flat bands as shown in Fig. 5.2 (b) and the obtained looks almost identical for
all twist angles away from the magic angle (|\ − 1.0deg | > 0.02). Another important
point to notice is the : profile of shift vector integrand 'GGH which peaks around
Dirac points and has equal regions of positive and negative values. However, the
energy contours for a given valley are not symmetric about :G = 0 which results in
a large net contribution whenever the filling is non-zero as shown in Fig. 5.2 (d).
Similarly, the shift vector from negative valley is opposite of the positive valley
but at the same time energy contours are also reversed which results in the same
contribution to second-order conductivity. We can apply similar arguments to
conclude that the contribution from shift vector 'HHG would vanish as the energy
contours are symmetric about :H = 0 but 'HHG (:G , :H) = −'HHG (:G ,−:H). As also
mentioned earlier, the frequency response is mainly decided by the gap which can
be tuned by changing the distance between hBN layers and tBLG sample. We
considered a sublattice offset, Δ = 5<4+ for both layers which results in a gap of
about 10<4+ and thus the contribution from flat-flat bands peak around 10<4+ . We
also present our results for other sublattice offset values as presented in the appendix
and as expected we notice that the frequency response can be tuned by varying the
sublattice offset. Although this contribution is coming from transitions between two
flat-bands but the shift vector between two flat-bands depends on dispersive bands
as it involves virtual transitions to and from dispersive bands. We have included
ten dispersive bands while evaluating this shift vector using the expression Eq. 5.11
where virtual transitions are captured by the second term.

Another contribution to second-order conductivity comes from real transitions be-
tween a flat band and a dispersive band depicted by orange arrows in Fig 5.2 (a). In
this case, the shift vector is concentrated around W point in : space (Fig. 5.2 (e)),
and thus we observe a significant non-zero contribution only when the Fermi level
lies between a flat band and a dispersive band. Now, as expected from Eq 5.11, the
integrand 'GGH<= decreases as 1/Y2

5 3
where Y 5 3 is the gap between the flat band and

the dispersive band. This quantity shows a very strong dependence on twist angle \
as it increases sharply with the increase in mini BZ size. Hence, we have presented
the results for this contribution in a \-independent manner in Fig. 5.2 (c). Although,
the main plot shown in this figure was obtained for twist angle \ = 0.8, but it looks
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almost identical for all other twist angles away from the magic angle. As evident
from the behavior of scaling factor n2

5 3
sin(\/2), the second order quantity is orders

of magnitude larger for \ = 0.8.

When the sublattice offset, Δ is increased from 5mev to 10meV, we notice that the
FD signal is shifted to a lower frequency and the peak becomes more pronounced.
This can be explained on the basis of the shift in band energies. An increased
Δ increases the gap between flat bands but does not affect the dispersive bands
much and as a result the gap between flat and dispersive bands start to decrease.
A smaller value of gap, Y 5 3 shifts the peak to lower frequency and also increases
the value of integrand which scales as 1/Y 5 3 as mentioned earlier. However, if we
increase the sublattice offset further, it suppresses the quantum geometric features
of the bands and the shift-current signal is suppressed as shown in Fig. B.1. This
shows that the sublattice offset can serve as an important knob to tune the optical
response. Additionally, the direction of current density and its relation to the
polarization of EM field can also be modified by changing the sublattice offset
independently in two-layers. As discussed in Sec. 5.4, the constraints on second-
order conductivity tensor are different for Δ1 = Δ2 case and Δ1 ≠ Δ2 case. Here, in
Figs. 5.2-5.4, we have considered Δ1 = Δ2, and thus the only non-zero components
are fHGG , f

H
HH, f

H
GH, f

G
HG ≠ 0 which can all be expressed in terms of fHGG plotted in

these figures. We also verified the relation between different elements as shown in
Fig. B.2. However, for Δ1 ≠ Δ2, there are two independent non-zero elements which
are shown in the lower panel of the same figure.

5.6 Interaction induced in shift-current response
Next, we proceed to discuss how the shift current response is modified by electron-
electron interactions which we incorporate by using mean-field methods described
above. As shown in Fig. 5.1 (b), one of the most prominent effect of interactions is
the band-flattening of the flat bands near the W point causing a large enhancement
of density of states. Additionally, these interactions also affect the structure of the
Bloch wavefunction in real-space.

For the flat-flat contribution shown in non-interacting case, we noticed that the fHGG
peak was significantly larger for fillings, a ≈ 2 Fig. 5.2(b). We explained this behav-
ior on the basis of a significant contribution from the extreme flat regions around `
points, corresponding to the van Hove singularities, as depicted in Fig. 5.2(b) and
Fig. 5.5 (a). On increasing the filling further beyond these flat-regions, the transi-
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tions to these states was Pauli blocked and they no longer contributed to the optical
response in non-interacting case. However, when electron-electron interactions are
included in the analysis, we notice that these flat-regions around ` point expand
further in : space as shown in Fig. 5.3(a) until they span the whole mini-BZ (when
the W point is locally flat). Now, these extremely flat regions can participate in band
transitions even at much larger fillings. It consequently affects the peaks at larger
fillings, e.g |a | > 3, which not only increase in strength but also shift in frequency
and coincide with the peaks at fillings |a | = 1.5, 2. This behavior clearly arises due
to the increased density of states coming from Hartree band-flattening that shifts
van Hove singularity to higher fillings. Additionally, we also notice a change in the
profile of flat-dispersive contribution of the integrand

∑
<= '

GGH
<= X(l − Y<=) along

W − ` line which leads to an increased asymmetry in positive and negative regions
of the mini-BZ with increasing |a | as depicted in the third column of Fig. 5.3(c),
and hence an enhanced response.

These interaction induced changes in band structure also affect the contribution
coming from transitions between flat and dispersive bands. One obvious modifica-
tion arises from the changes in band structure which are quite prominent around W
point. This region was the hotspot for FD contribution in non-interacting case as
shown in Fig. 5.2(e). The Hartree corrections to the non-interacting Hamiltonian
increases the gap at W points. It also results in an increased band flattening of
dispersive bands, which in turn decreases the gap significantly in a large region of
mini BZ around ` points as shown in Fig 5.4 (a).

Hartree corrections to the band structure and Bloch wavefunctions result in modify-
ing also the shift current integrand, 'GGH. Its momentum profile exhibits a significant
increase at regions away from W point as shown in Fig. 5.4 (d-g) and Fig. 5.6 (b).
These factors give rise to some unexpected features in the second-order conductivity
response. We can now observe a reasonably large contribution at fillings less than
|a | = 4, which arises due to spreading of 'GGH<= in miniBZ as shown in the bottom
panel of Fig.5.6(b).

Arguably however, the most important role (at least experimentally) of these filling-
dependent corrections is the appearance of new features in the second-order shift
current conductivity. Specifically, there is also a second peak, in Fig.5.4(c) atl ≈ 60
meV, which has the opposite sign, to the peak at l ≈ 25 meV. We attribute this
second-peak to transitions that involve van-Hove singularity points of the flat-band
as their frequency is quite close to the energy gap around those : points. This
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is further substantiated by the fact that the integrand in these regions is opposite
to the that of the contribution from W point as shown in Fig. 5.6(b) and the third
column of Fig 5.4 (e,f).We argue that this enhanced response and the appearance
of the second peak can act as a probe of interactions induced changes to both the
band structure and quantum geometry. Most crucially however this additional peak
occurs at frequencies that far exceed those characteristic of flat bands (few meV’s),
placing it more firmly in the characteristic range of optical experiments (tens of
meV’s).

5.7 Discussion
In this work, we have focused on the shift-current response, but CPGE and injection
currents are another very important photo-responses observed in materials with
Dirac cone dispersions. The injection current is the response which comes into
picture because of the difference in group velocity of two bands involved in the
transition process. This term is proportional to the relaxation time and is usually
the dominant contribution [157, 57] in the second-order photoresponse. However,
this term is non-zero only for circularly polarized light or for systems with tilted
Dirac cones illuminated by linearly polarized light. As a result, we can safely ignore
the injection current contribution in our calculations where we focused on linear
polarization only. A similar analysis of interaction induced effects can be done for
the injection current would be investigated in future [5].

Clearly, we have considered a time-dependent perturbation arising from the EM
field only. Another very interesting but somewhat underappreciated aspect of the
shift-vector is that it also depends on the nature of the perturbation [61]. For the
case of EM field, the interband transition is induced due to the coupling between
E field and the dipole matrix element between two bands. In minimal coupling
approach, this dipole matrix term is same as the interband Berry connection and
hence we get a contribution of the form m` (ArgAU

<=) in the shift-vector. However,
it can be generalized to other drives such as orbital-mixing or phonon-drive where
this interband term might look different. Thus, it would be interesting to explore
shift-current generated from perturbation different than an EM field.

Furthermore in the manuscript, we mainly focused on the photoresponse originating
from interband processes. However, if the symmetry of the system is lowered further,
we can also get a second-order contribution from intraband processes which are
captured by Berry curvature dipole [323]. Such processes can be made to contribute



91

in twisted bilayer graphene photoresponse by applying a strain as discussed in
Ref. [166]. However, the additional contribution is typically of the same order of
magnitude and should not alter our results drastically. add references

It can be shown that the shift-current expression considered in Eq. 5.10 has equal
contribution from both valleys if the Dirac cones of underlying graphene layers are
not tilted. However, in addition to the shift-current contribution which comes with
a Dirac-delta function, the second-order conductivity also has a contribution from
the principal part as presented in Eq. B.24 of Appendix B.2. This contribution is
equal and opposite from two valleys and hence can affect the shift-current response
for a valley-polarized setup. On the other hand, the injection current response here
would be more susceptible to valley polarization.

Although not demonstrated explicitly in the text, shift current is directly related to
quantum geometric objects as it involves Berry connection as its building block. In
future work it will be worthwhile to explore this connection further, in particular
how it interplays with different physical ingredients of the TBG system such as the
changes in Bloch wavefunction structure upon excitation. Specifically, as argued
in the Sec. 5.4, different momentum states lead to a different spatial distribution
of charge, e.g. for flat-bands ^ points states give rise to charge buildup near ��
sites whilst W point states cause a buildup of charge in a ring surrounding �� sites.
For the first dispersive bands however, the relation flips - ^ points states give rise
to charge buildup in a ring surrounding �� sites whilst W point states lead to a
charge buildup at the �� sites. We find that qualitatively sharp resonances seen
in Fig.5.4 correspond precisely to the transitions for �� charge profile to that of a
ring surrounding the �� sites or vice versa. It is therefore inviting to consider this
additional possible details about shift current origins and further explore how it can
be further modified to increase second-order response even further.
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(a)

(b)

(c)

Figure 5.3: Band structure and FF contribution to shift current quantities with
Hartree corrections: (a) Band structure with Hartree corrections, (b) FF contribution
to shift-current conductivity for the non-interacting case and the interacting case,
and (c) : space profiles of Shiftvector ((HG< =), Interband Berry connectionmagnitude
square, |�G<= |2, the integrand 'GGH<= and energy contours for Y 5 3 in : space for the
transition between two flat-flat bands at four different fillings.
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(a) (b) (c)

(d) (e)

(e) (f)

Figure 5.4: Band structure and FD contribution to shift current quantities with
Hartree corrections: (a) Band structurewithHartree corrections, (b) FD contribution
to shift-current conductivity for the non-interacting case, (c) FD contribution when
Hartree corrections are included, and (d-f) Shift vector ((HG< =), Interband Berry
connection magnitude square, |�G<= |2, the integrand 'GGH<= and energy contours for
Y 5 3 in : space for the four FD transitions where (d-e) represents transitions between
the hole flat band and hole dispersive bands, and (e-f) represents transitions between
the electron flat band and the electron dispersive bands.
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(a)

(b)

Figure 5.5: The flat-flat band transition contribution to the peak of second-order
conductivity from different : points within the mBZ at different fillings for (a) non-
interacting model and (b) interacting model with Hartree corrections. We notice a
significant increase in the contribution from the regions near the <D point which
mainly arises from the band-flattening effect of interactions.
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(a)

(b)

Figure 5.6: The flat-dispersive band transition contribution to the peak of second-
order conductivity from different : points within the mBZ at different fillings for
(a) non-interacting model and (b) interacting model with Hartree corrections. We
notice a significant increase in the contribution from the regions near the ` point
which mainly arises from the band-flattening effect of interactions.
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A p p e n d i x B

APPENDIX

(a) (b) (c)

Figure B.1: Bandstructure and second-order conductivity for different sublattice
offset energies: (a) Energy spectrum around flat-bands, (b) FF contribution to
seconf-order conductivity, and (c) FD contribution to second-order conductivity for
three different sublattice offset energies. As Δ increases, the gap between flat bands
increases but they come closer to the dispersive bands and this results in an opposite
frequency shift for the peak value in FF and FD case.

B.1 Symmetry analysis
If we consider a TBLG encapsulated with hBN from both sides such that the
sublattice symmetry breaking effect is same on both layers, we have Δ1 = Δ2. In
this case, the symmetry group of TBLG is �3 generated by �3I and �2H. In our
simulations, we found that there is only one independent component of f`

UV
tensor

when Δ1 = Δ2. It can be directly read from the character table of �3 in Tab. B.1.

Irreps � 2�3I 3�2H Cubic functions
�1 1 1 1 H(H2 − 3G2)
�2 1 1 -1 I3, G(3H2 − G2), I(G2 + H2)
� 2 -1 0 (GI2, HI2)

[
GHI, I(H2 − G2)

] [
H(G2 + H2), G(G2 + H2)

]
Table B.1: Character table for point group �3.

As we can see, the trivial irrep of �3 has only one cubic function which indicates
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Irreps 4 2 22 Cubic functions
�1 1 1 1 I3,H(H2 − 3G2),H(H2 − 3G2),I(G2 + H2)

�
1
1

48
2c
3

4−8
2c
3

4−8
2c
3

48
2c
3

(GI2, HI2)
[
GHI, I(G2 − H2)

] [
G(G2 + H2), H(G2 + H2)

]
Table B.2: Character table for point group �3.

that the second order tensor f`
UV

has only one independent element and thus

f
H
GG = −fHHH = fHGH = fGHG ≠ 0

fGHH = −fGGG = f
H
HG = f

H
GH = 0.

(B.1)

On the other hand, the trivial irrep for �3I has two cubic functions (ignoring the
ones involving I as our system is two-dimensional only) indicating that a rank three
tensor can have two independent components under �3. As a result of this, for
Δ1 ≠ Δ2, we have

f
H
GG = −fHHH = fHGH = fGHG ≠ 0

fGHH = −fGGG = f
H
HG = f

H
GH ≠ 0

(B.2)

which is consistent with our observation in Fig. B.2.

B.2 Shift-current expressions
Within the independent particle approximation and using minimal coupling ap-
proach, the second-order conductivity for a perturbation arising from a linearly
polarized EM field can be obtained using formula Eq. 43 of Ref. [266]

f
`

UV
(l/ , l1, l2) = −

43

ℏ2l1l2

∑
0,1,2

∫
3k

1
2
50ℎ

`UV
00 +

1
2
50ℎ

`VU
00 + 501

ℎU
01
ℎ
`V

10

l1 − n01

+ 501
ℎ
V

01
ℎ
`U

10

l2 − n01
+ 1

2
501

ℎ
UV

01
ℎ
`

10

l/ − n01
+ 1

2
501

ℎ
VU

01
ℎ
`

10

l/ − n01

+
ℎU
01
ℎ
V

12
ℎ
`
20

l/ − n20

[
501

l1 − n10
+ 521

l2 − n21

]
+
ℎ
V

01
ℎU
12
ℎ
`
20

l/ − n20

[
501

l2 − n10
+ 521

l1 − n21

]
(B.3)

where l/ = l1 + l2, ℎU01 =
〈
0 |∇:U� |1

〉
, ℎUV

01
=

〈
0 |∇:U∇:V� |1

〉
are derivatives of

Hamiltonian, n01 = n0−n1 is the energy difference, and 501 = 50− 51 is the difference
in occupancy of energy level 0 and 1. This formula many different contributions
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Figure B.2: Different second order conductivity tensor elements for Δ1 = Δ2 = Δ
case (upper row) and for Δ1 ≠ Δ2 (lower row).

like injection current, shift current, etc. It can be recast in a slightly different form
by shifting all frequencies by l→ l + 8[ and the above equation reduces to

f
`

UV
(l/ , l1, l2) = −

43

ℏ2l1l2

∑
0,1,2

∫
3k

1
2
50ℎ

`UV
00 +

1
2
50ℎ

`VU
00 + 501

ℎU
01
ℎ
`V

10

l1 + 8[ − n01

+ 501
ℎ
V

01
ℎ
`U

10

l2 + 8[ − n01
+ 1

2
501

ℎ
UV

01
ℎ
`

10

l/ + 8[ − n01
+ 1

2
501

ℎ
VU

01
ℎ
`

10

l/ + 8[ − n01

+
ℎU
01
ℎ
V

12
ℎ
`
20

l/ + 8[ − n20

[
501

l1 + 8[ − n10
+ 521

l2 + 8[ − n21

]
+

ℎ
V

01
ℎU
12
ℎ
`
20

l/ + 8[ − n20

[
501

l2 + 8[ − n10
+ 521

l1 + 8[ − n21

]
.

(B.4)
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The DC response to an AC field of frequency l is given by f`
UV
(0, l,−l). which

can be obtained from Eq. B.4 by substituting l1 = −l2 = l and for our prime case
of interest (U = V), we get

f
`
UU (0, l,−l) =

43

ℏ2l2

∑
0,1,2

∫
3k 50ℎ`UU00 + 501

ℎU
01
ℎ
`U

10

l + 8[ − n01

+ 501
ℎU
01
ℎ
`U

10

−l + 8[ − n01
+ 501

ℎUU
01
ℎ
`

10

n10

+
ℎU
01
ℎU
12
ℎ
`
20

n02

[
501

l + 8[ − n10
+ 521

−l + 8[ − n21

]
+
ℎU
01
ℎU
12
ℎ
`
20

n02

[
501

−l + 8[ − n10
+ 521

l + 8[ − n21

]
.

(B.5)

Connections with shift-current expression
In order to understand the connections between the shift-current expression we en-
countered in the main text and the form of the second-order conductivity considered
above, we can first split this equation into two different kinds of contributions

f
`
UU (0, l,−l) =

42

ℏ2l2

∑
0,1,2

∫
3k 50ℎ`UU00 + 501

ℎUU
01
ℎ
`

10

n10

+ 501
ℎU
01
ℎ
`U

10

l + 8[ − n01
+ 501

ℎU
01
ℎ
`U

10

−l + 8[ − n01︸                                          ︷︷                                          ︸
f23

+

ℎU
01
ℎU
12
ℎ
`
20

n02

[
501

l + 8[ − n10
+ 521

−l + 8[ − n21

]
+
ℎU
01
ℎU
12
ℎ
`
20

n02

[
501

−l + 8[ − n10
+ 521

l + 8[ − n21

]
︸                                                                                                                  ︷︷                                                                                                                  ︸

f56

(B.6)

Let us first focus on the 2nd and 3rd term of Eq. B.6, f23, where the integrand can
be expressed as

501
ℎU
01
ℎ
`U

10

l + 8[ − n01
+ 501

ℎU
01
ℎ
`U

10

−l + 8[ − n01
= 501

ℎU
01
ℎ
`U

10

l + 8[ − n01
− 510

ℎU
10
ℎ
`U

01

l − 8[ + n10

= 501
ℎU
01
ℎ
`U

10

l + 8[ − n01
+ 501

ℎU
10
ℎ
`U

01

l − 8[ − n01

= 501%

(
1

l − n01

) [
ℎU01ℎ

`U

10
+ ℎU10ℎ

`U

01

]
+ 5018c

[
ℎU01ℎ

`U

10
− ℎU10ℎ

`U

01

]
X(l − n01).

(B.7)
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For our purpose, the most interesting term is the one involving X(l − n01). We can
write

ℎU01ℎ
`U

10
− ℎU10ℎ

`U

01
= ℎU01ℎ

`U

10
− [0 ↔ 1] . (B.8)

Now, first we derive an expression for ℎUV<=. According to the notation used in
Ref. [266],

ℎ
UV
<= =

[
�U�V [�0]

]
<=
≡

〈
< |∇U∇V (�0) |=

〉
(B.9)

where �0 is the unperturbed Hamiltonian and for a given operator $

� [$]01 = [�,$]01 = ∇: ($01) − 8[A, $]01 (B.10)

where A is the Berry-connection matrix with A`
<= = 8 〈D< |m:` |D=〉. We can thus

write

ℎ
UV
<= =

[
�U�V [�0]

]
<=
= mU

( [
�V [�0]

]
<=

)
− 8

[
AU, �V [�0]

]
<=
. (B.11)

We have

ℎ
V
<= =

(
�V [�0]

)
<=
= mV ((�0)<=) − 8

[
AV, �0

]
<=
= X<=E

V
== − 8(n= − n<)AV

<=︸                         ︷︷                         ︸
E
V
<=

(B.12)
where we have used the fact that 〈< |�0 |=〉 = X<=n= and EV== = mVn=. We can express[

AU, �V [�0]
]
<=
=

[
AUℎV − ℎVAU

]
<=
= AU

<3ℎ
V

3=
− AU

3=ℎ
V

<3
. (B.13)

For the first term in Eq. B.11, we can use Eq. B.12 to write

mU

( [
�V [�0]

]
<=

)
= X<=mUn= − 8(EU== − EU<<)A

V
<= − 8n=<mUAV

<= (B.14)

and the second part can be fully extended using Eq. B.12 and Eq. B.13

−8
[
AU, �V [�0]

]
<=
= −8AU

<3

(
X3=E

V
== − 8n=3AV

31

)
+ 8AU

3=

(
X<3E

V
<< − 8n3<AV

<3

)
.

(B.15)
Now, combining these two equations we get:

ℎ
UV
<= = mU

( [
�V [�0]

]
<=

)
− 8

[
AU, �V [�0]

]
<=
= X<=mUn= − 8(EU== − EU<<)A

V
<=

−8n=<mUAV
<= − 8AU

<3X3=E
V
== + 8AU

3=X<3E
V
<< − n=3AU

<3A
V

3=
+ n3<AU

3=A
V

<3
.

(B.16)

=⇒ ℎ
UV
<= = mU

( [
�V [�0]

]
<=

)
− 8

[
AU, �V [�0]

]
<=
= X<=mUn= − 8(EU== − EU<<)A

V
<=

−8n=<mUAV
<= − 8AU

<=E
V
== + 8AU

<=E
V
<< − n=3AU

<3A
V

3=
+ n3<AU

3=A
V

<3
.

(B.17)



101

Our goal was to evaluate ℎU
01
ℎ
`U

10
in Eq. B.8. For now, we are going to focus on case

0 ≠ 1 For 0 ≠ 1, ℎU
01
= −8n10AU

01
from Eq. B.12 and similarly

ℎU01ℎ
`U

10
= −8n10AU

01

(
−8Δ`

01
AU
10 − 8n01m`A

U
10 − 8A

`

10
ΔU01 − n03A

`

13
AU
30 + n31A

`

30
AU
13

)
.

(B.18)
where Δ`

01
= E

`
00 − E`11. This gives

ℎU01ℎ
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(B.19)

It can be written as
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(B.20)

where q`
10
= Arg[A`

10
], and simplifying it further we get
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Now, we can further simplify it by using ℎW<= = 8n=<AW
<= for < ≠ =,
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It can be simplified further
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Now substituting it back in X(l − n01) part of Eq. B.7, we get the contribution of
2nd and 3rd terms of Eq. B.6
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It is worth mentioning that the quantity ΔU
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are imagi-

nary by default. This shows that the second and third terms of Eq. B.6 contains not
only the shift vector term but also a few extra terms which include three velocity
elements. Next, we would like to check if these extra terms shown in the box above
cancel out f56 (5th and 6th terms) of Eq. B.6. We have
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and after switching 0 ↔ 2 in 3rd and 4th terms, it can be written as
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Now, the term involving X(l − n01) can be written as
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After rearranging these terms and using ΔU
01
= ℎU00 − ℎU11, we get
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Now, we can see that the above expression f56
X(l−n01) is equal and opposite to the

boxed part (three velocity terms) of Eq. B.24. In other words:

f23
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∫
[3k] 501 |AU

01 |
2S`U

10
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which is the shift-current expression used in the main text.
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C h a p t e r 6

ANOMALOUS EXCITON DRIFT IN RESPONSE TO A
UNIFORM, IN-PLANE ELECTRIC FIELD

“Science is the cognition of necessity; freedom is the recognition of necessity.” –
D.D. Kosambi

In above two chapters, we described the effects of quantum geometry within single-
particle picture. In addition to single-particle behavior, many QG signatures also
manifest in collective excitations. In this chapter, we explore the consequences of
Berry curvature on exciton transport.

Excitons are neutral objects, that, naively, should have no response to a uniform,
electric field. Could the Berry curvature of the underlying electronic bands alter this
conclusion? In thiswork, we show thatBerry curvature can indeed lead to anomalous
transport for excitons in 2D materials subject to a uniform, in-plane electric field.
By considering the constituent electron and hole dynamics, we demonstrate that
there exists a regime for which the corresponding anomalous velocities are in the
same direction. We establish the resulting center of mass motion of the exciton
through both a semiclassical and fully quantum mechanical analysis, and elucidate
the critical role of Bloch oscillations in achieving this effect. We identify transition
metal dichalcogenide heterobilayers as candidate materials to observe the effect.

This chapter is based on the following reference:

Swati Chaudhary, Christina Knapp, and Gil Refael. “Anomalous exciton transport
in response to a uniform in-plane electric field.” In: Phys. Rev. B 103, 165119
(2019)

6.1 Introduction
Berry curvature of electronic bands plays an important role in the transport phenom-
ena and optical responses of a system [378]. Among the myriad consequences of a
finite Berry curvature is the anomalous velocity, in which an electron experiencing a
force perpendicular to the Berry curvature of the band acquires a contribution to the
velocity perpendicular to both. The anomalous velocity can be well understood from
a single particle and semi-classical treatment, and leads to a variety of interesting

https://link.aps.org/doi/10.1103/PhysRevB.103.165119.
https://link.aps.org/doi/10.1103/PhysRevB.103.165119.
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features including the quantum anomalous Hall effect. In this work, we consider the
role played by the anomalous velocity for exciton transport.

Excitons have attracted renewed interest for their dominant role in the optical re-
sponse of van der Waals materials [106, 99, 289, 66, 246, 364, 360, 192, 231, 233].
An exciton is a neutral boson consisting of an electron-hole pair bound by Coulomb
interactions. In van der Waals materials, such as transition metal dichalcogenides
(TMDs) [106], excitons exhibit a variety of interesting behaviors intimately tied to
Berry curvature, including valley selective optical response [392, 46, 219, 220, 281,
401, 154, 45], topological bands in the presence of a moiré potential [315, 372, 373,
195], and non-hydrogenic spectra [329, 406, 10, 138]. In particular, anomalous
exciton transport in response to electric and magnetic fields has garnered significant
interest [184, 151, 186, 258, 108]. Typically, such transport requires a net force
acting on the exciton center of mass, e.g. by utilizing the exciton dipole moment.
In contrast, here we consider excitons confined to a two-dimensional system in the
presence of a uniform in-plane electric field1. Given the absence of a net force on
the exciton center of mass, anomalous transport can only arise by considering the
internal structure of the exciton.

Heuristically, one might anticipate that in response to a uniform, in-plane electric
field the electron and hole composing the excitonwould initiallymove apart until they
reach an equilibrium point at which the force from the electric field is balanced by the
Coulomb interaction. If the electronic bands have some out-of-planeBerry curvature
component, both constituent particles will move with an anomalous velocity while
they experience a net force [378]. In the case of intervalley excitons, the electron
and hole bands can experience the same Berry curvature. As a result, the anomalous
velocity will point in the same direction for the electron and hole, thereby resulting in
exciton center ofmassmotion. However, this anomalousmotionwill only happen for
the short period of time that it takes the electron and hole to reach their equilibrium
separation, after which the exciton will once again remain stationary.

In this work, we show that when the electron and hole undergoBloch oscillations, the
anomalous velocity persists over an extended period of time resulting in ameasurable
anomalous exciton drift. While the effect is predicted to be stronger for topological
bands, it does not require them. Essentially, Bloch oscillations bound the relative

1For our purposes, we only consider an electron and hole pair to constitute an exciton if the
electric field is below the ionization field, such that they remain bound together when we turn off the
electric field. This definition requires the electric field to only mix the initial exciton ground state
with other bound exciton levels and not with the continuum.
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separation of the electron and hole by the bandwidth so that the electron and hole
can never reach their equilibrium separation. The exciton center of mass moves
as a result of the sustained anomalous velocity, resulting in anomalous transport in
response to a uniform in-plane electric field. A semiclassical analysis predicts Bloch
oscillations when the electric field is sufficiently large compared to the Coulomb
interaction. Surprisingly, we find that Bloch oscillations can also occur when the
interaction strength is large compared to the electric field. This additional region
of parameter space supporting anomalous exciton transport only manifests when
evolving the exciton quantum mechanically. Our main goal is to identify a proof-
of-principle of this anomalous exciton transport through toy models. Although we
roughly choose the toy model parameters on the basis of exciting materials, we avoid
a material specific calculation and overlook some of the complications present in
such materials.

The remainder of this work is organized as follows. In Section 6.2, we identify the
necessary ingredients for anomalous exciton transport. We first consider a semi-
classical analysis and derive a lower bound on the electric field for the electron and
hole to experience Bloch oscillations. We then motivate why the small-field, strong-
interaction limit also supports Bloch oscillations, with insight from a simple 1D
toy model. In Section 6.3, we present numerically simulated phase diagrams of the
anomalous exciton drift when the underlying electronic bands are both topological
and trivial. We plot the semiclassical equations of motion for both harmonic and
Coulombic potentials. We further simulate exciton dynamics quantummechanically
for a toy model of the electron and hole, again with both harmonic and Coulombic
potentials. Section 6.4 identifies additional complications beyond the models con-
sidered in the previous sections and argues that TMD heterobilayers are an attractive
candidate system to observe anomalous exciton transport. Finally, in Section 6.5 we
discuss the relation to previous works and identify future directions. Details of the
analytical and numerical analyses are relegated to the appendices.

6.2 Anomalous exciton drift: Theory
In this section, we introduce the toy models used to study anomalous exciton trans-
port. We begin with a semiclassical analysis highlighting the critical role of Bloch
oscillations. We then motivate how a quantum mechanical treatment indicates an
additional region supporting the effect that is not predicted by semiclassics.
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Figure 6.1: Schematic of an interlayer exciton with electron and hole bound to
opposite layers. When the valence and conduction bands have the same Berry
curvature, the anomalous velocity of the electron and hole E4/ℎanom points in the same
direction, resulting in a net transverse drift of the exciton.

Semiclassical exciton dynamics
We model the exciton as an electron-hole pair subject to an interaction potential
* (r4 − rℎ) with the electron in the conduction band and the hole in the valence
band. We assume both bands have finite Berry curvature Ω2/E

4/ℎ. In the presence of a
uniform in-plane electric field, the semiclassical equations of motion are

¤k4/ℎ = −∇r4/ℎ* (r4 − rℎ) ∓ 4E (6.1)

¤r4/ℎ = mk4/ℎY4/ℎ (k4/ℎ) − ¤k4/ℎ ×

2/E
4/ℎ (6.2)

where we have set ℏ = 1 and Y4/ℎ (k4/ℎ) denotes the electron/hole band dispersion.
In Eq. (6.2), the first term corresponds to the group velocity resulting from the band
dispersion, while the second term is the anomalous velocity resulting from finite
Berry curvature.

The force experienced by the electron and hole are precisely opposite for uniform
E. As such, the force on the exciton center of mass is strictly vanishing,

¤K = ¤k4 + ¤kℎ = 0. (6.3)

The relative and center of mass (COM) position coordinates evolve according to

¤r = mk4Y4 (k4) − mkℎYℎ (kℎ) − ¤k4 ×
(

2
4 (k4) +
E

ℎ (kℎ)
)

(6.4)

¤R =
mk4Y4 (k4) + mkℎYℎ (kℎ)

2
− ¤k4 ×


2
4 (k4) −
E

ℎ
(kℎ)

2
(6.5)

when <4 = <ℎ. Note that for a given band U, 
U
ℎ
(kℎ) = −
U

4 (−kℎ), see Ap-
pendix C.1 for a derivation.
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In a particle-hole symmetric two-bandmodel, Y4 (k4) = Yℎ (−kℎ) and
2
4 (k) = 
E

ℎ
(k).

Therefore, a direct momentum exciton k4 = −kℎ has no center of mass motion,
¤R = 0. In this case, the Berry curvature can only affect the relative motion of the
electron and hole. These internal dynamics can affect the exciton spectra [329, 406],
but do not result in anomalous transport.

In contrast, any deviation from the two-band, direct-momentum, particle-hole sym-
metric system can result in Berry curvature effects on COM motion. Motivated
by intervalley excitons in TMD bilayers, we consider a direct momentum exciton
k4 = −kℎ with opposite Berry curvatures for the conduction and valence bands2.
The corresponding relative and COM equations are

¤r = 2mk4Y4 (k4), ¤R = −2 ¤k4 ×
2
4 (k4). (6.6)

In the absence of interactions, the relative and center of mass motions decouple, and
an electric field E results in a net transverse drift of the exciton if the line integral
of Berry curvature along the direction of E is non-zero.

Interactions complicate the story by coupling the relative and center of mass motion.
The relative strength of interactions, bandwidth, and electric field result in two
limiting regimes:

1. Harmonic oscillator regime: The restoring force is able to overcome the
applied electric field and the relative momentum k of the exciton is not able
to reach the Brillouin zone boundaries. As a result, ¤k changes sign and the
exciton oscillates perpendicular to the direction of E.

2. Bloch oscillation regime: The electric field is sufficiently large that ¤k has the
same sign as E at all times. The relative momentum of the exciton crosses
the Brillouin zone momentum-space boundary. The cooperative anomalous
velocity results in a non-vanishing transverse drift in center of mass position
whenever the line-integral of Berry curvature along the direction of E is
non-zero.

The restoring force is provided by the attraction between the electron and hole;
as such, it depends on both the strength of interactions (e.g. dielectric constant)
and the displacement from the equilibrium position. The nature of the electron-hole

2We take momentum measured from the Dirac point to consider intervalley excitons and k4 =
−kℎ simultaneously.
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interaction depends on the type of exciton (intralayer or interlayer), aswell asmaterial
specific parameters. In TMD monolayers, the interaction is often approximated by
the Keldysh potential [60, 167, 81], while for TMD bilayers it takes a somewhat
different form discussed in Ref. [360] that depends on the polarizability of both
layers and the surrounding environment. However, in both cases the interaction is
approximated by a simple harmonic potential near the equilibrium point. Below, we
gain intuition by first considering toy models with a harmonic interaction to identify
the necessary conditions for excitons to undergo anomalous transport. We then turn
to a Coulombic interaction, thereby demonstrating a parameter regime for which
the effect survives away from the harmonic limit. While these two toy models are
sufficient for establishing proof-of-concept, a quantitative analysis of the anomalous
exciton transport in a specific material would need to account for these more realistic
models of the interaction.

Harmonic potential

When the attraction between the electron and hole ismodeled as a harmonic potential

* (r) = −+0 +
1
2
^A2, (6.7)

the non-vanishing equations of motion in the presence of a uniform electric field
E = � x̂ are

¤r(C) = 2�0 sin (:G (C)0) x̂ + 2�0 sin
(
:H0

)
ŷ (6.8)

¤k(C) = − (^G(C) + 4�) x̂ − ^H(C) ŷ (6.9)
¤R(C) = 2 ¤:GΩ24 (k(C)) ŷ − 2 ¤:HΩ24 (k(C))x̂ (6.10)

where r = r4 − rℎ and k = (k4 − kℎ)/2. If there is no interaction, we expect Bloch
oscillations in relative space with amplitude and period

GBloch =
2�
4�
, gBloch =

2c
4�0

. (6.11)

The exciton COM experiences a net transverse drift provided
∮
Ω24 (k)3:G ≠ 0.

Interactions reduce the magnitude of k(C), and thus slow down the anomalous
velocity. If at any point G(C) exceeds the equilibrium position Geq = 4�/^, the
electron/hole does not reach the Brillouin zone boundary and k(C) changes sign. In
this case, both relative and COM motion oscillate, corresponding to the harmonic
oscillator regime.
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The value of � for which Geq > GBloch sets a lower bound on � to achieve Bloch
oscillations; in the absence of interactions, this bound is given by

4� >
√

2�^. (6.12)

Interactions modify the above, but do not change the fact that semiclassics only
predicts anomalous exciton transport when the electric field is sufficiently large
compared to � and ^.

Thus far, we have focused on the simple limit
2
4 (k) = 
E

4 (k) for which the relative
and COM motion decouple, with Berry curvature affecting only the latter. In
the opposite limit 
2

4 (k) = −
E
4 (k), relative and COM motion again decouple,

with Berry curvature affecting only the former. More generally, both the relative
and COM motion will be coupled by the Berry curvature terms. We discuss this
intermediate case in Appendix C.2.

Coulombic potential

The harmonic potential considered above is a limiting case for which there exists a
bound state for all values of electron and hole separation. To go beyond this limit,
we consider the Coulomb interaction for interlayer excitons, where the electron and
hole are confined to layers separated by a distance �,

* (r) = − :4
2

n

1
√
�2 + A2

= − ^�2√
1 + A2/�2

. (6.13)

In the above, ^ ≡ :42/(n�3).When A � �,* (r) is well approximated by Eq. (6.7)
with +0 = ^�2. For a system with anisotropic dielectric response, the interlayer
separation � should be rescaled by a factor of

√
n⊥/n‖ and n should be replaced by

√
n⊥n‖ , where n⊥(n‖) is the out-of plane (in-plane) dielectric constant. For TMD

monolayers separated by layers of hBN, n⊥/n‖ is of the order of unity [198], and
thus does not qualitatively affect our results.

The corresponding equations of motion for relative and COM position are again
given by Eqs. (6.8) and (6.10), but* (r) modifies Eq. (6.9) to

¤k(C) = −∇r* (r) − 4� x̂. (6.14)

We again expect a net transverse drift in exciton COM motion for sufficiently large
� . When 〈G〉 � �, the transition between Bloch and harmonic oscillator regimes
should agree with the bound derived for a harmonic potential. When 〈G〉 ∼ �, the
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restoring force is weaker than for the harmonic potential case. We expect this to
result in the anomalous drift persisting for a larger region of � versus ^ space.

Our semiclassical analysis considers separate wavepackets for the electron and hole.
Alternatively, the single particle semiclassical formalism can be extended for an
exciton, as was done recently by Ref. [44]. We compare these approaches in
Appendix C.3.

Small field limit: Intuition from 1D toy model
The semiclassical analysis predicts anomalous exciton transport only when the
electric field � is sufficiently large compared to the interaction strength ^. Our
numerics, however, indicate that there is also anomalous drift in the small field
regime. We can gain insight into this regime by considering a 1D toy model

�1D = −
∑
=

[
� ( |=〉 〈= + 1| + h.c) + 1

2
^02 =̂2 |=〉 〈=|

]
+ 4�0

∑
=

=̂ |=〉 〈=| , (6.15)

where |=〉 corresponds to the position eigenstate on the =th lattice site and =̂ |=〉 =
= |=〉. The position = represents the relative coordinate of the electron and hole in
the exciton discussion.

In the previous section, we argued that for appropriate Berry curvature profiles,
the exciton experiences an anomalous drift when the electron and hole cannot
reach their equilibrium separation. The analogous consideration for the 1D toy
model in Eq. (6.15) is to consider when the position expectation value 〈0=̂〉 is less
than the equilibrium separation Geq ∼ 4�/^. If we begin in the ground state of
�1D for � = 0 and evolve for finite � , we find two regimes. When ^02/� . 1,
the ground state resembles a wavepacket in both position and momentum space,
resulting in good agreement with the semiclassical dynamics. In contrast, when
^02/� � 1, the ground state wavefunction k0(G) is confined to a single site and
is therefore spread over the full Brillouin zone. The wavefunction experiences an
averaged group velocity, resulting in a much smaller restoring force compared to the
semiclassical regime. The position expectation value 〈0=̂〉 oscillates with amplitude
∼

(
�2/(^204)

)
Geq � Geq, see Appendix C.4, allowing Bloch oscillations even in

the small � field limit. Extrapolating to exciton dynamics, we should therefore
expect anomalous drift in both the semiclassical Bloch oscillation regime and in the
small field-large interaction limit. We emphasize that the latter required taking into
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Figure 6.2: Semiclassical dynamics for harmonic potential. Average . per Bloch
cycle in units of the lattice constant 0 plotted against � and ^ for � = 0.04 eV (top)
and � = 0.4 eV (bottom) for topological bands (<0 = 1.4 eV). The white dashed
curve shows 2

√
2�^ separating the harmonic oscillator regime (dark blue) from the

Bloch oscillator regime (red) in the case of topological bands. Note that the G-axis
is in units of eV/02 and H-axis is in units of V/0, where 0 is the lattice constant. For
� = 0.25V/a, 0 = 8 nm, a transverse displacement of 50 indicates an anomalous
velocity, EHanom. ≈ 3 × 106 m/s.

account the finite spread of the wavefunction in position and momentum space, and
thus only emerges in a quantum mechanical treatment of the dynamics.

6.3 Anomalous exciton drift: Numerics
We now numerically simulate a toy model of an exciton whose electron and hole oc-
cupy bands with the same Berry curvature profile. We consider both a semiclassical
and a quantum mechanical model with similar band dispersion and Berry curvature
profiles. For each case, we consider both harmonic and Coulombic potentials.

Semiclassical numerics
We simulate the center of mass motion according to the semiclassical equation of
motion Eq. (6.5) with a simple cosine dispersion andwith the Berry curvature profile
set by the BHZ Hamiltonian [32]. More explicitly, we take the electron and hole to
evolve according to the upper band of the band-flattened Hamiltonian

�FB
BHZ(k) = Y(k)

�BHZ(k)
EBHZ(k)

. (6.16)
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Figure 6.3: Semiclassical dynamics for harmonic potential. Average . per Bloch
cycle in units of the lattice constant 0 plotted against � and ^ for � = 0.04 eV (top)
and � = 0.4 eV (bottom) for trivial bands (<0 = 2.4 eV). The white dashed curve
shows 2

√
2�^ separating the harmonic oscillator regime (dark blue) from the Bloch

oscillator regime (red) in the case of topological bands. The Bloch oscillator regime
is reduced, comparatively, for trivial bands.

In the above, �BHZ and EBHZ are the BHZ Hamiltonian and energy spectrum,

�BHZ(k) =
∑

9∈{G,H,I}
2 9 (k)f9 (6.17)

EBHZ(k) =
√
2G (k)2 + 2H (k)2 + 2I (k)2, (6.18)

for 2I = <0−1[cos(:G0)+cos(:H0)], 2G/H = EG/H sin(:G/H0). We take the dispersion
Y to be

Y(k) = −�
(
cos (:G0) + cos

(
:H0

) )
. (6.19)

Figures 6.2 and 6.3 plots the average transverse COM motion per Bloch cycle in
units of the lattice constant 0 for topological (<0 = 1.4 eV) and trivial (<0 = 2.4 eV)
bands, respectively. We see that in the presence of harmonic interactions, the
semiclassical Bloch oscillation regime for topological bands is bounded by

4� > 2
√

2�^. (6.20)

Above this bound, the exciton experiences an anomalous drift; below it, the exciton’s
center of mass displacement averages to zero. The top and bottom panels correspond
to different values of the bandwidth �; as expected, the phase diagram is unchanged
by scaling �, ^, and � by the same factor. We take parameters 1 = 1 eV, EG =
±E4/ℎH = 0.9 eV, and set 4 = 1. With these parameters and � = 0.25V/0, 0 = 8 nm, a
transverse displacement of 50 indicates an anomalous velocity EHanom ≈ 3× 106 m/s.
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Figure 6.4: Semiclassical dynamics for Coulombic potential. Same phase diagram
as in Fig. 6.2 for Coulombic interaction with � = 0.04 eV. For 0 � � (top) the phase
diagram is similar to that in Fig. 6.2. For 0 = � (bottom), there is an increased
Bloch oscillation regime compared to the harmonic potential case. The top G-axis
in blue indicates the absolute scale of ^ in meV/nm2. The Berry curvature profile is
again similar to that of Eq. (6.17) with the same parameters as in Fig. 6.2.
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Figure 6.5: Semiclassical dynamics for Coulombic potential. Same phase diagram
as in Fig. 6.3 for Coulombic interaction with � = 0.04 eV. For 0 � � (top) the phase
diagram is similar to that in Fig. 6.2. For 0 = � (bottom), there is an increased
Bloch oscillation regime compared to the harmonic potential case. The top G-axis
in blue indicates the absolute scale of ^ in meV/nm2. The Berry curvature profile is
again similar to that of Eq. (6.17) with the same parameters as in Fig. 6.2.
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Figure 6.6: Exact dynamics for harmonic potential. Same phase diagram as in
Fig. 6.2 simulated for exact dynamics with � = 0.04 eV and harmonic potential.
Changing <0 tunes the system between topological bands (top, <0 = 1.4 eV) and
trivial bands (bottom, <0 = 2.4 eV). The exciton ground state corresponds to the
electron and hole both occupying the upper band of their respective copies of �FB

BHZ,
with the remaining parameters the same as in Fig. 6.2. The white dashed curve
again corresponds to the semiclassical boundary between the harmonic (dark blue)
and Bloch (red) oscillation regimes. Large ^ corresponds to the exciton ground
state being a wide wavepacket in relative momentum space. As a result, the group
velocity is close to zero which suppresses the effect of the restoring force. When the
band is topological, there is still a net transverse drift from average Berry curvature
in this regime, in contrast to the semiclassical case in Fig. 6.2.

We plot the same phase diagrams for Coulombic potential in Figs. 6.4 and 6.5. The
white dashed curve again plots the bound in Eq. (6.20). We see that for large � (top),
the plot agrees with the phase diagram for the harmonic potential. As anticipated,
for small � the Bloch oscillation regime extends beyond this bound. We take the
same parameters as for Fig. 6.2.

Exact dynamics simulation
We simulate the exact dynamics of the exciton for a four band model with the same
Berry curvature profiles and electron and hole dispersion as for the semiclassical
numerics. We consider the Hamiltonian

�K =�
FB
BHZ,K ⊗ 1ℎ + 14 ⊗ �FB

BHZ,K

+
∑

r
+ (r)14 ⊗ 1ℎ ⊗ |r〉 〈r| (6.21)

where�FB
BHZ,K is a tight-bindingHamiltonian obtained from the partial Fourier trans-

form (performed in : space) of the band-flattened BHZ Hamiltonian in Eq. (6.16),
14/ℎ is the identity matrix for the electron/hole Hilbert space, and + (r) is the po-
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tential modeling the interaction (either harmonic or Coulombic). Note that as the
interaction only depends on the relative coordinate, the Hamiltonian decouples into
different K sectors. We initialize the system in the state

|k0〉 =
∑
K
l(K) |Φ0(K)〉 (6.22)

where l(K) is a narrow Gaussian envelope and |Φ0(K)〉 is the ground state of the
Hamiltonian projected into the exciton Hilbert space

�ex.
 = %̂4 %̂ℎ �K %̂ℎ %̂4 . (6.23)

The operators %̂4/ℎ project onto the upper band of �FB
BHZ, thereby ensuring the

electron remains in the conduction band and the hole in the valence band. Our
simulations use a real-space tight-binding approximation. Further details of the
numerics are given in Appendix C.5.

For a harmonic potential, Fig. 6.6 plots the average COMmotion of the exciton over a
Bloch cycle when the BHZ parameters are chosen such that the bands are topological
(top panel) and trivial (bottom panel). The former corresponds to<0 = 1.4 eVwhile
the latter corresponds to <0 = 2.4 eV. The remaining parameters are the same as in
Fig. 6.2. The dashed curves again indicate the semiclassical boundary in Eq. (6.20).
Just as was seen for semiclassical simulations of the harmonic potential, the plots
remain the same when �, � , and ^ are scaled by the same factor.

For non-trivial Chern number, we observe a large transverse drift in the COM
position throughout the semiclassical Bloch oscillation regime. Additionally, we
also observe the large ^ regime discussed in the previous section. The latter has
a smaller anomalous drift compared to the semiclassical regime. There is no
transverse drift when we choose our band projection such that the electron and hole
bands have opposite Berry curvature.

The bottom panel of Fig. 6.6 demonstrates that trivial electronic bands can still
support an anomalous exciton drift, albeit of reduced magnitude. We see the
effect only exists for the semiclassical Bloch oscillation regime corresponding to
small ^ and large � . This can be understood as a consequence of large ^ binding
the ground state wavefunction more tightly in relative real space: as a result, the
wavefunction spreads in relativemomentum space, and thus experiences an averaged
Berry curvature. The averaged Berry curvature approaches the Chern number C
over the area of the Brillouin zone, and thus becomes vanishingly small when C = 0.
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Figure 6.7: Exact dynamics for Coulombic potential: topological bands. Same
phase diagram as in Fig. 6.2 simulated for exact dynamics with � = 0.04 eV and
Coulombic potential for 0 = �/5 (top) and 0 = � (bottom). The exciton ground
state corresponds to both electron and hole occupying the upper band of Eq. (6.17)
with the same parameters as in Fig. 6.2.

Correspondingly, trivial bands do not support a large ^ regime of anomalous exciton
transport.

Figures 6.7 and 6.8 plot the anomalous exciton drift for the case of Coulomb inter-
action with topological and trivial bands, respectively. We take the same parameters
as for Fig. 6.6. As expected, when 0 � � (top panels), we see good agreement
with Fig. 6.6, including the ‘large ^’ Bloch oscillation regime for the case of topo-
logical bands. When 0 = �, we again see an increased Bloch oscillation regime.
The bottom panel of Fig. 6.7 can be understood analogously to the semiclassical
simulation with Coulomb interactions in Fig. 6.4. Note that for fixed �, the bottom
panel corresponds to a smaller range of � and ^ compared to the top panel (see top
axis in blue).

6.4 Candidate physical systems
In the previous sections, we demonstrated regimes of anomalous exciton transport
in response to a uniform in-plane electric field. We now discuss additional compli-
cations beyond the scope of the models considered. We posit that transition metal
dichalcogenide (TMD) heterobilayers are potential platforms for hosting this effect
due to their ability to support intervalley, interlayer excitons with large binding en-
ergies and long lifetimes. Moiré TMDs are especially intriguing given the presence
of flat, topological bands. However, the large moiré lattice period compared to the
exciton Bohr radius, as well as the presence of additional bands, add complications
beyond the scope of the current analysis. At the end of this section, we describe
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Figure 6.8: Exact dynamics for Coulombic potential: trivial bands. Same phase
diagram as in Fig. 6.2 simulated for exact dynamics with � = 0.04 eV and Coulom-
bic potential for 0 = �/5 (top) and 0 = � (bottom). The exciton ground state
corresponds to both electron and hole occupying the upper band of Eq. (6.17) with
the same parameters as in Fig. 6.2 except for <0 = 2.4 eV, corresponding to the
trivial regime.

potential measurement schemes for observing anomalous exciton transport.

Physical constraints
The toy models considered earlier demonstrate that in principle an exciton can move
in response to a uniform in-plane electric field when the constituent electron and
hole undergo Bloch oscillations. We now discuss additional physical constraints not
captured by these models. We reinsert factors of ℏ throughout this section for ease
of conversion to physical units.

First, if the electric field is sufficiently large, the gain in potential energy from
spatially separating the electron and hole can overcome the binding energy Y�.
When this occurs, the electron and hole dissociate into two freely moving particles
and there is no well-defined exciton. For the effect considered here, the electron
and hole undergo Bloch oscillations and thus their maximum spatial separation
is bounded by the Bloch amplitude GBloch in Eq. (6.11). Therefore, provided the
bandwidth does not exceed the binding energy, the exciton remains well-defined
throughout the Bloch oscillation regime, i.e. we require

Y� > 4� GBloch ∼ 2�. (6.24)

When a system has multiple electronic bands, we also need to consider the pos-
sibility of Landau-Zener transitions. For instance, an electron transitioning to a
higher band effectively increases the bandwidth, potentially allowing the electron



119

and hole to reach their equilibrium position, thereby transitioning to the harmonic
oscillator regime (no anomalous COM drift). For a Landau-Zener Hamiltonian
�LZ = 2CfI + _fG , the transition probability is given by ? = exp

{
−c_2/ℏ2

}
. Min-

imizing these transitions thus amounts to finding a regime where the sweep rate 2
satisfies ℏ2 � c_2. In the case of an electron transitioning out of the conduction
band, _ corresponds to the minigap at the Brillouin zone boundary. We can roughly
approximate the sweep rate 2 as the linearized slope of the band �/(c/0) multiplied
by ℏ ¤:4 = 4� (neglecting interactions), so that ℏ2 = (�04�)/c. Landau-Zener
transitions can then be neglected, provided that

� � �max =
c2_2

�04
. (6.25)

As such, flatter bands and larger minigaps can sustain a larger electric field, and
thus a stronger effect. Note that Eq. (6.25) competes with the lower bound of the
semiclassical regime given in Eq. (6.20), but not with the large ^ regime identified
in our simulations.

Additionally, when evaluating the attractiveness of any candidate physical system,
we must further consider the time scales of the exciton. Clearly, the exciton lifetime
must be sufficiently long that the anomalous drift can be observed. At a minimum,
this requires the exciton lifetime exceeding the Bloch oscillation period. Moreover,
if the exciton relaxes to its equilibrium position, e.g. through phonon scattering,
the anomalous velocity will vanish. Provided the energy separation between the
excited exciton (undergoing anomalous drift) and the (stationary) exciton ground
state is less than the optical phonon band gap, we only need to consider acoustic
phonon scattering. Assuming the bands are flat enough that the electron and hole
group velocities are slower than the speed of sound, such scattering only occurs
when the exciton hits an impurity and should therefore be negligible for sufficiently
clean systems.

Finally, the anomalous velocity grows linearly with
2
4 (k4) −
E

ℎ
(kℎ), thus a system

that hosts intervalley excitons and topological bands will have a stronger response.
We emphasize that topological bands are not a prerequisite (see Fig. 6.6 and 6.8),
but will make the effect more visible.

TMD heterobilayers
TMDs are an excellent platform to study Berry curvature effects on excitonic prop-
erties: excitons in these materials have large binding energies and dominate the
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optical responses of the system. In particular, we posit that TMD heterobilayers are
an attractive platform to observe the anomalous excitonic drift studied in this paper.

One of the key requirements of the anomalous excitonic drift is the formation of in-
tervalley excitons so that the electron and hole bands have opposite Berry curvature.
In a TMD monolayer, such an exciton requires a large COM momentum and thus is
optically dark. However, a TMD heterobilayer with a type-II band alignment (e.g.,
MoX2/WX2) supports excitons whose electron and hole are localized in different
layers. When the two layers are twisted by an angle \ ≈ 60◦ (Fig. 3(g) in Ref.[394]),
the system can support an intervalley exciton with close to zero COM momentum.
There are two distinct benefits: (1) such an exciton can be optically bright and as
such can be easily excited and detected, and (2) the spatial separation of the electron
and hole enhances the exciton lifetime to anywhere from hundreds of nanoseconds
to a few microseconds [288, 287].

TMD heterobilayers have a slight lattice mismatch. When the layers are closely
aligned, a moiré potential forms with amplitude up to ∼ 150meV [287] and lattice
period up to ∼ 20 nm [373]. As a result, the electronic bands flatten to a bandwidth
∼ 10 − 50meV [299], which can be adjusted further by changing the twist angle.
The resulting interlayer excitons [66, 197, 185, 371, 109, 357, 75, 107, 161] retain
a large binding energy ∼ 100 − 200meV and a Bohr radius ∼ 2 nm [299]. At first
glance, moiré TMDs seem especially promising for observing anomalous excitonic
drift due to the flatter bands and similar binding energy making the Bloch oscillation
regime more accessible. We might further hope that the possibility of topological
moiré bands [315, 372, 373, 195] and the larger moiré lattice period would result
in a more pronounced exciton anomalous velocity. We note there are two features
that complicate interpretation of our numerics for moiré TMDs. First, the exciton’s
Bohr radius is significantly smaller than the moiré lattice period; in our simulations
this corresponds to the large ^ region of phase space only (for which the ground
state wavefunction extent is less than a lattice constant). Second, our assumption
that electron and hole occupy a single band may not apply given the reduced size of
the moiré Brillouin zone. Survival of the anomalous excitonic drift in moiré TMDs
remains an interesting open question we plan to investigate in a future work.

A back of the envelope estimate suggests the parameters of TMD heterobilayers are
compatible with the bounds identified in the previous section. The binding energy
∼ 100 − 200meV easily exceeds the typical bandwidth ∼ 10 − 50meV, satisfying
the necessary condition in Eq. (6.24) to avoid exciton ionization. The upper bound
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on the electric field in Eq. (6.25) from Landau Zener transitions is compatible with
the lower bound in Eq. (6.20) from the semiclassical Bloch oscillation regime. For
instance, the anti-parallel configuration of MoSe2/WS2 has a bandwidth � ∼ 5meV,
energy gap between lowest flat band to next moiré band _ ∼ 20meV, and a lattice
constant 0 ∼ 8 nm [299, 298], corresponding to �max ∼ c2_2/(�04) ∼ 60mV/nm.
Taking interlayer separation � ≈ 3 nm, dielectric constant n ≈ 4, and interaction
parameter ^ ≈ 20meV/nm2 [30], �max > �min ∼ 2

√
2�^ ≈ 30mV/nm. We further

note that optical phonons in most TMDs have energies greater than 30meV [261,
237]; given that the energy gained by the exciton is on the order of the bandwidth �,
the exciton cannot relax to its ground state by emitting a phonon. As noted previously,
relaxation from acoustic phonon scattering can be neglected for sufficiently clean
systems.

Measurement
Lastly, we discuss possible measurements to observe the anomalous exciton drift in
TMD heterobilayers. As noted in the previous section, several TMD heterobilayers
naturally support optically bright intervalley, interlayer excitons [287]. Thus, we
consider a situation where excitons are excited by illuminating one side of the
sample, a uniform in-plane electric field E = � x̂ is turned on, and we look for
signatures of the excitons in the transverse direction.

The exciton trajectories can be directly observed using photoluminescence [289, 295,
151]. Polarization-resolved photoluminescence has been proposed [392, 201, 189]
and used [258] to observe the excitonic Hall effect on the micron scale. A similar
approach could be used here, provided the anomalous drift survives sufficiently
many Bloch cycles. A photoluminescence measurement in the transverse direction
from where the excitons are initially excited should have a stronger response than
the same measurement performed in the direction parallel to the electric field.

An alternative approach is to separately contact and measure the current in the
TMD layers. For a TMD heterobilayer with type-II band alignment, all interlayer
excitons have electrons localized to one layer, and holes to the other. As such,
the anomalous exciton drift should manifest as a current in the transverse direction
(positive for one layer, negative for the other. Separately contacting the layers
requires an insulating layer inserted between the TMDs so as not to short-circuit the
sample. Interlayer excitons have been predicted and observed in TMD monolayers
separated by hBN [96, 104, 197, 287, 42, 109, 395]. This approach is analogous
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to a Coulomb drag measurement, in which a voltage is applied in one layer and the
current is measured in the other. Coulomb drag has previously been used to measure
spatially indirect exciton transport in bilayer 2DEGs [249].

Other potential measurement schemes could utilize the out-of-plane dipole moment
of the interlayer excitons participating in the effect, or the thermal gradient resulting
from exciton transport across the system. The former would require measuring the
dipole density to detect that excitons excited on one edge of the sample had traveled
in the transverse direction. Both such measurements would likely require a high
density of excitons to be observable, as could be provided by an exciton condensate.

6.5 Discussion and outlook
In this work, we have studied anomalous exciton drift in response to a uniform in-
plane electric field. We have demonstrated this effect semiclassically for intervalley
excitons when the electron and hole bands have finite Berry curvature. We have
further simulated a toy model exhibiting this effect for a range of electric field
and interaction strengths. Our numerics indicate a Bloch oscillation regime not
predicted by semiclassics, which we can analytically understand through a simple
1D model. We have postulated that TMD heterobilayers are an attractive candidate
system for observing anomalous exciton transport.

Previous works have also considered anomalous exciton transport resulting from
finite Berry curvature when the exciton center of mass experiences a net force [392,
184, 195, 44]. As we were completing this manuscript, Ref. [44] by Cao, Fertig,
and Brey was posted. Cao et al. propose that a similar anomalous effect can arise
from a COM momentum-dependent dipole curvature of the exciton ground state,
originating from the geometry of the exciton ground state. They primarily consider
excitons in a magnetic field, with the exception of excitons in bilayer graphene (Sec.
IV ibid.), where an asymmetry of the two layers is required for a non-vanishing
effect. In contrast, the anomalous exciton transport established here is a dynamical
effect at zero magnetic field, that cannot be accounted for without considering the
internal exciton dynamics and binding interaction. Nonetheless, the underlying
origin of both proposals is related, particularly in the small field limit. We leave a
detailed comparison of our results with Ref. [44] to future work.

Lastly, we note that moiré TMDs remain an interesting potential platform for the
anomalous exciton drift due to the flat bands, enhanced Berry curvature, and large
lattice spacing. We emphasize that additional care is needed to apply our results to
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these systems given our assumption that electron and hole each occupy a single band.
Potentially, more complicated TMD heterostructures might also provide a platform
for observing the effect, for instance a pair of moiré TMD bilayers separated by
insulating hBN layers.
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A p p e n d i x C

APPENDIX

C.1 Relation between Berry curvature of electron and hole in a given band
The Berry curvature 
U and Berry connection AU for a band U can be defined as

ΩU (k) = ∇k × AU (k) (C.1)

AU (k) = 〈DU | 8∇k |DU〉 , (C.2)

where |DU〉 is the Bloch state for band U. We can write the Berry connection in
terms of the Bloch wavefunctions using

AU (k) =
∫

3r 〈DU | r〉8∇k 〈r| DU〉

= 8

∫
3r

(
DU,k(r)

)∗ ∇kDU,k(r).
(C.3)

In order to understand the connection between the Berry curvature for a hole in
band U compared to the Berry curvature for an electron in the same band, we can
assume that the creation operator for a hole in band U at momentum k is equal to
the annihilation operator for an electron in band U at momentum −k:

3
†
k,U = 2−k,U, (C.4)

where 3 is for the hole and 2 is for the electron. In real space, we have

2†U (r) = 3U (r). (C.5)

Therefore, we see

2
†
k,U =

∫
3r48k·rD4U,k(r)2

†
U (r) (C.6)

3−k,U =

∫
3r48k·r

(
DℎU,−k(r)

)∗
3U (r) (C.7)

⇒ D4U,k(r) =
(
DℎU,k(r)

)∗
. (C.8)
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Using the above equations, the Berry connection for the hole can be related to the
Berry connection of the electron by

Aℎ
U (k) = 8

∫
3r

(
DℎU,k(r)

)∗
∇kD

ℎ
U,k(r) (C.9)

= 8

∫
3rD4U,−k(r)∇k

(
D4U,−k(r)

)∗
(C.10)

= −8
∫

3r
(
D4U,−k(r)

)∗
∇kD

4
U,−k(r) (C.11)

= 8

∫
3r

(
D4U,−k(r)

)∗
∇−kD

4
U,−k(r) (C.12)

= A4
U (−k). (C.13)

It follows that the Berry curvatures are related by


ℎ
U (k) = ∇k × Aℎ

U (k) = ∇k × A4
U (−k)

= −∇−k × A4
U (−k) = −
4

U (−k).
(C.14)

Now, if the momentum of the created hole is kℎ, then the momentum of the electron
that was removed is k4 = −kℎ and


ℎ
U (kℎ) = −
4

U (k4). (C.15)

C.2 Intermediate semiclassical case
In the main text, we considered the fine-tuned limit of equal Berry curvature for elec-
tron and hole,
2

4 (k) = 
E
4 (k), equivalently
2

4 (k) = −
E
ℎ
(−k) from Eq. (C.15). In

this particular case, Berry curvature effects appear only in COM motion. Similarly,
for 
2

4 (k) = 
E
4 (−k), Berry curvature only affects the relative motion. However,

in type-II heterobilayers none of these conditions are satisfied exactly, and Berry
curvature effects couple the COM and relative space equations of motion. For a
direct momentum exciton, the relative and COM position evolve according to

¤r =
(
2�0 sin (:G0) − ¤:HΔΩE24 (k)

)
x̂

+
(
2�0 sin

(
:H0

)
+ ¤:GΔΩE24 (k)

)
(C.16)

¤R = 2 ¤:GΩavg
4 (k) ŷ − 2 ¤:HΩavg

4 (k) x̂ (C.17)

where the difference and average Berry curvatures are defined by

ΔΩE24 (k) = Ω24 (k) −ΩE4 (k) (C.18)

Ω
Avg
4 (k) =

1
2

(
Ω24 (k) +ΩE4 (k)

)
. (C.19)
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Figure C.1: Intermediate semiclassical dynamics. The top panel plots average. per
Bloch cyclewhenΔΩE24 (k) ≠ 0. To give the electron and hole bands slightly different
Berry curvature we use <40 = 1.4 eV and <ℎ

0 = 1.2 eV. The other parameters are the
same as in Fig. 6.2. The dashed white curve is again the semiclassical boundary
� = 2

√
2�^ shown in Figs. 6.2-6.7; Berry curvature couples . and H, thereby

reducing the Bloch oscillation regime compared to the symmetric case considered
in Fig. 6.2. In the bottom panel, we compare transverse drift in H as a function of
time for equal (middle) and different (bottom) electron and hole Berry curvatures.

Bloch oscillations are obfuscated in the relative motion when R and r are coupled.
We continue to define the Bloch period as gBloch = 2c/(04�).

We plot the effect of ΔΩE24 (k) ≠ 0 in Fig. C.1. The top panel shows the average
transverse COM drift per Bloch cycle in � versus ^ space. The magnitude of the
transverse drift is less than when the Berry curvatures of the electron and hole
bands are equal (Fig. 6.2), thus a system that approaches particle-hole symmetry
should have a stronger anomalous exciton response. We note the transition between
harmonic and Bloch oscillation regimes is affected by the fact that relative and COM
motion are now coupled. The bottom panel plots the relative transverse motion
when ΔΩE24 (k) = 0 (right) and ΔΩE24 (k) ≠ 0 (left). As predicted by Eqs. (C.16) and
(C.17), the former corresponds to no Berry curvature effects on H, while the latter
corresponds to H and . being coupled.
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C.3 Comparison of semiclassical approaches
We reviewdifferent semiclassical approaches used to study the dynamics of electrons
and excitons in Bloch bands. We contrast them with the semiclassical and exact
dynamics approach used in the main text.

Semiclassical description for non-interacting electron wavepacket in a Bloch
band
In this subsection, we review the semiclassical dynamics of a non-interacting elec-
tron wavepacket in a Bloch band. We closely follow the approach presented in
Ref. [338]. Consider a wavepacket in :-space described by the wavefunction

|Ψ(C)〉 =
∫

3k 0(k, C) |k= (k)〉 , (C.20)

where |k= (k)〉 =
∑

r 4
8k·r |D= (k)〉 ⊗ |r〉 are Bloch wavefunctions of =Cℎ eigenstates

and |0(k, C) |2 is centered around the point

k2 =
∫

3k(k|0(k, C) |2). (C.21)

We express
0(k, C) = |0(k, C) |4−8W(k,C) . (C.22)

The center of wavepacket in real space is

r2 = 〈Ψ| r |Ψ〉 (C.23)

= ∇kW(k, C) |k=k2 + 〈D(k) |8∇k |D(k)〉 |k=k2 (C.24)

= ∇k2W(k2, C) +
〈
D(k2) |8∇k2 |D(k2)

〉
. (C.25)

The dynamics of the mean position r2 and momentum k2 can be obtained using a
time-dependent variational principle with the Lagrangian

! = 〈Ψ| 8 3
3C
− � |Ψ〉 , (C.26)

where � = �Bloch − 4E · r. We have〈
Ψ|8 3Ψ

3C

〉
=

∫
3k|0(k, C) |2

× 〈D(k, C) | 48W(k,C) 3
3C
(4−8W(k,C) |D(k, C)〉) (C.27)

=
mW(k2, C)

mC
+

〈
D(k2, C) |8

m

mC
D(k2, C)

〉
. (C.28)
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We can write
mW(k2, C)

mC
=
3W(k2)
3C

− ¤k2 ·
mW(k2)
mk2

(C.29)

and
〈Ψ| � |Ψ〉 = 〈Ψ| �Bloch |Ψ〉 − 4E · r2 = EBloch − 4E · r2 . (C.30)

Now, the Lagrangian is

! = −E(r2, k2) + k2 · ¤r2 + ¤k2 ·
〈
D |8 mD
mk2

〉
+

〈
D |8 mD

mC

〉
+ 3W(k2, C)

3C
. (C.31)

In the above, E(r2, k2) = 〈Ψ| �Bloch |Ψ〉 − E · r2, and we used ∇k2W(k2, C) =
r2 − 〈D(k2) | 8∇k2 |D(k2)〉.

This Lagrangian is a function of r2, ¤r2, k2, ¤k2, and C. If we assume
〈
D |8 mD

mC

〉
= 0 (as

is usually the case for adiabatic evolution and a translationally invariant system), the
equations of motion for the wavepacket center are

3

3C

(
m!

m ¤r2

)
− m!
mr2

= 0,
3

3C

(
m!

m ¤k2

)
− m!

mk2
= 0 (C.32)

which implies
3k2
3C

= −mE(r2, k2)
mr2

, (C.33)

¤G2 =
mE
m:G2

+ 3
3C

(〈
D |8 mD
m:G2

〉)
− ¤:G2

m

m:G2

〈
D |8 mD
m:G2

〉
− ¤:H2

m

m:G2

〈
D |8 mD
m:H2

〉
(C.34)

¤G2 =
mE
m:G2

+ ¤:H2
m

m:H2

(〈
D |8 mD
m:G2

〉)
− ¤:H2

m

m:G2

(〈
D |8 mD
m:H2

〉)
=
mE
m:G2

+ ¤:H2
(
m�G

m:H2
−
m�H

m:G2

)
.

(C.35)

In the above, A is the Berry-connection, and we use the fact that

3

3C

(〈
D |8 mD
m:G2

〉)
= ¤:H2

m

m:H2

(〈
D |8 mD
m:G2

〉)
+ ¤:G2

m

m:G2

(〈
D |8 mD
m:G2

〉)
(C.36)

as we already assumed 〈D |
��8 mD
mC

〉
= 0. Similarly,

¤H2 =
mE
m:H2

+ ¤:G2
m

m:G2

(〈
D |8 mD
m:H2

〉)
− ¤:G2

m

m:H2

(〈
D |8 mD
m:G2

〉)
=
mE
m:G2

+ ¤:G2
(
m�H

m:G2
− m�G

m:H2

)
.

(C.37)
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Combining Eqs. (C.33), (C.35), and (C.37), we get the more familiar expressions

¤k2 = 4� (C.38)

¤r = mE
mk2
+ ¤k2 × (∇ × A) . (C.39)

Comparison to Ref. [44]
We have employed a simple semiclassical description of the exciton that considers
separate wavepackets for the electron and hole. Reference [44] instead extended the
single particle formalism for semiclassical dynamics to an exciton. In this case, the
initial state is given by

|Ψ(C = 0)〉 =
∫

3K 0(K) |Φ0(K)〉 (C.40)

where K is the COM momentum, 0(K) = |0(K) |4−8W(K,C) and |0(K) | centered at
K = K2. The exciton ground state |Φ0(K)〉 for a given COM momentum is

|Φ0(K)〉 =
∑

k
�k(K)

���q4,↑K,k

〉
⊗

���qℎ,↑K,−k

〉
. (C.41)

At a later time C, this system is described by

|Ψ(C)〉 =
∫

3K0(K, C) |Φ(K, C)〉 (C.42)

where |Φ(K, C)〉 = ∑
k�k(K, C)

���q4,↑K,k

〉
⊗

���qℎ,↑K,−k

〉
. In order to study the dynamics

of this system, we can again employ time-dependent variational principle with the
Lagrangian of Eq. (C.26) for � = �0 +E · (r4 − rℎ) and �0 = �

4 ⊗ 1ℎ + 14 ⊗ �ℎ +
+ (r4 − rℎ). Here, we can calculate the expectation value 〈Ψ|r4 − rℎ |Ψ〉 using

〈r4, rℎ |Φ(K, C)〉 = 4−8
K
2 ·(r4+rℎ)

∑
k
�k(K, C)4−8k·(r4−rℎ)

×
���D4,↑K,k

〉
⊗

���Dℎ,↑K,−k

〉 (C.43)

where
���D4/ℎ,↑K,k

〉
is cell-periodic part of Bloch wavefunctions of �4/ℎ with momentum

k4/ℎ = K
2 + k. Similar to the technique employed in Ref. [44], we can express

〈Φ(K, C) |r4 − rℎ |Φ(K, C)〉 = A1(K, C) − A0(K, C) (C.44)

whereAU (K, C) = 8 〈Φ(K, C, U) |∇K |Φ(K, C, U)〉 and |Φ(K, C, U)〉 = 4−8(U−
1
2 )K·(r4−rℎ) |Φ(K, C)〉.

If we assume the adiabaticity condition, � does not change the exciton eigenstate
for a given K. As a result |Φ(K, C)〉 = |Φ0(K)〉 and thus

〈Ψ(C) |�0 + E · (r4 − rℎ) |Ψ(C)〉 = �0(K2) + E · D(K2) (C.45)



130

where D((K2) = A1(K2) − A0(K2) is referred to as dipole curvature and K2 =

K2 (C) =
∫
3K|0(K, C) |2K is the mean of distribution at time C and �0(K2) is the

ground state energy of the exciton with COM momentum K2. Following the same
steps as the single-particle case, it can be shown

¤R2 = −∇K2
�0(K2) − ∇K2

(E · D(K2))
+ ¤K2 ×

(
∇K2
× A(K2)

)
¤K2 = 0

(C.46)

where A(K2) = 8 〈Φ0(K2) |∇K |Φ0(K2)〉 is the Berry connection of exciton. Ref-
erence [44] found that the dipole curvature ∇K2

(E · D(K2)) usually points in the
direction Î × K2 for a simple 2D system with finite Berry curvature. Hence, in
addition to the exciton Berry curvature, the dipole curvature term ∇K2

(E · D(K2))
also gives rise to an anomalous transverse drift.

Comparison to exact dynamics simulation
A key assumption of the above derivation is adiabaticity, so that for a given COM
momentum K, the exciton always remains in its ground state

|Φ(K, C)〉 = |Φ0(K)〉 =
∑

k
�k(K)

���q4,↑K,k

〉
⊗

���qℎ,↑K,−k

〉
. (C.47)

As a result, the expectation values of relative momentum k and relative position
r4 − rℎ remain fixed during the evolution if ¤K2 = 0. This condition does not
allow the difference in Berry curvature of electron and hole band to affect the COM
motion and corresponds to the deep harmonic regime where the exciton is stuck at
its equilibrium position both in : and A space.

In our exact dynamics, we start with a wavepacket in COM space similar to the one
described in Eq. (C.40) and then we evolve it numerically. Hence, in our case we
are not imposing this adiabaticity condition. Accordingly, the only way : and A can
change in the absence of a net COM force is if the applied electric field mixes the
ground state with other exciton states or other continuum states. The exciton remains
bounded as long as as all states involved in the mixture are bounded. Mixing with
continuum states would dissociate the exciton before it can traverse the full Brillouin
zone.



131

0.2 0.4
(eV/a2)

0.05

0.10

0.15

0.20

E
(V
/a
)

1.0

0.5

0.0

0.5

1.0

Figure C.2: Phase diagram for 1D model: Sign(Gmax − Geq) for different values of �
and ^ as obtained from Eq. (C.63) for �1� = 0.084+ . When Gmax − Geq is negative,
the particle cannot reach its equilibrium position. We see that this occurs even at
large ^, contrary to semiclassical predictions.

C.4 1D model
Perturbation theory in �1D/(^02)
Consider the following one-band tight binding model with nearest neighbor hopping
and a harmonic potential trap:

�1D =
∑
=

�1D
2
( |=〉 〈= + 1| + |=〉 〈= − 1|) +

∑
=

(
1
2
^02 =̂2 + 4�0 =̂

)
|=〉 〈=|

=

©«

2^02 − 24�0 �1D
2 0 0 0

�1D
2

1
2^0

2 − 4�0 �1D
2 0 0

0 �1D
2 0 �1D

2 0
0 0 �1D

2
1
2^0

2 + 4�0 �1D
2

0 0 0 �1D
2 2^02 + 24�0

ª®®®®®®®®¬
. (C.48)

In the second line, we truncate the Hamiltonian at states |= = ±2〉. To second order
in �1D/(^02), the eigenvalues and eigenstates are

�= =
1
2
^02=2 + 4�0= +

(
�1D
2

)2
(

1
^02= + 4�0 − 1

2^0
2
− 1
^02= + 4�0 + 1

2^0
2

)
(C.49)

=
1
2
^02=2 + 4�0= +

(
�1D
2

)2 4^02

4(^02= + 4�0)2 − ^204 (C.50)

and
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|=̃〉 = |=〉
©«1 − 1

2

(
�1D
2

)2 ∑
f=±1

1(
1
2^0

2 + f(=^02 + 4�0)
)2

ª®®¬ (C.51)

− �1D
2

∑
f=±1
|= + f〉

(
1

1
2^0

2 + f(=^02 + 4�0)

)
+ 1

2

(
�1D
2

)2 ∑
f=±1
|= + 2f〉

(
1

1
2^0

2 + f(=^02 + 4�0)
· 1
^02 + f(=^02 + 4�0)

)
.

We initialize the system at C = 0 in the ground state for � = 0,

|k(C = 0)〉 =
(
1 −

�2
1D

^204

)
|0〉− �1D

^02 |1〉−
�1D

^02 |−1〉+
�2
1D

4^204 |2〉+
�2
1D

4^204 |−2〉 . (C.52)

Rewriting the position eigenstates in terms of energy eigenstates |=̃〉, such that
� |=̃〉 = �= |=̃〉, we have

|0〉 =
(
1 −

(
�1D
2

)2 [
2

(^02 + 24�0)2
+ 2
(^02 − 24�0)2

]) ��0̃〉
+ �1D

^02 + 24�0
��1̃〉 + �1D

^02 − 24�0
��−1̃

〉
(C.53)

|+1〉 =
��1̃〉 − �1D

^02 + 24�0
��0̃〉 + �1D

3^02 + 24�0
��2̃〉 + O(�2

1D) (C.54)

|−1〉 =
��−1̃

〉
− �1D

^02 − 24�0
��0̃〉 + �1D

3^02 + 24�0
��−2̃

〉
+ O(�2

1D) (C.55)

|+2〉 =
��2̃〉 + O(�1D) (C.56)

|−2〉 =
��−2̃

〉
+ O(�1D). (C.57)

In addition to �1D � ^, we have also assumed that �1D � |=^ ± 2� | for all =.
Ignoring $ (�2

1D) terms, we find

|k(C = 0)〉 ≈
��0̃〉 − 2�1D4�0

^02(^02 + 24�0)
��1̃〉 + 2�1D4�0

^02(^02 − 24�0)
��−1̃

〉
. (C.58)

Evolving |k〉 according to � with � ≠ 0, we find

|k(C)〉 ≈ 4−8�0C

(��0̃〉 − 4−8(�1−�0)C 2�1D4�0
^02(^02 + 24�0)

��1̃〉 + 4−8(�−1−�0)C 2�1D4�0
^02(^02 − 24�0)

��−1̃
〉)

(C.59)
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with position expectation value

〈k(C) | 0=̂ |k(C)〉 =0
〈
0̃
�� =̂ ��0̃〉 + 0 (

2�1D4�0
^02(^02 + 24�0)

)2 〈
1̃
�� =̂ ��1̃〉

+ 0
(

2�1D4�0
^02(^02 − 24�0)

)2 〈
−1̃

�� =̂ ��−1̃
〉

− 20 cos ((�1 − �0)C)
2�1D4�0

^02(^02 + 24�0)
〈
0̃
�� =̂ ��1̃〉

+ 20 cos ((�−1 − �0)C)
2�1D4�0

^02(^02 − 24�0)
〈
0̃
�� =̂ ��−1̃

〉
.

(C.60)

Plugging in the position expectation values of the energy eigenstates

〈k(C) | 0=̂ |k(C)〉 =
�2
1D

^204 0
©«

1 + 4=2
eq + 4=eq cos

( [
=eq + 1

2
]
^02C

)
(
1 + 2=eq

)2

ª®®¬
−
�2
1D

^204 0
©«

1 + 4=2
eq − 4=eq cos

( [
=eq − 1

2
]
^02C

)
(
1 − 2=eq

)2

ª®®¬
(C.61)

where we have defined =eq = Geq/0 = 4�/^0. The above can be rewritten as

〈k(C) | 0=̂ |k(C)〉 =4
�2
1D

^204 Geq
©«

cos
( [
=eq + 1

2
]
^02C

)
− 1

(1 + 2=eq)2
+

cos
( [
=eq − 1

2
]
^02C

)
− 1

(1 − 2=eq)2
ª®®¬ .

(C.62)

The maximum amplitude |〈0=̂〉| = Gmax corresponds to both cosines taking value
−1 (note that it is not always possible to simultaneously maximize both cosines):

Gmax =
�2
1D

^204 0
16=eq

(1 + 2=eq)2(1 − 2=eq)2
. (C.63)

When Gmax < Geq, the system never reaches its equilibrium value and always expe-
riences a net force. In the context of excitons, this implies that there is a regime
of large ^ for which the electron and hole never reach their equilibrium separa-
tion and therefore undergo Bloch oscillations. Fig. C.2 plots Sign(Gmax − Geq) for
�1� = 0.084+ . The analysis in this appendix relies on perturbation theory; it does
not apply to regions of the phase diagram for which �1D/^02 and �1D/|=^02 ± 2�0 |
are not small.
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Figure C.3: Relative position G as a function of C obtained from exact dynamics for
the 1D version of Eq. (6.21) with COMmomentum  = 0 (left) and for �1D (right).

Comparison between one-band model and �FB
BHZ(:H = 0)

In order to verify that the above 1D model can capture the dynamics of the exciton
Hamiltonian used in our numerical simulations, we compare the evolution of relative
coordinate G for the two cases. We compare dynamics according to �1D presented
above and the 1D form of Eq. (6.21) with a harmonic potential and K = 0. More
specifically, the latter replaces each copy of �FB

BHZ(K, r) with the real-space version
of �FB

BHZ(K = 0, :H = 0).

Figure C.3 shows qualitative agreement between the two cases. We note that large
^ suppresses the Bloch oscillations in both cases.
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Figure C.4: Berry curvature profile of �BHZ(:H = 0). The Berry curvature profile
of the upper band is plotted for the topological and trivial cases discussed in the
main text, with EG = EH = 0.93m/s, 1 = 1 eV.

C.5 Exact dynamics simulation details
In this appendix, we provide details of our numerical simulations. We first explain
our non-interacting Hamiltonian composed of two copies of the BHZ Hamilto-
nian [32], one for the electron and one for the hole, written in relative real space
and COMmomentum space. We then explain our band flattening method. Next, we
describe our projection into the exciton Hilbert space and incorporating electron-
hole interactions. Finally, we describe the ground state preparation and its times
evolution.

Non-interacting Hamiltonian
We consider two copies of the BHZ Hamiltonian

�U
BHZ(kU) =

(
<0 − 1 cos(:UG 0) − 1 cos(:UH 0)

)
fI + EUG sin(:UG 0)fG + EUH sin(:UH 0)fH

(C.64)
for U = 4/ℎ for the electron and hole, respectively. In Fig. C.4, we plot the Berry
curvature profile for the two values of <0 used in the figures in the main text;
<0 = 1.4 eV (blue curve) corresponds to topological bands with Chern number
C = −1, while <0 = 2.4 eV (yellow curve) corresponds to trivial bands with Chern
number C = 0. We introduce COM and relative coordinates:

K = kℎ + k4, k = (k4 − kℎ)/2 (C.65)

in terms of which the electron and hole momenta can be written

k4/ℎ =
K
2
± k. (C.66)
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In our simulations, K is conserved and thus different K sectors are completely
decoupled. For a given K,

�U
BHZ (K, k) =

(
<0 −

∑
8

1 cos
(
[ 8

2
+ :8]0

))
fI +

∑
8

EU8 sin
(
[ 8

2
+ :8]0

)
f8

=

[
<0 −

∑
8

1 cos
(
 80

2

)
cos(:80) ∓ sin

(
 80

2

)
sin(:80)

]
fI

+
∑
8

EU8

[
sin

(
 80

2

)
cos(:80) ± cos

(
 80

2

)
sin(:80)

]
f8 . (C.67)

We do a partial Fourier transform on k to write �U
BHZ,K which is a tight-binding

Hamiltonian in relative position basis with nearest neighbor hopping only. Now, the
Hilbert space is H4 ⊗ Hℎ ⊗ Hr where H4/ℎ is the two-dimensional Hilbert space
associated with electron/hole degrees of freedom andHr is the #G×#H-dimensional
Hilbert space spanned by the relative position eigenstates |r〉. We can express any
state in the full Hilbert space as

|k〉 =
∑
8, 9=1,2

∑
r
U8, 9 (r)

��48〉 ⊗ ��ℎ 9 〉 ⊗ |r〉 (C.68)

where
∑
8, 9=1,2

∑
r |U8, 9 (r) |2 = 1. Here, r = <a1+=a2 where a8 are the lattice vectors

of the underlying lattice. The full non-interacting tight-binding Hamiltonian at a
fixed K is given by

�
(0)
K = �4

BHZ,K ⊗ 1ℎ + 14 ⊗ �ℎ
BHZ,K (C.69)

where �U
BHZ,K is a tight-binding model with nearest-neighbor interactions in relative

space obtained by performing a partial Fourier transform in : space.

Band flattening method
We now detail our band flattening procedure. We modify each band so that the
eigenstates (and Berry curvatures) are unchanged, but the bandwidth is significantly
reduced. We then add back in a finite, cosine dispersion. This scheme only applies
to a gapped Hamiltonian.

We first flatten each single particle band completely by replacing all positive eigen-
values YU > 0 by the same number �0, and all negative eigenvalues by the opposite
constant −�0. In the eigenstate basis, �BHZ |qU〉 = YU |qU〉, the transformation takes

�BHZ =
∑

U; YU>0
YU |qU〉 〈qU | −

∑
U; YU<0

YU |qU〉 〈qU | (C.70)
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Figure C.5: Band dispersion of the single-particle �BHZ before and after the band
flattening process. This flat band BHZ Hamiltonian has a bandwidth determined by
the extra nearest-neighbor hopping added to �̃BHZ.

to the completely flattened

�̃BHZ = �0
∑

U; YU>0
|qU〉 〈qU | − �0

∑
U, YU<0

|qU〉 〈qU | . (C.71)

We can then perform a basis change to write �̃BHZ in relative position space. More
explicitly, the algorithm implements the following steps:

1. Express �: = 00 +
∑
<,=≠0 0<= cos( [<:G + =:H]0).

2. Extract 0<= and introduce them as hopping between r<= neighbors. The
resulting Hamiltonian should give completely flat bands but with the same
spinor structure at each : point.

This scheme provides completely flat bands at the cost of non-local hopping. In
order to get a finite bandwidth, we scale �̃BHZ by a matrix containing only nearest-
neighbor hopping so that the bandwidth is directly proportional to these nearest
neighbor terms, as shown in Fig. C.5.

Projection and interactions
After band flattening, our new Hamiltonian is given by:

�̃
(0)
K = �̃4

BHZ,K ⊗ 1ℎ + 14 ⊗ �̃ℎ
BHZ,K. (C.72)

We want to project to the intervalley exciton Hilbert space, formed by both the
electron and hole occupying the upper band of �BHZ. This is accomplished using
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Figure C.6: Schematic of simulation procedure. Top: We start with two copies of a
two-band Hamiltonian. Bands shown in dashed line are fully occupied. An exciton
is supposed to form between upper bands of electron and hole. Center: Same bands
after band flattening procedure. Bottom: We project into the exciton Hilbert space.

the projectors %̂4/ℎ
%̂4/ℎ =

∑
U,EU>0

���qU4/ℎ〉 〈
qU
4/ℎ

��� (C.73)

where
���qU
4/ℎ

〉
are eigenstates of �4/ℎ

BHZ.After projection, both valence and conduction
bands (equivalently, hole and electron bands in our model) will have the same Berry
curvature. Figure C.6 illustrates the projection procedure.

We incorporate interactions using

�int = %̂4 %̂ℎ

(∑
r
+ (r)14 ⊗ 1ℎ ⊗ |r〉 〈r|

)
%̂ℎ%̂4 . (C.74)

Note that including the projectors ensures that we only consider interactions between
electrons and holes within the exciton Hilbert space.
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Ground state preparation and time-evolution
For each  , our full Hamiltonian in absence of � is given by:

�ex
K = %̂4 %̂ℎ �̃

(0)
K %̂ℎ %̂4 + �int (C.75)

where �̃ (0)K (r) and �int(r) are defined in Eqs. (C.72) and (C.74). Denote the ground
state of thisHamiltonian by |Φ0(K)〉. Beginning from |Φ0(K)〉, we evolve according
to �exciton + �� where

�� = %̂4 %̂ℎ

(∑
r
(4E · r)14 ⊗ 1ℎ ⊗ |r〉 〈r|

)
%̂ℎ %̂4 . (C.76)

We repeat the same process for each  on a grid of 27 × 81 points. At an arbitrary
time, the full state of the system is given by:

|k(C)〉 =
∑
K
F(K) |ΦC (K)〉 (C.77)

whereF(K) = 4− 2f2
: , |ΦC (K)〉 = 4−8(�

ex
K +��)C |Φ0(K)〉. We choose a narrowwavepacket

with f = c/15 and a numerically smooth gauge such that the initial wavepacket is
a coherent wavepacket in both ' and  space. We then extract the COM position
by performing a Fourier transform in COM space. The observed . does not change
qualitatively as we vary the wavepacket width f from c/10 to c/20.
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C h a p t e r 7

PHONON-INDUCED FLOQUET TOPOLOGICAL PHASES
PROTECTED BY SPACE-TIME SYMMETRIES

In this chapter, we present a toy model for space-time symmetry protected Floquet
topological phases induced by symmetry-promotion action of the periodic drive. For
systems with spatial and non-spatial symmetries, the topological classification de-
pends not only on these symmetries but also on the commutation/ anti-commutation
relations between spatial and non-spatial symmetries. The co-existence of spatial
and non-spatial symmetries together with appropriate commutation/ anticommuta-
tion relations between them can give rise to crystalline and higher-order topological
phases, which host gapless boundary modes. Alternatively, space-time symmetries
in a Floquet system can take the role of spatial symmetries in deciding the topologi-
cal classification. Promoting a spatial symmetry to a space-time symmetry can alter
the commutation relations which in turn can modify the topological properties of
the system. We show how a coherently excited phonon mode can be used to promote
a spatial symmetry with which the static system is always trivial, to a space-time
symmetry which supports non-trivial Floquet topological phase. We demonstrate
this effect by considering two systems, the first is a second-order topological su-
perconductor and the second is a first-order crystalline topological insulator. In
both these cases, a coherently excited phonon mode is responsible for promoting the
reflection symmetry to a time-glide symmetry. This newly introduced symmetry
allows the previously trivial system to host gapless modes. In first cases, these are
protected corner modes while in second case, these are gapless edge modes.

This chapter is based on the following reference:

Swati Chaudhary, Arbel Haim, Yang Peng, and Gil Refael. “Phonon-induced Flo-
quet topological phases protected by space-time symmetries”. Phys. Rev. Research
2, 043431 (2020)

7.1 Introduction
The topology of electronic band structures of crystals is largely restricted by the
existing symmetries [307, 177, 300, 359, 142, 102, 71, 312], and its nontriviality
is reflected in the presence of gapless modes located at the crystal boundaries [346,

https://journals.aps.org/prresearch/abstract/10.1103/PhysRevResearch.2.043431
https://journals.aps.org/prresearch/abstract/10.1103/PhysRevResearch.2.043431
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72, 168, 169, 358]. For example, in topological insulators [132, 279, 31], where
the band topology respects only nonspatial symmetries, such as the time-reversal,
particle-hole, and chiral symmetries, the boundary modes are of codimension one
(the codimension is the difference between the bulk dimension and the dimension
along which the gapless modes propagate).

The presence of spatial symmetries can enrich the existing topological classifica-
tion further and can also modify the conventional bulk-boundary correspondence.
For example, recently, systems [28, 270, 196, 27, 328, 304, 105, 386, 36] were
theoretically proposed to support gapless modes of higher codimensions, because
of the additional spatial symmetries coexisting with the nonspatial ones. The or-
der of such higher-order topological insulators is given by the codimension of the
boundary modes. On the experimental side, codimension-two boundary modes are
observed mostly in metamaterials, such as electric circuits [145], photonic [273]
and phononic [309, 384, 251] systems. The electronic second-order topological
insulator is only realized in Bismuth [305].

If a spatial symmetry coexists with nonspatial symmetries, the symmetry operator
of the former can either commute or anticommute with the ones of the latter [71,
312]. Therefore, the coexistence of a certain spatial symmetry alone is not enough
to guarantee the possibility of having a nontrivial band topology, but with appropri-
ate commutation or anticommutation relations between the spatial and nonspatial
symmetry operators.

Very recently, it was demonstrated that in a periodically driven system, a new
space-time symmetry, such as time-glide or time-screw can emerge, if the system
is invariant under reflection or two-fold rotation, together with a half-period time
translation [241]. As far as topological classification is concerned, such a space-
time symmetry can lead to a nontrivial Floquet band topology, in the same way as
its spatial counterpart does in a static system, except for a possible alternation of the
commutation/anticommutation relations with respect to the non-spatial symmetries
[271, 269].

This result leads to the following interesting question. When the commutation/
anticommutation relation alternation does occur, is it able to periodically drive an
initially topological trivial system, whose spatial symmetry does not have appropri-
ate relations with respect to the non-spatial symmetries, into a nontrivial Floquet
topological phase?
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Figure 7.1: Phonon-assisted space-time engineering: (a) Promotion of mirror sym-
metry to a time-glide symmetry (b) A schematic of our proposal for class D where a
phonon mode shown by black arrows can give rise to Floquet corner modes shown
by red dots. (c) Similarly, in class AIII, a phonon mode shown in yellow inset can
give rise to Floquet edge modes which result in a quantized conductance in a sample
of bilayer graphene.

In this work, we answer this question by considering phonon-assisted space-time
engineering, which promotes the spatial symmetry (such as reflection) of a static
system into a space-time symmetry (such as time-glide), without changing the sym-
metry operator. In this way, the relations with respect to the non-spatial symmetries
that are inappropriate for the spatial symmetry, would become otherwise appropriate
for the space-time symmetry.

7.2 Phonon-assisted space-time engineering
One assumption in the electronic band structure of a crystal is that the lattice is
rigid, with ions fixed to their equilibrium positions. The success of this assumption
in characterizing lots of properties of materials is that the energy due to lattice
vibrations or phonons is much smaller compared to the electronic energy at the
equilibrium lattice configuration.

However, it is known that a coherently excited andmacroscopically occupied phonon
mode can result in ions moving collectively [194]. When the material is in such a
state, the electrons will experience a periodically oscillating ionic potential which
can no longer be neglected. Indeed, it has been proposed in some recent works [141,
43] that a phonon drive can be used to tune the topological features of graphene.

It is known that the symmetries of a crystal in equilibrium with a rigid lattice
configuration are described by the space group of the lattice. The normal modes
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of the lattice vibrations, namely, the phonons, form the irreducible representations
of this group. To be more specific, consider an order-two point group operation 6̂
which squares to identity; the phonon modes must have a definite parity under this
operation. Whereas the oscillating potential generated by the even-parity phonon is
invariant under such a point group operation at arbitrary times, the one generated
by an odd-parity phonon breaks this point group symmetry. Nevertheless, the
time-dependent potential + (r, C) generated by the latter acquires the space-time
symmetry, given by + (6̂r, C) = + (r, C + )/2), where r and C are the spatial and
temporal coordinates, and) is the oscillation period for the phonon. Hence, we have
managed to promote a spatial order-two symmetry described by 6̂, to a space-time
symmetry described by the same operator, by coherently exciting a phonon mode
that is odd under 6̂. This is an example of phonon-assisted space-time engineering.

In this manuscript, we provide two examples in which by promoting a spatial
symmetry with operator 6̂ to a space-time symmetry, the commutation relations
between 6̂ and nonspatial symmetries become appropriate for supporting a nontrivial
(Floquet) topological phase, whereas only a trivial phase exists in a 6̂-symmetric
static system. In the first case, adding a phonon drive gives rise to corner Majorana
modes and in second case, it results in a quantized conductance as shown in Fig. 7.1.
In Appendix D, we list all possibilities of realizing a topological nontrivial Floquet
phase from a static trivial system by such phonon-assisted space-time engineering.

7.3 2D system in class D/BDI
It is known that in the presence of reflection symmetry, class D or BDI exhibit
topological behavior characterized by a mirror topological invariant whenever the
reflection operator (described by ") commutes with the particle-hole operator (�)
(Table I in Appendix D). We demonstrate how a phonon drive can turn a trivial
static system with {�, "} = 0 into non-trivial Floquet topological phase.

Consider a tight-binding model with nearest-neighbor hopping, C0, on a two-
dimensional square lattice placed in the proximity to a s-wave superconductor
described by the Bloch Hamiltonian

�0(k) = (<0 − 2C0 cos :G − 2C0 cos :H)gI + ΔgG + 1fG , (7.1)

where f and g are Pauli matrices acting on spin and particle-hole degree of freedom
respectively. Here, we have expressed BdG Hamiltonian using Nambu spinor basis
(2†↑, 2

†
↓, 2↓,−2↑). In this basis, the last term 1fG arises from a magnetic field in G
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direction and particle-hole symmetry is given by � = gHfH. This Hamiltonian has
a reflection given by " = fG flipping the coordinates in the H direction. This also
has a time-reversal symmetry given by ) = I, but it is not relevant for our purpose
as the commutation relation with the time-reversal operator cannot be altered. Let
us consider the effect of a reflection-symmetry breaking phonon which produces a
time-dependent Rashba SOC given by:

� (k, C) = 2U0 coslC (sin :GfH − sin :HfG)gI . (7.2)

An example for a phonon mode generating such a term is described in the next
section.

The full Hamiltonian �0(k) + � (k, C) has a time-glide symmetry with reflection
" = fG , promoted from the static reflection symmetry. The role of this periodic
drive on topological behavior can be understood better by considering the frequency-
domain formulation of the Floquet problem restricted to two Floquet zones [271,
269]. This two-by-two enlarged Hamiltonian reads

ℋ(k) =
(
�0(k) + l

2 �1

�1̄ �0(k) − l
2

)
(7.3)

where �= = 1
)

∫ )
0 � (C)4−8=lC3C and �0 is described in Eq. 7.1.

This Hamiltonian has particle-hole symmetry given by � = fHgHdG and reflection
ℛ = fGdI where we have introduced a set of Pauli matrices dG,H,I for the new spinor
degree of freedom in the extended Floquet basis. It belongs to class D and has
appropriate commutation relations. Its topological behavior can thus be understood
in terms of mirror topological invariant Z2 (see Appendix D). The resulting band
structure is shown in Fig. 7.2 with periodic boundary conditions in one direction.
It features gapless modes around quasienergy l/2 for periodic BC in H direction
whenever Z2 is non-trivial. Now, if we modify the boundary such that the reflection-
symmetry is broken every where except at corners, then the edge modes are gapped
out with opposite mass terms on two sides of the corner. However, at reflection-
symmetric corners, this mass-term is zero and hence the edge modes are replaced
by the hinge modes as shown in Fig. 7.3. We would like to emphasize that in our
scheme gapless modes appear only around quasienergyl/2 while in certain Floquet
schemes [37, 290] this kind of corner modes can appear at both quasienergy zero
and l/2.
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Figure 7.2: Band structure for <0 = l/2 + 1, Δ = 0.9, l = 4.8, ! = 15, 1 =
0.15, and U0 = 0.5 with periodic boundary conditions in H direction for static
Hamiltonian (Top Left), in G direction (Top Right), and in H direction (Bottom) for
Floquet Hamiltonian. In the last plot <0 = −l/2−1, and this change of sign results
in a shift in the position of gapless mode from :H = 0 to :H = c (Δ = 0.5, U0 = 1.0
is shown in Supplemental material). (All energies are in units of C0.)

These cornermodes are very robust to disorder and other perturbations. We study the
effect of disorder by modifying each nearest neighbor interaction C → C (1+ℎ) where
ℎ is a random number in the range of [− 32 ,

3
2 ]. When 3 � 1, we observe that the

cornermodes persist although there degeneracy is slightly lifted as shown in Fig. D.7.
These corner modes start to mix with bulk states only when the disorder becomes
comparable to hopping amplitudes. However, this splitting becomes exponentially
small for large-enough system size as shown in Fig. D.9. In addition to disorder,
these corner modes are very robust to other perturbations in hopping and sample
boundaries (see Appendix D).

A toy model for phonon-induced Rashba SOC
The main ingredients needed for a Rashba SOC are the on-site c-f spin-dependent
interactions and the nearest-neighbor c-f hopping between same parity orbitals.
The spin-dependent on-site c-f interaction occurs naturally because of an L · S
term, and the nearest neighbor hopping between c-f orbitals of same parity can be
facilitated by the opposite parity orbitals or by ligands. For example, in graphene
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Figure 7.3: Energy spectrum of the Floquet Hamiltonian with �1 of Eq. 7.2 around
quasienergy l/2 for open boundary conditions in both directions with reflection-
symmetry broken edges (left panel). Support of the hinge mode for these boundary
conditions corresponding to quasienergy l/2 (right panel).
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Figure 7.4: Spectra around l/2 for three different values of disorder strength 3 and
corner modes associated with these states for system size ! = 6. As 3 increases, the
corner start to smear out into the bulk.
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Figure 7.6: This figure shows the ?I (green) and ?G (blue) orbitals of the two-
dimensional square lattice along the G direction with B orbitals of the ligands shown
in orange color. When the ligand ion is displaced in I direction, it induces a hopping
between ?G and ?I orbitals.

the intrinsic Rashba SOC occurs because of nearest-neighbor hopping between
? and B/3 orbitals [181, 235]. Furthermore, the ligands can mediate a nearest-
neighbor c-f hopping which depends on their position, and thus can give rise to
a time-dependent Rashba SOC when they oscillate. Consider that each site of our
square lattice model considered above has three non-degenerate ? orbitals where
neighboring ?I orbitals hybridize to form c bands and rest of the orbitals form f

bands. These c and f orbitals interact via L · S coupling (Table 7.1). Furthermore,
assume that an additional atom (whichwe call ligand) with active B orbitals is located
between two lattice sites as shown in Fig. 7.6. This arrangement essentially forms
a Lieb lattice. When the ligand is displaced in I direction, it induces a hopping
between c and f orbitals. When combined with on-site interaction L · S between c
and f orbitals, it produces an effective spin-dependent hopping between c orbitals
given by: 〈

?I,8, 9 |�eff |?I,8+1, 9
〉
= CII +

1
nIG
C
I,G

8,8+1
〈
?G,8+1 |L · S|?I,8+1

〉
= CII + 8

CDZ

nIG
fH,

(7.4)
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where CII = C0 is the direct-hopping between two ?I orbitals, nIG is the energy gap
between ?I and ?G orbitals, Z is SOC strength, and CD is ligand-induced hopping be-
tween ?I,8 and ?G,8+1 Similarly, we can get afG dependent hopping in H direction. For

Orbital ?G ?H ?I

?G 0 −8Z BI 8Z BH
?H 8Z BI 0 −8Z BG
?I −8Z BH 8Z BG 0

Table 7.1: Matrix element of L · S operator for ? orbitals.

a small lattice displacement, this ligand-induced hopping CD ≈
(
D(C)
!
CB?f

)
CB?f/nB?

where CB?f is the hopping between ?G/H orbital and the B orbital of the ligand, nB?
is the energy separation between B and ? orbitals, ! is the distance of the ligand
from the neighboring lattice site, and CB?fD(C)/! is the hopping between the c
orbital and B orbital of the ligand which comes into picture only when the lattice
displacement D(C) is non-zero [320]. It gives rise to a time-dependent Rashba SOC
which can be controlled by the lattice vibrations associated with the ligand motion.
For a coherent phonon, D(C) ≈ D0 coslC where the ratio D0/! can be as large as
0.1 in certain cases [334, 123]. The ligand-induced hopping CD depends on a lot
of factors like the phonon amplitude, energy separation nB?, and the hopping CB?f
which can be much larger than the c hopping CII. Depending on the ligand species,
nB? ≈ 1-104+ , and thus the effective hopping C2B?f/nB? can be anywhere between
0.1CII and 5CII since the ratio CB?f/CII ≈ 1-10 usually. This rough estimate indicates
that the ligand-induced hopping CD can be anywhere between 0.1CII and CII, and thus
the drive strength U0 ≈ (0.1 − 1)CIIZ/nIG can be of the same order as CII if SOC Z is
comparable to the energy separation between c and f orbitals.

7.4 2D system in class AIII
It is known that insulators in class AIII respecting the chiral symmetry (described
by () alone have only the trivial band topology. When a unitary reflection symmetry
(described by " , with "2 = 1) exists, a Z topological classification is possible if
[(, "] = 0 [71, 312].

Consider a tight-binding model for Bernal-stacked bilayer graphene-like lattice with
nearest-neighbor intra-layer hopping for all sites and nearest-neighbor inter-layer
hopping between non-dimer sites as shown in Fig. 7.7. For periodic boundary
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conditions, the corresponding Bloch Hamiltonian reads

�0(k) = C0gG + C3(gGfG + fHgH)

+ 2C1

(
cos

:G

2
cos
√

3:H
2

gG + cos
:G

2
sin
√

3:H
2

gH

)
+

(
CF cos

:G

2
cos
√

3:H
2
+
CF2

2
cos
√

3:H

)
(fGgG − fHgH)

+
(
CF cos

:G

2
sin
√

3:H
2
+
CF2

2
sin
√

3:H

)
(gGfH + gHfG)

(7.5)

where g and f now operate on sublattice and layer degrees of freedom, respec-
tively. It has chiral symmetry ( = gI and mirror-symmetry " = fGgG flipping the
coordinates in the H direction.

When a phonon mode is coherently excited such that the atoms �1 and �2 oscillate
out of phase along the G direction, the hopping for the nearest neighbors in a1 and
a2 direction as shown in Fig. 7.7 acquires an additional contribution

� (C) =V(C)
∑

r8 ,U=1,2

(
0
†
U,r81U,r8+a1 − 0

†
U,r81U,r8+a2 + ℎ.2

)
+ W(C)

∑
r8

(
0
†
1,r812,r8+a1 − 0

†
1,r812,r8+a2 + ℎ.2

)
,

(7.6)

and thus adds

� (k, C) =V(C)
(
− sin

:G

2
cos
√

3:H
2

gH + sin
:G

2
sin
√

3:H
2

gG

)
+ W(C) sin

:G

2
cos
√

3:H
2
(fGgH + fHgG)

+ W(C) sin
:G

2
sin
√

3:H
2
(fGgG − fHgH)

(7.7)

to �0(k) where 0/1 refers to � and � sublattice sites, U indicates the layer index,
and V(C) and W(C) are proportional to the lattice displacement D(C) for small phonon
amplitudes. Their magnitude can be estimated as V(C) ≈ [D(C)C0/30, where [ ≈ 1-
4, C0 is the static hopping between two sites, and 30 is the equilibrium separation
between two sites, as the hopping in a tight bindingmodel usually changes by a factor
of

(
30
30+D

)[
[150]. For a coherent phonon, the lattice displacement D(C) ≈ D0 coslC

which gives V(C) = V0 coslC, and thus � (k, C) = �1(k) coslC. For a lattice
displacement of 5-10%, the drive strength V0 and W0 can be anywhere between
5-40% of the static hopping amplitude C0.
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Figure 7.7: A schematic for A-B stacked bilayer honeycomb lattice with nearest-
neighbor intra-layer (solid lines) and inter-layer(dashed lines) hopping. The unit
cell of the triangular lattice is shown in a yellow box. The dimer sites (shown in
light blue color) do not participate in any nearest-neighbor inter-layer hopping. The
right inset shows the phonon mode which affects the hopping parameters C1,C2, and
CF.

Now, the two-by-two enlarged Hamiltonian (Eq.7.3) has a chiral symmetry,� = (dG

and a reflection symmetry realized by ℛ = "dI. Since [�,ℛ] = 0, we can have a
nontrivial classification with a mirror Z topological invariant. As shown in Fig.7.8,
in non-trivial regime, it hosts gapless edge modes along H boundaries for the driven
system which are protected by reflection-symmetry. These gapless edge modes
at :H = 0 co-exist with some gapless bulk modes at arbitrary ±:H which are not
protected by the reflection-symmetry. These points arise due to bulk-band gap
closings which can be gapped out by a charge-density wave (CDW) of wavelength
@ . This perturbation is implemented by adding a term of the form of cos(@?) to all
nearest-neighbor hoppings in the static and the drive parts for each siteR = =a1+?a2

on the underlying triangular lattice of bilayer graphene (see appendix D for more
details). This kind of perturbation results in a quantized conductance as shown in
Fig. 7.8 where we have calculated the DC conductance numerically by using Floquet
scattering matrix approach [242]. We obtain this S matrix using Kwant [120]
for two leads by accounting for the photon degree of freedom using the Floquet
representation of the Hamiltonian. In order to calculate the transmission coefficient,
we sum up over incoming modes in zeroth Floquet sector which accounts for the
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Figure 7.8: Band structure around l/2 for Floquet Hamiltonian (up to two Floquet
sectors) of Eq.D.23. At :H = 0 for C0 = 2.4, C1 = 1.2, C3 = 0.5, V0 = 0.1, CF =
0.5, W0 = 0.5, l = 4.4, CF2 = 0.1 . Here, time-glide symmetry gives rise to
two gapless edge modes which co-exist with other gapless modes (left panel).
Conductance of a sample of width,, = 51 and length, ! = 61 as a function of drive
amplitude in the presence of a cdw perturbation which suppresses the contribution
of bulk modes, but the edge modes contribution survives. In this case, cdw @ ≈ 0.8
connects the two bulk gap closings as shown by red arrow in left figure (right panel).

absence of drive in leads. For the outgoing modes, we keep non-zero photon sectors
to account for photon-assisted transport which gives the transmission at energy � :

) (�) =
∑
U,V,=

|(U,=;V,0(�) |2 (7.8)

where U, V represents the outgoing and incoming modes, respectively, and = is
the photon degree of freedom. Alternatively, the gapless bulk modes can also be
removed by a drive-induced interlayer imaginary hopping between dimers which
makes it a Floquet higher-order topological phase (see SM).

This establishes that the symmetry-promotion action of phonon drive can have much
broader implications as it offers a possibility to produce a quantized conductance
with a phonon-drive in a previously trivial system.

7.5 Conclusions
We discussed how the symmetry-promotion action of a phonon-drive can allow a
previously trivial system to exhibit a topological classification. We presented two
schemes where this can occur involving systems in class D and class AIII. These
schemes require a phonon drive with a lattice displacement of the order of 0.1. This
can be achieved, for example, by exciting a particular phonon mode using ultrafast
light pulses (see for example Ref. [352]). Usually, these phonons have a life-time
greater than 10ps and which can allow a conductivity measurement with ultrafast
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devices based on THz operated photoconductive switches and STM tips [78, 226],
or even time-resolved ARPES [223, 306, 322, 324, 314].

Both of these schemes need phonon frequencies to be of the same order as hopping
parameter. In most materials, electronic bandwidths are usually much greater than
phonon frequencies. These frequencies are decided by the bond strength while the
hopping parameter in graphene-like lattices depend on overlap between neighboring
c orbitals. This kind of parameter regime can be realized by suppressing the hopping
parameter without affecting the bond strengths between neighboring atoms, as the
latter determine the phonon frequencies. Alternatively, one can consider placing the
system on a substrate which binds to different sites such that the phonon frequencies
are increased. These lattice models can be possibly realized using covalent organic
framework [80, 153] where molecular orbitals play the same role as atomic orbitals
in our model and hopping parameters are of the order of 100meV and some of these
materials can have phonon frequencies of the same order [174]. Similarly, twisted
bilayer materials can provide another platform to realize the Class AIII model where
hopping parameters can be made comparable to certain phonon frequencies [213,
77].
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A p p e n d i x D

APPENDIX

D.1 Effective Symmetry Operators and modified commutation relations in
extended Floquet basis

In this section, we briefly review the effective symmetry operations for the frequency-
domain representation of the time-periodic Hamiltonian when the system has a
time-glide symmetry.

In this case, we show that the original time-glide symmetry of a time-periodicHamil-
tonian is mapped to the reflection symmetry for the effective Hamiltonian [271].
The time-periodic Hamiltonian here follows:

"� (k, C)"−1 = � (−:G , k‖ , C + )/2). (D.1)

Here, we are interested in studying these systems in Fourier basis and thus consider
the above Hamiltonian in extended Floquet basis given by:

�full(k) =

©«

.

�0 + 2l �1 �2 . .

�1̄ �0 + l �1 �2

�2̄ �1̄ �0 �1 �2 .

. �2̄ �1̄ �0 − l �1 �2 .

�2̄ �1̄ �0 − 2l �1 �2 .

.

.

ª®®®®®®®®®®®®®®®®®®¬

, (D.2)

and
�= (k) =

1
)

∫ )

0
� (k, C)4−8=lC . (D.3)
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In this basis, the time-glide symmetry is given by effective reflection

Reff =

©«

.

"

−"
"

−"
.

ª®®®®®®®®®®®®®¬
, (D.4)

and other symmetry operators are also modified, for example the new (effective)
operators for time-reversal, charge-conjugation, and chiral symmetry are now given
by:

� =

©«

T
T
T
T
T

ª®®®®®®®®®®®®®¬
, � =

©«

C
C

C

ª®®®®®®®®®®®®®¬
,� =

©«

(

S
S

ª®®®®®®®®®®®®®¬
.

(D.5)
Now, the commutation relation between effective different symmetry operators is
different from the commutation relation for the static case. This indicates that
the effective Hamiltonian, although belongs to the same AZ class as the static
Hamiltonian, it can allow the existence of a non trivial topological phase (For e.g
{", (} = 0 =⇒ [R,�] = 0) in the presence of this time-glide symmetry. We
are going to exploit this feature in realizing non-topological phase by altering the
modified commutation relations which results in a change in topological classifi-
cation as shown in Table. D.1. Although, in this work we use a periodic drive to
promote reflection symmetry to a time-glide symmetry in two dimensions, the same
ideas can be applied to two-fold rotations and inversion symmetry in two and three
dimensions and the consequences of such promotions are discussed in table D.1
and table D.2.

When the drive ismonochromatic,�= = 0 for |=| > 1, and thus the above symmetries
can be best described in terms of constraints on �0 and �1. In this case, the chiral
symmetric Hamiltonians satisfy:

(�0(k, r)(−1 = −�0(k, r), (�1(k, r)(−1 = −�+1 (k, r). (D.6)
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Class 2D 3D
Symmetry Promotion Classification Symmetry Promotion Classification

AIII '− Z '+ Z2

BDI '+− Z '−− Z

D '− Z2 '− Z

DIII '+− Z2 '−− Z2

CII '+− 2Z '++ Z2
2

CI '−+ 2Z '++ Z

AIII �2+ Z �2− Z2

BDI �2++ Z �2+− Z

DIII �2++ Z �2+− Z

CII �2++ 2Z �2+− Z

CI �2++ 2Z �2+−, �2−+ Z, (2Z)2

Table D.1: Symmetry promotion from reflection ' and two-fold rotation �.

Class 3D
Symmetry Promotion Classification

AIII �+ Z2

BDI �++ Z

D �+ Z

DIII �++ Z2

CII �−− Z2
2

CI �−−, �++ Z, (2Z)2

Table D.2: Symmetry promotion from inversion �.

Similarly particle-hole symmetry is given by:

��∗0 (k, r)�
−1 = −�0(−k, r), ��∗1 (k, r)�

−1 = −�+1 (−k, r) (D.7)

and time-glide by:

"�0(:G , :H)"−1 = �0(−:G,:H), "�1(:G , :H)"−1 = −�1(−:G,:H). (D.8)

D.2 Mirror topological invariant "Z2 for class D, '+ in two dimensions
For class D, when the particle-hole and reflection symmetry operator commute, the
different topological phases can be distinguished on the basis of mirror topological
invariant"Z2. This invariant can be calculated at reflection symmetric hyperplanes
by first block diagonalizing the Hamiltonian inℛ basis, and then calculating the Z2

invariant for one block. When the reflection operator commutes with the effective
particle-hole operator�, these two blocks do not mix and hence a classification can
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be made on the basis of this topological invariant for one block. In the main text we
considered the undriven model:

�0(:G , :H) = <1gI + ΔgG + 1fG (D.9)

where <1 = < − 2C0 cos :G − 2C0 cos :H with a drive of the form:

� (C) = 2U0 coslC (sin :GfH − sin :HfG)gI = �14
8lC + �†14

−8lC . (D.10)

This Hamiltonian has a particle-hole symmetry given by � = gHfH and time-glide
with reflection " = fG about y axis (H → −H). We can cast it into a more
familiar form if we use the eigenstate basis of <(k)gI + ΔgG which corresponds to a
transformation gI → cos \gI − sin \gG where cos \ = <(k)√

<(k)+Δ2
. In this basis:

�0 =
√
<(k)2 + Δ2gI + 1fG , (D.11)

and
�1 = 2U0(sin :GfH − sin :HfG)

(
<(k)
�:

gI −
Δ

�:
gG

)
(D.12)

where �: =
√
<(k)2 + Δ2. In this basis, the particle-hole operator � = gHfH and

time-glide " = fG remains the same. Now the Floquet Hamiltonian for photon
sectors = and = + 1 can be written as:

�� (k) =©«
�:gI + l

2 I + 1fG U0(sin :GfH − sin :HfG)
(
<(k)
�:
gI − Δ

�:
gG

)
U0(sin :GfH − sin :HfG)

(
<(k)
�:
gI − Δ

�:
gG

)
�:gI − l

2 I + 1fG
ª®¬ .

(D.13)

The topological behavior of this Hamiltonian can also be understood by focusing on
its inner 4 × 4 block given by:

ℋ(k) =
(

(−�: + l
2 )I + 1fG U0(sin :GfH − sin :HfG) Δ�:

U0(sin :GfH − sin :HfG) Δ�: (�: − l
2 )I + 1fG

)
= (−�: +

l

2
)dI + 1fG + U0(sin :GfH − sin :HfG)

Δ

�:
dG

(D.14)

where d indicates the photon degree of freedom. In this case, the particle-hole
symmetry � = fH?H, and it has a reflection symmetry ℛ = fGdI which commutes
with �, and hence it can be characterized by a mirror Z2 invariant. In order
to calculate this topological invariant, we go to reflection symmetric hyperplanes
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(:H = 0, c) and express this Hamiltonian in the basis of M arranged such that the first
block has eigenvalue +1. The above Hamiltonian of Eq. D.14 takes the following
form:

ℋ(:G) =
(
�+

�−

)
=

©«
−�: + l

2 + 1 −8U0 sin :G Δ�: 0 0
8U0 sin :G Δ�: �: − l

2 − 1 0 0
0 0 �: − l

2 + 1 −8U0 sin :G Δ�:
0 0 8U0 sin :G Δ�: −�: + l

2 − 1

ª®®®®®¬
(D.15)

with

' =

©«
1

1
−1
−1

ª®®®®®¬
and % =

©«
−1

−1
1

1

ª®®®®®¬
(D.16)

in the new basis. Now, each block belongs to class D, and in order to calculate
the mirror Z2 invariant, we can pick any block. For example, if we pick �+, then
the invariant can be calculated from Pffafin of �+ at :G = 0, c. At :H = 0, the Z2

topological invariant is given by:

[:H=0 = Sign[(�: −
l

2
+ 1)(:G=0,:H=0) (�: −

l

2
+ 1)(:G=c,:H=0)] . (D.17)

Similarly, at :H = c

[:H=c = Sign[(�: −
l

2
+ 1)(:G=0,:H=c) (�: −

l

2
+ 1)(:G=c,:H=c)], (D.18)

and thus the mirror Z2 invariant is now given by :

["Z2 = 1 − |[:H=0 − [:H=c | = Sign[[:H=0[:H=c], (D.19)

and its dependence on <0 and Δ is shown in Fig. D.1. This indicates that if the
system size is quite large, we can get a non-trivial phase for a very small value of
superconducting gap Δ, but for small system sizes, we find the gapless edge modes
only forΔ ≈ 0.5 as the bulk gap becomes very small for lower values ofΔ. Although,
the topological invariant is non-trivial for a large range of < and Δ, the system does
not seem to exhibit corner modes for small values of Δ. In order to understand the
regime for gapless boundary states we study an eightband model which captures the
essential features of the above model. This model is given by Hamiltonian:

�eff =

(
�0 + l

2 �1

�
†
1 �0 − l

2

)
. (D.20)
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Figure D.1: Mirror topological invariant ["Z2 on parameters <0 and Δ for two
different values of l. All parameters are given in units of hopping amplitude C0.
Black regions indicate the non-trivial region.

The spectrumof this hamiltoninan is shown in Fig.D.2 for open boundary conditions.
In certain cases, the bulk gap becomes very small and thus the gapless boundary
modes or zero energy hinge modes can not be observed for a small system size.

D.3 Effect of a CDW perturbation and a phonon-induced complex hopping
term in Class AIII example.

Effect of translation-symmetry breaking perturbations on gapless bulk modes
at Floquet zone boundaries
Westudy the effect of a charge-densitywave type perturbation in the bilayer graphene
model considered above. For each site R = =a1 + ?a2 on the underlying triangular
lattice of bilayer graphene,we add a term of the form of �0 cos(@?) to all the nearest-
neighbor hopping in the static and the drive part. We calculate the conductance in
the H direction for different amplitudes �0 and wavevector @ of this extra term using
Kwant [120]. Without this charge-density wave term, the observed conductance
has a contribution from both edge and bulk modes at quasienergy l/2, but this
term suppresses the bulk contribution as shown in Fig. D.4. In the presence of
the charge-density wave perturbation, the conductance is quantized to two which
indicates that it arises from the protected edge modes in the presence of a gapped
bulk. It is further verified by the fact that modifying the geometry of the system from
a strip to a cylindrical tube kills the contribution of edge modes and the conductance
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Figure D.2: Energy spectrum around zero energy as a function of < for an eight
band model capturing the main features of the gI drive considered in Eq. D.20.

becomes zero as shown in Fig. D.3. In order to calculate the conductance of the
Floquet Hamiltonian, we first get the S matrix using Kwant for two leads by treating
the photon degree as a static degree of freedom, but since the lead is static, in order
to calculate the transmission coefficient, we sum up over those incoming modes
only which belong to zeroth Floquet sector. For the outgoing modes, we keep
non-zero photon sectors to account for photon-assisted transport [242], and thus the
transmission at energy � is given by

) (�) =
∑
U,V,=

|(U,=;V,0(�) |2 (D.21)

where U, V represents the outgoing and incoming modes, respectively, and = is
photon degree of freedom.
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Figure D.3: Spectra and conductance in presence of a cdw perturbation. Left:
Spectra for a system with periodic boundary condition in H direction. In this
case, the translational vector is given by a2 =

√
3Ĥ. Center: Conductance as a

function of sample length for two different geometries with and without cdw. Right:
Conductance as a function of drive strength for two different cdw @ for a sample of
length, ! = 81 and width,, = 51.

Phonon-induced complex hopping: Second-order TI
For class AIII, static Hamiltonian

�0(k) = C0gG + 2C1

(
cos

:G

2
cos
√

3:H
2

gG + cos
:G

2
sin
√

3:H
2

gH

)
+

(
CF cos

:G

2
cos
√

3:H
2
+
CF2

2
cos
√

3:H

)
(fGgG − fHgH)

+
(
CF cos

:G

2
sin
√

3:H
2
+
CF2

2
sin
√

3:H

)
(gGfH + gHfG) + C3(gGfG + fHgH)

(D.22)

and phonon-drive

� (k, C) =V(C)
(
− sin

:G

2
cos
√

3:H
2

gH + sin
:G

2
sin
√

3:H
2

gG

)
+ W(C) sin

:G

2
cos
√

3:H
2
(fGgH + fHgG)

+ W(C) sin
:G

2
sin
√

3:H
2
(fGgG − fHgH),

(D.23)

we obtained gapless edge modes which co-exist with some gapless bulk modes. In
the main text, we presented cdw-based mechanism to remove these gapless points.
Alternatively as shown in Fig. D.5, the gapless bulk modes can also be removed by
a drive-induced interlayer imaginary hopping between dimers

�� (C) = _(C)
∑ (

80
†
1,r812,r8+a1 + 80

†
1,r812,r8+a2 + ℎ.2

)
(D.24)
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Figure D.4: Conductance at energy very close tol/2 as a function of system size for
different values of charge-density wave perturbation. This perturbation suppresses
the contribution of bulk gapless modes and thus only the quantized contribution
from gapless edge modes survive.

which in : space becomes

�� (k) = _(C) cos
:G

2
sin
√

3:H
2
(fGgG + fHgH). (D.25)

This kind of hopping might not be so easy to realize, but it verifies the fact that
these gapless bulk modes are not protected by reflection-symmetry alone. In this
case, if we modify the boundary such that it gives rise to an effective reflection
symmetric-breaking mass term, the gapless edge modes are replaced by the hinge
modes on reflection-symmetric corners as shown in Fig. D.5.
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Figure D.6: Spectra around l/2 without disorder (left) and for a disorder with
3 = 1.0 (right) for sample size ! = 6.

D.4 Effect of disorder and other perturbations on corner modes of Class D
We study the effect of three different kinds of perturbations on Floquet Majorana
corner modes discussed in the main text. We obtained these corner modes for open
boundary conditions on a square shaped sample of length !.

Disorder
Wemodify each nearest neighbor interaction C → C (1+ℎ) where ℎ is a random num-
ber in the range of [− 32 ,

3
2 ]. When 3 � 1, we observe that the corner modes persist

although there degeneracy is slightly lifted as shown in Fig. D.6 and D.7. For larger
disorder these states start to mix with bulk states which results in energy splitting of
zero modes. However, this splitting decreases significantly for a significantly large
system size as shown in Fig. D.9.
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Figure D.7: Spectra around l/2 for three different values of 3 and corner modes
associated with these states for sample size ! = 6. As 3 increases, the corner mode
starts to smear out into the bulk.

Perturbations to static Hamiltonian
We first consider a perturbation which modified the static term:

�0(k) → �0(k) + 31
(
sin :GfGgI + sin :HfHgI

)
. (D.26)

In this case, the corner modes survive only for 31 < 0.5 as shown in Fig. D.8.

Next, we consider a perturbation which modified the static term:

�0(k) → �0(k) + 31
(
sin :GfHgI − sin :HfGgI

)
. (D.27)

We observe that the corner modes can persist for small values of 31 as shown in Fig.
D.10. As we increase 31, we notice that the corner modes smear out and mix with
bulk for large 31.

Modified corner
We modify the corner by rotating the sample, and we notice that a small change
in orientation can split up these modes as shown in Fig. D.12. We also tried to
modify the corner conditions by changing the slope of lower edges but keeping the
rotation angle \ = 0. This kind of change results in corner angle different than c/4,
and below we show how the splitting of Majorana corner modes is affected by this
change.
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Figure D.8: Spectra around l/2 for three different values of 31 and corner modes
associated with these states for sample size L=6. As 31 increases, the corner modes
start to mix with the bulk states.
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Figure D.9: Splitting of Majorana corner modes at quasi-energy l/2 as a function
of disorder strength for different sample size obtained by averaging over 50 disorder
realizations. Here, size (L) is the length of each side of square shaped system.
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Figure D.10: Spectra around l/2 for three different values of 31 and corner modes
associated with these states for sample size, ! = 6 As 31 increases, the corner
modes start to mix with the bulk states. It is worth noticing that this splitting is
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Figure D.12: Spectra around l/2 for a sample rotated by angle \ about H axis.
We notice that a change in orientation results in splitting of corner modes, and the
system can exhibit corner states for small values of \. Last figure shows how the
splitting of Majorana modes is affected by the rotation angle \ for different lengths
of sample.
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Figure D.13: Spectra around l/2 for a sample where the upper two edges have
slope equal to unity but lower two edges have slope equal to 1 − U. We notice that
a change in slope for the lower edges results in splitting of corner modes, and the
system can exhibit corner states for small values of \. Last figure shows how the
splitting of Majorana modes is affected by the rotation angle \ for different lengths
of sample.
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C h a p t e r 8

ORBITAL FLOQUET ENGINEERING OF EXCHANGE
INTERACTIONS IN MAGNETIC MATERIALS

“Perhaps there is more sense in our nonsense and more nonsense in our ‘sense’
than we would care to believe.” – David Bohm

In this chapter, we present a new scheme to control the spin exchange interactions
by manipulating the orbital degrees of freedom using a periodic drive. We discuss
two different protocols for orbital Floquet engineering. In one case, a periodic drive
modifies the properties of the ligand orbitals which mediate magnetic interactions
between transition metal ions. In the other case, we consider drive-induced mixing
of 3 orbitals on each magnetic ion. We first find that AC Stark shift of orbitals
induces a change comparable to that induced from photo-induced hopping schemes,
but expands the applicable frequency ranges. Next, we find that radiatively induced
coherent vibrations provide a realistic path for Floquet orbital engineering with
short pulses of electric fields weaker than 0.5+/Å producing 5-10% changes in the
magnetic coupling of Mott insulators such as the rare-earth titanates.

This chapter is based on following reference:

Swati Chaudhary, David Hsieh, and Gil Refael. “Orbital Floquet engineering of
exchange interactions in magnetic materials.” Phys. Rev. B 100, 220403 (2019).

8.1 Introduction
Periodic drive is emerging as an intriguing tool for controling and manipulating
quantum many-body systems. Floquet engineering has been invoked in contexts
ranging from the generation of artificial gauge fields to realization of many-body
localization [90, 255, 178, 147, 208, 111, 351, 93, 16, 93, 97, 180, 122, 135, 131,
24, 112, 139, 148, 236, 366, 275, 291, 340, 347, 29, 202, 390, 301, 156, 85, 263,
133, 272, 350, 146, 339, 400, 58, 103, 252, 94, 387, 39, 83, 95, 388] with ultracold
atoms in optical lattices. These methods can potentially provide an external control
knob for material properties, and can be naturally applied to controlling quantum
materials [21, 256].

Recent works [228, 230, 229, 40, 211, 137, 20, 92] discussed using Floquet en-
gineering to manipulate magnetic exchange interactions. These schemes relied on

https://link.aps.org/doi/10.1103/PhysRevB.100.220403.
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properties of the photo-assisted hopping and become effective only for electric field
well above � ≈ 1+/Å. They feature a renormalized electronic hopping, and, there-
fore, a renormalized energy splittings in the effective Floquet Hamiltonian. These
works assume direct hopping between two magnetic ions, and we refer to them as
photo-modified direct hopping scheme henceforth.

In transition metal (TM) compounds, ligand ions are crucial for spin exchange
processes. For example, in 2D transition metal trichalcogenides (TMTCs), the
magnetic interactions are mainly mediated by ligand ions through multiple spin
exchange channels. The orbitals of these ligand ions provide extra degrees of
freedom that can be manipulated to modify the exchange interactions. The magnetic
coupling induced via ligand ions depends on the electronic energy and the shape
of the orbitals available for spin exchange on the ligands, as well as on the strong
orbital-spin interplay of the TM ions [113, 171, 170, 353, 190, 331]. Many previous
works have successfully manipulated some orbital properties using strain [268] and
heterostructuring [274, 86].

In this work, we propose a novel scheme to modify the exchange interactions by
manipulating the orbital degrees of freedom with a periodic drive. Particularly, we
consider changes in the hybridization and energy of the levels involved in exchange
processes. We use two toy models where a strong time-dependent electric field
couples two orbitals, either of the ligand ion or of the TM ion. While these
two approaches which concentrate on direct radiative effect serve to develop our
ideas, we find that realizing the metal-orbital manipulation scheme with radiatively-
induced phonons achieves significant improvements. It can be implemented by
using an ultrashort mid infrared laser pulse, as opposed to a continuous wave in
other schemes. Furthermore, this scheme extends the target frequency window
to range from 100meV to 10eV, and in certain cases, a significant change can be
observed at � ≈ 0.5+/Å.

8.2 Floquet engineering with ligand orbitals
The spin-exchange interactions between twometal ions (M) are typicallymediated by
non-magnetic intermediary ligand ions (X) as shown in Fig. 8.1. This superexchange
occurs due to virtual hopping of electrons within the cluster M-X-M. Therefore,
the exchange interactions also depend on the properties of the non-magnetic ions’
orbitals, and can be controlled by manipulating the properties of the relevant ligand
orbitals.
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Figure 8.1: Floquet engineering of spin exchange interactions using ligand orbitals:
Spin exchange interactions are typically mediated by non-magnetic ligand ions.

Left Panel: Virtual hopping of electrons from one magnetic ion (M) to another via
two orbitals (A and B) of the ligand ion (X). The magnetic coupling strength

depends on the hopping parameter and the energy of the orbitals involved in this
hopping process. Right Panel: In the presence of a periodic drive, these orbitals
are replaced by hybridized photon-dressed orbitals (“Floquet replicas shown in
green”). This splits the exchange channels and shifts the energies of virtual

excitations, which modifies the exchange interactions.

The effect of dynamically-coupled ligand orbitals on the spin-exchange interactions
follows from the Autler-Townes (AT) effect [14], where a periodic drive splits
absorbtion peaks by changing the energy of the excited states. Similarly, ligand-
orbitals-mixing changes the energy and hybridization of virtual excitations. These,
in turn, alter the exchange interactions mediated by the ligand atoms. Consider a
simple toy model with two metal ions, each with one spin, and a ligand ion with two
filled orbitals, which give rise to AF interaction between metal-ions spins. Without
drive, the Hamiltonian includes hopping between ligand orbitals (subscript U) and
metal sites (subscript 8), metal ion on-site spin interactions, and the energy of the
ligand orbitals. It is given by:

�1 = �0 + �C =
∑
U=�,�

∑
f

�U=Uf +*
∑
8

=8↑=8↓ + �C , (8.1)

and �C , the metal-sites to ligand orbitals hopping, is:

�C = −
∑
8

∑
U

CU2
†
Uf28f + h.c (8.2)

with |CU | � |�U |,*. Assuming completely filled ligand orbitals, and a single
spin per metal site on average, to find the exchange energy, we need fourth-order
perturbation theory involving all possible exchange pathways (e.g., see Fig. (1) of
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the App. E). The magnetic coupling (�ex) up to fourth-order is:

�ex = 4
∑
U=�,�

C4U

(
1
Δ2
U*
+ 1
Δ3
U

)
+

8C2
�
C2
�

Δ�Δ�*

+ 4C2�C
2
�

(
1

Δ�Δ�Δ��
+ 1
Δ2
�
Δ��
+ 1
Δ2
�
Δ��

)
,

(8.3)

where, ΔU = * − �U is the charge transfer gap and Δ�� = (Δ� + Δ�)/2. In Mott
insulators, ΔU � *, and thus the exchange interactions reduces to:

�ex ≈ 4
C2eff
*
, (8.4)

with Ceff =
∑
U

C2U
ΔU

the effective metal-ion - ligand hopping.

Next, consider a drive coupling two ligand-ion orbitals:

� (C) = Ω4−8lC2†
�f
2�f +Ω∗48lC2†�f2�f . (8.5)

An oscillating electric field E(C), e.g., could couple orbitals � and � with strength
Ω = E · P/2, where P = 4 〈�|r|�〉. This would modify orbitals involved in the
spin exchange (Fig. 8.1), and thus change the energies of virtual excitations, as well
as increase their number (while their weights still sum up to the same value as the
undriven case, see App. E).

The complete Hamiltonian, � = �0 +�C +� (C), can be analyzed using an extended
Floquet basis, i.e, the tensor product of the electronic states and the harmonic
(‘photon’) number, =. We treat the hopping part, �C , perturbatively, with eigenstates
of the Floquet Hamiltonian describing �0 + � (C) as virtual excitations. We choose
drive parameters such thateffective-spin Hamiltonian picture remains valid. The
periodic drive in Eq. (E.13) mixes the ligand orbitals � and �, and the virtual
excitations now involve:

|%, =〉 = cos
\

2
|�, =〉 + sin

\

2
|�, = + 1〉 ,

|", =〉 = sin
\

2
|�, =〉 − cos

\

2
|�, = + 1〉 ,

(8.6)

where cos \ = X√
X2+4Ω2 , sin \ = − 2Ω√

X2+4Ω2 , X = l − l0 is the detuning, = denotes
the photon index, and l0 = ��-�� is the energy difference between two ligand
orbitals. The drive-modifiedmagnetic-coupling strength again emerges from fourth-
order perturbation theory or numerical diagonalization of the Floquet Hamiltonian
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Figure 8.2: Change in magnetic coupling vs. drive strength Ω from numerics (solid
lines) and theory (dashed lines) where the periodic drive mixes two orbitals of the
ligand ion. The effect of the drive is large when the effective Rabi frequency is
comparable to the charge transfer gap Δ�. These parameters were chosen according
to the typical values of interaction energy* and hopping parameter for TMTCs.

(truncated to include 4 Floquet zones). The expression for the new magnetic
coupling �eG is similar to that in Eq. (E.5), with orbitals � and � replaced by
their hybrid counterparts |%, =〉 and |", =〉 (see App. E. How much �eG is modified
is shown in Fig. 8.2. The exchange interactions depends mainly on Ω/Δ�8 and
X/Δ�8. The energy and number of virtual excitations change due to the splitting
os spin-exchange channels into different Floquet sectors (right panel of Fig. 8.1).
Significant changes in the coupling strength require a Rabi splittingΩeff between two
states in each Floquet sector of the same order as the charge transfer gap Δ�8. The
hopping amplitudes and the energy of these virtual levels now depend on detuning
X. A large detuning brings some virtual excitation levels close to the 3 orbitals,
which amplifies the effect (see App. E).

As shown in Fig. 8.2, significant magnetic-coupling changes occur only if the shift
in energy of virtual-excitations levels is comparable to the charge-transfer gap.
Usually, the charge transfer gap Δ�8 ≈ 5-10eV, and thus a change of 5-10%, requires
Ω ≈ 1eV. A common ligand is Sulphur, with accessible 3B and 3? orbitals. The
energy difference between the two orbitals is l0 ≈ 10eV [276], and the dipole
moment matrix element is |P| ≈ 0.64Å (see App. E), and thus we need � ≈ 2V/Å
to get a Δ�/� ≈ 10%. Materials with small charge transfer gap, large dipole moment
matrix element, and small energy gap (l0) are ideal candidates for this scheme to
work at lower electric field. This charge transfer gap is usually lower for heavier
transition metal ions and decreases down the chalcogen group, which indicates
that the materials with TM ion Mn, Ni, or Cu, and ligand S or Se would be the



174

ω0
tA

tB
tAB

A

B

i=1 i=2

Figure 8.3: Metal orbital Floquet Engineering : A two-site Fermi-Hubbard model
with two orbitals on each site at quarter filling. Two orbitals denoted by A and B
with energy ��, and �� + l0 are mixed using a periodic drive given in Eq. (8.11).
For simplicity, we assume direct hopping between the metal ions.

best candidates. However, a very high frequency is necessary as the B-? energy
separation is high, and for common ligands like O and S it is above 104+ , which
makes it somewhat impractical.

8.3 Floquet engineering with metal ion orbitals
. The high frequency requirement above goes away if we focus on metal orbitals.
Above, we assumed only a single orbital for each TM ion. Magnetism in TM’s,
however, is significantly affected by the occupancy of other 3 orbitals, crystal field
splitting, and the on-site interactions. The 3-orbital energies are usually split by the
crystal-field, yielding energy gaps from a few meVs to almost 1eV. A periodic drive
can also modify these orbitals, and result in an AC Stark shift of both singly- and
doubly-occupied sectors. Since the virtual excitations involve the Floquet orbitals,
the magnetic coupling changes as long as the Stark shift is different for the low-
energy and virtually excitated states (see App. E). The effect of orbital mixing can
be studied with a toy model where magnetic interactions arise from direct hopping
between two TM ions. We consider a two-site Fermi-Hubbard model with two
orbitals on each site and at quarter filling, and a periodic drive which couples the
two levels on each site. Consider the Hamiltonian:

� = �C + �: + �0, (8.7)

where �C is hopping term given by:

�C = −
∑

f,U=�,�

CU2
†
1Uf22Uf − C��

∑
f,8≠ 9

2
†
1�f22�f + h.c, (8.8)

�: is the on-site Kanamori interaction [162],

�: = *
∑
8,U

=̂8U↑=̂8U↓ +*1
∑

8,U<V,f,f′
=̂8Uf=̂8Vf′ − ��

∑
8,U<V,f,f′

2
†
8Uf
28Uf′2

†
8Vf′28Vf,

(8.9)
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and the on-site energy

�0 =
∑
8

�� (=̂8� − 1) + (�� + l0)=̂8� (8.10)

with *, *1 � CU. At quarter filling, if l0 � C2U
*
, then the low-energy subspace

consists of states with one spin in each � orbital, and the magnetic coupling is
approximately �4G = 4C2

�
/*. On the other hand, if l0 = 0 and C01 = 0, the ground

state is FM in spin but AFM in the orbital degree of freedom. We focus on the first
scenario, which allows us to mix two orbitals by applying a periodic drive of the
form:

� (C) =
∑
8,f

(Ω48lC2†
8�f
28�f +Ω∗4−8lC2†8�f28�f). (8.11)

Let us next focus on the Floquet eigenstates connected to the low energy subspace
of the undriven Hamiltonian, and where the effective spin picture is valid. We then
calculate the spin-exchange interactions from the singlet-triplet energy splitting
(details in App. E). As in Fig. 8.4, the magnetic-coupling strength strongly depends
on the drive’s frequency and strength. It is mainly the hybridization between � and
� orbitals which affects the change. This hybridization depends on Ω

X
and allows

virtual excitation to states at energy *1 + � in the doubly-occupied sector. This
contribution decreases as the detuning X increases. A large detuning also lowers the
energy of the virtual excitation state at *1 + �� in the doubly occupied sector, but
this is negligible compared to hybridization effect as long as |*1 + �� − * | � X.
The magnetic properties in this scheme are controlled by the ratios Ω

X
, *1+��

*
, and

C1
C0
.

This scheme requires magnetic materials where TM ions have 31 configuration. In
transition-metal compounds with octahedral or tetrahedral ligand cages, 3 orbitals
split into 46 and C26 levels with crystal-field splitting parameter in the range of 0.3 4+
to 1.5 4+ . The periodic drive can be realized with an AC electric field which couples
these d orbitals. Therefore, the drive amplitude is Ω = 4 〈k� |E · r|k�〉 /2. Only 3
orbitals are involved in this transition, however, and dipole transitions between same-
parity orbitals are forbidden. Nevertheless, the crystal field can induce d-pmixing in
non-centrosymmetric compounds, which lends some ? character to otherwise pure
3 orbitals, and allows weak dipole transitions. For some tetrahedral complexes,
this mixing is 1-5% [18], and thus the matrix element |

〈
38 |r|3 9

〉
| ≈ 0.05eÅ

which corresponds to a drive strength Ω ≈ 0.024+ at � = 1+/Å. Although
there are materials with tetrahedral ligand arrangement [12], currently we are not
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Figure 8.4: Effect of different parameters on the change in magnetic coupling
strength as a function of drive amplitude Ω for * = 4.04+ , �� = 0.84+ , *1 =
* − 2�� , and l0 = 0.914+ when not specified. These changes are large when the
detuning is decreased. The second panel shows that large imbalance between C0 and
C1 makes these changes more prominent. Similarly, we also observe that large C01
results in larger changes, and the change is proportional to Ω/X when C0 = C1. In
the last panel, we show the changes for a very small l0 and small detuning where
a significant change can be seen at extremely small drive amplitudes which is the
case for a phonon drive.
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aware of any such magnetic materials where the TM ion with 31 configuration
is surrounded by a tetrahedral cage of ligand ions. Nevertheless, in octahedral
geometry, some mechanisms like coupling with vibrational modes, and mixing with
ligand p orbitals [247, 204, 18, 17] allow these d-d transitions. This d-pmixing can
be estimated from the oscillator strength of 3-3 transitions in octahedral complexes
(Table I of Ref.[204]), and it is roughly 0.1%. This corresponds to a d-d electric
dipole moment matrix element, % = 4

���〈3C26 �� r ���3C46 〉��� ≈ 0.01eÅ, and thus the drive
strength, Ω ≈ 0.005eV for � = 1+/Å.

The metal-orbital-hybridization scheme requires mixing the relevant two 3 orbitals
with light. In addition to the dipole transition, such mixing can also be achieved by
employing two-photon processes. For a two-photon process between two 33 orbitals,
the drive amplitude, Ω ≈ 42�2%33 , where %33 ≈ 1

2
|〈33 |r|4?〉/2|2
�4?−�33

≈ 10−3Å2/eV, and
thus Ω ≈ 10−3eV for electric field, � ≈ 1V/Å.

The applicability of Floquet orbital engineering, however, becomes much broader
by employing direct vibrational coupling between the metal-ions 3 levels. Contrary
to the above hard-to-realize schemes, using coherent lattice vibrations to achieve a
similar hybridization between two 3 orbitals appears experimentally accessible. In
perfect octahedral symmetry, the direct vibrational coupling between some 3 orbitals
can occur for those Raman active modes which involve metal-ligand bond rotation.
With typical phonons frequency of such modes in the range 50-100meV, it might be
applied to materials with 3 orbital energy splitting in the same range. This scheme
can be used in some rare-earth titanates (RTiO3), where even C26 bands are non-
degenerate with a crystal-field splitting ΔCF ≈ 30-400meV [325], and some phonon
modes (e.g. �6 (2), �6 (4), �16 (3), �16 (4), �26 (4)) which involve bond rotations
have frequencies in the range 10-100meV [144, 143]. In this scheme, the drive
strength isΩ ≈ 0.25D0eV (Sec. V of App. E) where D0 is the phonon-induced lattice
displacement in Å.

How lattice displacement, D0 depends on the electric field amplitude, � , depends on
different material properties and the details of the drive [160]. Here, we consider
the indirect excitation of Raman modes in the impulsive limit which relies on
large nonlinear coupling with some infrared (IR) active modes [335, 124]. In
these schemes, a phonon amplitude of approximately 0.03Å can be achieved by
using a few-femtosecond mid IR laser pulse with maximum electric field amplitude
� ≈ 0.5V/Å if the non-linear coupling between two modes is sufficiently large as
is the case for Raman mode �6 (25) and IR mode �1D (54) in some Mott insulating
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titanates [335, 124] (more details in App. E Sec. VI). This corresponds to a change
of magnetic coupling by 5-10%. For some materials like bismuth ferrites (BiFeO3),
the effect could even be more staggering, and combining Raman mode excitation
schemes can lead to displacements of 0.05Å at � < 0.1+/Å [160]. Such strong
effects could arise in some RTiO3, but finding appropriate materials would require
first-principle calculations which are beyond our scope.

The coherent phonon scheme also offers the advantage of using ultrashort laser
pulses. Short laser pulses (e.g., 50 5 B) could produce lattice vibrations that persist
for over 10?B. This lowers the required fluence further as compared to other schemes
where a laser with electric field amplitude � ≈ 1+/Å must be kept on for the entire
duration of the measurement.

8.4 Conclusions
We proposed a new protocol for controlling the magnetic properties of materials
through Floquet engineering of their orbital degrees of freedom. While previous
works [228, 230, 229, 40, 211, 137], concentrated on spin-exchange interactions
change due to photo-assisted hopping, we explore the effects of drive-induced mod-
ifications of the orbitals involved in the virtual processes involved in the exchange
process.

We first developed our ideas by considering AC Stark shift of excited levels in
ligand orbitals as well as in the magnetic metal ions. Disappointingly, the AC Stark
schemes yield significant changes with electric field amplitudes similar to those
needed for the photo-modified direct hopping schemes, � ≈ 1-5eV/Å and require
a continuous laser input. The frequency ranges of these various methods, however,
are different. The ligand scheme needs l ≈ 5-10eV while the photo-modified direct
hopping works well for l ≈ 0.5-2eV.

Orbital Floquet engineering using phonons, however, emerges as a very promising
magnetic control scheme. Using short light pulses to induce coherent lattice
vibrations can modify the magnetic metal-ion orbitals, and thereby change magnetic
couplings by 5-10% at much smaller frequencies (l ≈ 0.1eV), and fields � ≈
0.5V/Å, an order of magnitude smaller than the amplitudes required for other
schemes, and without the need for a continuous wave beam. Note that previous
studies considered the phonon-induced magnetic coupling effects due to the shift
in the atomic equilibrium position [124]. Also, Refs. [20, 92] studied the effect
of orbital properties in photo-assisted hopping scheme. We expanded both of these
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perspectives by considering orbital hybridization, and showed that controlling the
orbital degrees of freedomwith light opens up new possibilities for the manipulation
of correlated quantummaterials, and brings the quest for drive-controlledmagnetism
much closer to experimental realization.
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A p p e n d i x E

APPENDIX

E.1 Review : Toy model for AFM coupling renormalization due to photo-
modified direct hopping

We briefly review the effect of a periodic drive on the exchange interactions using
the periodically driven Fermi Hubbard model (FHM) in Mott regime at half-filling.
In the presence of a time-dependent electric field, the full Hamiltonian of the Fermi-
Hubbard model is given by:

� = −C
∑
<8, 9>

2
†
8f
2 9f + h.c +*

∑
8

=8↑=8↓ + E ·
∑
i,f
=8frj cos(lt). (E.1)

After Peierls substitution, it becomes:

�′ = −C
∑
<8, 9>

4
8

[
E· (rj−ri)

l
sin(lC)

]
2
†
8f
2 9f + h.c + �* = �′C + �* . (E.2)

In the limit* � C, and for a non-resonant drive, the exchange coupling is given by:

�′8 = �8*
∞∑

==−∞

1
* + =lJ= (Z8)

2, (E.3)

where, �8 = 4C2
*

is the magnetic coupling strength for the undriven case, J= denotes
=Cℎ order Bessel function, and drive parameter

Z8 =
E · (r 9 − r8)

l
. (E.4)

In the presence of this periodic drive, the spin exchange interactions are affected
mainly due to two factors: (a) change in the hopping parameter due to photon-
assisted tunneling, and (b) virtual excitations between different Floquet sectors as
shown in Fig. 3 of Ref. [229]. As a result, the effective spin exchange interactions
can be controlled by changing the frequency, polarization and intensity of the laser.
Previous works [228, 230, 229, 40, 211, 137] have studied the periodically driven
FHM extensively for both resonant and off-resonant cases. The above expression
in Eq. (9.3) is valid only for a non-resonant drive where doublon sectors are well
separated in energy from the single occupation sector. Resonant drive can be handled
using a somewhat similarmachinery of Floquet formalism as shown in Ref. [40]. For
a near resonant drive, real doublon-holon pairs can significantly affect the exchange
interactions and its effects are discussed in great details in Ref. [211].
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E.2 AFM exchange via two orbitals of the same ligand ion in the presence of
a periodic drive

When the hopping between two metal sites is allowed via two orbitals of the ligand
ion, spin exchange energy for undriven case is given by :

�4G = 4
∑
U=�,�

C4U

(
1

Δ2
U8
*
+ 1
Δ3
U8

)
+

8C2
�
C2
�

Δ�8Δ�8*

+ 4C2�C
2
�

(
1

Δ�8Δ�8Δ��8
+ 1
Δ2
�8
Δ��8

+ 1
Δ2
�8
Δ��8

)
,

(E.5)

where, ΔU8 = * − �U is the charge transfer gap, and Δ��8 = (Δ�8 + Δ�8)/2.
This expression was obtained by applying fourth order perturbation theory to the
following Hamiltonian:

�1 = �0 + �C =
∑
U=�,�

∑
f

�U=Uf +*
∑
8=1,2

=8↑=8↓

−
∑
8=1,2

∑
U

CU2
†
Uf28f + h.c

(E.6)

where U = �, � are two orbitals of the ligand ion involved in the process of
superexchange between the spins at two metal sites denoted by 8 = 1, 2 above,
and the hopping parameter C�/� � *, |�U |.

In this case, spin exchange energy is decided by the virtual excitations which lead
to spin exchange between two sites, and thus depends on the number of orbitals
available for the exchange process and the energy of these orbitals. There aremultiple
pathways available for these spin exchange processes. Two such exchange processes
are shown in Fig. E.1, where we have shown the virtual excitations giving rise to
the magnetic interactions between two metal ions. These virtual excitations involve
the charge transfer from ligand orbitals to the magnetic ion. Their contribution to
magnetic coupling depends on the energy difference between obitals and the on-site
columbic repulsions. In the presence of a drive discussed in Sec. IV, these orbitals
of the ligand ion are modified according to the drive amplitude and frequency. Now,
we proceed in the same way as the undriven case, but the orbitals � and � are
replaced by the hybrid orbitals:

%, = = cos
\

2
�, = + sin

\

2
�, = + 1,

", = = sin
\

2
�, = − cos

\

2
�, = + 1,

(E.7)
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Figure E.1: Two possible spin exchange processes when the hopping between two
metal sites is mediated via ligand orbitals. Gray panels show virtual intermediate
states with their energies relative to the ground state with one spin on each metal
site. Here, the ligand ion has two orbitals, and as a result there are many other
channels available for spin exchange if the hopping between orbital B and metal
sites is allowed.

where = denotes the Floquet index, cos \ = X√
X2+4Ω2 , sin \ = − 2Ω√

X2+4Ω2 , and X =
l − l0 is the detuning. If the parameter 4�0/l � 1 (which is the case here, as
l ≈ 104+ and 4�0 ≈ 14+), then the hopping is allowed between orbitals within the
same photon sector only in the Floquet picture. Using this fact, we can calculate the
hopping elements between metal sites, and the new orbitals can be expressed as:

C% = 〈�, 0|%, 0〉 C� + 〈�, 0|%, 0〉 C� = cos
\

2
C�, (E.8)

C" = 〈�, 0|", 0〉 C� + 〈�, 0|", 0〉 C� = sin
\

2
C�. (E.9)

Now, if C� ≠ 0, the hopping element between |%/",−1〉 and metal sites can still be
non-zero as:

%,−1 = cos
\

2
�,−1 + sin

\

2
�, 0,

",−1 = sin
\

2
�,−1 − cos

\

2
�, 0,

(E.10)

with
C%1 = 〈�, 0|%,−1〉 C� + 〈�, 0|%,−1〉 C� = sin

\

2
C�, (E.11)
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and
C"1 = 〈�, 0|",−1〉 C� + 〈�, 0|",−1〉 C� = − cos

\

2
C�. (E.12)

As a result of the drive

� (C) = Ω4−8lC2†
�f
2�f +Ω∗48lC2†�f2�f, (E.13)

the magnetic coupling strength now has contributions from different exchange
mechanisms which include virtual excitations via four states, i.e %, " , %,−1, ",−1
given by:

�4G = �0 + �1 + �2 (E.14)

where
�0 =

∑
U=%,",%1,"1

4C4U
Δ2
U

(
1
*
+ 1
ΔU

)
(E.15)

�1 =
1
2

∑
V

∑
U,U≠V

8C2UC2V
(ΔU + ΔV)ΔUΔV

+
4C2UC2V

(ΔU + ΔV)Δ2
U

+
4C2UC2V

(ΔU + ΔV)Δ2
V

+
8C2UC2V
*ΔUΔV

,

(E.16)

and

�2 =
8C%C%1C" C"1
Δ%1*<1Δ"1

+ 8C%C%1C"1C"
Δ%*1Δ"

+
4C%C2%1C%

Δ%*1Δ%

+
4C" C2"1C"

Δ"*1Δ"
+

4C2
%
C2
%1

Δ%1*<1Δ%1
+

4C2
"
C2
"1

Δ"1*<1Δ"1
,

(E.17)

where, ΔU = * − �U,*1 = * + l,*<1 = * − l with

�%/" = �� +
X

2
∓

√(
X

2

)2
+Ω2, (E.18)

and
�%1/"1 = �%/" − l (E.19)

is the energy of Floquet states |%/",−1〉. If we consider a very simple situation
where Δ� � *,Δ� >> Δ�, X = 0, then in the undriven case, the magnetic coupling
strength is �4G = 4 C4

�

Δ2
�
*
, and for the driven case, it is given by:

�4G =
4
*

(
C2
%

Δ� +Ω
+

C2
"

Δ� −Ω

)
(E.20)
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Figure E.2: Change in magnetic coupling as a function of Ω/Δ for ligand orbital
scheme for different values of detuning X. These changes occur mainly due to
change in the virtual excitation energy which decreases as detuning increases. This
decrease in virtual excitation energy enhances the exchange interactions and thus
the change is larger for large detuning.

where now C% = C" = C�/
√

2, and thus the change depends mainly on the ratio
Ω/Δ�. In order to understand the effect of detuning, let us consider a somewhat
simple situation C1 = 0 and small drive strength. Now, the virtual excitation involves
two states with energy �% ≈ �� + X + Ω

2

X
and �" ≈ �� − Ω2

X
and the corresponding

hopping amplitudes are C% = Ω
X
and C" = 1 − Ω2

2X2 , respectively. In this case, large
detuning X brings the level �% much closer to 3 orbitals in energy, and hence the
virtual excitation energy is reduced as X increases. Also, the detuning values are
quite close to charge-transfer gap Δ, and thus the change in the magnetic coupling
increases with large detuning. This picture was further verified by the numerical
calculations as shown in Fig. E.2 where we plot the change in magnetic coupling
strength as a function of Ω/Δ for different values of detuning X.

E.3 Changes in AFM coupling due to orbital hybridization on each metal site
In the undriven model, the spin interactions arise due to virtual excitations between
singly and doubly occupied sectors. For large *, the low energy subspace is
described by an effective spin Hamiltonian. In the presence of a periodic drive
which couples two orbital on each metal site, all the states in this subspaces undergo
some changes. These changes are best studied using the Floquet formalism, where
many singly occupied states now hybridize and the new levels are given by the
eigenstates of Floquet Hamiltonian. Usually the hopping amplitudes are much
smaller in comparison to other energy scales in the problem, and thus we treat the
hopping part of the Hamiltonian as a perturbation to Floquet Hamiltonian obtained
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Figure E.3: This diagram shows the effect of the periodic drive on the energy levels
of a two metal site and two orbital model discussed in Eq. E.21 and Eq. E.22. The
lower levels shown in shades of red represent the states connected to the low energy
subspace of the undriven model, and the lines in green show the states available for
virtual excitations which belong to the doubly occupied sector. These excitations
are shown by solid arrows for the driven model, and by the dashed arrow for the
undriven case. For clarity, we show the excitations for the singlet (top) and triplet
(bottom) sectors in different diagrams. Here the subspace % and � refers to the
singly and doubly occupied states, respectively, and the subscript C/B denotes the
singlet or triplet nature.
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from �: + �0 + � (C). The schematic of the changes in the energy levels of this
Hamiltonian is shown in Fig. E.3 as a function of the drive amplitude for some of
the eigenstates relevant for the exchange interactions.

For the undriven case, there is only one energy eigenstate available for virtual
excitations to the doubly occupied sector as denoted by the dashed arrow in Fig. E.3.
This virtual process lifts the degeneracy between singlet and triplet sectors resulting
in a magnetic coupling strength 4C2

�

*
. For the driven case, the low energy subspace

is replaced by the eigenstates of the Rabi Hamiltonian:

�'% =


0 Ω

√
2 0

Ω
√

2 −X Ω
√

2
0 Ω

√
2 −2X

 (E.21)

with basis vectors given by
���%B/C
��
, 0

〉
,

���%B/C
��
,−1

〉
,

���%B/C��,−2
〉
where % denotes the

singly occupied sector with subscripts denoting the orbitals on each site, B/C refers
to the singlet and triplet sectors, and the integers denote the photon number. For the
singly occupied sector, the effects of drive are independent of the spin configuration.
This drive also mixes the doubly occupied subspace for the singlet sector in a similar
manner but in this case the energy levels are given by eigenstates of the following
Hamiltonian:

�'�B =


* Ω

√
2 0

Ω
√

2 *1 + � − X Ω
√

2
0 Ω

√
2 * − 2X

 (E.22)

which give rise to a different energy shift for the two sectors if *1 + � ≠ *. On the
other hand, for the triplet sector, the doubly occupied subspace consists of is only
one state at energy *1 − � − X. In addition to the changes in the energy levels this
drive also changes the eigenstates, and thus the hopping parameters are changed
accordingly. The hopping processes in the presence of a periodic drive are shown
by solid arrows in Fig. E.3.

In terms of these hopping amplitudes, the new magnetic coupling strength is given
by:

�B − �C =
3∑
8=1

C2
8B

� 8
3B
− �1

?B

−
∑
8

C2
8C

� 8
3C
− �1

?C

(E.23)

where � 8
3B/C

is the energy corresponding to the eigenstate
���B/C

〉
of Hamiltonian

�'�B/C
in Eq. E.22, and

C8B/C =
〈
%1
B/C

����C ����8B/C〉, (E.24)
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Figure E.4: Change in magnetic coupling as a function of Ω/X for metal orbital
scheme. For the special case where C01 = 0, these changes depend on the hybridiza-
tion between � and � orbitals which is a function of Ω/X, and thus for a given drive
strength Ω, the observed change is larger for small detuning.

where
���%1
B/C

〉
is the eigenstate corresponding to the eigenvalue X

(
1 −

√
1 + 2

(
Ω
X

)2
)

of the Hamiltonian �'% for the singly occupied sector, and �C is the hopping part
given by:

�C = −
∑

f,U=�,�

CU2
†
1Uf22Uf − C��

∑
f,8≠ 9

2
†
1�f22�f + h.c. (E.25)

One of the most important contribution to exchange coupling comes from the virtual
excitation to the eigenstate with energy*1 ± � − X. If we consider a simple scenario
with C0 = C1 and C01 = 0, then the virtual hopping to*1 − � − X in the triplet sector,
C1C = 0, and for*1 + � − X in the singlet sector is given by C2B ≈ Ω

X
C1 which decreases

as the detuning X increases. Although the detuning also affects the energy of the
virtual excitation associatedwith*1+�−X, the change in exchange energy is dictated
by Ω

X
mainly as the change in X is negligible in comparison to*1 + � = * − �. This

explains why the observed change decreases with increased detuning. It is also in
good agreement with the numerical results shown in Fig. E.4 where we plotted the
change in magnetic coupling as a function of Ω/X. Furthermore, the presence of
two orbitals can allow virtual processes even for the triplet sector which changes the
energy of the FM state when C0 ≠ C1 or C01 ≠ 0.

E.4 Approximate values of dipole moment matrix element using Slater type
orbitals

Dipole moment for ligand orbitals
The strength of the drive used in the orbital hybridization scheme depends on the
value of the dipole moment operator between the two orbitals. Here, we have used
Slater type orbitals [319] to calculate these dipole moments. The wavefunction of
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these orbitals is given by: ��Ψ=,;,< (r)〉 = '= (A).<; (r), (E.26)

where

'= (A) = (2Z)=
√

2Z
(2=)!A

=−14−ZA , (E.27)

with Z = /∗

=
and /∗ is the effective charge which can be calculated using Slater’s

rules when distances are expressed in atomic units (1 unit =00). Using these Slater
type orbitals, we approximate the expectation value of the position operator for
different ligand and transition metal orbitals as shown in Table E.1.

Dipole moment for d-d transitions
In addition to the dipole transitions between different parity orbitals in the ligand
ion, we also studied the effects of on-site d-d transitions. Although for pure d
orbitals these kinds of transitions are forbidden, but there are many different d-
p mixing mechanisms available in transition metal compounds which allow these
dipole transitions. In most of the transition metal compounds, 46 and C26 orbitals are
not purely of 3 character but has some contribution from ? orbitals. These p orbitals
can either belong to the same magnetic ion or to the ligand ion. In the absence of a
center of symmetry, the C26 orbitals can mix with ? orbitals of the same ion. These 3
orbitals can also mix with the ? orbitals of the ligand ion due to covalency efffects.
This kind of mixing is allowed for both tetrahedral and octahedral crystal fields and
is one of the most prominent mechanism for d-p mixing as indicated by the studies
of the intensities of d-d observed in many transition metal compounds [247, 204,
18, 17]. In transition metal compounds, the outermost electrons reside in 3 orbitals
and the covalent bonding between the metal and the ligand ion can result in d-p
mixing, and hence modifying the wavefunction of 3 orbitals as follows:���k′38 〉 = 1

√
1 + U2

(��k38 〉 + U ��j?〉) , (E.28)

where j denotes the orbitals of ligand ions and U � 1 (check Ref. [336] for more
details of d-p mixing). As a result, the dipole moment operator 4

���〈k′C26 |r|k46〉��� ≈
4

��� U√
1+U2

〈
k33

I2−A2 |r|j?I
〉��� depends on the arrangement of ligand ions around the

metal ion. This quantity can be estimated from Slater like orbitals if the mixing
parameter is known which is usually difficult to determine. Since, this dipole
moment is also proportional to the oscillator strength which can be calculated
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Element � � 〈k� |r|k�〉
O 2B 2?I 0.6 00 Î

S 3B 3?I 1.1 00 Î

Sc 33I2−A2 3?I 0.3 00 Î

Mn 33I2−A2 4?I 1.0 00 Î

Table E.1: Position operator matrix elements between different orbitals calculated
using Slater type orbitals.

directly from the absorption spectra of these complexes. In some tetrahedral complex
salts [18], the dipole moment between two different 3 orbitals belonging to C26 and
46 sets can be as high as 0.5 Debye= 0.14Å. This kind of d-d transition also occur
in some transition metal trichalcogenides like NiPS3 [173] but the associated dipole
moment would be much smaller as indicated by the extremely weak absorption for
this peak.

E.5 Vibronic coupling estimate
In this section, we calculate the matrix element between two 3 orbitals for a phonon
drive. We assume that the transition metal ion is surrounded by an octahedral
arrangement of ligand ions, and the phonon mode involves the symmetric motion of
ligand ions perpendicular to the metal ligand bond. For the geometry shown in Fig.
E.5, the potential around TM ion due to ligand ions is given by

+ (r, C) =
8∑
!=1

@!4
2

4cn0 |a! (C) − r|
(E.29)

where @! is the charge on ligand ion (in units of 4), a! is the position vector of
ligand ! from the center of the TM ion, and

a! (C) = a0
! + u! (C) (E.30)

where a0
!
is the equilibrium distance of M-L bond, and u! is the phonon amplitude.

For small u! , we can expand + around its equilibrium value as follows:

+ (r, C) = @!4
2

4cn0

8∑
!=1

(
1

|a0
!
− r|
−
(a0
!
− r) · u! (C)
|a0
!
− r|3

+ ...
)
, (E.31)

and thus up to first-order, the perturbation is given by:

�′ ≈ −@!4
2

4cn0

8∑
9

(a0
!
− r) · u! (C)

| (00
!
)2 + A2 | 32

(
1 + 3

a0
!
· r

| (00
!
)2 + A2 |

+ ...
)
. (E.32)
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Figure E.5: Arrangement of ligand ions around a transition metal ion in octahedral
geometry.

Now, the only terms which can couple two 3 orbitals are:〈
3U |�′|3V

〉
=

3@!42

4cn0

8∑
!=1

〈
3U

����� (r · u! (C)) (a0
!
· r)

| (00
!
)2 + A2 | 52

����� 3V
〉
. (E.33)

Furthermore, the matrix element
〈
3U |r:r; |3V

〉
is non-zero for the cases shown in

Table E.2. In RTiO3, the ligand-metal distance, |00
!
| ≈ 2Å, and thus the matrix

element coupling two 3 orbitals becomes:

|
〈
3U |�′| 3V

〉
| ≈ 0.5D(C)eV = 0.25(48lC + 4−8lC)D0eV (E.34)

for a 6 symmetry phonon mode, where D0 is the displacement (in units of Å) of the
ligand ion perpendicular to the M-L bond.

E.6 Excitation mechanism for the Raman mode coupled to IR mode
In Mott insulating titanates YTiO3 and LaTiO3, some of the Raman modes can be
excited by making use of non-linear phonon coupling between different phonons. In
the presence of an oscillating E field which excites the IR mode, the time-evolution
of different phonon modes is governed by the following equations:

¥& �' = −l2
�'& �' + � (C) − 26&'& �' − 14&

3
�' (E.35)

¥&' = −l2
'&' − 6&2

�' − 03&
2
' (E.36)
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3U 3V r:r;
〈
3U |r:r; |3V

〉
(Å2)

3GH 3HI GI 0.4
3GH 3GI HI 0.4
3HI 3GI GH 0.4
3HI 3G2−H2 HI 0.4
3GI 3G2−H2 GI 0.4
3GH 3I2−A2 GH 0.4
3HI 3I2−A2 HI 0.2
3GI 3I2−A2 GI 0.2

Table E.2: Matrix element 〈r:r;〉 between two 33 orbitals of Ti calculated using
Slater type orbitals.

0.2 0.4 0.6 0.8
t(ps)

-2

-1

1

2

Q(Å amu12)

0.2 0.4 0.6 0.8
t(ps)

0.20

0.25

0.30

0.35

0.40

0.45

0.50
QR(Å amu

12)

Figure E.6: Dynamics of phonon modes. Upper panel: Time evolution of Raman
mode �6 (25) (red curve) and IR active mode �1D (54)(green) when excited by a
resonant mid IR laser pulse of maximum amplitude � = 0.5+/Å and pulse width
f = 50/

√
2 5 B (shown in blue envelope for illustration purpose). Lower Panel:

Magnified version of Raman mode and the lattice vibrations are almost sinusoidal.
Here the amplitude of �6 (25) mode is&' ≈ 0.12Å

√
0<D and is proportional to the

square of the amplitude of IR mode.
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where l',�' and&',�' are the frequencies and amplitudes of Raman and IR modes,
respectively, as discussed in Ref. [124]. Here the mode amplitude & is measured in
�̊
√
0<D, l2

'
in units of 4+/( �̊

√
0<D)2 (521.4712<−1 = 14+/�̊20<D), 6 in units

of 4+/( �̊
√
0<D)3, and � (C) = �� coslC4−C2/2f2 where � is measured in units of

+/�̊ and � = /∗/
√
< depends on Born effective charge /∗and

√
< is the reduced

mass of the mode. In the present scenario we can get the required rotation of
oxygen octahedron by exciting �6 (25) Raman mode. This mode couples strongly
with IR mode �1D (54) with 6 = 0.05. Now, the amplitude of �6 (25) Raman
mode depends on a lot of factors like the coupling strength 6, frequency ratio
l�'/l', detuning l −l�', the pulse width f. For the case of YTiO3 and LaTiO3,
the time-evolution of above two equations for � = 0.5+/Å and f = 50/

√
2 5 B

results in oscillations of amplitude &' ≈ 0.12Å
√
0<D which correspondents to

a lattice oscillation of amplitude D0 ≈ 0.02Å as shown in Fig. E.6. We have
ignored the damping terms as the damping would not affect the oscillations much
for the time interval shown in Fig. E.6. Although the mode amplitude of IR active
mode is large but since the other non-linear terms in Eq. E.36 are usually small
(03 ≈ 0.0084+/Å2/

√
0<D

3/2
, 14 ≈ 0.084+/Å4/(0<D)2) for similar orthorhombic

structures [335], so these non-linear terms are irrelevant for the time-evolution in
the regime considered here.
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C h a p t e r 9

CONTROLLING LIGAND-MEDIATED EXCHANGE
INTERACTIONS IN PERIODICALLY DRIVEN MAGNETIC

MATERIALS

“The ability to perceive or think differently is more important than the knowledge
gained.” – David Bohm

A periodic drive could alter the effective exchange interactions in magnetic ma-
terials. Here, we explore how exchange pathways affect the effective interactions
of periodically driven magnetic materials. Aiming to apply Floquet engineering
methods to two-dimensional magnetic materials, we consider realistic models and
discuss the effect of a periodic drive on ligand-mediated exchange interactions. We
show that depending on bond angles and the number of ligand ions involved in the
exchange process, drive-induced changes can be very different from those calculated
from direct-hopping models considered earlier. We study these effects and find that
the presence of ligand ions must be taken into account, especially for TMTCs where
ligand ion mediated next-neighbor interactions play a crucial role in determining
the magnetic ground state of the system.

This chapter is based on the following reference:

Swati Chaudhary, Alon Ron, David Hsieh, and Gil Refael. “Controlling ligand-
mediated exchange interactions in periodically driven magnetic materials.”
arXiv:2009.00813

9.1 Introduction
Periodic drives have been used extensively to tailor the properties of the Hamilto-
nians for ultracold gases in optical lattices, ranging from the generation of artificial
gauge fields for neutral atoms in optical lattices to many-body localization [255, 178,
147, 208, 111, 351, 93, 16, 93, 97, 180, 122, 134, 135, 131, 24, 112, 139, 148, 236,
366, 275, 291, 340, 347, 29, 202, 390, 301, 156, 85, 263, 133, 2, 272, 350, 146, 339,
400, 58, 103, 252, 94, 387, 39, 83, 95, 388]. The evolution of such periodically-
driven systems can be described by an effective time-independent Hamiltonian using
Floquet theory [313]. The properties of this effective Hamiltonian can be controlled
by changing the drive parameters like its frequency, amplitude, etc. Extending these

https://arxiv.org/abs/2009.00813
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methods to quantum materials seems very promising as it may allow us to realize
new states of matter and manipulate the electronic and magnetic properties of these
materials on demand [21, 256].

Previously, several works studied light-induced changes in the magnetic properties
of transition metals compounds [175, 232, 230, 228, 230, 229, 40, 211, 137,
282, 283, 62, 293]. Recent works [228, 230, 229, 40, 211, 137, 282, 283,
62] have demonstrated the possibility of using periodic drives for manipulating
the exchange interactions in extended antiferromagnetic (AFM) Mott insulators.
These results can be applied to many transition metal (TM) compounds. Transition
metal trichalcogenide (TMTC) monolayers are one of the prime candidates, where
periodic drive could lead to interesting results. As shown in Ref. [318], the magnetic
properties of such monolayers are very well described by the Heisenberg model on
a honeycomb lattice with up to third nearest-neighbor interactions. Motivated by
thesematerials, we study the effects of the periodic drive on a Fermi-HubbardModel
(FHM) on a honeycomb lattice, and study how themagnetic coupling strength can be
modified by tuning different drive parameters. We further explore the consequences
of the ligand ions and study how the changes in magnetic coupling strength depend
not only on the drive parameters, but also on the bond angles and the orbital
orientation of these intermediary ions.

9.2 Periodically driven Fermi Hubbard model
We study the effect of a periodic drive on the exchange interactions using a periodi-
cally driven Fermi Hubbard model (FHM) in the Mott regime at half-filling. Let us
first review this model.

Review: Toy model for AFM coupling renormalization due to photo-modified
tunneling
In the presence of a time-dependent electric field, the full Hamiltonian of the Fermi-
Hubbard model is given by:

� = −C
∑
<8, 9>

2
†
8f
2 9f + h.c +*

∑
8

=8↑=8↓ + 4E ·
∑
i,f
=8frj cos(lt). (9.1)

After Peierls substitution, it becomes:

�′ = −C
∑
<8, 9>

4
8

[
4E· (rj−r8 )

l
sin(lC)

]
2
†
8f
2 9f + h.c + �* = �′C + �* . (9.2)
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In the limit* � C, and for a non-resonant drive, the exchange coupling is given by:

�′8 = �8*
∞∑

==−∞

1
* + =lJ= (Z8)

2, (9.3)

where, �8 = 4C2
*

is the magnetic coupling strength for the undriven case, J= denotes
=Cℎ order Bessel function, and drive parameter

Z8 =
4E · Δr8
l

, (9.4)

whereΔr8 is the displacement between 8Cℎ neighbors. In the presence of this periodic
drive, spin exchange interactions are affectedmainly due to two factors: (a) change in
the hopping parameter due to photon-assisted tunneling, and (b) virtual excitations
between different Floquet sectors. The effective spin exchange interactions can
thus be controlled by changing the frequency, polarization or intensity of the
laser. Previous works [228, 230, 229, 40, 211, 137] have studied the periodically
driven FHM extensively for both near-resonant and off-resonant cases. The above
expression in Eq. (9.3) is valid only for a non-resonant drive where doublon sectors
are well separated in energy from the single occupation sector. Near-resonant drive
can be handled using a somewhat similar machinery of Floquet formalism as shown
in Ref. [40] but in certain cases, real doublon-holon pairs can significantly affect the
exchange interactions [210].

Driven FHM on honeycomb lattice
We are interested in controlling the properties of magnetic materials using light, and
monolayer magnetic materials, e.g TMTC monolayers, provide a suitable platform
for our exploration. The magnetic structure of these 2D magnetic materials is
captured by the Heisenberg model on a honeycomb lattice with up to third nearest
neighbor interactions. It exhibits numerous ground states depending on the relative
signs and values of different neighbor exchange interactions [318]. So, before
proceeding further, we briefly consider the effects of a non-resonant periodic drive
on the exchange interactions in this model.

Consider the Fermi-Hubbard Model on a honeycomb lattice with up to third nearest
neighbor hopping:

� =�* + �C = *
∑
8

=̂8↑=̂8↓ +
∑
〈8, 9〉f

C12
†
rif2rjf

+
∑
〈〈8, 9 ,f〉〉

C22
†
rif2rjf +

∑
〈〈〈8, 9〉〉〉

C32
†
rif2rjf + h.c

(9.5)
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Figure 9.1: Periodic drive effect onmagnetic coupling. Changes in the spin exchange
interaction energy for different neighbors as a function of the drive parameter Z0 (in
terms of E fieldmagnitude, one unit on this scale can be read as 1+/) for two different
values of */l. The changes are larger for smaller values of */l as expected from
Eq. 9.3.

where * � C8. Adding a circularly polarized light beam gives rise to the following
periodic drive:

�′(C) =
∑
8

4�0(coslC Ĝ + sinlC Ĥ) · r8=̂8 (9.6)

which results in a direction-independent modification of exchange interactions.

In the presence of this drive, the magnetic coupling strength between 8th neighbors is
given by an expression similar to Eq. (9.3) with C replaced by C8, and the changes with
drive parameter Z0 =

4�00
l

, where �0 is the electric field amplitude, 4 is the electron
charge andl is the frequency of drivemeasured in units of eV, and 0 is the separation
between the nearest neighbors on a honeycomb lattice, are shown in Fig. 9.1. This
drive parameter is dimensionless. In most of the cases, 0 ≈ 1 andl ≈ 14+ , and thus
Z = 1, roughly corresponds to an electric field amplitude of 1V/, i.e 100MV/cm.
The changes in the coupling strength depend on both the drive parameter Z0, and the
ratio */l. The main contribution in Eq. (9.3) comes from those values of = which
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Figure 9.2: Magnetic ground state of effective Hamiltonian. (a) Change in the
magnetic coupling strength ratio as a function of the drive parameter, and (b) same
change shown by a red arrow on the phase diagram [318].

are close to */l. Roughly speaking, this change in the coupling constant behaves
in the same manner as J= (Z8), and thus for large values of*/l, the renormalization
factor peaks at a higher value of the drive parameter, and its amplitude is also smaller
as we notice in Fig. 9.1. This model is particularly interesting because depending on
the drive parameter, the ground state of the effective time-independent Hamiltonian
can be very different from the undriven case as shown in Fig. 9.2.

9.3 Applications to materials with ligand mediated magnetic interactions
Most of the previous works [228, 230, 229, 40, 211, 137] on the periodically
driven FHM assumed direct hopping between two metal sites. In TM compounds,
spin-exchange interactions are mostly mediated by ligand ions as shown in Fig. 9.3
for TMTC monolayers [318], and thus the exchange coupling depends on factors
like bond lengths, bond angles, and the nature of orbitals involved in the exchange
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Figure 9.3: Exchange Pathways in TMTC monolayers. Top view of single layer
metal phosphorus trichalcogenides (MPX3) illustrating different paths responsible
for spin exchange interaction: (a) Nearest neighbor interactions �1 can occur via
direct hopping or via one ligand ion, (b) Second nearest neighbor interactions
are mediated by two intermediate ions, and there are five paths available for spin
exchange, (c) Third nearest neighbor interactions occur via two intermediate ions
and both belong to the same plane.

process. There are usually multiple pathways available for spin-exchange processes
between two metal sites. Particularly for TMTC monolayers [318], the nearest
neighbor interactions occur via direct hopping or via one ligand ion, second and
third nearest neighbor interactions involve indirect hopping mediated by two ligand
ions as shown in Fig. 9.3. In order to provide a more precise estimate of the change
in coupling strength, one must take these factors into account. Below, we explore
the consequences of periodic drive for different cases, and contrast them with the
periodic drive effects for the direct-hopping case.

Case 1 : AF coupling via one intermediate ion with only one orbital
Consider a simple two-sitemodelwith one spin on each site, andwith a non-magnetic
(ligand) ion between the two metal sites, which mediates the spin exchange between
two spins located at metal sites as shown in Fig. 9.4. This model can be described
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the following Hamiltonian:

� = −
∑

8=1,2,f
C2
†
8f
2�f + h.c + �� (=̂� − 2) +*

∑
8=1,2

=̂8↑=̂8↓, (9.7)

where 8 denotes themetals sites, � denotes the orbitals of nonmagnetic ions involved
in the exchange process and its electronic energy �� is negative, and the on-site
interaction onmetal sites is*. For the undriven case, themagnetic coupling strength
is given by:

J=4C4
(

1
(�3)2*

+ 1
(�3)3

)
, (9.8)

where �3 = |�� |+U is the energy of those virtual states where one electron has
been transferred from the ligand orbital A to the metal ion [225]. Now, we apply a

Figure 9.4: AF coupling via one ligand ion. Spin exchange between two sites
(denoted by 8) with one spin on each via orbital � of the ligand ion. There is no
direct hopping between two metal sites, but the spin can hop between metal site and
the orbital � for very small values of bond angle U. This superexchange mediated by
a non-magnetic ion gives rise to AF interactions between two spins at sites denoted
by 8.

uniform AC electric field which adds an extra term �? to above Hamiltonian where,

�? = −
∑
8

4E(C) · r8=̂8 + 4E(C) · r�=̂� (9.9)
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andE(C) = �0(coslC Ĝ+sinlC Ĥ). Using fourth order perturbation theory, we show
that in the non-resonant case, the new coupling strength is modified as follows:

�ex = 4C4
∑

<1,=1,=

1
2(�3 + =1l) (�3 + <1l) (�3 + =

2l)

(cos(2(=1 − <1)U)J<1 (Z1)J=1 (Z1)J=1−= (Z1)J<1−= (Z1)+
cos(2(= − <1 − =1)U)J=1 (Z1)J<1 (Z2)J=1−= (Z1)J<1−= (Z2))

+ 1
(�3 + =1l) (�3 + <1l) (* + =l)(

cos(2(=1 − <1)U)J<1 (Z1)J=1 (Z1)J=1−= (Z2)J<1−= (Z2)
)

(9.10)

where Z1 = −Z2 =
Z0

2 cosU , and Z0 =
4�00
l

. The resulting magnetic coupling strength
is shown in Fig. 9.5 for different values of charge transfer gap �3 . We notice that the
observed changes do not differ significantly from the direct hopping case if �3 � *

but the changes for �3 ≈ * can be much different.

In addition to the charge transfer gap, �4G also depends on the bond angle U in
Fig. 9.4, which is usually close to zero for AF coupling in most cases. In most of the
transition metal compounds, only ? type orbitals of the ligand ion are involved in
this superexchange mechanism, and thus both metal sites should have finite overlap
with the same orbital which is possible only if bond angle is very small. We study
the effect of periodic drive on magnetic coupling for different bond angles. As
shown in Fig. 9.6, the changes in magnetic coupling strength follows the same trend
as the direct hopping case approaches the same value when �3 increases and U � 1
.

Case 2 : Effect of a periodic drive on FM coupling mediated by a ligand ion
In some cases, the ligand ion can also mediate FM interactions. When the spin
exchange between two metal sites is not allowed but the two spins can still hop to
two different ligand orbitals of the same ligand ion, then due to Hund’s coupling,
two spins align in the same direction. Even in this situation, the magnetic coupling
strength depends on the hopping parameter, and thus can be tuned by a periodic
drive to a certain extent. Consider a toy model shown in Fig. 9.7 with two TM ions
(M) at sites 8 = 1 and 8 = 2, and a ligand ion (X) with two degenerate orbitals namely
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A and B described by Hamiltonian:

� =*
∑
8=1,2

=̂8↑=̂8↓ + ��
∑
U=�,�,
U≠U′

2
†
U↑2
†
U′↓2U↓2U′↑+∑

U={�,�},
f={↑,↓}

��=̂Uf −
∑

8={1,2},
U={�,�}

C8U (2†8f2Uf + 2
†
Uf28f)

(9.11)

where �� is Hund’s coupling and the hopping parameters, C1� = C2� = C, and
C2� = C1� = 0 as the spins at 8 = 1, and at 8 = 2 hop to orbitals A and B, respectively.
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Figure 9.5: Effect of charge transfer gap. Changes in AFM coupling as a function
of drive parameter for different values of charge transfer gap �3 , when the ligand
ion lies at the line joining the two TM ions. The qualitative behavior of renormal-
ized coupling is independent of �3 , but the quantitative predictions start to differ
significantly as �3 decreases.
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Figure 9.6: Effect of bond angle. Change in AF coupling as a function of drive
parameter for different values of bond angle U in Fig. (9.4). This change follows
the same trend as the direct hopping case, and approaches the direct hopping limit
when �3 � *, U→ 0.
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Figure 9.7: FM coupling via two orbitals of the ligand ion. FM interactions between
spins mediated by a non-magnetic ion with two orbitals shown in different shades
of blue. The electrons from each orbital of the ligand ion can hop to only one metal
ion site so the intermediate state with same spin in two orbitals of the ligand ion is
preferred due to Hund’s coupling. This favors the parallel arrangement of the two
spins at metal sites.
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Figure 9.8: Effect of bond angle. Change in FM interactions as a function of drive
parameter Z0 for charge transfer gap �3 = 54+(dashed lines) and �3 = 104+(solid
lines) for different values of angle U, where U is the angle between the line joining
the two TM ions and the projection of M-X bond on the plane containing these TM
ions. In this case, changes depend on angle U and charge-transfer gap �3 .

In the presence of a circularly polarized light, the magnetic coupling strength is
given by:

� = C4
∑

<1,=1,=

4��
(�3 + <1l) (�3 + =1l) ((2�3 + =l)2 − �2

�
)

(cos(2(<1 − =1)U)J=1 (Z10)J<1 (Z10)J=−=1 (Z21)J=−<1 (Z21)
+ cos(2(= − <1 − =1)U)J=1 (Z10)J<1 (Z21)J=−=1 (Z21)J=−<1 (Z10))

(9.12)
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where �3 = * − ��, Z10 = −Z21 =
Z0

2 cosU , with Z0 = 4�00/l, 0 is the separation
between two TM ions and U is the angle between the line joining the two TM ions
and the projection of M-X bond on the plane containing these TM ions. We are
using a circularly polarized drive to introduce a direction-independent modification
of exchange interactions. As shown in Fig. 9.8, the change in FM interaction is
sensitive to bond angle U and start to increase with the bond angle. Also, these
changes are more significant when the charge transfer gap and drive frequency are
of the same order.

Case 3: Effect of periodic drive on AF coupling mediated by two intermediate
ligand ions
In some materials, especially in TMTCmonolayers, second and third nearest neigh-
bor interactions play a very important role in deciding the magnetic ground state.
These kind of interactions are allowed only due to the presence of two or more
intermediate ions available for spin exchange as shown in Fig. 9.3. In such cases,
the effect of a periodic drive can be expected to be very different from the direct
hopping case. We consider the toy model shown in Fig. 9.9, where the electron at
site 8 = 1 can hop to orbital �, the electron at other metals site can hop to orbital B
of the different ligand ion, and hopping between orbitals � and � is allowed. It can
be described by the following Hamiltonian:

� = *
∑
8

=̂8↑=̂8↓ −
∑

8={1,2},
U={�,�},
f={↑,↓}

C8U2
†
8f
2Uf + h.c + �� (=̂� − 2)

+ �� (=̂� − 2) − C�� (2†�f2�f + 2
†
�f
2�f),

(9.13)

where, �� and �� are the electronic energies of the orbitals � and � of the ligand
ions, C8U denotes the hopping parameter between orbital U of the ligand ion andmetal
site 8, and C1� = C2� = C, while C1� = C2� = 0. Since in most cases, all ligand ions
are similar so here we assume �� = ��. In the presence of a circularly polarized
EM field, we calculate the changes in the effective spin-exchange interactions and
observe that bond angles play a very important role as shown in Fig. 9.10.

Although Floquet engineering of the spin exchange interactions looks very promis-
ing, and changes in the effective spin exchange interactions have been demonstrated
in some cold atom experiments [65, 119], in real materials, we need very large E
fields (of the order of 1+/) to make any significant changes, and we need to take into
account the microscopic details of the spin exchange processes. In most cases, there
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Figure 9.9: AF coupling via two ligand ions. AF coupling between two spins
mediated by two ligand ions where no direct hopping is allowed between two metal
sites. This system is represented by the Hamiltonian in Eq. (9.13).
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Figure 9.10: Effect of bond angles. Change in AF coupling strength as a function
of drive parameter Z0 =

4�0
l

, where 0 is the separation between two magnetic ions
and the spin exchange is mediated by two intermediate ions in the presence of a
periodic drive. This is one of the most important spin exchange pathway in TMTC
monolayer, and the changes in spin exchange interactions are very different from
direct hopping case.

are more than one competing mechanisms, and quantitatively precise predictions
can be made only if the relative contributions from different exchange pathways
are known a priori. Indeed, we find that the presence of intermediary ions can not
be neglected, and must be taken into account, especially for materials like TMTCs
where even the third nearest neighbor interactions play a crucial role in determining
the magnetic ground state of the system. This section provided us an estimate of how
depending on the exchange mechanism, changes in the magnetic coupling strength
can be very different from the direct hopping case.

Implications for TMTC monolayers
The effect of ligand ions on the magnetic coupling renormalization depends on the
material properties like bond length, bond angle and charge transfer gap. For TMTC
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Figure 9.11: Effect of ligands on modified magnetic coupling in MnPS3. Changes
in magnetic coupling strength for the second nearest-neighbor (8 = 2) and third
nearest neighbor (8 = 3) as a function of drive parameter Z0 =

4�0
l

, where 0 is the
distance between nearest-neighbor Mn ions (Here, 0 ≈ 3 and l ≈ 14+ , so electric
field � ≈ Z0

3 4+/). We compare the results from a direct hopping model (Fig. 9.1)
with a more realistic model with ligand ions. These changes were calculated mainly
for MnPS3 in Neel state for the bond parameters taken from Ref. [70]. For the
second nearest neighbor case, spin exchange occurs via two different pathways: one
involves the two X atoms attached to the same P atom while the other one occurs
via two X atoms attached to different P atoms. For the purpose of this calculation,
we focused on the first case.

monolayers, the ligand ions mainly affect the second and third nearest neighbor
interactions (Fig. 9.3). As a result, the analysis shown in Fig. 9.1 and Fig. 9.2, where
we assumed that all spin exchange processes were occurring as a result of direct
hopping would be affected. In Fig. 9.11, we plot the changes in magnetic coupling
strength for MnPS3 by taking into account the different exchange mechanism and
compare it to the direct-hopping case. We notice that, depending on the frequency,
in certain cases even the qualitative behavior can be drastically different, for, e.g,
when the drive frequency is l = 1.14+ , the second and third nearest-neighbor
interactions, �2 and �3, change sign at some values of the drive parameter for direct-
hopping, but they remain positive when the ligand ions are taken into account. This
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deviation from the results of direct-hopping model is significant as the ground state
of the effective Floquet Hamiltonian has a very different magnetic order (Fig. 9.2)
for the above two situations.

9.4 Conclusions
We studied the consequences of a periodic drive on the ligand mediated spin-
exchange interactions in a model inspired by TMTCs . Although our calculations
are not material specific, they capture the essential features of periodically driven
magnetic materials where exchange interactions are mediated by non-magnetic ions.
We showed that the modifications due to periodic drive depend on the exchange
pathways, and in certain cases these changes can significantly differ from the
changes predicted by the direct hopping models. This brings us a step closer to
the experimental implementation of Floquet engineering in such materials.

We made several assumptions in order to understand the effects of periodic drive.
Particularly, we restricted our analysis to a two-site toy model. Most of our
calculations rely on the validity of perturbation methods in Floquet space, and hence
we focused on off-resonant cases only. Furthermore, we restricted our analysis to
a single orbital on each TM ion except for the FM case. As a result of these
simplifications, these findings are applicable to only those cases where degeneracy
between different 3 orbitals is lifted or the exchange process involves only one spin
on each magnetic-ion site.

Also, our discussion was limited to the magnetic properties of Floquet Hamiltonians
only. In practice, most of the observables also depend on the method used for
switching on the drive. This analysis is valid only if the drive is turned on
adiabatically. Additionally, the drive must be kept on for a long time to let the
system adjust to the new effective Hamiltonian. In these spin systems, this time
scale is roughly of the order of 1/� ≈ 5?B. As we observed in Fig. 9.2 , for
certain values of the drive parameter, the effective Hamiltonian can have a very
different magnetic ground state which can be measured directly from the changes
in experimental quantities like reflectivity. While in other cases, the magnetic
ground state might not change, but only the strength of magnetic coupling strength
is modified. These kinds of changes should be reflected in the magnon spectrum or
transition temperatures. In certain TMTCs like CrSiTe3, where spin-lattice coupling
is very strong [53], the modified exchange interactions can also affect the phonon
frequency shifts which can be studied experimentally.
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A p p e n d i x F

APPENDIX

F.1 Derivation for ligand-mediated AF coupling
For a two site-model considered in the main text, we have

� = �� (=̂� − 2) +*
∑
8=1,2

=̂8↑=̂8↓ −
∑

8=1,2,f
C�2
†
8f
2�f + h.c = �0 + �hop, (F.1)

where =̂� = 2†�↑2�↑+2
†
�↓2�↓, 8 denotes themagneticmetal-ion sites, � is the orbital of

the non-magnetic ion involved in the exchange process and its electronic energy ��
is negative, and the on-site interaction on metal sites is *. First, we’ll calculate the
exchange interactions in the static model where we have one spin on each magnetic
ion and the ligand-orbital is completely filled. We can extract the AF coupling by
focussing on (I = 0 sector only, i.e by finding the energy difference between triplet
and singlet configurations. We treat the hopping part as a perturbation. Within
(I = 0 subspace, �0 has nine eigenstates which can be divided into following four
sectors:

1. Magnetic-ion single-occupation sector % (two states)

|61〉 = 2†1↑2
†
2↓2
†
�↑2
†
�↓ |0〉 , |62〉 = 2†1↓2

†
2↑2
†
�↑2
†
�↓ |0〉 (F.2)

which has energy �% = 0. This also happens to be the low-energy supspace
of �0 for �� < 0 which is the case here.

2. Magnetic-ion double-occupation sector &1 (two states)��&1
1
〉
= 2
†
1↑2
†
1↓2
†
�↑2
†
�↓ |0〉 ,

��&2
1
〉
= 2
†
2↑2
†
2↓2
†
�↑2
†
�↓ |0〉 (F.3)

with energy �&1 = *.

3. Ligand-ion single-occupation sector &2 (four states)��&1
2
〉
= 2
†
1↑2
†
1↓2
†
�↑2
†
2↓ |0〉 ,

��&2
2
〉
= 2
†
1↑2
†
1↓2
†
�↓2
†
2↑ |0〉��&3

2
〉
= 2
†
2↑2
†
2↓2
†
�↓2
†
1↑ |0〉 ,

��&4
2
〉
= 2
†
2↑2
†
2↓2
†
�↑2
†
1↓ |0〉

(F.4)

which has energy �&2 = �3 = * − ��.
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4. Ligand-ion zero-occupation sector &3 (one state)

|&3〉 = 2†1↑2
†
1↓2
†
2↑2
†
2↓ |0〉 (F.5)

which has energy �&3 = 2�3 = 2* − 2��.

In order to find the exchange interactions, we can write down an effective Hamil-
tonian for the ground state sector % by using Schrieffer-Wolf transformations [38].
In the model described above, the first contribution to exchange interactions comes
from fourth-order corrections in low-energy effective Hamiltonian. This term arises
because of virtual process which connects state |61〉 to |62〉 or vice-versa as shown
in Fig. F.1. The contribution of fourth-order terms can be expressed as:

�4
eff ≈

∑
8, 9 ,:=1,2,3

%̂�hop&̂8�hop&̂ 9�hop&̂:�hop%̂

(�% − �&8 ) (�% − �& 9
) (�% − �&: )

(F.6)

where %̂ and &̂8 denotes the projection operator on low-energy sector % and high-
energy sector &8. We notice that

%̂�hop&̂1 = %̂�hop&̂3 = 0 (F.7)

which reduces the above sum to

�
(4)
eff ≈ −

∑
9=1,3

%̂�hop&̂2�hop&̂ 9�hop&̂2�hop%̂

�2
3
�& 9

, (F.8)

and it takes the following form

�
(4)
eff ≈ −

2C4
�

�2
3

(
1
*
+ 1
�3

) ∑
8, 9=1,2

(−1)8− 9 |68〉
〈
6 9

�� (F.9)

for states |61〉 , |62〉 of low-energy manifold (single-occupation sector %) of Hamil-
tonian � in Eq. F.1. A similar analysis for (I = ±1 sector shows that � (4)eff = 0
indicating that the energy of this sector is equal to that of (I = 0 triplet state
1√
2
( |61〉 + |62〉) as expected. This gives us a coupling strength:

�ex = −
4C4
�

�2
3

(
1
*
+ 1
�3

)
. (F.10)

Now, this analysis can be extended to include an off-resonant drive as well. For a
driven system, after Peierls substitution, �hop is replaced by:

�hop(C) = −
∑

8=1,2,f
C�4

8

[
E(C) ·r8�

l

]
2
†
8f
2�f + h.c (F.11)
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Figure F.1: This figure shows the different energy sectors of unperturbed Hamil-
tonian �0 of Eq. F.1. It also shows all the fourth order perturbation terms which
connect the low-energy subspace (shown on left) to the same sub-space (shown
on right) after different virtual hoppings to high-energy sectors. All these virtual
processes are captured by the effective Hamiltonian in �4

eff in Eq. F.6. The low
energy sector % is shown in gray and high-energy sectors &1, &2, &3 are shown
in orange color. Each state in a given sector is represented by four spins placed
in three boxes where green boxes indicate the magnetic ions site and the blue box
indicates the ligand-ion site. All the hopping processes are shown by dashed lines.
These hopping processes are responsible for the exchange interactions calculated in
Eq. F.9.

where r8� = r8 − r� and l is the frequency of EM field. For a circularly polarized
light,

E(C) · r8� = �A8� cos(U8�) coslC + �A8� sin(U8�) sinlC = �A8� cos (lC − U8�)
(F.12)

where U8� is the angle between r8� and Ĝ ( we have chosen r12 as G direction). Now,
using Jacob-Anger identity, we get

�hop(C) = −
∑

8=1,2,f
C�J= (Z8�)4−8=U8�48=lC2†8f2�f + h.c (F.13)

where J= denotes =Cℎ order Bessel function and Z8� = �A8�Sign(G8�). Now, we can
use Floquet theory to express this Hamiltonian in a time-independent manner by
extendind the original basis to include the photon degree of freedom. In this basis,
the hooping part takes the following form

�hop =
∑
=,<

�=
hop ⊗ |< + =〉 〈< | + h.c (F.14)
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where �=
hop = −

∑
8=1,2,f C�J= (Z8�)4−8=U8�

(
2
†
8f
2�f + 2†�f28f

)
denotes the = photon-

assisted hopping, and similarly the =Cℎ sector of unperturbed part becomes

�=
0 = (�0 + =l) ⊗ |=〉 〈=| (F.15)

For an off-resonant drive, we can employ the same SW transformation technique in
the extended Floquet basis which can account for all photo-assisted virtual processes.
Here, again we notice that the lowest-order contribution to exchange splitting comes
from the fourth-order terms and it is captured by the following term

�
(4)
eff ≈ −

∑
=1,=,<1

∑
9=1,3

%̂�hop&̂2,<1�
<1−=
hop &̂ 9 ,=�

=−=1
hop &̂2,=1�

=1
hop%̂

(�3 + <1l) (�& 9
+ =l) (�3 + =1l)

, (F.16)

where &̂8,= denotes the = photon-dressed &̂8 sector. By repeating the same steps as
in the static case, we get

�ex = 4C4�
∑

<1,=1,=

1
2(�3 + =1l) (�3 + <1l) (�3 + =

2l)

(cos(2(=1 − <1)U)J<1 (Z1)J=1 (Z1)J=1−= (Z1)J<1−= (Z1)+
cos(2(= − <1 − =1)U)J=1 (Z1)J<1 (Z2)J=1−= (Z1)J<1−= (Z2))+

1
(�3 + =1l) (�3 + <1l) (* + =l)(
cos(2(=1 − <1)U)J<1 (Z1)J=1 (Z1)J=1−= (Z2)J<1−= (Z2)

)
(F.17)

where Z1 = −Z2 =
Z0

2 cosU , and Z0 =
4�00
l

where U = U1� = −U2� and 0 = |r12 |. A
similar approach has been used to calculate the magnetic coupling strength for other
cases based on an exchange mechanism involving two-ligand orbitals.
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C h a p t e r 10

ULTRAFAST ENHANCEMENT OF FERROMAGNETIC SPIN
EXCHANGE INDUCED BY LIGAND-TO-METAL CHARGE

TRANSFER

“I have spent many days stringing and unstringing my instrument while the song I
came to sing remains unsung.”– Rabindranath Tagore

In addition to the Floquet schemes discussed in the previous chapter, exchange in-
teractions can also be modified by light induced charge transfer excitations. Such
a process occurs only when the light is resonant with the given transition which
modifies the charge distribution. In this chapter, we theoretically predict and exper-
imentally demonstrate a nonthermal pathway to optically enhance superexchange
interaction energies in a material based on exciting ligand-to-metal charge-transfer
transitions, which introduces lower-order virtual hopping contributions that are ab-
sent in the ground state. We demonstrate this effect in the layered ferromagnetic
insulator CrSiTe3by exciting Te-to-Cr charge-transfer transitions using ultrashort
laser pulses and detecting coherent phonon oscillations that are impulsively gener-
ated by superexchange enhancement via magneto-elastic coupling. This mechanism
kicks in below the temperature scale where short-range in-plane spin correlations
begin to develop and disappears when the excitation energy is tuned away from
the charge-transfer resonance, consistent with our predictions. This protocol can
potentially be broadly applied to dynamically engineer thermally inaccessible spin
Hamiltonians in superexchange dominated magnets and to control magnetic transi-
tions at ultrafast speeds.

This chapter is based on the following reference:

Alon Ron, Swati Chaudhary, Gufeng Zhang, Honglie Ning, Eli Zoghlin, Stephen
Wilson, Richard Averitt, Gil Refael, and David Hsieh. “Ultrafast Enhancement of
FerromagneticSpin Exchange Induced by Ligand-to-Metal Charge Transfer”. Phys.
Rev. Lett. 125, 197203 (2020).

10.1 Introduction
Directly modifying spin exchange energies in a magnetic material with light can
enable ultrafast nonthermal control of its magnetic states. Such a capability could

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.125.197203
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.125.197203
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potentially provide a pathway to engineer thermally inaccessible spin Hamiltonians,
study out-of-equilibrium quantum many-body phenomena, and realize high-speed
information processing technologies. Current approaches rely on tuning charge
hopping amplitudes that mediate exchange inter-actions by optically exciting either
virtual [230, 232, 22, 262, 76, 210, 63, 214, 405] or real [362, 129, 341] charge-
transfer (CT) transitions between magnetic sites. In this work, we show that when
an exchange interaction is mediated by a nonmagnetic ligand, optically exciting a
real CT transition from the ligand to magneticsite enhances the exchange potentially
several fold by introducing lower order virtual hopping contributions.Using a phase-
resolved coherent phonon spectroscopy technique, we demonstrate this mechanism
in CrSiTe3, a prototypical superexchange dominated ferromagnetic insulator.

10.2 Mechanism
In superexchange dominated magnetic insulators, as is realized in many transition
metal oxide and chalcogenide based materials, the superexchange energy �4G be-
tween spins on neighboring metal sites depends on the number ofvirtual hopping
processes that mediate the interaction. A simple illustrative model of ferromagnetic
superexchange consists of two metal ions, each with a singly occupied 3 orbital,
interacting via a ligand ion with fully occupied ?G and ?H orbitals in a 90◦ geometry
[Fig. 10.4 (a)]. To leading order in perturbation theory �4G ∝ −( C

Δ�)
)4�� where t

is the metal-to-ligand hopping energy, Δ�) is the charge transfer energy between
the ligand p- and metal d-orbital, and �� is the Hund’s coupling between the p-
orbitals on the ligand site. This expression reflects the fact that the superexchange
is ferromagnetic and is only sensitive to fourth-order virtual hopping processes. In
contrast, for a CT excited state where an unpaired spin on a metal site moves to
the ligand site (Fig. 1a), the leading order contribution is sensitive to second-order
virtual hopping processes owing to the Hund’s coupling on the ligand site and is
given by �4G ∝ −( C2

Δ2
�)
−�2

�

)�� . Since Δ�) can be several times larger than both C and
�� in these materials, one can in principle transiently enhance �4G by exciting a CT
transition with an ultrafast laser pulse.

Currently, there are two main experimental approaches to measuring ultrafast laser
induced exchange (X�4G) modification. One is to detect X�4G induced coherent spin
precession using THz emission [232] or magneto-optical Kerr spectroscopy [405].
Another is to resolve the transient renormalization of spin wave energies or exchange
splitting energies using techniques such as femtosecond stimulated Raman scatter-
ing [22, 23] or photoemission spectroscopy [286, 51] respectively. Yet another is to
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measure the effects of X�4G on nonlinear responses such as the magneto-refractive
effect[22] or magnetization-induced second harmonic generation[23,24]. We pro-
pose an alternative approach based on measuring X�4G induced displacive excitation
of coherent phonons, dubbed spin-DECP. In conventional DECP [396], an ultrafast
optical pulse instantaneously modifies the charge distribution in a material, which
shifts the atomic coordinates of the potential energy minimum thereby producing a
restoring Coulombic force ®�� that initiates oscillatory lattice motion. In a superex-
change system, the equilibrium metal-ligand-metal bonding angle \ is determined
by a balance between the total elastic and totalmagnetic energies. The latter typically
has the form

∑
8 9 �4G (\)〈 ®( 8 · ®( 9 〉, where 〈 ®( 8 · ®( 9 〉 is the spin correlator between metal

sites 8 and 9 . An instantaneous change in magnetic energy due to X�4G shifts the
potential energy minimum away from the equilibrium \ value, producing a restoring
exchange force ®�4G that initiates oscillatory motion (Fig. 1b). The advantage of
using spin-DECP to detect X�4G over the aforementioned techniques is that it relies
only on the existence of short-range (〈 ®( 8 · ®( 9 〉 ≠ 0) and not long-range magnetic
correlations (〈 ®( 8 ≠ 0〉). This helps to disentangle X�4G from the many laser-induced
processes that are known to affect magnetic order [176], and it can be applied to
both antiferromagnetic (AFM) and ferromagnetic (FM) materials.

10.3 Experimental Results
An ideal material for demonstrating ultrafast ligand-to-metal CT induced enhance-
ment of �4G using spin-DECP is CrSiTe3, a prototypical superexchange FM insulator
with a layered honeycomb structure. In this material the magnetic (( = 3/2) de-
grees of freedom originate from half-filled Cr (metal) 33 C26 orbitals, which interact
predominantly with its nearest neighbors [368] within the honeycomb layer via FM
superexchange mediated by the Te (ligand) 5p-orbitals. Direct AFM exchange be-
tween �A C26 orbitals also exists but is expected to be weak due to the large Cr-Cr
distance [53]. Owing to its quasi-two-dimensional structure, short-range intra-layer
FM correlations in CrSiTe3 persist up to ∼ 110 [368, 292], far above the Curie
temperature )2 = 33 . Based on optical absorption [53] and density functional
theory (DFT) calculations [67, 165], optical excitation across the direct bandgap of
CrSiTe3 primarily involves CT from the Te ?- to Cr 46-orbital (Fig. 2a), which,
within our single 3-orbital model, potentially leads to a ∼ 5-fold enhancement of
�4G using reported values of Δ�) ∼ 14+ and C ∼ 0.54+ for CrSiTe3[165] and a
typical value of �� ∼ 0.54+[375]. The multi 3-orbital nature of the magnetism in
CrSiTe3does not alter the conclusions drawn from our single 3-orbital model (Fig.



214

1a) because the energies of the additional second-order virtual hopping processes
introduced do not depend on the relative spin on the Cr sites. We note that CT
excitation is also expected to weaken the AFM direct exchange, thus further enhanc-
ing the net FM exchange. This is because Coulomb repulsion from an additional
electron in the 46 orbital suppresses virtual hopping between Cr C26 orbitals, and
because virtual hopping from a half-filled to empty 46 orbital gives rise to a FM
exchange according to the Goodenough-Kanamori rules [116, 114, 163].
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Figure 10.1: Ultrafast exchange enhancement and spin–DECP mechanisms. (a),
Schematic showing the triplet and singlet spin configurations of our toy model
before (bottom row) and after (top row) CT excitation. The superexchange energy
�4G , defined as the triplet and singlet energy splitting, is a function of the metal
d-orbital to ligand ?G,H orbital hopping energy C, the charge transfer energy Δ�) and
the Hund’s coupling �� between the ligand p-orbitals. Owing to the bond angle
\ being near 90>, hopping from the left (right) metal site to the ?H(?G) ligand orbital
is neglected. Expressions for �4G derived from a perturbative calculation in both
the ground state (GS) and CT state are displayed to the right. (b), Schematic of the
potential energy landscape of the nuclei as function of \. The CT excitation (dotted
red line) causes a sudden shift in the potential minimum due to an impulsive change
in 4G, launching coherent phonon oscillations about the new minimum.

To distinguish spin-DECP from conventional DECP effects, which is generally
challenging because both contribute to exciting a coherent phonon [362], we target
modes whose oscillation phase is sensitive to the excitationmechanism. An example
is the �2

6 optical phonon mode in CrSiTe3which involves the periodic expansion and
contraction of the Te octahedra that surround each Cr ion (Fig. 2a). An optical
excitation that transfers an electron from the Te2− to Cr3+ + ions launches this
mode through DECP, primarily by reducing the electrostatic attraction between
them, producing a repulsive ®�� that causes an initial expansion of the Te octahedra.
Importantly, the same CT excitation also increases �4G , which launches the mode
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through spin-DECP by pushing \ towards 90> where the FM superexchange is
strongest according to the Goodenough-Kanamori rules [116, 114, 163]. Since,
\ < 90> in equilibrium [52], this produces an attractive ®�4G that causes an initial
contraction of the Te octahedra. Thus, DECP and spin-DECPdrive the �3

6modewith
opposite initial phase. We note that any contribution from impulsive heatingeffects
would act in phase with DECP[14].

Phase-resolved coherent phonon spectroscopy of a bulk CrSiTe3 single crystal was
performed using ultrafast pump-probe optical reflectivity measurements (Fig. 2a).
A typical reflectivity transient acquired using a pump photon energy resonant with
Δ�) is shown in Figure 2b, revealing an abrupt drop at delay time C = 0 followed by an
exponential recovery on a g ∼ 2 ps timescale, tracking the generation and relaxation
of CT excitations, respectively. The periodic modulations atop the recovery arise
from a coherent optical phonon with frequency 5 ∼3.8 THz, which can be assigned
to the �3

6 mode based on Raman spectroscopy and DFT calculations [53, 205, 234].
A comparison of the oscillatory component (Δ'/'>B2), isolated by subtracting
the exponential background from the data, acquired above and below )2 reveal a
c phase difference (Fig. 2b). This suggests that �3

6 mode excitation evolves from
conventional DECP to spin-DECP dominated upon cooling.

To verify a spin-DECP mechanism at low temperature in CrSiTe3, we note that
pronounced growth of 2D FM correlations was detected below a temperature scale
)2� ≈ 110 by both neutron scattering and optical second harmonic generation.
Therefore, one should expect spin-DECP effects to be present well above )2. A
complete temperature dependence of Δ' = '>B2 and the optical second harmonic
susceptibility of our sample are displayed in Figs.3(a) and 3(b). The phonon os-
cillation phase extracted from the Δ' = '>B2 data undergoes a sharp change from
0 to c below )90 [Fig.3(c)], well inside the 2D correlated paramagnetic regime.
To understand this behavior, we reanalyze the data with q absorbed into the sign
of the oscillation amplitude �?ℎ. This procedure is valid because must be either
0 or c, corresponding to positive and negative signs for �?ℎ, and helps visualize
shifts in the relative weight of the DECP and spin-DECP contributions. As shown in
Fig.3(c),�?ℎ is positive (q = 0) and temperature-independent for) > )2� ,consistent
with the �3

6 mode being driven exclusively by DECP. Below )2� where 〈 ®( 8 · ®( 9 〉
begins to grow, a spin-DECP contribution with negative amplitude (q = c ) starts to
compete with DECP, causing �?ℎ to decrease and eventually change sign atT90K
where ®�4G becomes equal and opposite to ®�� . This crossover temperature has no
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measurable pump fluence dependence as expected since both the total ®�4G and ®��
should scale with the CT excitation density. As a control, we also measured coher-
ento scillations of an �6 phonon using time-resolved secondharmonic generation
under identical experimentalconditions. In contrast to the �3

6 mode, the �6 mode can
only be excited via impulsive stimulated Raman scatteringand not conventional or
spin-DECP due to symmetry considerations. We verified that neither the amplitude
nor phase of the �6 mode exhibit the aforementioned temperature dependence.
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Figure 10.2: Spin-DECP detection method in CrSiTe3. (a) Schematic of
CrSiTe3 density of states (DOS) showing that excitation with 1 eV light creates
a hole in the Te 5p valence band and an electron in the Cr 46 conduction band. This
excitation has the dual effect of reducing the electrostatic attraction between the Cr
and Te ions and also enhancing �4G , which acts to decrease and increase the Cr-Te-Cr
bond angle \, respectively, in turn launching the �3

6 phonon mode with opposite
initial directions as shown in the left panel. A schematic of the pump-probe optical
reflectivity experiment used to detect the phase of the coherent �3

6 mode is shown
below. (b) (Top) Transient reflectivity of CrSiTe3 following a 1 eV pump pulse taken
at ) = 25 . Inset shows the Fourier transform of the data with a clear peak at the
�3
6 mode frequency. (Bottom) Oscillatory component of the reflectivity transients
(Δ'/'>B2) taken at ) = 25 (blue) and ) = 125 (orange, vertically offset for
clarity) obtained by subtracting a fitted exponential background (dashed orange line
in top panel) from the raw data and then applying a moving average filter.

Below 90 K, �?ℎ becomes increasingly negative as 〈 ®( 8 · ®( 9 〉 continues to rise (Fig.
3a). However �?ℎ reaches a minimum around )2, and then turns back towards
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Figure 10.3: CT excitation of �3
6 mode. (a) Temperature dependence of the

GGGI component of the electric quadrupole SHG response of CrSiTe3, which
is known to track the in-plane spin correlator 〈 ®( 8 · ®( 9 〉[292]. Spin correlations
markedly increase below )2� ∼ 110 and then diverge at )2 = 33 when long-
range order sets in. (b) Temperature dependence of the normalized oscillatory
component of the reflectivity transients (Δ'/'>B2) taken with 1 eV pump excita-
tion after application of a moving average filter. (c) Temperature dependence of
the �3

6 phonon oscillation phase (top) and amplitude (bottom) extracted from the
(Δ'/'>B2) data. The former was extracted through fitting and the red line is a guide
to the eye. The latter was extracted from the FFT amplitude, with a positive or
negative sign denoting a 0 or c oscillation phase, respectively. Error bars on the
phase and amplitude data are estimated based on the accuracy of determining peak
locations in the Δ'/' data and the FFT spectra, respectively.

zero upon further cooling despite 〈 ®( 8 · ®( 9 〉 continuing to increase. This trend
can be explained by a weakening of the spin-DECP contribution due to exchange
striction below )2 . Previous x-ray diffraction studies [52] on CrSiTe3 showed that
below )2 there is a continual change in lattice parameters that brings \ closer to
90>. This means that the separation in \ between the potential energy minima
of the equilibrium and CT states become smaller (Fig.1b), progressively reducing
®�4G . Exchange striction must dominate the competing effect of increasing 〈 ®( 8 · ®( 9 〉,
leading to a net decreasing spin-DECP to DECP ratio upon cooling below )2.

To uniquely demonstrate that the observed ultrafast enhancement of �4G is induced
by a ligand-to-metal CT transition, we repeated our coherent phonon spectroscopy
measurements with a pump photon energy of 0.14 eV, far below the indirect ( 0.4 eV)
bandgap of CrSiTe3[53], to suppress CT transitions between the Te and Cr ions. We
note that the absorption edge of CrSiTe3 is characterized by a long Urbach tail [193]
that extends well below the indirect gap [53], allowing for finite absorption even at
0.14 eV. Given that the highest energy phonon mode in CrSiTe3 lies at 0.06 eV [53],
absorption at such low photon energies is likely to be dominated by transitions into
mid-gap defect states30 rather than phonon assisted CT processes. In fact, DFT
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calculations have shown that it is energetically favorable to form Cr/Si anti-site
defects in CrSiTe3 [68] and scanning tunneling microscopy measurements on the
closely related compound CrGeTe3 have shown that this type of defect produces a
finite density of in-gap states [130]. An optical CT excitation from the Te ?- to
Si defect orbitals should produce a Coulombic force between the Te and Cr atoms
in the same direction as in the Te-Cr CT state due to increased charge negativity
of the Te site. However, because the spin of the photo-hole on the Te site is
independent of the spin on the Cr sites, second-order virtual hopping processes in
the Te-Si CT state do not contribute to �4G . In line with this scenario, Figure 4
shows that a 0.14 eV pump is indeed able to excite the �3

6 mode well above )2 via
conventional DECP, but that no phase change occurs down to 7K.We note that while
a renormalization of �4G imparted by a photo-assisted virtual hopping (i.e. Floquet
engineering) mechanism can in principle also drive spin-DECP, such effects are
negligible (< 1%) for the pump electric fields (∼ 0.1+/Å) used in our experiments.
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Figure 10.4: Sub-gap excitation of �3
6mode. (a) Transient reflectivity of CrSiTe3 fol-

lowing a 0.14 eV pump pulse taken at ) = 25 (blue) and ) = 100 (orange)
showing oscillations at the �3

6 mode frequency. Inset shows the temperature de-
pendence of the �3

6 phonon oscillation phase extracted using the same method as
described for the 1 eV pump case. Error bars are estimated based on the accuracy
of determining peak locations in the Δ'/' data. (b) Oscillatory component of the
reflectivity transients shown in panel a obtained by subtracting a fitted exponential
background (dashed orange line in panel (a) from the raw data. Orange curve in
panel (b) is vertically offset for clarity. No offsets were performed on the time axis.
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10.4 Discussion
The ability to significantly enhance nearest-neighbor superexchange via ligand-
to-metal CT excitation as we have demonstrated can potentially be harnessed to
transiently manipulate magnetic materials in new ways. Examples include optically
inducing FM order above )2, switching between FM and AFM ordering patterns
by altering the ratio of nearest-neighbor to further neighbor interactions, which are
known to compete for example in transition-metal trichalcogenide materials such
as CrSiTe3[318, 70], or inducing order in geometrically frustrated magnets by con-
trolling the light polarization to generate anisotropic changes in �4G that relieve
frustration. Optically induced FM ordering above )2 was not achievable in our
experiments because the stabilization of long-range FM orderng in CrSiTe3 de-
pends predominantly on inter-layer exchange[368, 292], which is not enhanced by
our pump. Moreover, owing to the intra- and inter-layer exchange time scales in
CrSiTe3(ℎ/�4G ∼4ps) being longer than the electron-hole recombination time (g
according to Fig.10.2b), there is likely insufficient time for global spin rearrange-
ment. Realizing the aforementioned vision will therefore involve targeting exchange
pathways in materials that most strongly affect magnetic order, engineering both
materials and excitation protocols to extend g�4G/ℎ, and developing ab initio ap-
proaches to calculate �4G in the CT state of complex solids to refine the molecular
toy model estimates considered in this work.
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A p p e n d i x G

APPENDIX

G.1 Details of perturbative calculations
In this section, we present the details of perturbative calculations employed to
estimate the changes in FM exchange after the charge transfer process considered in
the main text.

Calculation of �4G before and after CT excitation
We consider a toy molecular model consisting of two metal ions (8 = 1, 2) and
one ligand ion, with a metal-ligand-metal bond angle close to 90◦. We represent
each metal ion by one singly occupied d-orbital and the ligand ion by two doubly
occupied p-orbitals (- and. ). The ?-orbitals mediate ferromagnetic superexchange
interactions between the 3-orbitals of the metal ions, which arise due to virtual
hopping processes between the metal and ligand orbitals with hopping energies C-1,
C.1,C-2, and C.2 (Fig. G.1). Owing to the near bond, we will assume that the - (. )
orbital only has overlap with the 3-orbital on metal ion 1(2) such that we can set
C-1 = C.2 = C and C-2 = C.1 = 0. We also assume a Hund’s coupling �� between
the two ?-orbitals of the ligand ion. Following the formalism outlined in Chapter
7 of Ref. [267], we explicitly calculate the superexchange interaction mediated by
the ligand ion within our toy model, defined as the energy difference between the
spin triplet and singlet states (�4G = �) − �(), before and after charge transfer (CT)
excitation. We ignore the antiferromagnetic direct exchange between the two metal

Figure G.1: Toy model consisting of two metal ions (i = 1,2) interacting via
superexchange mediated by a ligand ion. The two ligand orbitals are denoted X
and Y. The (left) triplet and (right) singlet configurations before CT excitation are
shown. Dashed lines show the possible virtual hopping paths, with black (yellow)
colors denoting paths with strong (weak) orbital overlap.
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Figure G.2: Triplet (left) and singlet (right) configurations after CT excitation are
shown. We ignore the case where an electron is excited from the ligand Y orbital to
metal site 1 due to the 90◦ bond angle.

sites, which is not affected by the metal-ligand interactions.

In the equilibrium state before charge transfer (BCT), Ref. [267] showed that only
fourth-order virtual processes contribute to superexchange, which is given by:

�BCT4G = �) − �( = −
4C4

Δ2
�)

2��
4Δ2

�)
− �2

�

(G.1)

where the charge transfer gap Δ�) = *3 + Y3 − Y? is defined as the sum of the
Coulomb repulsion energy between two electrons in a metal 3-orbital (*3) and
the energy difference between the metal 3 and ligand ? orbitals (Y3 − Y?). For
typical values of Δ�) ≈ 14+ and �� ≈ 0.54+ found in transition metal oxide and
chalcogenide materials, we make the approximation that 4Δ2

�)
− �2

�
≈ 4Δ2

�)
, which

yields the expression shown in the main text:

�BCT4G = −2
(
C

Δ�)

)4
�� . (G.2)

Using appropriate estimates of Δ�) ≈ 14+ , C ≈ 0.54+ , and �� ≈ 0.54+ for CrSiTe3,
Eq. G.2 gives �BCT4G ≈ 60<4+ , which is the same order of magnitude as that reported
for CrSiTe3using density functional calculations [67].

The triplet and singlet configurations of the system after charge transfer (ACT) are
shown in Fig. G.2. In contrast to the BCT case, one can directly see that the energy
of a second-order virtual hopping process between metal ion 1 and the ligand ion
depends on the initial spin configuration due to Hund’s coupling on the ligand site.
This produces a finite second-order contribution to the superexchange that is absent
in the BCT case. More explicitly, the triplet energy is given by:

�) = −
C2
-1

Δ�) − ��
+
C2
.2
Δ�)

, (G.3)

while the singlet energy is given by:

�) = −
C2
-1

Δ�) + ��
+
C2
.2
Δ�)

. (G.4)
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Figure G.3: Multi-orbital model consisting of two metal ions each with three
unpaired spins in C26 orbitals (shown in blue) and fully occupied ligand orbitals
- and . (shown in red). This figure shows the (left) triplet and (right) singlet
configurations before the charge transfer process. As before, we assume a near 90◦
bond angle such that the metal 1(2) orbitals have a very large overlap with the ligand
- (. ) orbital.

As a result, we arrive at the expression for the triplet-singlet energy splitting that is
shown in the main text:

���)4G = −2

(
C2

Δ2
�)
− �2

�

)
�� . (G.5)

Using again the previous values of Δ�) ≈ 14+ , C ≈ 0.54+ , and �� 0.54+
forCrSiTe3we find that ���)4G ≈ 300<4+ , a roughly five-fold increase compared
to the BCT case where the spin-dependent triplet-singlet energy difference was only
sensitive to fourth-order virtual processes.

Multi 3-orbital effects
The toy model considered above very well captures the change in the superexchange
energy between the BCT and ACT states in CrSiTe3. A more detailed model may
account for the fact that the Cr3+ ion has three unpaired electrons in C26 orbitals, and
the fact that CT excitation moves an electron from the Te ? orbital to Cr 46 orbital,
but the main effects derived from our single 3-orbital model remain unchanged as
we explain below.

In the BCT state of the multi-orbital model (Fig. G.3), the virtual hopping energies
are dictated by Hund’s coupling within the ligand ?-orbitals as well as the strong
Hund’s coupling within the d-orbitals. Therefore the ligandmediated superexchange
interactions again favor a FM state with a strength that depends on fourth-order
virtual hopping processes. In the ACT state (Fig. G.4), the spin of the electron
transferred from ligand to metal depends on the spin of the other unpaired electrons
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Figure G.4: Triplet (left) and singlet (right) cases after the charge transfer process.
This is one of the two possibilities for charge transfer associated with 1 eV excitation
in CrSiTe3where an electron is moved from the Y to 46 orbital (shown in green)
at site 2. In this case, the transferred spin is parallel to the spin of the unpaired
electrons at the metal 2 site because of Hund’s coupling within the 3-orbitals.

present in the C26 orbitals due to the large Hund’s coupling within the d-orbitals.
This is corroborated by first principles calculations that show it is the parallel spin 46
states that lie above the charge transfer gap of Δ�) ≈ 14+ . The opposite spin states
lie much higher in energy due to Hund’s coupling within the d-orbitals. Therefore
the unpaired spin left on the ligand. orbital after CT excitation must be anti-parallel
to the spins on the C26 orbital of metal site 2. Similar to our single 3-orbital model
(Fig. G.2), virtual hopping processes between the ligand - orbital and metal
site 1 then become sensitive to the initial spin configuration by virtue of Hund’s
coupling on the ligand site, once again introducing second-order contributions to
the superexchange.

Numerical force estimate for CrSiTe3

Now, we calculate the exchange force arising due to enhanced exchange interactions
and compare it to the Coulombic force arising due to redistribution of charges after
the charge transfer excitation.

Exchange force.The total change in superexchange coupling before and after CT
excitation in our single d-orbital model is given by:

Δ�4G = �
��)
4G − ���)4G = −2

(
C2

Δ2
�)
− �2

�

��

)
+ 2

(
C

Δ�)

)4
�� . (G.6)

The exchange energy depends on magnetic coupling and spin correlations. This
gives rise to an exchange force, ®�4G , that can be calculated by evaluating the gradient
of the change in exchange energy Δ�4G as:

Δ�4G = Δ�4G

〈
®(1 · ®(2

〉
(G.7)
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Figure G.5: Change in hopping parameter t and its derivative as a function of the
displacement along y direction calculated using a Slater orbital model.

and
®�4G = ∇ (Δ�4G) . (G.8)

For CrSiTe3, we are specifically interested in understanding the force along the
phonon coordinate H, the direction along the perpendicular from the Te ion to the
line joining two Cr ions. This depends on how the hopping parameters change as a
function of H, with H = 0 being the equilibrium value. To quantitatively estimate,
®�4G , we compute the H dependence of the hopping parameters using Slater type
orbitals [321] – with an effective charge slightly higher than the one given by the
Slater method in order to match the expected value of hopping parameter – and
the reported bond lengths for CrSiTe3. In agreement with the intuitive arguments
outlined in the main text, our calculations (Fig. G.5) show that ®�4G tries to increase
the bond angle from its equilibrium value which is less than 90◦ and thus pushes the
Te ion towards the Cr ions. To calculate the magnitude of the force, we keep only the
second-order contribution to Δ�4G and use a quantitative estimate for the gradient
of the hopping energy based on our Slater orbital model (mHC2 |H=0 = −14+2/Å)
(Fig. G.5) together with the previously used values of Δ�) ≈ 14+ , C ≈ 0.54+ and
�� ≈ 0.54+ for CrSiTe3. Plugging this into our expression for ®�4G yields:

�
H
4G = −

1
3

〈
®(1 · ®(2

〉
(G.9)

in units of 4+/Å.

Coulomb force. Next, we estimate the additional Coulombic force ®�� on a Te
atom in the ACT state compared to the BCT state due to changes in the spatial
charge distribution. Based on the reported local magnetic moment value of 3.87 `�
on the Cr3+ ions [165] in the BCT state, we estimate that there is an extra -0.87e
charge on the Cr ions, which is reportedly due to Cr-Te 3?-hybridization. Therefore
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Figure G.6: The top view of a CrSiTe3 monolayer. Cr atoms are arranged on
a honeycomb lattice with a layer of Te atoms above and below. Based on x-ray
structure refinements, in our model we use a Cr-Te bond length of 2.753 Å where
the vertical distance is 1.67 Å and the horizontal distance is 2.189 Å, and a Si-Te
bond length of 2.477 Å with vertical distance of 0.567 Å and a horizontal distance
2.4119 Å. The y-direction points out of the page.

we infer that the charge on the Cr ion is +2.13e. The extra charge of +0.87e is
shared among three Te2− ions based on the CrSiTe3stoichiometry, and thus each Te
atom has an extra charge of +(0.87/3)e, making the charge on each Te ion equal to
(−2+0.87/3)4 ≈ −1.74. For simplicity, we assume that the CT process involves the
transfer of one electron from a Te ion to its neighboring Cr ion, which are located
by the small black circles in Fig. G.6. For the purpose of this simple calculation we
ignore the changes in charge distribution on other Cr and Te ions inside the larger
circle in Fig. G.6. The vertical (H) component (perpendicular to the honeycomb
plane) of the Coulombic force, �H

�
on the encircled Te ion arises mainly due to a

reduction in attractive forces from oppositely charged Cr ions. However, a modified
charge on the encircled Te ion also affects the Coulombic repulsion from other Te
ions. In order to estimate ®�� after the CT process, we treat all these ions as point
charges and calculate ®�� on the encircled Te ion using the expression:

®�� =
∑
8

@
5

)4
@
5

8
− @0

)4
@0
8

A2
8

Â8 (G.10)

where @ 5
8
and @0

8
denotes the charge on the 8Cℎ ion in the ACT and BCT state,

respectively, ®A8 is a vector pointing from the 8Cℎ ion to the Te ion, and the index 8 runs
over all the Cr and Te atoms inside the large circle in Fig. G.6. In this approximation,
we calculate �H

�
≈ +24+/Å, denoting repulsion of the encircled Te ion away from

the Cr layer.
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Net force. Combining our results for the exchange and Coulomb contributions to
the H-component of force on the encircled Te ion in Fig. G.6, we get the expression:

�H = �
H

�
+ �H4G ≈

(
2 − 1

3

〈
®(1 · ®(2

〉)
. (G.11)

We see that the exchange force competes with the Coulombic force, and thus the
total force should change from being positive to naegative as

〈
®(1 · ®(2

〉
increases.

This explains the observed trend in the amplitude of the coherent �2
6 phonon mode

as spin correlations increases upon cooling. We note that our calculations present
a very rough estimate and that the Coulombic force is likely overestimated given
that we ignored the shielding effect from electron clouds and also assumed that
the CT process involves the transfer of one electron from the Te ion to the Cr ion.
Model Hamiltonian calculations have shown that

〈
®(1 · ®(2

〉
≈ 0.1 at ) = 90 in

CrSiTe3 [292], where we observe the coherent �2
6 amplitude and thus �H to cross

zero. This is consistent with the value of �H2 being overestimated in our model.

G.2 Calculation of Floquet engineering effects
A time-periodic electric (E) field can modify exchange interactions due to hopping
renormalization. In CrSiTe3, the FM interactions arise due to virtual hopping
between ligand Te ions and metal Cr ions. The two magnetic site model introduced
in Section S1 can be described by the following tight-binding Hamiltonian:

� = *3

∑
8=1,2

=̂8↑=̂8↓+��
∑
U=-,.,
U≠U′

2
†
U↑2
†
U′↓2

†
U↓2
†
U′↑+

∑
U=-,.,
f=↑,↓

Y? =̂Uf+
∑
8=1,2,
U=-,.

CU8

(
2
†
8f
2Uf + 2†Uf28f

)
(G.12)

where 8 = 1, 2 are the two Cr sites, -,. denote the two orbitals of the Te ion, Y? is
the electronic energy of the Te p-orbitals, �� is the Hund’s coupling between these
orbitals, and*3 denotes the Coulombic repulsion for electrons in the Cr 3-orbitals.
In this case, the charge transfer gap, Δ�) = *3 − Y? where all energies are measured
with respect to the energy of Cr 3-orbitals. As before, owing to the 90◦ bond angle,
we use C-1 = C.2 = C and C-2 = C.1 = 0. The effect of a circularly polarized A.C
electric field can be incorporated by making a Peierls’ substitution that results in
photo-assisted hopping, and thus allows virtual excitations to many different Floquet
sectors. By applying fourth-order perturbation theory, we calculate the magnetic
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Figure G.7: Calculated fractional change in FM exchange energy without (�) and
with driving (�′) as a function of the Floquet parameter, Z0. Summation was carried
out over the range −12 ≤ =, =1, <1 ≤ 12. An electric field of � ≈ 0.1V/Å
corresponds roughly to Z0 = 1, and thus imparts a change of only about 1% to the
exchange.

coupling strength for the Floquet Hamiltonian:

�4G = C
4

∑
<1,=1,=

4��
(Δ�) + <1l) (Δ�) + =1l) ((Δ�) + =l)2 − �2

�
)

(cos (2(<1 − =1)) J=1 (Z-1)J<1 (Z-1)J=−=1 (Z.2)J=−<1 (Z.2)
cos (2(= − <1 − =1)) J=1 (Z-1)J<1 (Z.2)J=−=1 (Z.2)J=−<1 (Z-1))

(G.13)

where J= is the =Cℎ order Bessel function and the drive parameter is [-1 = −Z.2 =
Z0

2 cosU , with [0 = 4�0/ℏ, where 4 is the electron charge, 0 is the separation between
two Cr ions, ℏl is the driving photon energy, U and is the angle between the line
joining the two Cr ions and the component of the Cr-Te bond in the plane containing
the Cr ions. The resulting changes in FM coupling are shown in Fig. G.7, which
show that such Floquet engineering effects are significant only for � ≈ 1V/Å. In our
0.14 eV pump experiments, the pump fluence is of order 10<�/2<2 and the pulse
width is roughly 100 fs, giving a field strength � ≈ 0.1V/Å, which corresponds to
a negligible enhancement in the magnetic coupling strength (< 1%).
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