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ABSTRACT

Particulate matter impacts public health and climate. A major component of small
particulate matter, called secondary organic aerosol (SOA), is formed from the
condensation of the oxidation products of organic compounds emitted into the
atmosphere in the gas phase. Recent analysis suggests that volatile chemical products
are responsible for a large fraction of the particulate matter formed from petroleum
sources: perhaps more than motor vehicles. This is especially the case in urban
areas, which have significant air pollution burdens.

Understanding exactly which precursors are responsible for this large SOA forma-
tion and under which conditions is difficult: for each compound, different chemical
pathways dominate and even similar molecules can form vastly varied amounts of
aerosol. Even if one could study every compound, extrapolating data to the atmo-
sphere is non-trivial. SOA formation is principally understood through laboratory
chamber studies, but these studies require a rigorous, quantitative grasp of chamber
phenomena to meaningfully interpret the results.

In this dissertation, computational simulations of environmental chambers illumi-
nate the physico-chemical processes that occur within a chamber and the manner in
which these processes interact, in order to help extrapolate data to real-world con-
ditions. In particular, the contribution of particle charge to the rate of particle-wall
deposition within environmental chambers is investigated.

With this understanding, the amount of aerosol formed per precursor emitted, called
the secondary organic aerosol yield, is investigated for benzyl alcohol and de-
camethylcylopentasiloxane (D5). At atmospherically relevant concentrations, ben-
zyl alcohol and D5 have disparate SOA mass yields: as much as 100% for benzyl
alcohol and ∼1% for D5. Both of these findings differ from what was previously
modeled and measured, indicating the importance of performing experiments on the
compounds of interest and evaluating the oxidation products under atmospherically
relevant conditions.
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NOMENCLATURE

Aerosol. Small liquid or solid particles suspended in air.

AMS. Aerosol mass spectrometer; used to measure the chemical composition of
the particle phase.

CCN. Cloud condensation nuclei; particles onto which water condenses to form
cloud droplets.

CIMS. Chemical ionization mass spectrometer; an instrument that measures com-
pounds in the gas phase (the one used here has a CF3O

– reagent ion).

CPC. Condensation particle counter; the component of an SMPS that counts the
particles that emerge from the DMA.

DMA. Differential mobility analyzer; the component of an SMPS that separates
the charged particles in the electric field.

GC-FID. Gas chromatograph with a flame ionization detector; measures the gas-
phase concentration of different compounds.

NOx. The nitrogen oxide chemical family, including both nitric oxide (NO) and
nitrogen dioxide (NO2).

OH. The hydroxyl radical; the major daytime oxidant in the troposphere.

PM2.5. The mass concentration (often in μg m−3) of particulate matter with an
aerodynamic diameter less than 2.5 μm.

RH. Relative humidity; the concentration of water vapor in air at a given tem-
perature compared to the maximum possible concentration of water vapor at
that temperature, expressed in a percentage.

SMPS. Scanning mobility particle sizer; an instrument that measures the aero-
dynamic diameter of particles by applying a known charge distribution to
aerosol, passing that aerosol through a varying electric field, and measuring
the number of particles that emerge at each electric field strength.

SOA. Secondary organic aerosol; particulate matter formed when organic com-
pounds emitted in the gas-phase react and condense into the particle phase.

VCPs. Volatile chemical products; compounds often used as organic solvents that
originate from petrochemical sources and are used in consumer products such
as paints and coatings, personal care products, cleaning products, pesticides,
printing, and asphalt.
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VOCs. Volatile organic compounds; highly evaporative molecules with carbon
atoms in them.

Y. Secondary organic aerosol yield; the ratio of the mass of aerosol formed to
the mass of reacted precursor.
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C h a p t e r 1

INTRODUCTION

1.1 Background and Motivation
Particulate matter is a local and a global problem. Particulate matter smaller than
2.5 μm (PM2.5) caused ∼4.2 million deaths, globally, in 2015 (Cohen et al., 2017).
In 2016, PM2.5 pollution was ranked sixth in global risk factors for mortality, and
95% of the world’s population lived in areas where PM2.5 concentrations exceeded
the guidelines from the World Health Organization (Shaddick et al., 2018; EPA,
2021c). In the U.S. alone, more than 20 million people live in areas classified as
non-compliant with the 2012 PM2.5 standards from the Environmental Protection
Agency (EPA, 2021a), and PM2.5 pollution disproportionately affects people from
marginalized communities (Bell and Ebisu, 2012).

Figure 1.1: The estimated global
monthly average and trend in the CO2
concentration since I began the research
in this dissertation (as reported by Dlu-
gokencky and Tans, 2021).

Reducing particulate matter pollution is
important for public health, but under-
standing its formation, composition, and
global distribution is also critical for un-
derstanding climate: particulate matter
can absorb or reflect radiation and act as
cloud condensation nuclei. The interac-
tion between particulate matter and clouds
is one of the most uncertain components
in the Earth’s radiation budget and, there-
fore, in climate predictions (IPCC, 2014).
Knowing the effect of particulate matter
on climate is critically important as global
carbon dioxide concentrations continue to
rise (see Fig. 1.1) and global climate continues to change.

A major component of small particulate matter is secondary organic aerosol (SOA),
which is emitted into the atmosphere in the gas phase and later reacts to form
particulate matter (Shrivastava et al., 2017; Goldstein and Galbally, 2007). Because
it is not directly emitted and its formation is highly condition-dependent, SOA is
difficult to regulate and predict.
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Figure 1.2: Air Quality Index of PM2.5 and NO2 in the Los Angeles Basin since
2000 as reported by EPA (2021b). Each point represents data from one day, and
the curves are a 365-day moving average. Since 2000, NO2 concentrations have
decreased much faster than PM2.5 concentrations have.

Traditionally, anthropogenic particulate matter from the transportation sector was
understood to be themain cause of PM2.5 non-compliance in urban areas (McDonald
et al., 2018). However, even as concentrations of other pollutants, such as NO2,
have decreased due to successful regulations ofmotor vehicles, PM2.5 concentrations
have not fallen as fast. This indicates that there is a significant non-transportation
source of PM2.5. Figure 1.2 shows the change in NO2 and PM2.5 concentrations in
the Los Angeles Basin since 2000. NO2 concentrations are correlated with motor
vehicle use much more significantly than PM2.5 (see Fig. 1.3).

In recent years, it has become clear that volatile chemical products (VCPs) are
responsible for a large fraction of anthropogenic particulate matter, especially in
urban areas (Gkatzelis et al., 2021; McDonald et al., 2018). Understanding exactly
which precursors are responsible for this large SOA formation and under which
conditions is difficult, though; for each compound, different chemical pathways
dominate and even similar molecules can form vastly varied amounts of aerosol.
For example, toluene has a SOA yield that is 70% higher at low NOx concentrations
than at high concentrations (Zhang, Cappa, et al., 2014). In order to formulate
policy to reduce urban particulate matter pollution, understanding which precursors
form the most aerosol under which conditions is critically important.

Both the detailedmechanisms of SOA formation and the understanding of SOAyield
(Y), which is the ratio of the aerosol mass formed to themass of the precursor reacted
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Figure 1.3: The (a) NO2 concentrations and (b) PM2.5 concentrations by day of the
week, normalized to the weekly average, for some U.S. metro areas between 2016
and 2019 (data from EPA, 2021b, analysis inspired by Beirle et al., 2003). The
decrease in NO2 concentrations on weekends and, especially, on Sundays, indicates
that NO2 concentrations correlate with driving more so than PM2.5 concentrations
do.

(Odum et al., 1996), are predominantly understood through data obtained from
laboratory chamber studies (Burkholder et al., 2017; Abbatt et al., 2014; Schwantes
et al., 2017). The Caltech Environmental Chamber (shown in Fig. 1.4) and many

Figure 1.4: The 19 m3 Caltech
Environmental Chamber.

other laboratory chambers are run in batch
mode: typically the precursor compound un-
dergoes oxidation within the chamber, and time-
resolved data are collected. Other reactors, like
the Caltech Photooxidation Flow Tube (CPOT),
are run under steady-state conditions (Huang et
al., 2017).

Extrapolating data from laboratory reactors to
the outdoor environment is non-trivial: for ex-
ample, chambers are necessarily smaller than
the atmosphere, so wall effects will have a dis-
proportionate influence on the data. Since, gen-
erally, only the bulk, suspended phase of the
reactor is measured, any particles or low-volatility compounds that are lost to the
walls will not be considered, and the SOA yield will be underestimated without
careful accounting (Zhang, Schwantes, et al., 2015; Trump et al., 2016).
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This thesis describes the physico-chemical processes that occur within a cham-
ber, how the various processes interact, how to account for these processes when
extrapolating data from environmental chambers to the atmosphere, and, perhaps
most importantly, how to design experiments to avoid needing to perform large
corrections.

Equipped with this understanding of the environmental chamber, this thesis then
investigates two compounds found in volatile chemical products: one has a larger-
than-expected SOA yield and the other has a smaller-than-expected one. The former
varies based on the temperature and NOx concentration; the latter depends on the
experimental conditions, requiring comparisons between reactors run at steady-state
and in batch mode to discern this dependence. This demonstrates the importance
of ascertaining the aerosol formation potential under the conditions and for the
compounds that are important for the atmosphere.

1.2 Organization of Thesis
Chapter 2 is an overview of all the chemical and physical processes that occur in
an environmental chamber. Using a computational model of the environmental
chamber (which I first developed and further discuss in Appendix A), this chapter
describes the parameters for each of these processes and then discusses themanner in
which these processes interact. Bymodeling secondary organic aerosol formation in
the environmental chamber, different phenomena (like the seed-surface-area effect)
and different regimes important for aerosol growth are identified and explained in
terms of the underlying chemistry and physics. While these parameters and regimes
may not be known ab initio, this chapter also describes how to extract parameter
information from experimental data and how to extrapolate the information to the
atmosphere.

Because of the effects of vapor-wall deposition, a chamber processwhich is discussed
in Appendix B as it applies to Teflon-walled chambers, for some experiments it is
necessary to use large amounts of seed aerosol. This, in turn, increases the effect and
complexity of another chamber process, particle-wall deposition; if there is more
aerosol present initially, then more mass is lost to the chamber wall, and accounts
of particle-wall deposition must also include particle-particle coagulation.

Chapter 3 discusses this important chamber process, particle-wall deposition. In
particular, this chapter focuses on the effect of particle charge on the loss of aerosol to
the walls of Teflon environmental chambers. Using the chamber model described in
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Chapter 2 and Appendix A, I evaluate the size- and charge-dependent particle-wall
deposition in the Caltech Environmental Chamber, ascertain the effect of charge
on particle-particle coagulation, and demonstrate the large increase in particle-wall
deposition that occurs when Teflon environmental chambers are heavily charged.

A charge- and size-dependent particle-wall-deposition correction is needed in Ap-
pendix C to understand the SOA formation potential of isoprene, necessitating the
use of these methods developed in this chapter.

Chapter 3 also elucidates how, with the appropriate preparation, experiments in
environmental chambers can be performed so that particle-wall deposition is only
size-dependent (and not charge-dependent) and data extrapolation to the atmosphere
has minimal uncertainty.

In Chapter 4, the particle-wall deposition of aerosol formed from the oxidation of
benzyl alcohol, a volatile chemical product species, is merely size-dependent. I
calculate SOA yields for benzyl alcohol that account for both particle- and vapor-
wall deposition and use the results to extract parameters related to aerosol growth
for the chamber and for benzyl alcohol. Because it is important to understand
aerosol formation under different conditions, I investigate the temperature- and
NOx-dependence of the aerosol formation of benzyl alcohol. Under atmospherically
relevant urban conditions ([NO]≈80 ppb and 291K), SOAyields frombenzyl alcohol
can reach 100%, which is larger thanwas previously used in emission and particulate
matter inventories.

Chapter 5 investigates the SOA yield from another volatile chemical product species,
decamethylcyclopentasiloxane (D5), and comes to the opposite conclusion: aerosol
yields from D5 used in inventories are too high and, under atmospherically relevant
conditions ([OH] . 107.5 molec cm−3), SOA yields are likely ∼1%. In the case of
D5, it is the OH concentration that matters the most for predicting the SOA yield.
To reconcile reports of higher yields in the literature, I performed and compared
experiments from different reactors to determine that, at OH mixing ratios much
higher than achieved in the atmosphere (∼5×109 molec cm−3), SOA yields can
exceed 100%.

Once in the atmosphere, secondary organic aerosol is important not only for its
impact on human health, but also for the way that it interacts with clouds and
therefore climate. Appendix D investigates the link between aerosol hygroscopicity
and cloud condensation nuclei.
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C h a p t e r 2

THE VERY MODEL OF MODERN MAJOR CHAMBERS:
COMPUTATIONAL SIMULATION OF SECONDARY ORGANIC

AEROSOL FORMATION IN LABORATORY CHAMBERS

Charan, Sophia M., Yuanlong Huang, and John H. Seinfeld (2019). “Computational
simulation of secondary organic aerosol formation in laboratory chambers.” In:
Chemical Reviews. doi: 10.1021/acs.chemrev.9b00358.

Abstract
In the atmosphere, certain volatile or-
ganic compounds (VOCs) undergo oxi-
dation. Some of these oxidation prod-
ucts then condense into the particle
phase. Oxidation products that trans-
form into the particle phase by this
route are termed secondary organic
aerosol (SOA). Understanding the route
by which particulate matter is formed from these reactions is a key challenge in
atmospheric chemistry. The principal understanding of SOA formation is derived
from studies in laboratory chambers, for which determination of the amount of SOA
formed requires a rigorous, quantitative understanding of chamber phenomena.
With computational simulation of the processes occurring within an environmental
chamber, the extrapolation to atmospheric conditions can be assessed. Moreover,
computational chamber modeling of secondary organic aerosol formation will be-
come an integral part of experimental design and data analysis. Here, we present
a comprehensive review of processes involved in laboratory chamber SOA forma-
tion with a focus on the coupling between different physico-chemical processes and
understanding that has recently emerged.

2.1 Introduction
Organic aerosol is a considerable fraction of global atmospheric particulate matter
(Shrivastava et al., 2017; Goldstein and Galbally, 2007). A particle emitted into the
atmosphere directly from its sources is called primary organic aerosol (POA), while
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a particle formed when organic gas-phase compounds oxidize and condense into the
particle phase is called secondary organic aerosol (SOA). The predominant source
of fundamental data on the detailed mechanisms of SOA formation is laboratory
chamber studies (Burkholder et al., 2017; Abbatt et al., 2014; Schwantes, McVay,
et al., 2017). In a typical laboratory chamber experiment, a precursor volatile
organic compound undergoes oxidation in a chamber filled with purified air and a
source of oxidant (typically the OH radical). The goal of such chamber studies is to
gain a quantitative, detailed description of the amount, chemical composition, and
properties of the organic aerosol generated, via understanding of the atmospheric
chemistry that underlies its formation (Kanakidou et al., 2005). The propensity
of a given volatile organic compound (VOC) to form secondary organic aerosol
is measured quantitatively by the secondary organic aerosol yield, the ratio of
the mass of organic aerosol formed to the mass of the reacted parent compound
(Odum et al., 1996; Kroll and Seinfeld, 2008). Results of laboratory chamber
experiments show that SOA yield depends on a number of factors, including: (1)
the concentration of oxides of nitrogen (NOx), which, among other factors, governs
the competitive chemistry of peroxy radicals (RO2) formed in VOC oxidation;
(2) relative humidity; and (3) temperature. The grand challenge is to design and
interpret secondary organic aerosol laboratory chamber experiments so as to infer
the underlying oxidation mechanism and determine the fundamental yield of SOA.

When oxidation products of sufficiently low volatility are generated, secondary or-
ganic aerosol forms. The conversion generally occurs as VOC oxidation products
undergo progressive oxidation. In the absence of intentionally introduced seed
particles, with a sufficiently high VOC concentration, oxidation products must ac-
cumulate in the chamber without going to the chamber wall until homogeneous
nucleation of these products occurs. When nucleation does occur, the formed
particles are often relatively small (below ∼100 nm diameter).

The use of a seed aerosol stimulates the oxidation products to condense onto the
seed aerosol, as opposed to onto the chamber walls. To determine the aerosol
formed, the amount of particle mass that is lost to the chamber walls is quantified
through an understanding of chamber dynamics. SOA formation experiments are
generally carried out for some hours after consumption of the parent compound,
since intermediate products may continuously condense and react. As noted above,
the SOA yield of a precursor includes the condensed mass from many generations
of oxidation reactions.



10

With thewidespread use of laboratory chambers for investigating atmospheric chem-
istry and SOA formation, understanding the chamber-related physics and chemistry
is paramount (Bzdek and Reid, 2017). Even for the largest chambers, one must
carefully account for the interactions between the chamber walls and the gas- and
particle-phase components housed within the chamber. If, for example, an appre-
ciable fraction of low-volatility oxidation product vapors, as well as the particles on
which such vapors have condensed, deposits on the wall of the chamber throughout
an experiment, themeasured SOAyield relative to that in the “wall-less” atmosphere,
will be underestimated (Zhang, Schwantes, et al., 2015; Trump et al., 2016).

Typically, environmental reaction chambers are made from Teflon film (fluorinated
ethylene propylene, FEP). Such film is essentially transparent to radiation in the
spectral range of photooxidation, which facilitates placement of the radiation source
outside of the chamber itself. Low-volatility vapor molecules characteristic of SOA
are not inert with respect to Teflon and may partition into Teflon chamber walls
(Huang et al., 2018; Matsunaga and Ziemann, 2010). Ample evidence also exists
that particles deposit onto Teflon walls.

Here, we comprehensively present the processes involved in SOA formation in
atmospheric chambers. The traditional chamber is operated as a batch reactor, into
which all reactants are injected at the outset. An atmospheric chamber can also be
run in steady-state as a continuously mixed flow reactor (CMFR) (Zhang, Ortega, et
al., 2018; Han et al., 2019). In this setup, reactants are continuously introduced and
the well-mixed reactor contents are continuously withdrawn. Most of our discussion
focuses on the batch reactor, but we address the CMFR in Section 2.2.10.

Computational modeling affords quantification of the effect of reaction conditions,
vapor-wall interactions, particle-wall interactions, particle-particle interactions, par-
ticle charging effects, aerosol levels, temperature, and humidity (Figure 2.1). With
computational simulation of the processes occurring within an environmental cham-
ber, the effect of parameters necessary for extrapolating to atmospheric conditions
can be assessed. Moreover, computational modeling of secondary organic aerosol
formation has become an integral part of experimental design and data analysis. We
begin by discussing physico-chemical chamber processes individually: including
fundamental theory, identification of key parameters, and coupling between dif-
ferent processes. Through chamber simulations, we will examine the effects that
emerge when parameters and processes interact in specific ways and discuss how
this ought to be addressed in experimental design.
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Figure 2.1: Atmospheric chamber phenomena. “→” indicates “goes to” and “⇒”
indicates “becomes.” The spheres represent particles, the clouds represent gas-phase
species, and the rectangle represents the wall.
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2.2 Physico-Chemical Processes Occurring in an Environmental Chamber
Atmospheric oxidation of a volatile organic compound is generally initiated by re-
action with the hydroxyl radical (OH), the nitrate radical (NO3), or ozone (O3)
(Seinfeld and Pandis, 2016). As an intact parent VOC molecule becomes progres-
sively oxidized, its volatility decreases, and oxidized product molecules begin to
nucleate into particles or to condense onto pre-existing aerosol. The mass of aerosol
formed is governed by the degree of gas-particle partitioning of each generation of
oxidation products. Oxidation products might be of higher- or lower-volatility than
their precursors, since oxidation occurs both through addition of functional groups
to form products of lower volatility and by molecular fragmentation to form higher
volatility compounds (Isaacman-VanWertz et al., 2018; Hallquist et al., 2009; Saleh,
Donahue, and Robinson, 2013; Ziemann and Atkinson, 2012). The extent of com-
pound partitioning between the gas and particle phases hinges on the pure component
volatilities (vapor pressures), the particle phase state, and the ambient temperature
and relative humidity. Once condensed, particle-phase chemistry can also take place
that further affects the volatility and, correspondingly, the vapor-aerosol partition-
ing of the oxidation products. Continued oxidation of the particle-phase species by
impact with gas-phase OH or O3 can also occur (Donahue, Henry, et al., 2012).

The propensity of an organic compound to form secondary organic aerosol is quan-
tified by the SOA yield (. ), which is given by the ratio of the change in the mass of
SOA (ΔSOA) to the mass of the reacted precursor (ΔVOC),

. =
ΔSOA
ΔVOC

(2.1)

where the magnitude of . can depend on experimental conditions such as relative
humidity, temperature, and NOx concentration (Odum et al., 1996). The value of .
may exceed 1 since, during the process of oxidation, a compound may gain oxygen
and therefore increase in molecular mass. Since oxidation of a VOC generally pro-
ceeds through several generations of reaction in the atmosphere before its oxidation
products are of sufficiently low volatility to condense into SOA, chamber experi-
ments are usually carried out until . reaches essentially an ultimate value for the
particular experimental conditions.

2.2.1 Qualitative Comparison of Chamber Processes
In the environmental chamber, the inherent gas-phase VOC oxidation chemistry
is accompanied by four major processes: condensation of vapor molecules onto
particles, particle-particle coagulation, particle deposition onto the chamber wall,
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and deposition of vapors onto the chamber wall. A fifth process that may take
place is nucleation of oxidation products to form fresh particles. In the absence of
intentionally introduced seed particles, oxidation products, upon reaching a sufficient
level of supersaturation, may nucleate to form nanometer-scale particles that grow
upon subsequent condensation of VOC oxidation products. By and large, in the
present review we confine our attention to the situation in which inert particles are
introduced into the chamber as seeds to facilitate condensation of VOC oxidation
products. In that case, homogeneous nucleation of VOC oxidation products is
suppressed due to the presence of abundant aerosol surface area accessible for
condensation of oxidation products. We also limit our discussion of chemical
reactions primarily to those in the gas-phase. Note that multiphase aerosol processes
can also be important, especially under high relative humidity conditions, in which
case the aerosol may consist of a mixture of organic and aqueous phases (Pöschl
and Shiraiwa, 2015).

Before we address each of these processes in detail, it is informative to illustrate
their effects on condensing vapor concentration and particle size distribution as a
function of particle diameter, � ?, over the course of VOC oxidation. The particle
size distribution is expressed by d#/dlog10� ?, where d# = an increment in total
particle number concentration and dlog10� ? = an increment of the logarithm of
particle diameter (see Box 2.2.1). Figure 2.2 shows the effect, individually, of
the four key chamber processes on particle number and mass concentration, the
concentration of oxidized vapor, and the overall particle size distribution.

Vapor condensation on particles leads to particle growth. For pure vapor conden-
sation on particles, particle number concentration does not change, particle mass
increases, and the condensing vapor concentration decreases (Figure 2.2: panels A,
E, I, and M). With a continuous source of vapor, the rate of change of diameter due
to vapor condensation on a particle is inversely proportional to the diameter of that
particle (Seinfeld and Pandis, 2016). The consequence of this dependence is that
smaller particles grow more rapidly than larger particles, so that the particle size
distribution tends to compress (Figure 2.2M).

Particle-particle coagulation (Figure 2.2: panels B, F, L, and N) reduces the particle
number concentration (panel B), but not the particlemass concentration (panel F). As
the overall suspended particle number concentration decreases owing to coagulation,
the particle size distribution shifts progressively towards larger sizes. The presence
of coagulation indirectly affects both the amount of SOA formed, owing to the
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Figure 2.2: Effect of processes occurring in an environmental chamber on (A-D)
particle number concentration, (E-H) particle mass concentration, (I-L) vapor mass
concentration, and (M-P) particle size distribution over an 8-h simulation. In each
panel, the initial particle number concentration is 104 cm−3 with a lognormal size
distribution (� ?6 = 100 nm and f6 = 1.5). Chamber temperature is taken as 300
K with particles of density 1770 kg m−3. The precursor VOC has mixing ratio
of 100 ppb, molecular weight of 100 g mol−1, and saturation mass concentration
�∗ = 1×102 μgm−3 reacting to form a product withmolecular weight of 100 gmol−1

and �∗ = 1 μg m−3. Panels A, E, I, and M assume a first-order VOC oxidation rate
constant of :OH = 1× 10−5 s−1, and a mass accommodation coefficient between the
vapor and suspended particle phase U? = 10−3. For coagulation (panels B, F, J, and
N), a unity particle-particle sticking efficiency (U = 1) and no oxidation (:OH = 0)
is assumed. For panels C, G, K, and O, wall-deposition parameters for a 19.0 m3

spherical chamber with an eddy-diffusion coefficient of mixing in the chamber of
0.2 s−1 are used (see Section 2.2.6). Panels D, H, L, and P assume the equivalent
saturation mass concentration of the wall, �F (to be addressed in Section 2.2.8), is
104 μg m−3 and the wall accommodation coefficients using the relation in Huang
et al. (2018), also described in Section 2.2.8. Each process is shown individually in
the absence of any of the other processes occurring.



15

Box 2.2.1: Aerosol Size Distribution Function

The aerosol size distribution function =(� ?) is defined as: =(� ?)3� ? = the
number of particles per cm3 of air with diameters in the range � ? to � ? + 3� ?

(Seinfeld and Pandis, 2016). The units of =(� ?), then, are usually μm−1 cm−3.
# , the total number of particles per cm3, is

# =

∫ ∞

0
=(� ?)3� ? (2.2)

If 3# = =(� ?)3� ? denotes the number concentration of particles in the size
range � ? to � ? + 3� ?, then =(� ?) can also be expressed as 3#/3� ?. The
aerosol size distribution can be expressed as functions of ln� ? or log10� ? instead
of � ?. Note that ln� ? and log10� ? implicitly assume that the “reference” particle
diameter is 1 nm or μm (depending on the unit of � ?). The number distribution
function =4 (ln� ?) is defined as =4 (ln� ?)3 ln� ? = particle number concentration
in the size range ln� ? to ln� ? + 3 ln� ?. Likewise, 3#/3 log10 � ? expresses an
increment 3# in total aerosol number concentration and 3 log10 � ? = an increment
of the logarithm of particle diameter � ?. Distributions are often initialized or fit
to a lognormal distribution, defined by (Seinfeld and Pandis, 2016):

=(log10 � ?) =
#

(2c)1/2 log10 f6
exp

(
−

(
log10 � ? − log10 � ?6

)2

2 log2
10 f6

)
(2.3)

where � ?6 is the median diameter and f6 is the geometric standard deviation of
the aerosol size distribution.

changing surface area of aerosol present, and the rate of vapor condensation over
the size distribution.

Particle-wall deposition (Figure 2.2: panels C, G, K, and O) decreases both the
number (panel C) and mass concentration of suspended particles (panel G). In
the absence of other processes, larger particles settle faster due to gravity and
smaller particles diffuse to the wall more rapidly, so intermediate-size particles tend
to remain preferentially suspended as particles deposit on the wall (panel O, see
Section 2.2.6). While particle-wall deposition itself does not directly affect the
amount of condensable SOA formed, the process reduces the mass of SOA-laden
suspended particles that can actually be measured.

Vapor-wall deposition (Figure 2.2: panels D, H, L, and P) decreases the mass
concentration of suspended vapor, without affecting the suspended particle mass
(panel L). In the ideal case, in which suspended vapor does not deposit on chamber
walls, the decrease in VOC concentration results entirely from oxidation of the
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parent VOC. If loss of vapor by wall deposition is occurring but not taken into
account, then the SOA yield . will be underestimated.

The evolution of chamber aerosol size distribution is affected by four processes
quantified in Figure 2.2 as shown in panels M, N, O, and P. Panel M gives the
aerosol size distribution evolution due purely to vapor oxidation product condensa-
tion. Characteristically, the aerosol size distribution shifts toward larger sizes. In
the case of pure coagulation, the aerosol size distribution shifts in the direction of
larger particle sizes and smaller number concentration (panel N). In the case solely
of deposition of suspended particles on the chamber walls, particle number concen-
tration decreases (panel C) and the particle size distribution shifts in a manner that
reflects the complex particle-size-dependence of wall deposition (panel O). When
considering vapor-wall deposition only, the vapor concentration decreases (panel L)
without any growth of the suspended particles (panel P), since all the mass goes to
the chamber walls instead of condensing onto suspended particles.

2.2.2 Dynamics of the Particle Size-Distribution Function: the Aerosol Gen-
eral Dynamic Equation

In theory, particles can be considered to be comprised of individual, molecular
units. Because the molecules that constitute atmospheric organic aerosol are on
the Angstrom scale, whereas the particles themselves are on the order of tens to
hundreds of nanometers in diameter, resolving particles computationally according
to the number of constituent molecules is not feasible. From a computational
viewpoint, particles are characterized by their diameter and are apportioned into
particle diameter size bins. Generally, though not always, particles are assumed to
be spherical (Tian et al., 2017).

Amass balance on the suspended particle-phase includes the source from nucleation
(if nucleation is occurring) and from vapor condensation. It also includes the loss
by evaporation from particles and by deposition to the walls of the chamber:

3<

3C
=

(
3<

3C

)
=D2;40C8>=

+
(
3<

3C

)
2>=34=B0C8>=

−
(
3<

3C

)
4E0?>A0C8>=

−
(
3<

3C

)
F0;; 34?>B8C8>=

(2.4)

Tracking of the change in the aerosol size distribution is achieved through mass
balances of suspended particles based on their diameter � ? that, together, amount
to the mass balance of the total suspended particle population. Whereas vapor
condensation leads to an overall increase in the total mass of the aerosol population,
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it can result in either an increase or a decrease in the mass of particles of a specific
size: e.g., if particles in a population, of size � ?, all grow to size � ? + X over an
increment of time, then the mass of particles with diameter � ? will decrease even
as the total aerosol mass is increasing.

Transforming this mass balance into a particle number concentration balance by
assuming a constant density yields the component terms in the aerosol general
dynamic equation (GDE), which describes the particle processes that occur within
an environmental chamber (Gelbard and Seinfeld, 1979):
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=
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(2.5)
where =

(
� ?, C

)
is the number concentration distribution of particles of diameter � ?

at time C. Provided that the volume removed for sampling throughout the experiment
is sufficiently small, the chamber volume can be assumed constant (and at constant
pressure); if this is not the case and makeup air is required to account for that
removed by sampling, a dilution term is added to Equation 2.5.

2.2.3 Gas-Phase Dynamics
Gas-phase VOC oxidation causes coupling between the aerosol and gas phases. A
gas-phase species can condense onto particles suspended in the chamber, condense
onto particles deposited onto the chamber walls, deposit directly onto the chamber
walls, react chemically, or become incorporated into nucleated particles. The mass
<8 of a gas-phase species can increase due to evaporation from particles or the wall
or from generation by chemical reaction:
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(2.6)
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Molecular condensation onto a particle surface involves two steps: a vapor molecule
has to diffuse from the gas phase to the particle surface, followed by surface uptake.
The parameter that describes the probability of uptake of a vapor molecule at the
surface of a particle is the mass accommodation coefficient, U? (0 ≤ U? ≤ 1) (Julin
et al., 2014; Kolb et al., 2010; Sunol, Charan, and Seinfeld, 2018). Note that
the parameter U? incorporates the accommodation of a vapor molecule both to the
surface of and the bulk of a particle.

For a liquid-phase particle, accommodation of an impinging gas-phase molecule
into the particle phase is assumed to be efficient and rapid (Shiraiwa and Seinfeld,
2012). However, when the particle is sufficiently viscous and acts as a solid or
semisolid or when there is significant particle-phase chemistry controlling vapor
uptake, accommodation may not occur instantaneously. In the absence of exper-
imental data, it is difficult to predict U? for a specific vapor-particle system from
first-principles; thus, the value of U? is generally determined empirically by fitting
of aerosol growth rates. These fits of particle growth rates for oxidation products of
various volatile compounds show values of U? from 10−3 to 1,(McVay, Cappa, and
Seinfeld, 2014) and a recent study reveals through direct measurements that U? is
nearly unity for a wide range of semi-volatile organic compounds (Liu, Day, et al.,
2019).

A related parameter, U?F, is defined as the accommodation coefficient for particles
deposited on the chamber wall: the probability that a bulk, gas-phase molecule will
be taken up by a particle already on the wall. Strictly speaking, the accommodation
coefficient of vapor molecules on a suspended particle compared to a particle de-
posited on the wall should be the same. However, the transport processes involved
are different in the two cases; for a particle deposited on the wall of the chamber,
a vapor molecule has to traverse the boundary layer at the wall before diffusing to
the deposited particle, while for a suspended particle, the vapor molecule simply
diffuses to the particle. Whereas the incorporation into the particle is essentially
identical, the process of transport to the particle is different in the two cases. For
deposited particles, the process depends on the rate of chamber mixing. For the pur-
pose of generality, we assume that the accommodation coefficients can be distinct
but that U?F ≤ U?.

To describe the dynamics of particles in the size range of the mean free path of air
(_), one must account for non-continuum effects (Seinfeld and Pandis, 2016; Park
and Lee, 2000). A widely-used correction factor for non-continuum effects is that
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of Fuchs and Sutugin (1971):

5 (Kn, U?) =
0.75U? (1 + Kn)

Kn2 + Kn + 0.283U?Kn + 0.75U?
(2.7)

whereKn is theKnudsen number given by 2_
� ?

. The net change inmass concentration
<8 of a particle of diameter � ? due to molecular condensation and evaporation is:

3<8

3C
=

2c� ?D68"8

')
5 (Kn, U?) (?8 − ?4@,8) (2.8)

where, for compound 8, D68 is the molecular diffusivity in air, "8 is molecular
weight, ) is the particle temperature (same as chamber temperature), ' is the ideal
gas constant, ?8 is vapor pressure, and ?4@,8 is equilibrium vapor pressure. Note that,
for sufficiently small particles, ?4@,8 must include the effect of the curved surface on
vapor pressure (the so-called Kelvin effect). In this case, assuming an ideal solution,

?4@,8 (� ?) = j8?>4@,8 exp
(

4f"8

')d?,8� ?

)
(2.9)

where ?>
4@,8

is the equilibrium vapor pressure of the pure compound 8, j8 is its
particle-phase mole fraction, d?,8 is its density in the condensed phase, and f is
the surface tension of the particle. Pure component equilibrium vapor pressure can
be predicted with a number of publicly available methods (Barley and McFiggans,
2010; O’Meara et al., 2014; Topping and Jones, 2016), but different methods used to
estimate compound vapor pressure can yield different results for the same compound.
This, therefore, is a source of uncertainty.

The equation comparable to (2.8) for particle diameter is:

3� ?

3C
=

4D68"8

d?,8')� ?

5 (Kn, U?) (?8 − ?4@,8). (2.10)

Note that the condensation rate is proportional to ?8 − ?4@,8, so that when these
are equal the gas and particle phases are at equilibrium. If ?8, the ambient partial
pressure of the compound, varies slowly with respect to the gas-particle equilibrium
timescale, one can assume that gas-particle equilibrium is achieved in each compu-
tational timestep, since the aerosol grows or shrinks in a pseudo-equilibrium (Odum
et al., 1996; Donahue, Robinson, et al., 2006). Under typical atmospheric condi-
tions, the timescale needed for a steady-state profile of the vapor to be established
around a growing or shrinking particle is < 10−3 s (Seinfeld and Pandis, 2016).
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The change in the size distribution of an aerosol population from condensation and
evaporation is given by

[
m=(� ?, C)

mC

]
4E0?/2>=3

+
m

[
�� (� ?, C)=(� ?, C)

]
m� ?

= 0 (2.11)

where =(� ?, C) is the particle number distribution and, for an individual particle, the
particle diameter rate of change solely as a result of condensation and evaporation
is �� (� ?, C) = 3� ?/3C.

2.2.4 Particle-Phase Diffusion
In the process of condensation, a gas-phase molecule (1) diffuses from the bulk
vapor-phase to the particle surface, (2) becomes incorporated into the surface of
the particle, and (3) diffuses into the bulk of the particle and (possibly) undergoes
reaction with other particle-phase species. Analytic and numeric solutions of cou-
pled diffusion and reaction between gas and particle phases have been developed to
describe these processes (Vesala et al., 2001; Shiraiwa, Pfrang, et al., 2012; Zaveri,
Easter, et al., 2014; Liu, Zaveri, and Seinfeld, 2014). If chemistry involving the
condensed species does not occur in the particle phase, or if that chemistry conforms
to first-order kinetics, a closed-form analytic solution of both the gas and particle
phase dynamics can be obtained.

The rate of diffusion of a gas-phase molecule to the surface of a particle is governed
by themolecular diffusion coefficient for the gas-phase species,D6,8, and the particle
diameter, � ?. The timescale for which this process relaxes to steady state is
typically of the order of 10−6 s: given by �2

?

4c2D6,8
(Liu, Zaveri, and Seinfeld, 2014).

Consequently, it is generally assumed that the gas-phase concentration surrounding
a particle is at quasi-steady state.

The combined rate of uptake at the particle surface, followed by diffusion into the
particle is determined by the timescale to establish equilibrium across the interface,
g8?4, which is determined both by the uptake probability of the molecule onto the
surface upon collision, U?, and by the rate of diffusion from the surface of the
particle into the bulk, D1: (Liu, Zaveri, and Seinfeld, 2014; Zaveri, Easter, et al.,
2014; Seinfeld and Pandis, 2016)

g8?4 = D1

(
4
U? 2̄

)2
(2.12)
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For a typical liquid particle-phase diffusion coefficient D1 of order ∼10−5 cm2 s−1,
g8?4 lies in the range between ∼10−11 and ∼10−5 s, which implies that the interface
is in quasi-equilibrium. Ambient organic aerosols tend to contain either inorganic
salts or acids and water. These aqueous solutions of organic substances sometime
develop into glassy or semi-solid phases under decreasing humidity conditions. In
laboratory studies under various ambient-relevant conditions, different types of SOA
have been observed to be liquid, semi-solid, or glassy (Renbaum-Wolff et al., 2013;
Zhang, Schwantes, et al., 2015; Song et al., 2015; Mikhailov et al., 2009; Vaden,
Imre, et al., 2011; Shiraiwa, Zuend, et al., 2013; Virtanen, Joutsensaari, et al., 2010;
Saukko et al., 2012; Mai et al., 2015). The characteristic timescale for diffusion
in aerosol particles varies from 10−6 to 10−3 s for liquids, to seconds to years for
semi-solids. Customarily, one assumes that the gas-particle equilibrium partitioning
of organics is instantly achieved; this assumption will not hold if particles are semi-
solid or glassy. For semi-solid or glassy particles, g8?4 may be relatively long, such
that the timescale to establish interfacial equilibrium is competitive with those of
other processes such as vapor-wall interactions or oxidation reactions (Shiraiwa and
Seinfeld, 2012).

The diffusive flux of a species into a particle of radius 0 can be expressed as: (Liu,
Zaveri, and Seinfeld, 2014)

D1

(
m�?0A

mA

)
A=0

=
1
4
U? 2̄

(
�6 (0, C) −

�?0A (0, C)
�′

)
(2.13)

where�?0A is the particle-phase concentration, �6 is the vapor-phase concentration,
and �′ = �') (dimensionless, where � is an equilibrium partitioning constant for
the condensing species that has the nature of a Henry’s law coefficient for a dilute
particle). Taking the gas-phase concentration, �6 (A, C), to be that at steady state
gives

�6 (A, C) = �16 (C) −
0

A

[
�16 (C) − �6 (0, C)

]
(2.14)

where �16 (C) is the bulk gas-phase concentration of the species. Since the interface
has no volume, fluxes at the air-particle interface must be equal:

D1

(
m�?0A

mA

)
A=0

= D6
(
m�6

mA

)
A=0

(2.15)

Combining Equations 2.13–2.15:
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D1
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+ a

�′
�?0A (0, C) = a�16 (C) (2.16)

where a =
(

4
U? 2̄
+ 0
D6

)−1
.

For a constant bulk gas-phase concentration �16 , the dynamics of the particle phase,
including first-order reaction, obey

m�?0A (A, C)
mC

= D1

(
m2�?0A (A, C)

mA2 + 2
A

m�?0A (A, C)
mA

)
− :�?0A (A, C), (2.17)

where : is the particle-phase first-order reaction rate constant. At C = 0,

�?0A (A, 0) = �?0A,0 (2.18)

where �?0A,0 is the initial concentration of the particle-phase species, and(
m�?0A

mA

)
A=0

= 0. (2.19)
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(2.20)

Without any particle-phase reactions (i.e., : = 0), the solution to Equations 2.17-
2.20 is
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where �= are the roots of �= cot (�=) + ! − 1 = 0 and ! =
(
a
� ′

) / (
D1,8
0

)
.

The case in which : ≠ 0 can be related to the pure-diffusion solution by (Liu, Zaveri,
and Seinfeld, 2014):

�?0A (A, C) = :
∫ C

0
�:=0 (A, C′) 4−:C

′
3C′ + �:=0(A, C)4−:C (2.22)

FromEquation 2.22, the full solution for�?0A (A, C) with first-order chemical reaction
in the particle phase, in which the condensing species in the bulk gas phase, �16 (C),
is a constant, �16 , is:
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�?0A (A, C) = �′�16
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When particle-phase processes are sufficiently faster than that of�16 , a quasi-steady-
state approximation holds, and a balance on �16 (C) can be coupled to the constant
�16 in Equation 2.23; if condensation occurs on a monodisperse, identical particle
population of total number concentration # , the balance for the condensing species
is

3�16 (C)
3C

= −4c02#D1

(
m�?0A

mA

)
A=0

(2.24)

with initial concentration �16 (0) = �1
6,0. Applying the boundary condition of

Equation (2.20) to Equation (2.24), and assuming that a quasi-steady state holds, we
obtain

3�16 (C)
3C
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[
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]
. (2.25)

From Equation 2.23, Equation 2.25 becomes
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(2.26)

Subject to the initial condition �16 (0) = �16,0, the solution for �
1
6 (C) is
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(2.27)

In summary, Equation 2.27 describes the dynamics of a vapor species diffusing to
and undergoing first-order reaction in a particle, with � serving as an appropriate
gas-particle equilibrium constant.

Figure 2.3 shows the range of timescales for achieving equilibration between the
vapor and particle phases at varying values of U? andD1, the vapor-particle accom-
modation coefficient and the particle-phase diffusion coefficient of the condensing
species, respectively, for a particle of � ? = 1000 nm. The particle phase state
regime is indicated on the D1 axis, proceeding from semi-solid to liquid. For
U? & 10−1.5 andD1 & 10−13 cm2 s−1, equilibration is gas-diffusion limited, whereas
for U? & 10−1.5 andD1 . 10−13 cm−2 s−1, equilibration is particle-diffusion limited.
For U? . 10−1.5, and D1 & 10−13 cm−2 s−1, equilibration is interfacial-transport
limited. Figure 2.4 shows the timescale for equilibration as a function of particle
diameter � ? and both the dimensionless equilibrium partition coefficient �′ and the
saturation mass concentration �∗ and similarly delineates the limiting processes.

2.2.5 Particle-Particle Coagulation
Particle-particle coagulation is a ubiquitous process in an environmental chamber.
Particle-particle coagulation rates depend on the total aerosol number concentration
and the range of particle sizes. Upon particle-particle collision, the probability of
sticking is represented by the accommodation coefficient, U. For particles signifi-
cantly larger than the mean free path of air, the value of U has little effect on the rate
of coagulation; for particles much smaller than the mean free path of air, the rate of
coagulation is directly proportional to U. The coagulation rate is governed by the
coagulation coefficient between particles 8 and 9 ,  8, 9 (Fuchs, 1964):

 8, 9 =2c
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) (
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) [
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) ]−1
(2.28)
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Figure 2.3: Equilibration timescales between vapor and particle phases as a function
of the particle-phase diffusion coefficient of the condensing species, D1, and the
vapor-particle accommodation coefficient, U?. Particle diameter is fixed at 1000
nm, vapor molecular weight is 200 g mol−1, D6 = 0.1 cm2 s−1, and �′ = 1011. An
equilibration timescale longer than about a week (the typical lifetime of aerosols in
the atmosphere), indicative of low particle-phase diffusivity, implies that the particle
will not achieve equilibrium with the gas phase during its time in the atmosphere. In
this case, the extent of gas-particle partitioning is mostly determined by gas-phase
diffusion and interfacial accommodation.

where D?0A is particle diffusivity (which is a function of the particle size), 2̄ is
the root-mean-square velocity of the particle, and 68 is the mean distance from the
surface of a sphere covered by a particle after moving onemean free path, accounting
for relative motion, given by

68 =

√
2c2̄8

24D?0A,8� ?


(
� ?,8 +

8D?0A,8

c2̄8

)3
−

(
�2
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64D2
?0A,8

c22̄2
8

)3/2 − � ?,8 (2.29)

Equation 2.28 does not necessarily assume that the resulting particle is a sphere.
However, to be consistent with the general dynamic equation, the volume of coagu-
lated particles is conserved. To simplify the calculation, we use a volume-equivalent
spherical diameter as the size of a newly formed particle through coagulation, though
this particle could exist in any shape with sufficiently high viscosity. The rate of
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Figure 2.4: Equilibration timescales between vapor and particle phases as a function
of particle diameter, � ?, and dimensionless equilibration partition coefficient, �′.
The three regimes of interfacial transport limited, gas-diffusion limited, and particle-
diffusion limited are delineated. Particle-phase diffusivity D1 is fixed at 10−13

cm2 s−1, vapor molecular weight is 200 g mol−1, D6 = 0.1 cm2 s−1, particle
density d? = 1 g cm−3, and accommodation coefficient U? = 1. Saturation mass
concentration �∗ spans the range from that of a low-volatility organic compound
(LVOC) to that that of a semivolatile organic compound (SVOC), intermediate
volatility organic compound (IVOC), and a volatile organic compound (VOC).

change of the particle size distribution function, =(� ?, C), owing to coagulation is
given by

(
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where E = c
6�

3
?, @ is a dummy volume, and  (0, 1) =  8, 9 where 0 = c

6�
3
?,8

and
1 = c

6�
3
?, 9
. In discrete form, the integrals in Equation 2.30 become sums and the

sums are performed over the available bin sizes.

In an SOA-forming system, there will generally be multiple vapor compounds con-
densing (i.e., different VOC oxidation products) and, so, since the rate of conden-
sation is particle diameter dependent, differently sized particles may have different
compositions. Since differently sized particles coagulate, particle composition must
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also be tracked in the coagulation process, subject to the constraint that the mass
of each component is conserved. One method to accomplish this is to assume that
the particle populations remain distinct within each size bin. Since particle popu-
lations from different sources tend to be differentiated in composition by size (e.g.,
smaller particles tend to be of one composition and larger particles of another), and
since externally mixed particle populations become internally mixed as coagulation
occurs, this is a reasonable approximation.

2.2.6 Deposition of Particles onto Chamber Walls
The rate at which particles deposit onto the walls of an environmental chamber
depends on the chamber design parameters. This rate is experimentally evaluated
by injecting inert particles with determinable diameters into the chamber and sub-
sequently measuring the size-dependent particle-loss rate by wall deposition. The
suspended particle number concentration distribution changes at a rate of

(
m=

(
� ?, C

)
mC

)
F0;; 34?>B8C8>=

= −β
(
� ?

)
=
(
� ?, C

)
(2.31)

where β(� ?), the particle wall deposition coefficient, is a size-dependent parameter
experimentally derived for each chamber.

Particle wall deposition results from a combination of gravitational settling and
Brownian diffusion (wall deposition can also result from particle charging; we will
address this later). The combination of these two processes produces a functional
form of β(� ?) that for the smallest diameters is dominated by Brownian diffusion,
and so decreases as particles get larger. Then, β(� ?) reaches a minimum before
increasing due to the dominance of particle settling, which increases as particles
get larger. See Box 2.3.2. As noted above, the parameters that describe β(� ?) are
different for each chamber (Charan et al., 2018): a common method for determining
β(� ?) is to fit the observed =(� ?, C) to the solution of Equation 2.31 (Figure 2.5).

2.2.7 Simultaneous Coagulation and Wall Deposition
Wall deposition and coagulation of particles occur simultaneously in a chamber.
Figure 2.6 shows the results of a computational simulation of the dynamics of
particle number concentration (panels A-C), surface area concentration (panels D-
F), and volume concentration (panels G and H) when considering wall deposition
only, coagulation only, and simultaneous coagulation and wall deposition. For
wall deposition alone, the fractional change of the particle number concentration
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Figure 2.5: Fitting of total particle number concentration decay owing to wall
deposition from which to infer the particle wall deposition coefficient β(� ?) (panel
A). Optimal β(� ?) inferred by fitting the decay of particle number concentration
with respect to particle diameter � ? (panel B). For this case, in the particle diameter
range . 3 × 102 nm, wall deposition is controlled largely by Brownian diffusion,
whereas in the range & 3 × 102 nm, wall deposition is controlled largely by particle
settling under gravity.

is independent of the total aerosol number concentration since loss to the wall
occurs by first-order decay; thus, panels A, D, and G are independent of the initial
particle number concentration. The wall deposition rate does, however, depend on
the particle size (for which � ?6 is a proxy) and is most rapid in the limits of very
large and very small particles. For the same initial number concentration (panel
B), coagulation generally is more efficient than wall deposition at decreasing the
number concentration of small particles. When wall deposition and coagulation
occur simultaneously, however, the result is not simply a sum of their individual
contributions; as particles coagulate, their numbers decrease but sizes increase, both
of which affect the rate of wall deposition in a nonlinear fashion.

2.2.7.1 Determining Parameters in the Presence of Simultaneous Processes

If the only process that changes the suspended aerosol number concentration oc-
curring within the chamber is the deposition of particles onto the chamber walls,
one can determine β(� ?) from the evolution of the particle size distribution by
fitting the solution of Equation 2.31 to the observed decay rate. However, if particle
number concentrations are sufficiently high that coagulation is significant, one must



29

Box 2.2.2: Theoretical Prediction of β(� ?) in a Well-Mixed Spherical Cham-
ber

For a well-mixed spherical chamber, an analytic expression for β(� ?) is given by
(Crump and Seinfeld, 1981):

β(� ?) =
6
√
:4D?0A

cA
�1

(
caB

2
√
:4D?0A

)
+ 3aB

4A
(2.32)

where :4 is the eddy-diffusion coefficient of the chamber, A is a characteristic

lengthscale for the chamber taken to be the spherical equivalent radius, A =
(

3+
4c

)1/3
.

The particle Brownian diffusivity, D?0A , is calculated with the slip-corrected
Stokes-Einstein-Sutherland relation: D?0A =

:)��
3c`� ? , where : is the Boltzmann

constant, and �� is the Cunningham slip-correction factor:

�� = 1 + 2_
� ?

[
1.257 + 0.4 exp

−1.1� ?

2_

]
(2.33)

with the mean free path of air, _, given by

_ =
`

?

√
c')

2"08A

(2.34)

where ? is the pressure within the chamber, and "08A is the molecular weight of
air. The first-order Debye function �1 is

�1(I) =
1
I

∫ I

0

C

4C − 1
3C. (2.35)

The terminal particle settling velocity is given by:

aB =
�2
?d?6��

18`
(2.36)

where d? is the density of the particle, 6 is the gravitational constant, and ` is
the viscosity of air. Note that while most chambers are not actively mixed, air
currents inside the chamber itself are generally sufficient to maintain a relatively
well-mixed state.
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Figure 2.6: Percent decrease in suspended particle number concentration after 10
h of the simulation of wall deposition only, coagulation only, and combined wall
deposition and coagulation in particle number (A-C), surface area (D-F), and volume
(G and H) concentrations at different initial concentrations and different initial size
distributions. � ?6 (the horizontal axis) is the median diameter of the lognormal
distribution simulated. For all distributions, the geometric standard deviation, f6,
is taken to be 1.5. All simulations were performed with 250 size bins lognormally
distributed between 1 and 104 nm,) =300K, and d? =1770 kgm−3. Wall-deposition
parameters are those for a 19m3 spherical chamberwith an eddy-diffusion coefficient
of 0.19 s−1.



31

carefully include the effect of simultaneous coagulation on the measured evolution
of the particle distribution evolution when determining β(� ?). For example, as
shown in Figure 2.6, with an initial number concentration of 104 cm−3 at � ?6 = 100
nm, the predicted percent change in number concentration over a period of 10 h
from wall deposition alone is 39%, from coagulation alone is 30%, whereas from
simultaneous coagulation and wall deposition is 53%. When the initial number
concentration is 103 cm−3, wall deposition alone still leads to a 39% decrease in
number concentration over 10 h, whereas coagulation alone causes a 4% decrease;
combined, there is a 41% decrease in number concentration.

Combining Equations 2.30 and 2.31 gives the equation governing the evolution of
the suspended aerosol size distribution in the absence of condensation, evaporation,
or nucleation:

m=(� ?, C)
mC

=
1
2

∫ � ?

0
 

( [
�3
? − @3]1/3

, @

)
=

( [
�3
? − @3]1/3

, C

)
= (@, C) 3@

− =
(
� ?, C

) ∫ ∞

0
 

(
@, � ?

)
=(@, C)3@

− β
(
� ?

)
=
(
� ?, C

) (2.37)

where  (� ?,8, � ?, 9 ) is the coagulation coefficient between particles of diameter
� ?,8 and � ?, 9 . β(� ?) has a characteristic V-shape in log-log space (Figure 2.5)
with a theoretical functional form for a well-mixed spherical chamber given by
Equation 2.32. However, since β(� ?) depends on the chamber conditions for which
its parametric form cannot be derived a priori, and since empirical data on wall-
deposition rates include the presence of coagulation effects, determining β(� ?)
requires accounting for coagulation as described in Equation 2.37 subject to the
initial condition =(� ?, 0). This determination is achieved by fitting the observed
rate of change of =(� ?, C) to the numerical solution of Equation 2.37 such that the
objective function (Pierce et al., 2008; Nah, McVay, Pierce, et al., 2017)

� =

∫ C 5

0

∫ � ?,D??4A

� ?,;>F4A

[
=>1B (� ?, C) − =?A43 (� ?, C; :4)

]2
3� ?3C (2.38)

is minimized, where =>1B (� ?, C) is the observed size distribution of suspended
particles and =?A43 (� ?, C) is the predicted size distribution calculated with the
assumed β(� ?). Minimization functions other than Equation 2.38 can be used to
prioritize, for example, aerosol size bins with a smaller error in counting statistics
(Charan et al., 2018; Schwantes, Charan, et al., 2019).
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The particle wall deposition function β(� ?) has been determined using other meth-
ods than that described above. Pierce et al. (2008) solved for wall deposition at
each computational timestep, providing a time-dependent β parameter. Wang et al.
(2018) used an adapted version of this model from Nah, McVay, Pierce, et al. (2017)
that explicitly accounts for coagulation to represent deposition both before and after
an experiment and evaluated the change in wall deposition rates for a particular
chamber over a period of years. Loza, Chhabra, et al. (2012) and Hildebrandt,
Donahue, and Pandis (2009) assumed that wall-deposition and condensation rates
are independent of particle size, and used the measured organic to inorganic ratio in
the bulk particle phase to determine overall wall loss.

2.2.7.2 Bounds on Interactions of Vapor Molecules with Particles Deposited
on the Chamber Walls

During a chamber experiment, every particle depositing on the chamber wall carries
with it the organic oxidation products that have condensed on it from the beginning
of oxidation. When calculating the overall SOA yield, one must track these particle-
borne organic oxidation products that have been taken up by the chamber wall to
avoid underestimating the yield. Wall-deposited particles may also continue to serve
as condensation sinks for oxidation products in the bulk of the chamber. Since the
magnitude of this interaction is unclear, the contribution of wall-deposited particles
as a condensation sink is understood to fall between two limiting assumptions
(Hildebrandt, Donahue, and Pandis, 2009; Loza, Chan, et al., 2010). In the lower
bound, as soon as a particle deposits on the chamber wall, it no longer interacts
with the gas-phase bulk species. In the upper bound, a wall-deposited particle acts
exactly like a suspended particle and continues to take up bulk gas-phase species at
the same rate. It is as if, in the upper limit, deposited and suspended particles are
identical, since one also assumes that after deposition a spherical particle remains
spherical and, therefore, maintains its surface area.

Figure 2.7 shows the effect of the mass accommodation coefficient U?F on the
partitioning of organic matter to particles inside the chamber; that is, the extent to
which organic aerosol is located on suspended versus deposited particles. Even at
the end of an experiment in the lower bound case (U?F = 0), SOA will exist on some
deposited particles (ΔSOAdep ≠ 0). This SOA is that formed on suspended particles
before those particles deposited onto the wall. Simulated experiments can provide
limits on the SOA yield based on limits of U?F (Trump et al., 2016).
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Table 2.1: Nominal values of parameters used in simulations.

Parameter Value Units
U? 10−3

U?F 0
UF 10−7

�F 10 mg m−3

�∗A, �
∗
B, �

∗
C, �

∗
D 102, 10, 1, 10−1 μg m−3

� ?6 150 nm
:A,OH, :B,OH, :C,OH 1, 5, 25 10−4 s−1

:4 0.2 s−1

# 104 cm−3

f 28.21 dyn cm−1

f6 1.5
ΔC 60 s
) 25 ◦C
? 105 Pa
d? 1770 kg m−3

2.2.8 Deposition of Vapor Molecules onto Chamber Walls
Molecular and turbulent diffusion both contribute to the transport of gas-phase
species from the well-mixed bulk of the chamber to the wall’s boundary layer; when
a vapor molecule finally arrives at the wall, the probability that it is taken up is
given by UF (denoted as UF as distinct from U?), which is a function of the wall
surface as well as of the chemical properties of the vapor. FEP Teflon, a polymer
film commonly used for chambers, can be treated as an infinite medium for the
dissolution of vapor molecules (Vieth, Howell, and Hsieh, 1976; Frisch, 1980).
Matsunaga and Ziemann (2010) first proposed the concept of �F, that governs the
vapor-wall partitioning equilibrium in a similar manner to the way that gas-particle
partitioning is governed. Equilibrium vapor-wall partitioning of organic substances
has been verified by a number of studies (Loza, Chan, et al., 2010; Matsunaga
and Ziemann, 2010; Zhang, Cappa, et al., 2014; Krechmer, Pagonis, et al., 2016;
Ye, Zhao, et al., 2018; Kokkola et al., 2014) and facilitates the description of the
competitive sinks of vapor molecules in chamber experiments (McVay, Cappa, and
Seinfeld, 2014; Yeh and Ziemann, 2014; Bian et al., 2015; Krechmer, Coggon,
et al., 2015; Zhang, Schwantes, et al., 2015; Cappa, Jathar, et al., 2016; La et al.,
2016; Nah, McVay, Zhang, et al., 2016; Trump et al., 2016). If �F → ∞, the
wall presents essentially a perfectly absorbing medium. Note that �F might be a
characteristic of the chamber wall material (e.g., FEP Teflon) or of organic material
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Figure 2.7: SOA on particles suspended in the bulk of the chamber (A), on particles
deposited onto the chamberwalls (B), and the fraction of SOAon suspended particles
(C) shown as a function ofU? itself and of the ratio between themass accommodation
coefficient of a vapor molecule to a wall-deposited particle (U?F) and that to a
suspended particle (U?). Due to the boundary layer at the chamber wall, U?F ≤ U?;
in the absence of a boundary layer, U?F = U?. So, limits on calculated yields
can be determined by evaluating the difference between ΔSOAsus at U?F = 0 and
at U?F = U?. All parameters match those in Table 2.1 unless otherwise noted.
Simulations carried out for 10 h. Because of competitionwith vapor-wall deposition,
the total SOA formed is small for U? � 1, but the fraction of the aerosol that is on
suspended particles is large in this region.

already accumulated on the wall. Efforts have been made to quantify the value of
�F and the corresponding timescale to reach vapor-wall equilibrium, gEF4 (Zhang,
Cappa, et al., 2014; Yeh and Ziemann, 2015; Krechmer, Pagonis, et al., 2016;
Ye, Ding, et al., 2016). Within the temperature range that chamber experiments
are carried out, FEP Teflon exists in a glassy state for which kinetic dissolution
describes the slow molecular diffusion inside the polymer, a process that depends
on the chemical nature of the vapor molecules (Crank, 1953). The challenge then
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Figure 2.8: Models of vapor uptake into Teflonfilm in (A) a dry, two-layer system and
(B) a moist, three-layer laboratory chamber wall. The boundary layer mass transport
by eddies and surface accommodation velocities are E4 and E2, respectively. The
bulk gas-phase concentration is �16 (C); �B (C) and �0@ (C) are the (rapidly achieved)
uniform concentrations within the surface layer of thickness !4 and the aqueous film
of thickness !0@, respectively. �8= is the transient inner-layer concentration.

arises of quantifying a compound-dependent �F and the associated equilibration
timescale.

Huang et al. (2018) proposed a unified theory to reconcile the observed dissolution
timescale gEF4 with the conventional concept of �F, leading to a two-layer kinetic
sorptionmodel (Figure 2.8). Vapormolecules that have passed through the boundary
layer between the bulk and chamber wall gas-phases first encounter an interfacial
region of the wall, where the Teflon polymer is swollen and, therefore, nearly
stress-free. In this region, the timescale for vapor-wall equilibrium is quite short.
From this outer region, the molecules slowly diffuse further into the polymer by
breaking inter-molecular forces between poly-molecular chains, but are impeded by
the polymer network. In the outer region of the wall, the estimated timescale for a
pseudo-steady-state profile is just 10 s; the dissolution timescale in the inner wall
layer is 10 min (Huang et al., 2018; Krechmer, Pagonis, et al., 2016).

The process of partitioning as dominated by the parameter �F corresponds to
absorption of vapor molecules by surface layer. The compound-dependent version
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of this parameter, defined as �′F =
�F

W∞
incorporates a specific compound’s activity

in an FEP Teflon wall, where W∞ is the solute activity coefficient in Teflon. The
empirical expression relating W∞ and vapor saturation concentration�∗ estimated by
the EVAPORATION parameterization is (Tropo, 2014; Compernolle, Ceulemans,
and Müller, 2011)

log10 (W∞) = 01 log10 (�∗) + 11 (2.39)

where 01 = −6.407±0.0375 and 11 = 3.299±0.147 (Huang et al., 2018). For most
organic compounds, W∞ > 1, indicating a preference for the gas phase.

By introducing W∞, the compound dependence of �F is removed, and thus �F
can be represented in terms of the surface layer thickness !4, the density of FEP
material dF = 2150 kg m−3 (Boedeker, 2017), and the surface-to-volume ratio of
the chamber

�

+
. Based on measurements of �F (Matsunaga and Ziemann, 2010;

Yeh and Ziemann, 2015; Krechmer, Pagonis, et al., 2016), a value of !4 = 5 nm
can be assumed corresponding to a �F = !4dF

�

+
= 32.2 mg m−3 for

�

+
= 3 m−1

(Krechmer, Pagonis, et al., 2016; Yeh and Ziemann, 2015). The surface layer is
swollen and stress-free so that the diffusivity of molecules is of order 10−13 m2 s−1

(Tokarev et al., 2006), determining a timescale for uniform concentration within
the surface layer of ∼1 ms. This is consistent with the assumption of equilibrium
absorption in the surface layer.

The dimensionless equilibrium constant between vapor and wall,  EF4, is analogous
to a Henry’s law constant and given by  EF4 =

dF

W∞�∗
"E>2

"F

, where �∗ represents
the saturation vapor mass concentration, "E>2 is the molecular weight of the VOC
and "F = 200 g mol−1 is the molecular weight of the FEP film (Matsunaga and
Ziemann, 2010), respectively. Equation 2.39 estimates W∞, the compound activity
coefficient in Teflon.

The mass transport coefficient within the gas-phase boundary layer is given by
E4 =

2
c

√
:4D6, where D6 is the diffusivity of vapor molecules in air and :4 is the

chamber eddy-diffusion coefficient. Estimates of :4 for actively mixed chambers are
between 0.02 and 0.12 s−1; for those chambers without active mixing, :4 is between
0.015 and 0.075 s−1 (Zhang, Cappa, et al., 2014). The vapor-Teflon transport
coefficient is E2 =

UFE

4
, where E is the average velocity of vapor molecules, and

UF is the accommodation coefficient of vapor molecules to the Teflon wall. An
empirical relationship has been established between UF and �∗ for FEP Teflon
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(Huang et al., 2018):

log10 (UF) = 02 log10 (�∗) + 12 (2.40)

where 02 = −0.6566 ± 0.2514 and 12 = −2.744 ± 1.233.

The overall mass transport coefficient, then, from the bulk chamber into the outer

layer, is E; =
(

1
E4
+ 1
E2

)−1
(Seinfeld and Pandis, 2016). The mass balance for the

bulk gas-phase concentration, �16 , including both the mass transfer from the bulk to
the wall and the gas-phase chemical reactions is:

3�16 (C)
3C

= −:EF�16 (C) + :FE�B (C) +
8∑
'8 (2.41)

where :EF =

(
�

+

)
E; is the transfer rate coefficient from gas phase to the wall,

:FE =

(
�

+

)
E;
W∞�∗

dF

"F

"E>2

is the transfer rate coefficient from wall to gas phase, �B

is the concentration of dissolved vapor in the wall surface layer, and
8∑
'8 is the

net accumulation rate of the species through chemical reaction and vapor-particle
partitioning.

The mass balance for �B is given by:

3�B (C)
3C

= :EF�
1
6 (C) − :FE�B (C) +

1
�!4

�3 |G=!4 (2.42)

where �3 |G=!4 = −�Deff
m�8= (G, C)

mG

����
G=!4

is the diffusive flux from the surface layer

to the inner layer at the boundary between them, andDeff is the effective diffusivity
of vapor molecules in the inner layer (Figure 2.8). For long experiments (on
the order of hours), Deff is the key parameter in determining the bulk gas-phase
concentration, �16 (C). Deff depends on the state of the Teflon film, which is typically
either partially liquid and partially solid (and composed of immobile micro-voids)
or glassy (Frisch, 1980). According to dual sorption theory, unlike in a liquid,
diffusion occurs after Langmuir adsorption equilibrium on the local micro-voids
inner surface is established (Vieth, Howell, and Hsieh, 1976), which makes the
diffusion of molecules in a polymer smaller than that in a liquid (10−13 to 10−9 m2

s−1) (Shiraiwa, Ammann, et al., 2011). Therefore, the inner-layerDeff of molecules
is of order 10−22 to 10−17 m2 s−1, corresponding to semi-solid diffusivities (Shiraiwa,
Yee, et al., 2013). Huang et al. (2018) created an empirical expression relatingDeff
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and �∗ through fittingDeff with the time-dependent decay of a variety of species in
a Teflon chamber due to wall uptake: the third term on the right side of Equation
2.42 can be approximated as a first-order decay of �B (C), with decay rate :B8 (s−1),
the value of which is based on the empirical expression:

log10(:B8) = 03 log2
10(Deff) + 13 log10(Deff) + 23 (2.43)

where 03 = −0.055 ± 0.040, 13 = 2.574 ± 1.568, and 23 = 24.43 ± 15.33. If Deff

is small enough that there is minimal diffusion into the inner layer of the chamber
wall over the course of an experiment, one can assume a single-layer sorption model
with a vapor-wall equilibrium timescale (gEF4) of:

gEF4 =

(
�

+

)−1 (
1 + 1

 F!4

+

�

)−1
E−1
; (2.44)

If the compound in question is injected into the chamber, the initial conditions for
Equations 2.41 and 2.42 are�16 (0) = �160 and�B (0) = �

1
60
:EF

:FE
; the initial conditions

are �16 (0) = �B (0) = 0 if generated in situ.

As the relative humidity (RH) in the chamber becomes sufficiently high (e.g., RH
> 90%), a film of water forms on the wall of the chamber (Figure 2.8B, assuming
the film thickness is !0@). The molecular diffusivity in the aqueous phase D0@ is
∼10−9 m2 s−1 (Schwarzenbach, Gschwend, and Imboden, 2005), thus the timescale(
!2
0@

D0@

)
to obtain a uniform dissolved vapor concentration in the thin water layer is

small (e.g., ∼10−1 s when !0@ = 10 μm) such that the vapor uptake rate at high RH
is no longer limited by condensed-phase diffusion. W∞ of oxidized vapors in the
water layer is usually smaller than that in Teflon film since oxidized molecules are
polar, such that partitioning to the water layer is more favorable than to the Teflon
film. Thus, it is reasonable to assume that at high RH, vapors exclusively partition
to the aqueous layer on the Teflon surface. This case then can be described by a
single-layer model, which uses Equation 2.44 with !4 and  EF4 replaced by !0@
and the Henry’s law constant �, respectively.

2.2.9 Charge Effects in the Environmental Chamber
2.2.9.1 Particle Charging

The atmosphere as well as the laboratory are constantly affected by the omnipres-
ence of small air ions, termed cluster ions. Cluster ions arise from a number of
sources, including galactic cosmic rays, radioactive decay in soil, and splashing
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water (Hirsikko, Nieminen, et al., 2011). Cluster ions can serve as sites for vapor
nucleation (Laakso, Kulmala, and Lehtinen, 2003), but they also diffuse quickly to
suspended particles and impart their charge onto them.

Field charging occurs when cluster ions drift along electric field lines and impinge
on particles. Diffusion charging results from thermal collisions between ions and
particles. Diffusion charging can be delineated into bipolar charging, in which
positive and negative ions impact the particle and unipolar charging, where par-
ticles are exposed to ions of a single charge. Diffusion charging is the dominant
atmospheric mechanism involving particles of diameter . 400 nm. Unipolar and
bipolar diffusion charging between ions and particles can be described analogously
to particle-particle coagulation, with the collision mechanism governed by the mag-
nitude of the Knudsen number, Kn= 2_8>=/� ? (_8>= is the ion mean free path). In
the continuum and slip flow regimes (Kn ≤ 0.25 or � ? ≥ 500 nm), ions move to
the surface by Brownian diffusion. In the free molecule regime, the ion mean free
path considerably exceeds typical particle diameters. As in the transition regime
of molecular diffusion to particles, the ion collision probability is a combination
of free molecule and continuum mechanisms. When the bipolar ion concentration
greatly exceeds the particle number concentration, the particle charge distribution
attains an equilibrium state.

Most aerosol particles are electrically charged; some are charged during generation
and others by contact with ions. Particles generated by condensation following evap-
oration tend to reach a Boltzmann charge distribution, whereas the charge state of
aerosols generated by drying after atomization depends on the atomization solution
and the charge conditioner (also called a neutralizer). Charge conditioners typically
employ soft x-rays or radiation sources that subject particles to bombardment with
ions.

Diffusion charging of particles by bipolar ions plays an important role in determi-
nation of aerosol size distributions based on their electrical mobility. In bipolar
charging, both equal and unequal concentrations of positive and negative ions can
be used. For particles with � ? . 100 nm, diffusion of ions to particles is the
predominant charging mechanism. In general, when particles are charged in an
environment of unequal concentrations of bipolar ions, the charge attained on the
particles depends on the ratio of the product of number concentrations and ion
mobilities of negative and positive ions. The charge distribution in equal bipolar
charging attains a steady state that does not depend on the initial particle charge for
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a sufficiently large ion number concentration.

Typical ion concentrations in an indoor urban environment are on the order of
103 cm−3 for both negatively and positively charged ions (Hirsikko, Yli-Juuti, et
al., 2007). In theory, a statistical charge distribution can be calculated if the rate of
cluster ion production is known (López-Yglesias and Flagan, 2013b). However, since
cluster ions are produced by galactic cosmic rays, it is difficult to ensure a constant,
reproducible ion concentration in the laboratory. Moreover, such calculations can
be computationally intensive and require assumptions about the ion mobilities that
may not always be uniform.

A rich body of literature exists addressing the charge distribution of particles at
steady-state exposed to an atmosphere of abundant cluster ions (Hoppel and Frick,
1986). Neutral particles obtain charge upon collision with the almost equal numbers
of abundant positive and negative clusters, whereas charged particles attract clusters
of opposite polarity and are neutralized. With these processes, the collection of
particles and ion clusters eventually reaches a stationary equilibrium charge state
(Fuchs, 1963; Hoppel and Frick, 1986; Hoppel and Frick, 1990). This steady-state
equilibrium has been parameterized byWiedensohler (1988) for radioactive sources
(Figure 2.9) and by Tigges, Jain, and Schmid (2015) for soft X-ray irradiation in dry
ambient air.

The probability of an individual particle having a charge increases with its size; there
is a <10% chance that particles with diameters smaller than 155 nm have charge
more negative than −14 and that particles with diameters smaller than 255 nm have
a charge more positive than +14. Cluster ions are usually produced in pairs. The
negatively charged cluster ions are smaller (since they are often just an electron);
consequently, the negatively charged cluster ions have a higher mobility. Thus the
steady-state distribution comprises slightly more negatively charged than positively
charged particles. Note that, at steady-state, particles are constantly exchanging
charges as they coagulate with other charged or uncharged particles and are hit by
fresh cluster ions.

To achieve reproducibility between experiments and to ensure that particle atom-
ization does not lead to a pronounced ion preference, seed particles are customarily
flowed through a charge conditioner device prior to introduction into the cham-
ber. Nevertheless, it cannot necessarily be assumed that particles in the chamber
maintain a steady-state charge distribution. Cluster ions present in environmental
chambers in lower concentrations than those required for steady state or preferential
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Figure 2.9: Approximate steady-state charge distribution derived from an empirical
fit to theoretical cluster ion diffusion rates fromWiedensohler (1988) after a particle
population encounters a high ion concentration (as in a diffusion charger). In steady-
state, the probability of a particle having one or multiple charges is dependent on
the particle size. An evaluation of the accuracy of this model and of other charge-
distribution approximations is provided by López-Yglesias and Flagan (2013a).

loss of charged particles may change the charge distribution over time. In this way,
the particle charge distribution can be affected by the presence of an electric field,
for instance that induced by Teflon chamber walls. See Box 2.2.3.

2.2.9.2 Chamber Charge

Chambers acquire charge in much the same way that latex balloons do: via contact
with non-conductive objects in their environment. The presence of charge on
chamber walls can induce additional particle deposition beyond that arising from
purely dynamical effects. A small (∼0.25m3) charged Teflon chamberwas estimated
by McMurry and Rader (1985) to exhibit a mean electric field within the chamber
of ∼ 45 V cm−1. The presence of such an electric field over a period of 20 h has
been shown to lead to a final particle number concentration < 50% of that in the
absence of the electric field (Charan et al., 2018).

Typical charging from interactions with cloth for fewer than 5 min can lead to
estimated electric fields on larger (19 m3) Teflon chambers of 26 to 55 m V cm−1

(Charan et al., 2018). Incidental interactions (e.g., adjustments of sample lines)
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Box 2.2.3: Measuring Particle Size and Charge Distribution

Instead of directly measuring the particle size distribution, instruments actually
measure the particle electrical mobility distribution from the electrical migration
velocity in an electric field (Flagan, 2014). The overall measurement process
involves charging the particles by flowing them through a charge conditioner to
achieve a known charge distribution (see Figure 2.9), separating the charged par-
ticles in an electric field orthogonal to the fluid field (in the so-called differential
mobility analyzer, DMA), and counting the separated particles with a condensation
particle counter. Depending on the purpose of measurement, the entire setup of
the instruments can be called a differential mobility particle sizer (DMPS, DMA
in stepping mode) or a scanning mobility particle sizer (SMPS, DMA in scanning
mode) (Wiedensohler, Wiesner, et al., 2018).

A diffusion charger is usually employed to change the charge states of the particles.
This can involve radioactive sources (85K, 210Po, 241Am, etc.), soft X-ray irradi-
ation, or corona discharge (unipolar) (Kallinger and Szymanski, 2015). Inside
the diffusion charger, primary ions (4−, N +

2 , O +
2 ), generated from ionization of

the carrier gas molecules, cluster with the most abundant species in the carrier
gas (based on their proton affinity and polarity) to form large clusters (Steiner
and Reischl, 2012). This actively charging process can be predicted theoretically,
which can be applied for particle size measurement.

In the ambient atmosphere, because of the existence of ubiquitous ions (e.g., in-
duced by galactic cosmic rays), many particles are charged. To determine the
ambient particle charge distribution, one measures and compares the particle mo-
bility distribution in the presence and absence of a diffusion charger (Buckley,
Wright, and Henshaw, 2008): a known charge distribution is obtained with the
diffusion charger and then the charge distribution can be obtained by the difference
between the particle counts measured with and without the charger.

have been observed to generate a sustained electric field on the walls (Wang et al.,
2018). Importantly, it is possible to reduce, or even eliminate, the charge on Teflon
walls by limiting interactions of the chamber with its surroundings, achieved for
example, by maintaining a chamber that is always filled, suspended, and isolated
from interactions with its environment.

2.2.9.3 Effect of Particle Charge on Particle Dynamics

The presence of particle charge can affect each of the processes of evapora-
tion/condensation, coagulation, nucleation, and wall deposition. Although the
presence of particle charge may also affect particle growth rates, this effect is
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Figure 2.10: Effect of particle charge on decay of particle number concentration by
coagulation. When the absolute value of the net charge on the particle population
is substantial, particle charge can significantly affect coagulation rates. In a steady-
state charge distribution, such as that given by Wiedensohler (1988), there is little
difference in the total coagulation rate over the entire particle population than that in
the absence of charges. Conditions for the simulation are a computational timestep
of 1 min, simulation for 10 h, 50 size bins log-normally distributed between 30 and
800 nm, � ?6 = 100 nm,and f6 = 1.5. In this simulation, there is no wall deposition
or condensation. To demonstrate the effect of the initial particle charge distribution,
small air ions are assumed not to be present.

small for particles larger than the nucleation range. Thus, charge-induced effects
on condensation/evaporation in chambers are generally negligible in the presence
of seed particles (Laakso, Kulmala, and Lehtinen, 2003).

Particle-Particle Coagulation In the presence of a substantially uneven charge
distribution over the particle population, particle charge can exert a significant effect
on coagulation rate (Figure 2.10) (Charan et al., 2018; Ghosh et al., 2017). The
effect of particle charge on the rate of coagulation is mathematically represented
with a correction factor of ^

4^−1 to the Brownian coagulation kernel (Equation 2.28).
^ is given by

^ =
=2,8=2, 94

2

2cn0n (� ?,8 + � ?, 9 ):�)
(2.45)

where n is the dielectric constant of air and n0 is the permittivity of free space
(Seinfeld and Pandis, 2016; Charan et al., 2018).

Figure 2.10 shows the simulated total particle number concentration evolution un-
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dergoing solely coagulation over a period of 10 h beginning with an identical size
distribution and number concentration but with different initial charge distributions.
When the charge on all particles has the same sign (+1 or +2, shown in dark and
light red, respectively), then, owing to repulsive forces, coagulation is slowed as
compared to the case of the absence of charges (shown as a dashed, black curve).

In a steady-state charge distribution, that which is assumed to result from passing
particles through a charge conditioner (Kallinger and Szymanski, 2015), both po-
larities are present in proportions dependent on the particle size (Figure 2.9), as
discussed above. In this distribution, similarly charged particles repel one another,
and oppositely charged particles attract, the result of which is that the effect of
charge on coagulation is essentially nullified. Consequently, the total particle num-
ber concentration evolution that begins with the Wiedensohler distribution (dark
green curve in Figure 2.10) closely follows that in the absence of charges.

In general, as long as positively and negatively charged small air ions are present at
essentially similar concentrations, which is usually the case under chamber condi-
tions in which ions are not actively produced (Hirsikko, Yli-Juuti, et al., 2007), the
effect of particle charge on coagulation can be neglected (e.g., < 1% difference in
number concentration over 20 h for an initial concentration of 2×104 cm−3) (Charan
et al., 2018).

Particle Wall Deposition For a spherical chamber with a mean electric field as
experienced within the chamber of �̄ , and assuming a symmetry of positive and
negatively charged particles, the first-order particle wall deposition coefficient for a
particle carrying net =2 charges is (McMurry and Rader, 1985)

β=2 (� ?) =
3
√
:4D?0A

cAG

{
(G + H)2

2
+ (G + H)�1(G + H) + (G − H)�1(G − H)

}
(2.46)

where G = caB

2
√
:4D?0A

, H = cā4

2
√
:4D?0A

, and the electrostatic migration velocity (ā4) has
magnitude

ā4 =

����=24�� �̄3c`� ?

���� (2.47)

where 4 is the elementary charge, and all other parameters are defined in Section
2.2.6.

The coefficient of particle deposition rate, β=2 (� ?), in a given chamber with approx-
imately constant �̄ is a function only of particle size and charge (see Figure 2.11A).
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If the particle charge distribution for each particle size remains the same throughout
an experiment, the rate of wall deposition is a function only of diameter. For exam-
ple, if each suspended particle maintains a zero charge throughout an experiment,
the rate of particle wall deposition will not change in time and is represented by the
black curves in both panels of Figure 2.11 for the given parameters; if = = 0, then
ā4 = 0, so β=2 (� ?) for fixed :4 is a function only of aB, which is a function only of
� ?. Similarly, in the absence of a mean electric field on the chamber walls (�̄ = 0),
then ā4 = 0 and β=2 (� ?) is again a function only of particle diameter.

The charge distribution of a particle population may change over time, in which case
the wall deposition rate depends upon both particle diameter and particle charge.
Since particle charge changes upon coagulation or collision with cluster ions and
is generally not tracked, the size-resolved charging probability likely changes with
time. If so, β(� ?) would appear to change with time; in reality, this behavior is
merely the result of the evolution of the charge distribution. Figure 2.11B shows the
effect of a changing charge distribution on the rate of wall deposition in the absence
of cluster ions.

The effect of charge on particle wall deposition can be addressed in one of three
ways (Charan et al., 2018): (1) �̄ can be reduced by minimizing physical interac-
tions between the Teflon chamber and its surroundings so that the wall-deposition
coefficient, β=2 (� ?), is, as closely as possible, a function only of particle size. In
this case, the procedure described in Section 2.2.6 can be carried out, in which the
the minimization function (Equation 2.38) depends only on the single-parameter :4.
If charge effects are non-negligible, in procedure (2) ideally one must measure both
the particle charge distribution and the particle size distribution.

The optimization procedure described in Section 2.2.6 can then be carried out with
β=2 (� ?) in Equation 2.46 replacing β(� ?). Because Equation 2.46 depends on both
the size and charge of each particle, these quantities are varied in the minimization
procedure. The objective function is then

� =

∫ C 5

0

∫ � ?,D??4A

� ?,;>F4A

∫ ∞

−∞

[
=>1B (� ?, =2, C) − =?A43 (� ?, =2, C; :4, �̄)

]2
3=23� ?3C

(2.48)
where =2 is the number of elementary charges on a particle. The two-parameter
minimization is carried out to determine both :4 and �̄ . It is reasonable to assume
that �̄ is relatively constant over the course of an experiment, since electric fields
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Figure 2.11: Wall-deposition parameter β=2 (� ?) in the presence of a mean electric
field of �̄ = −45 V cm−1 for different values of numbers of elementary charges
on a particle, =2 (panel A). Note that in the derivation of Equation 2.46, equiva-
lent mobilities of positively and negatively charged particles are assumed so that
β−=2 (� ?) = β=2 (� ?). Panel B shows the transformation of β=2 (� ?) to β(� ?, C)
where an initial charge distribution that matches the approximation from Wieden-
sohler (1988) is assumed (see Figure 2.9) with no cluster ions present. For this
simulation, the chamber volume is taken to be 19 m3, :4 = 0.2 s−1, 300 K, simula-
tion for 10 h. Other conditions are: 50 size bins, lognormally distributed between
30 and 800 nm, an initial number concentration of 104 cm−3, � ?6 = 100 nm, and
f6 = 1.5. Note that the black curve in panel A represents an uncharged particle and
the black curve in panel B represents an uncharged chamber wall.

on Teflon chamber walls have been observed to be remarkably stable (Wang et al.,
2018). Similarly, since the cluster ion concentration affects the charge distribution,
which affects the rate of wall deposition, the cluster ion concentration must be
either measured or assumed in order to predict the particle number concentration
distribution.

If it is not possible to reduce �̄ to ∼0 experimentally, and if direct measurement
of the particle charge distribution is not available, then, in approach (3), one uses
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the minimization procedure with β=2 (� ?) (Equation 2.46) in place of β(� ?), as in
method (2). Again, a constant �̄ is assumed to exist throughout the experiment. An
initial charge distribution and a constant small air ion concentration must also be
assumed. Then, the values of �̄ and :4 can be determined from the two-parameter
minimization of the function

� =

∫ C 5

0

∫ � ?,D??4A

� ?,;>F4A

[
=>1B (� ?, C) −

∫ ∞

−∞
=?A43 (� ?, =2, C; :4, �̄)3=2

]2
3� ?3C.

(2.49)
Application of method (1) is shown in Charan et al. (2018), whereas Method (3) is
described in Schwantes, Charan, et al. (2019)

2.2.10 The Continuously Mixed Flow Reactor
In a continuously mixed flow reactor (CMFR), organic vapors and seed particles
(if seed particles are used) are continuously fed into and sampled from the reactor.
The contents of the CMFR, which ordinarily is several cubic meters in volume, are
assumed to be well-mixed, so that the concentrations of vapor and particles in the
outflow represent those in the bulk of the chamber. Note that some flow reactors
incorporate active mixing of the reactor contents, whereas others achieve a mixed
state as a result of the mixing that takes place from the flows of gas-phase streams
into and out of the reactor. Following a start-up period, the concentrations of vapors
and the particle size distribution in the reactor eventually reach a steady state. Once
a steady state has been achieved, the reactor outflow can be sampled over a length
of time sufficient to obtain accurate data. Just as in batch chambers, low-volatility
vapors generated in the process of oxidation in chambers operated in steady-state
mode deposit on the the chamber walls as well as on growing particles. For CMFRs,
therefore, it is also necessary to account for competing processes.

In this section, we highlight the governing equations for a CMFR with reference
to those given for a batch reactor. Particle growth in a CMFR has been derived
analytically by Seinfeld, Kleindienst, et al. (2003), Kuwata and Martin (2012), and
Martin, Kuwata, and Smith (2014).

As noted above, in order to operate a CMFR in steady-state mode, a start-up period
is required during which the entire gas-particle system comes to a steady state, and
in which all the variables of the system are independent of time. The duration
of the required start-up period is usually measured in terms of the number of
residence times in the reactor, which is determined by the chamber volume and the
influent/effluent volumetric flow rate. Usually several residence times are required



48

for the reactor to achieve a steady state.

Compared with Equation 2.6 in a batch reactor, the physical and chemical processes
are essentially the same, except that there are two additional flux terms for vapor
molecules and suspended particles: the influent and effluent fluxes. The dynamic
equation for the concentration of gas-phase species 8 becomes:

3�1
6,8

3C
=

(
�0
6,8

gCMFR

)
8= 5 ;D4=C 5 ;DG

−
(
�1
6,8

gCMFR

)
4 5 5 ;D4=C 5 ;DG

+
(
3�1

6,8

3C

)
4E0?/2>=3 (BDB?4=343 ?0AC82;4B)

+
(
3�1

6,8

3C

)
4E0?/2>=3 (34?>B8C43 ?0AC82;4B)

+
(
3�1

6,8

3C

)
E0?>A−F0;; 34?>B8C8>=

+
(
3�1

6,8

3C

)
4E0? 5 A>< F0;;

+
(
3�1

6,8

3C

)
=D2;40C8>=

+
(
3�1

6,8

3C

)
A402C8>= > 5 8

+
(
3�1

6,8

3C

)
A402C8>= C> 8

(2.50)
the general dynamic equation for suspended particle number concentration becomes:
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and the dynamic equation for particle-phase organic mass becomes:
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where �0
6,8

and =0(� ?) are the concentration of gas-phase species 8 and particle
number concentration with diameter � ? in the influent flow and gCMFR is the average
residence time of CMFR. Each dynamic term on the right-hand side of Equations
2.50-2.52 is the same as that for a batch reactor.
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Gas-particle partitioning equilibrium is never reached in a CMFR at steady state; that
is, the condensation-driving force in Equation 2.10 must always be non-zero. This
is the fundamental difference between the time-dependent batch chamber and the
steady-state CMFR: whereas gas-particle equilibrium partitioning can be achieved
in the batch chamber given a sufficiently long time, equilibrium cannot be achieved
in the CMFR, as a driving force for gas-to-particle condensation must be maintained
regardless of the mean residence time in the chamber.

The total SOA yield at steady state in the CMFR is still defined as the ratio of
the mass concentrations of particle-phase oxidation products to the overall reacted
concentration of the parent compound (Equation 2.1). When the CMFR is at steady
state, the correction for particle-wall deposition is:

. =
ΔSOAsus
ΔVOC

(
1 + β̄gCMFR

)
(2.53)

where β̄ is the particle-volume-weighted particle-wall loss rate (see Box 2.2.2):

β̄ =

∫ ∞
0 �3

?β(� ?)3� ?∫ ∞
0 �3

?3� ?

(2.54)

When vapor wall deposition is a reversible process, steady state is achieved only
when the vapor and wall concentrations have established equilibrium. However, if
vapor wall deposition is irreversible and constant, steady state may be established
sooner because the walls do not first have to saturate. In this case, however, vapor
wall deposition diminishes the measured SOA yield even at steady state, because a
non-zero amount of condensable oxidation products are continually removed from
the chamber through the walls; this contrasts with the case of reversible vapor wall
deposition, in which vapor wall deposition does not depress the yield at steady state
(see Section 2.2.8).

2.3 Computational Simulation of Environmental Chamber Dynamics
Simulation of environmental chamber dynamics requires tracking of the aerosol
size-composition distribution as a function of time. Several approaches exist to
represent the evolution of this distribution. The two most common are depicted in
Figure 2.12: the modal representation and the sectional representation. In themodal
representation, size-composition distributions are prescribed in a given form, usually
superimposed lognormal distribution, that shifts over time, to track the change in
size and composition. In the sectional representation, the particle population is
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Figure 2.12: Representation of aerosol size and composition. Panel A shows a
modal representation; panel B a sectional representation. In each representation,
two components are presumed to be present, given by the blue and red distributions.
The modal representation comprises a distribution with four modes. The modes
are generally represented by lognormal distributions. In the sectional distribution,
the particle population is divided into discrete bins of fixed sizes. The distributions
shown represent those at a particular time in the course of a chamber experiment.
For each representation, the evolution of the size-dependent distribution of particle
phase composition is tracked as a function of time. The computational approach
that we utilize here is the sectional distribution (panel B), in which the particle
population is divided into discrete, fixed-size (diameter) bins and for which the
change in concentration and composition of each bin is computed as a function of
time.

divided into discrete bins of fixed sizes, for which the change in concentration and
composition of each bin is computed as a function of time. A moving-bin model is
a computational option, in which the mean diameter of each size bin is allowed to
change as the particles within the bin grow or shrink. A drawback of the moving-
bin model is that it is computationally challenging to account for the effect of
particle-particle coagulation on the bin dynamics. As with the moving-bin model,
accounting for coagulation in the modal model poses computational challenges,
especially in tracking aerosol composition. Laboratory chambers, in general, have
volumes of the order of 104 L with particle concentrations of ∼104 particles cm−3.
The sheer number of particles precludes resolving individual particles. We employ
here the fixed-bin sectional model to represent aerosol size-composition evolution.
As particles grow, they must be apportioned between different particle size bins,
which is a source of uncertainty (see Box 2.3.1).
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Box 2.3.1: Particle Apportionment in a Fixed-Bin Model

In the fixed-bin computational model, as particles grow, the particle number con-
centration must be apportioned between different particle size bins. For example,
in a bin containing 100 particles, if particle growth rate 3� ?

3C
= 2 nm s−1 and the

size bin in question (e.g., bin 1) has a mean diameter of � ? = 10 nm, then over a
timestep of 1 s, all 100 particles would move from the bin with � ? = 10 nm to the
bin with � ? = 12 nm. If, on the other hand, the mean diameter of the next size bin
were � ? = 14 nm, then only a fraction of the particles would move into that bin in
the timestep. With a linear (by mass or volume) apportionment, of the 100 particles,
58 would remain in the 10 nm bin and 42 would move to the 14 nm bin over the
timestep. More generally, if all the particles in a bin with number concentration =:
grow to an average diameter of � ?,: , where � ?.8 is the size bin immediately smaller
and � ?,8+1 is the size bin immediately larger, the apportionment factor, 52 is:

52 =
�3
?.:
− �3

?,8

�3
?,8+1 − �

3
?,8

(2.55)

where 52=: particles are added to bin 8+1 and (1 − 52) =: particles are added to bin 8.
The first term of Equation 2.5, then, can be calculated by subtracting all the particles
that leave a size bin in a given timestep, which is

(
m� ?
mC

)
2>=3/4E0?

(ΔC)=(� ?, C)
multiplied by the appropriate 52 if not all particles grow/shrink enough to completely
depart from the section in question. Adding all particles that enter the size bin from
all smaller bins (if m� ?

3C
> 0, condensation) or from all larger bins (if m� ?

3C
< 0,

evaporation) completes the computational timestep. Note that the discretization
of the size bins has the effect of spreading the size distribution (called numerical
diffusion) because, in the example given above, it would appear as if there are
particles of two sizes (� ? = 10 or 14 nm) in the next timestep instead of all particles
of the same size (� ? = 12 nm).

2.3.1 Computational Simulation of Idealized SOA Formation
If the chemical mechanism leading from the parent VOC to low-volatility con-
densable products is available with appropriate reaction rate constants, then com-
putational simulation of oxidation of the parent compound to generate SOA can
be carried out explicitly. However, the extent to which a complete VOC oxidation
mechanism is available will vary from system to system. For example, straight-chain
alkenes and alcohols (Figure 2.13) exemplify systems for which the full OH radical-
induced oxidation mechanisms leading to low volatility products are relatively well
established (see Box 2.3.2).

The gas-phase mechanism by which a parent VOC is oxidized to produce low-



52

Figure 2.13: Generic reaction of a linear alkene (panel A) and a linear alcohol (panel
B) with the hydroxyl radical in the presence of NOx (Ziemann, 2011).

volatility products is generally complex. The present review does not focus explicitly
on the gas-phase mechanisms by which condensable products are formed.

In simulating the generation and consumption of each species, it is possible to follow
the progression of oxidation. Consequently, we represent gas-phase VOC oxidation
by the idealized first-order kinetic scheme (McVay, Cappa, and Seinfeld, 2014)

A
:OH,1−−−−→ B

:OH,2−−−−→ C
:OH,3−−−−→ D

where A represents the parent compound, and B, C, and D represent oxidation
products of progressively decreasing volatility.

Actual oxidation pathways tend to be considerably more complex than this basic
mechanism. Such a mechanism can include bond scission, leading to products of
higher volatility. Or, the successive addition of function groups in each oxidation
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Box 2.3.2: Explicit Chemical Mechanisms

In the general reaction of a 1-alkene with OH in the presence of NOx (Figure 2.13A)
(Ziemann, 2011), initially there is an OH addition to the double bond and then an
addition of O2 to form a hydroxy-peroxy alkyl radical. The subsequent reaction of
this radical with NO leads, via a minor branch (fraction 0.14), to a hydroxy-nitrate
and, via a major branch (0.86), to the corresponding alkoxy radical. The alkoxy
radical undergoes subsequent decomposition (0.45) and reaction with O2 to yield
formaldehyde and an aldehyde. The second pathway (0.55) involves isomerization
to yield a dihydroxy alkyl radical that rapidly adds O2. In the dominant pathway
(0.92), the resulting peroxy radical reacts with NO to yield the corresponding alkoxy
radical that can undergo isomerization to produce a dihydroxycarbonyl.

As a second mechanistic example, we consider a straight chain 1-alcohol initiated
by the OH radical under high NO conditions (Figure 2.13B). The tri-hydroxy nitrate
product after six generations of reaction is, as well, of sufficiently low volatility
to condense as SOA: three -OH groups and one nitrate group serve to lower the
saturation vapor pressure of the molecule by an estimated factor of 10−10.

reaction, or the very rapid addition of many groups in a single oxidation step due to
autoxidation, might lead to the formation of less volatile compounds.

In autoxidation, a compound initially reacts with OH and then the peroxy radical
(RO2) undergoes a unimolecular isomerization reaction that forms an alkyl radical
and a hydroperoxide functional group (Crounse et al., 2013). This alkyl radical can
then react with oxygen to regenerate another RO2 in a process whereby functional
groups are rapidly added to the molecule.

Because our principal goal in this section is to illustrate how an oxidation mecha-
nism can interface with a full-scale numerical computation, we have selected this
rudimentary mechanism involving species A, B, C, and D. By contrast, Figure 2.13
shows a realistic mechanism of oxidation of a linear alkene (panel A) and a linear
alcohol (panel B) by the hydroxyl radical in the presence of NOx.

The first-order oxidation rate constants of vapor species A, B, and C are :OH,1,
:OH,2, and :OH,3, respectively. These rate constants determine the overall system
reaction timescale, since we assume that no particle-phase chemistry occurs. They
are chosen here for purpose of computational illustration to increase successively by
a factor of five: :OH,1 = 10−4 s−1, :OH,2 = 5× 10−4 s−1, and :OH,3 = 2.5× 10−3 s−1.
The oxidation product volatilities are given by the saturation mass concentrations:
�∗
�
, �∗

�
, and �∗

�
.
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We choose, for simplicity, to use the lower-bound assumption for U?F, in which
vapor condensation halts once a particle is removed from the bulk chamber (i.e.,
U?F = 0). Vapor wall deposition is controlled by �F, the wall equivalent organic
mass concentration, and by UF, the accommodation coefficient of vapor species con-
densing on the wall. For all species, the nominal value of UF used for computation
is 10−7, though UF can be calculated by Equation 2.40 based on a compound’s �∗

value. Nominal values and units of parameters used in the computations are given
in Table 2.1.

To minimize particle wall deposition, seed particle size-distributions are usually
chosen such that the mean diameter of the distribution falls in a range where β(� ?)
is near its minimum; a representative value of which is � ?6 ≈ 150 nm. Here,
we assume a log-normal initial seed aerosol size distribution with mean diameter
� ?6 = 150 nm and geometric standard deviation f6 = 1.5. The nominal initial seed
aerosol number concentration is 104 cm−3.

The computation tracks the gas-phase concentrations of and the physical and lo-
cational state of each compound (A, B, C, and D) for an experimental duration of
10 h. Since for this idealized case, the stoichiometric coefficients are all 1 and, for
simplicity, all compounds have the same molecular weight,the theoretical maximum
SOA yield is 1.

Using these nominal values, the effect of different processes, both individually and in
concert, is shown in Figures 2.14 and 2.15. As in Figure 2.2, the effect of competing
physical processes on SOA yield is shown. For U? = 10−3, vapor deposition on
the wall (Figure 2.14, panel G) is seen to have a small effect on the aerosol size
distribution evolution (panel F vs. panel G), but a modest fraction of species D
is wall-deposited vapor at the end of 10 h (panel Q). Particle deposition on the
chamber wall has an appreciable effect on the aerosol size distribution (panel H)
and on the amount of species D incorporated into wall-deposited particles (panel
R). Coagulation alone has an effect somewhat more influential than that of wall
deposition of particles on the particle size distribution (panel I vs. H), but very little
effect on the final distribution of species D between phases (panel S vs. P). For the
set of parameters chosen, after 10 h of reaction, the gas-phase system has evolved
largely into species D, the least volatile of the species. Note that we have assumed
that D cannot be further oxidized. In the absence of wall deposition and coagulation
(panel P), most of D is on suspended particles. The predominant amount of D exists
on suspended particles. The idealized SOA yield is that given in panel P by the ratio
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of the sum of the masses of species B, C, and D on suspended particles to the mass
of A reacted in panel K.

With an accommodation coefficient of unity (Figure 2.15), condensation occurs very
quickly. Since there are no particle-phase reactions, more of the earlier oxidation
products (Species B andC) condense onto particles than in the case where U? = 10−3

(panel Q, Figure 2.14 vs. 2.15). Due to rapid condensation, the SOA yield increases
rapidly at the beginning of the experiment, since there is a minimal delay in the
SOA formed once species A has reacted (panels K-O). Particle deposition continues
to influence the system even after all the vapor has condensed, but vapor deposition
does not have much of an effect because the condensational sink is so large (panels
P vs. Q). Coagulation affects the particle size distribution (shifting the particles to
larger sizes, panels I and J vs. F), but minimally affects the condensation rate since
condensation is sufficiently fast not to be influenced by particle size (panel S vs. P).

The effect on yield after a 10 h simulation of UF,�F,�∗, and :OH as a function of U?
is shown in Figure 2.16, demonstrating that the effect of each variable is dependent
on the values of other variables because the limiting process for aerosol formation
changes as different variables change.

2.3.2 Kinetic versus Quasi-Equilibrium Particle Growth
The traditional approach to describing the rate of aerosol growth as a result of
condensation of low volatility VOC oxidation products is to assume that gas-particle
partitioning equilibrium is established instantaneously: this results in a so-called
quasi-equilibrium growth state. This growth state is, however, not always attained.
Recent work has shown that aerosol sometimes exhibits properties of semisolid
material, in which case the timescale for vapor-particle equilibrium is quite long
and molecules that enter the aerosol phase rarely escape back into the gas-phase
(Shiraiwa, Zuend, et al., 2013; Shiraiwa, Yee, et al., 2013; Vaden, Song, et al., 2010;
Virtanen, Kannosto, et al., 2011). In this situation, particle growth is diffusion-
limited, also referred to as kinetically-limited since particle growth is affected not
just by the gas-phase concentration of a species but also by the duration of time
over which the particle interacts with that gas-phase species (Zhang, Pandis, and
Seinfeld, 2012; Shiraiwa and Seinfeld, 2012; Zhou et al., 2013).

In the absence of other loss terms for gas and particle phase species, the time required
to establish equilibrium between the suspended gas and particle phases should
not influence the final observed yield. In reality, however, processes competitive
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Figure 2.14: Simultaneous solutions of Equations 2.5 and 2.6 that account for dif-
ferent loss processes provide the theoretical evolution of a batch reactor system.
Nominal values listed in Table 2.1 are used for the simulation, where the accom-
modation coefficient is U? = 10−3. Panels A-E show the dynamics of the A→ B
→ C→ D chemical system. Since the aerosol dynamics minimally feed back into
the gas-phase dynamics, each of the panels is nearly identical. Panels F-J show the
evolution of the aerosol size distribution over the course of the experiment, where
panel F shows the aerosol size distribution evolving without wall interaction and
particle-particle coagulation. The combined effect of processes shown individually
in panels G, H, I is shown in panel J. Panels K-O show the effect of each of the
processes on SOA formed and on SOA yield. As expected, these aerosol processes
have no effect on VOC reacted. Finally, panels P-T show the distribution of chemical
species A, B, C, and D after 10 h of oxidation between the suspended gas-phase,
vapor deposited on the chamber wall, the suspended particle-phase, and the de-
posited particle-phase. Panel T shows the combined effect of all the processes on
the distribution of the four species.
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Figure 2.15: The same simulations as shown in Figure 2.14, except with U? = 1.
As above, panels A-E show the gas-phase species, panels F-J show the aerosol-
size-distribution evolution, panels K-O show the net amount of species A reacted
and of SOA condensed onto particles, and panels P-T show phase-distributions
of each of the species after 10 h of simulation. Panels A, F, K, and P show the
ideal case, where only condensation occurs. Panels B, G, L, and Q include just
condensation and vapor-wall deposition. In panels C, H, M, and R, only particle-
wall deposition is included with condensation. The effect of coagulation in the
presence of condensation only is shown in panels D, I, N, and S. All these processes
are included for panels E, J, O, and T, which is what would be observed in a real
chamber system. Since condensation is faster than in Figure 2.14, more of species
B and C ends up on particles than in Figure 2.14.
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Figure 2.16: Effect on SOA yield of parameters for a range of vapor-to-suspended
particle mass accommodation coefficients, U?, of (A) UF, the vapor-to-wall ac-
commodation coefficient, (B) �F, the equivalent absorbing mass of the wall,
(C) �∗/�∗nominal, the saturation mass concentration of each of the simulated com-
pounds (A, B, C, and D) compared to their nominal values in Table 2.1 and (D)
:OH/:OH,nominal, the ratio of the first-order oxidation rate coefficients to their nom-
inal value (also given in Table 2.1). Panel A demonstrates the trade-off between
vapor condensation and vapor-wall deposition: the observed yield is greatest when
the vapor condensation pathway is most rapid, which occurs for larger values of U?
and smaller values of UF. Panel B shows that as �F increases, increasing the wall
capacity to uptake organics, the propensity for vapor-wall deposition also slightly
increases (seen as the increase in . for U? ≈ 10−2.5). Panel C demonstrates that,
for the nominal value of �∗ and for less volatile species, the SOA yield . is lim-
ited by the rate of condensation. However, for sufficiently large values of U? and
more volatile �∗ compounds, the SOA yield . is volatility-limited. Panel D also
represents two distinct regimes: a reaction-rate limited region (:OH . :OH,nominal
and U? & 10−3) and a condensation-rate limited region (:OH & 10−1 × :OH,nominal
and U? . 10−2). However, for considerably more volatile compounds than those
shown here, the volatility is more influential than the accommodation coefficient
for gas-particle uptake. All parameters match those in Table 2.1 unless otherwise
noted. Simulations carried out for 10 h by solving Equations 2.5 and 2.6.
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with condensation onto suspended particles siphon away the condensable gas-phase
species: vapor-wall deposition and oxidation are the most directly competitive.
Note, however, that faster oxidation rates can actually lead to a more rapid rate of
condensation if lower volatility compounds are formed and these products do not
have other available pathways.

Two parameters are the most influential for establishing the gas-particle phase equi-
libration time: U? and the total seed surface area concentration �B0. Since U? is
the probability that a gas-phase molecule transitions to the particle phase upon con-
tact, as U? increases, particle-gas phase equilibration time decreases (see Equations
2.7-2.8). Similarly, the probability that a gas-phase molecule will impinge upon a
particle at all is determined by the total available surface area (or, relatedly, number)
concentration, because as the area of the gas-particle interface increases, the rate of
exchange between the phases will also increase.

As shown in Figure 2.17, for U? ≈ 0.1 to 1.0, the oxidation rate determines the
overall timescale, and . grows larger as the VOC oxidation rate does (see Figure
2.16D). In this case, seed aerosol surface area barely affects . . For values of
U? ∼ 0.001, on the other hand, both oxidation rate and seed surface area effects are
important. At slow rates of oxidation and high concentrations of seed surface area,
the oxidation rate governs the value of. , whereas seed surface area governs. when
seed surface area is low and oxidation rates are fast. The effect of U? on the size
distribution evolution is evident in Figure 2.18.

Figure 2.16A shows the effect on SOA yield . of the competition between UF and
U?; Figure 2.19 shows the effect between UF and total initial seed aerosol number
concentration. For a fixed initial seed aerosol number concentration, Figures 2.20
and 2.21, respectively, show the effect of this competition on the particle size
distribution evolution and on the distribution of the gas-phase mass within the
chamber. For values of UF approaching unity, the wall is the major sink of gas-phase
species (Figure 2.21C) and the condensational growth of the suspended particles
is severely retarded, whereas particles continue to deposit on the wall and undergo
coagulation (Figure 2.20C). For small values of UF, the opposite is the case (Figures
2.20A and 2.21A).

It is possible to formulate a dimensionless group Ki that measures the extent that
kinetic versus quasi-equilibrium growth governs oxidation:
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Figure 2.17: Effect of kinetically-limited versus quasi-equilibrium growth on SOA
yields after 10 h of oxidation determined by solving Equations 2.5 and 2.6. All
parameter values are the nominal values in Table 2.1, except for U?, the accommo-
dation coefficient of vapors to suspended particles, # , the number concentration of
the seed aerosol, and UF (which is set here to 0), the accommodation coefficient
of vapors to the chamber wall. At high initial concentrations of seed aerosol and
large values of U?, the predominance of particle surface area leads to equilibrium
growth. When the accommodation coefficient U? � 1, however, growth is limited
by the rate at which vapor species are taken up into particles and, therefore, the
seed surface area has an effect on the rate of condensation and, consequently, the
SOA yield. Size distribution evolution is shown in Figure 2.18 for the conditions
corresponding to the white stars.

Ki =
U?E�B0

4(:OH + :EF4)
(2.56)

where E is the gas molecule velocity, �B0 =
∫ ∞

0 c�2
?=(� ?)3� ? is the total particle

surface area, :OH is the pseudo-first-order reaction rate constant of gas-phase species
with OH, and :EF4 is the inverse of the vapor-wall equilibration time (gEF4) given
by Equation 2.44. Note that :EF4 is a function of the environmental chamber design
parameters (surface area to volume ratio and :4) and of UF. For either large values
of U? or high aerosol number concentrations, and hence large �B0 (i.e., Ki � 1),
vapor condensation onto growing particles is highly preferred over wall deposition
and the system is in the quasi-equilibrium growth regime. For large UF values or,
e.g., large chamber surface area to volume ratios, Ki � 1 and the system is in the
kinetically-limited growth regime.
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Figure 2.18: Effect of kinetically-limited versus quasi-equilibriumgrowth on the size
distribution evolution of particles over a duration of 10 h. All parameters used are
listed in Table 2.1 except for the vapor-to-suspended particle mass accommodation
coefficient (U?, shown in the upper left corner of each panel), the seed aerosol
number concentration (# = 103 cm−3), and no vapor-wall loss (UF = 0). Each of
these three panels represents different regimes designated as white stars in Figure
2.17.



62

Figure 2.19: Joint effect of initial seed aerosol surface area (expressed in terms of
initial seed aerosol number concentration) and accommodation coefficient of wall
deposition of vapor oxidation products, UF, on yield. determined by simultaneously
solving Equations 2.5 and 2.6 for a simulated 10 h. All parameters values used are
listed in Table 2.1 except for the accommodation coefficient of the wall, UF, and
the initial number concentration of the seed, # . At high initial concentrations of
seed aerosol and small values of UF, there is essentially no change in yield as seed
surface area increases, owing to the small rate of uptake of vapors on the chamber
wall. At initial seed aerosol number concentrations of & 102 cm−3 and intermediate
values of UF (∼10−7 to ∼10−4), a large change occurs in observed yield as UF varies.

2.3.3 Seed Surface Area Effect
Use of increasing concentrations of seed aerosol has been shown in certain cases to
promote increased SOA yield. The intensity of this effect depends on the propensity
for the precursors and products to be taken up by the chamber walls as well as the key
parameters characterizing the chamber system. For example, the seed surface area
effect is seen in the toluene-OH system, where . increases dramatically with seed
aerosol surface area, but not in the α-pinene-ozone system, where . shows no de-
pendence on the amount of seed used in the experiment (Zhang, Cappa, et al., 2014;
Nah, McVay, Zhang, et al., 2016). McVay, Cappa, and Seinfeld (2014) demonstrated
that the relevant timescales to see the effect of surface area on condensation rates and
on observed SOA yield are that for gas-particle equilibrium, precursor oxidation,
and vapor-wall deposition: only when the gas-particle equilibrium is longer than or
of the same order of magnitude as either of the other two. This is a result of the com-
petition for condensable oxidation products between the chamber wall and existing
particles. The condensation rate is determined by the propensity for an oxidation
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Figure 2.20: Seed surface area effect on the chamber size distribution evolution. All
parameters match those in Figure 2.19, where the three size distributions correspond
to the white stars in Figure 2.19. The assumed initial seed aerosol concentration is
# = 104.5 cm−3.
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Figure 2.21: Seed surface area effect on fate of species in the chamber system, for
the chemical mechanism �→ �→ � → �. All parameters match those in Figure
2.19, in which the displayed concentrations are marked as white stars. The assumed
initial seed aerosol concentration is # = 104.5 cm−3.

product to condense onto a particle when the vapor and particle collide (determined
by U?), the likelihood of a collision (determined by the seed aerosol surface area),
and the amount of vapor available to condense (determined by the VOC oxidation
rates). Generally, when U? is between ∼0.1 and 1, the oxidation rate determines
. ; the faster the VOC gets oxidized, the higher . is. For U? ≈ 0.001, however,
both oxidation rate and seed surface area matter: when oxidation is slow, its rate
dominates. , but when oxidation is fast and there is little seed surface area, this seed
surface area is the most important for determining . . That is, at large values of U?
or #C , the oxidation rate is not limiting the condensation rate, so changes in either
variable does not have a substantial effect on . .
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Figure 2.22: Effect of seed surface area (in terms of initial seed aerosol number
concentration) on SOA yield in the chamber system of A → B → C → D. All
parameters match those in Figure 2.19, where the range of concentrations is marked
as a white dashed line. The measured SOA yield is shown every simulated hour
(for 10 h), where the size of the circle increases with the time into the experiment.
In the regime where the seed surface area effect is pronounced (initial surface area
concentrations . 103 μm2 cm−3), the observed yield increases with increasing seed
surface area. Above this regime (initial surface area concentrations & 103 μm2

cm−3), the observed yield approaches the true mechanistic yield.

Experimentally, the seed surface area can be modulated to affect the gas-particle
equilibration time andmove the system away from one that is competitive with vapor
wall loss (i.e., to move the system into a quasi-equilibrium growth regime). The
effect of changing the seed number concentration on the observed yield has been
termed the seed surface area effect and is demonstrated by the dashed line in Figure
2.19 and the yields in Figure 2.22. The true yield that would be achieved in the
absence of walls, is observed only at sufficiently high surface area concentration,
where the actual required surface area concentration is determined by U? and UF.

Whereas increasing concentrations of seed aerosol provide increasing surface area
for condensation of vapor oxidation products, higher aerosol number concentra-
tions promote increased coagulation, therefore shifting the particle size distribution
toward larger sizes, while simultaneously causing the overall suspended particle
surface area to decrease. If coagulation serves to shift the aerosol size distribution
toward the regime of diameters in which β(� ?) increases with increasing � ?, the
corresponding decrease in aerosol surface area may limit the effectiveness of in-
creasing overall aerosol surface area that is supposed to facilitate the condensation
of vapor oxidation products on seed particles. The competition between increased
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condensational growth of seed aerosol and increased rate of particle wall deposi-
tion can be assessed a priori by computational simulation in which seed aerosol
concentrations are systematically varied (e.g., as in Figure 2.22).

2.3.4 Effect of Viscous Secondary Organic Aerosol Particles on Dynamics of
the Aerosol Size Distribution

Without ample conflicting evidence, it has generally been assumed that the par-
ticulate organic SOA phase acts like a liquid and, therefore, has relatively rapid
intraparticle diffusion. This situation would correspond to particle-phase diffusiv-
ity, D1, exceeding 10−10 cm2 s−1 (Zaveri, Shilling, et al., 2018). Section 2.2.4
presents a general solution to transient diffusion to and uptake into a particle in
which first-order chemical conversion is occurring. Rapid particle-phase reaction
can occur that in some cases can produce highly viscous low-volatility products. The
timescale for intraparticle diffusion scales as �2

?, whereas the mass of the particle
varies as �3

?. For D1 = 10−15 cm2 s−1, a particle of diameter 20 nm has a particle-
phase timescale of ∼1 min, while a particle of diameter 200 nm has a timescale of
∼100 min. For these particles, the same mass is required to increase the diameter
of 100 particles of diameter 20 nm by 20 more nm as to grow a single particle from
a diameter of 200 nm to 240 nm (Zaveri, Shilling, et al., 2018). Thus, as the uptake
rate of oxidation products by large semi-solid particles decreases slightly, condens-
able organics are preferentially taken up by smaller particles with shorter diffusion
timescales. In addition, if the condensing oxidation products undergo particle-phase
chemistry to form lower volatility products, the uptake of these products by smaller
particles will continue to dominate at the expense of the larger particles.

2.4 Summary and Perspectives
Data from laboratory chambers serve as the basis of our understanding of sec-
ondary organic aerosol and its formation. Extrapolation of chamber results to the
atmosphere requires careful quantification of the processes unique to the laboratory
chamber. Computational simulations can play an important role in this quantifica-
tion and in experimental design.

The present review develops the fundamental foundation for computational simu-
lation of laboratory chamber studies. We have addressed chamber processes: gas-
phase dynamics, particle-particle coagulation, particle-wall deposition, vapor-wall
deposition, and particle-phase dynamics. The rates and importance of each of these
processes depend on various chamber parameters (e.g., chamber size, charge-state,
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rate of mixing), particle parameters (e.g., particle size, charge-state, viscosity), and
chemical parameters (e.g., volatility, concentration, affinity for the chamber wall).

We have presented here a number of illustrative computational simulations of cham-
ber experiments in order to demonstrate predictions of outcomes sans experimental
data. With specified parameter ranges, the result of the computational simulations
is an ideal time-dependent SOA yield, for which individual processes can be iso-
lated. The computational procedure can inform chamber and a priori experimental
design: for example, to optimize for parameters that may be most relevant for the
specific aspect of SOA studied. Another powerful attribute of simulation is that
one can elucidate components that are difficult (or impossible) to measure; such as
the concentration and composition of particles on the chamber walls. Computa-
tional models also have the potential to assist in the quantification of experimental
uncertainty (Charan et al., 2018; Wiedensohler, Birmili, et al., 2012; Pierce et al.,
2008).

To determine parameters necessary for simulation, computational models can be run
in an inversemanner. We have given examples of this method in the determination of
the wall deposition parameter :4 in Section 2.2.7.1: it is demonstrated here using an
optimization procedure based on simulated data. There is significant opportunity for
applying computational models to determine parameters relevant for understanding
chamber processes and to evaluate chamber/experiment design trade-offs.

In all respects, the most important process occurring in the laboratory chamber is the
detailed step-by-step oxidation chemistry that eventually converts a volatile organic
species into a spectrum of high- and low-volatility organic molecules. Discerning
the molecular routes by which VOC oxidation occurs for a given volatile organic
compound lies at the heart of understanding SOA formation. In the present review,
in order to illustrate the computational aspects, we have represented gas-phase oxi-
dation by the generic reaction mechanism A→ B→ C→ D, in which the volatility
of each successive species decreases by a prescribed amount. For real systems,
the understanding of chamber processes achieved via computational simulation can
assist in analysis of chemical oxidation data.

The core of the chamber model is the dynamic balance on vapor molecules: pro-
duction by VOC oxidation, loss by condensation on growing particles, and loss by
deposition on the chamber wall. The vapor balance is coupled to a representation
of the chemistry of VOC oxidation leading to SOA formation. While in a few in-
stances, an explicit oxidation mechanism for a VOC has been determined, in many
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cases such a mechanism is not available. Models of the evolution of volatility and
oxidation state of the VOC oxidation product, used to simulate the SOA formation
in the absence of an explicit chemical mechanism, have recently emerged.

Two widely used models are the Volatility Basis Set (VBS) (Donahue, Epstein,
et al., 2011; Donahue, Kroll, et al., 2012) and the Statistical Oxidation Model
(SOM) (Cappa and Wilson, 2012). Each of these models tracks the evolution of
oxidation products on a two-dimensional space, with coordinates representing the
volatility of the aerosol, such as saturation mass concentration, �∗, and oxygen
content, expressed either as O:C ratio, oxidation state OS2, or explicit numbers
of O and C atoms. The Statistical Oxidation Model, for example, describes the
many generations from gas-phase reactions that drive production of low volatility
vapors as a trajectory through a space of the number of C and O atoms comprising a
“species” and calculates the time-varying gas-particle partitioning of these species.
The SOM uses six parameters to describe the extent of functionalization (i.e., the
number of O atoms added) and fragmentation and the mean vapor pressure decrease
per functional group (oxygen) added. These parameters are empirically determined
for a given system by fitting the model to experimentally generated time-dependent
SOA formation profiles. In short, models that employ either the Volatility Basis
Set or the Statistical Oxidation Model simulate SOA evolution with regard to the
change in the vapor volatility, the ratio of oxygen atoms to carbon atoms in oxidation
products, and the degree of functionalization versus fragmentation during gas-phase
reactions.

Historically, detailed analysis of wall effects, particle-particle coagulation, etc. was
not carried out in the interpretation of data from SOA chamber experiments. Those
historical data form the basis for the representation of SOA formation in large-scale
atmospheric chemistry and air quality models. Given initial conditions for past
experiments, in principle it is now possible to re-simulate prior experiments, given
that VOC oxidation chemistry had been represented by an explicit mechanism or
a model such as the Volatility Basis Set or the Statistical Oxidation Model. That
re-simulation could provide a revised estimate of SOA yield. For example, Cappa,
Jathar, et al. (2016) re-analyzed SOA chamber data by SOM with and without
accounting for vapor wall loss, concluding that simulated SOA concentrations can
be underestimated significantly.

A number of areas relating to aerosol behavior have not been addressed in this review.
Organic particles, in the atmosphere, as well as in the laboratory chamber, may
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contain inorganic salts and water as well. Mixtures of organics, inorganic salts, and
water are generally complex and non-ideal solutions that involve phase separation
(e.g., liquid-liquid or liquid-solid), depending on the presence of hydrophobic and
hydrophilic organic compounds. This behavior, which can now be predicted by
thermodynamic models, has been observed in both the lab and the field (Zuend,
Marcolli, et al., 2010; Zuend andSeinfeld, 2012; Zuend andSeinfeld, 2013; Topping,
Barley, and McFiggans, 2013; Chang and Pankow, 2006; You et al., 2014; Smith
et al., 2013). The effective mass saturation concentration of the mixture in a particle
depends on the non-ideal thermodynamic behavior of the mixture. Moreover, as
noted earlier, the phase state of an organic-containing aerosol can be liquid, semi-
solid, or solid, depending on its chemical composition and ambient conditions.
This range of behavior has been confirmed in laboratory studies, where, under
low humidity conditions, organic-containing particles bounce off inertial impaction
device surfaces (Reid et al., 2018). Particle viscosity is directly related to its
bulk diffusion coefficient. As shown in Figures 2.3 and 2.4, the corresponding
characteristic time for molecular diffusion in the particle phase can vary from
microseconds to milliseconds for liquid-phase particles, and seconds to years for
semi-solids. Consequently, the rate of diffusion in particles may limit rates of mass
transport and chemical reactions.

Traditionally, one assumes that the gas-particle equilibrium partitioning of organics
is sufficiently fast to be nearly instantaneous. This assumption may not hold if
particles are fully or partially semi-solid. The extent to which quasi-equilibrium
versus non-equilibrium secondary organic aerosol growth prevails is a key issue in
SOA formation. In short, the extent to which SOA phase state, non-ideal thermody-
namic mixing, and morphology influence formation, growth, and partitioning must
be addressed with each SOA system. Moreover, particle-phase chemistry can play
a role as the SOA size distribution and its mass concentration evolve. When multi-
phase reactions are important, they tend to be important either at or near the particle
surface. In this situation, coupling particle-phase chemistry and size distribution
dynamics becomes important.

Overall, one or many generations of gas-phase oxidation products condense into or
onto particles to form secondary organic aerosol. Particle growth is governed by the
rate of these reactions involving sequential and parallel reaction pathways, as well
as the chemical kinetics that can be limited by gas-, interfacial, and particle-phase
mass transport. Computational simulation provides a means to reveal the roles of
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these various processes and to differentiate, for each chemical system, the different
limiting factors.
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APPENDIX

2.A Variables and Abbreviations
Table 2.A.1: Variables and Typical Units. Some symbols may differ from their
primary references; each was chosen for convenience. For variables that are unitless,
the units column is left blank.

Variable Units Description
0 m particle radius
� m2 chamber surface area
U probability of two particles sticking together

upon collision
U? mass accommodation coefficient of vapor

molecules to particles suspended in the bulk
chamber

U?F mass accommodation coefficient of vapor
molecules to particles deposited on the cham-
ber wall

UF mass accommodation coefficient of vapor
molecules to the chamber wall itself

�= roots of �= cot(�=) + ! − 1 = 0
β(� ?) min−1 first-order particle wall deposition coefficient

for a particle with diameter � ?

β=2 (� ?) min−1 first-order particle wall deposition coefficient
for a particle with diameter � ? and charge =24

β̄ min−1 particle-volume-weighted first-order particle
wall deposition coefficient

2̄ m s−1 root-mean-square velocity of particles
�∗ μg m−3 saturation mass concentration
�0@ μg m−3 vapor concentration in aqueous phase
�16 μg m−3 gas-phase concentration in the bulk chamber
�1
6,0 μg m−3 initial gas-phase concentration in the bulk

chamber
�0
6 μg m−3 influent gas-phase concentration to the CMFR

�� Cunningham slip-correction factor
�8= μg m−3 transient concentration of the inner layer
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�?0A μg m−3 concentration of a species in the particle
�B μg m−3 vapor concentration dissolved in the surface

layer of the wall
�B0 μm2 cm−3 total particle surface area concentration
�F mg m−3 equivalent absorbing mass of the wall
�
′
F mg m−3 activity-corrected equivalent absorbing mass

of the wall
D1 cm2 s−1 diffusivity inside a particle
D4 5 5 m2 s−1 effective diffusivity of vapor molecules in the

inner layer
D6 m2 s−1 molecular diffusion coefficient
D?0A cm2 s−1 particle Brownian diffusivity
� ? nm particle diameter
� ?6 nm median particle diameter of a lognormal distri-

bution
ΔSOA μg m−3 change in mass of SOA
ΔSOAdep μg m−3 change in mass of SOA that is on wall-

deposited particles
ΔSOAsus μg m−3 change in mass of SOA that is on suspended

particles
ΔC s timestep
ΔVOC μg m−3 change in mass of reacted precursor
4 C elementary charge
�̄ V cm−1 mean electric field experienced by particles

suspended in the chamber
n dielectric constant of air
n0 F m−1 permittivity of free space
52 particle apportionment factor
5 (Kn, U?) Fuchs-Sutugin correction factor
6 m s−2 gravitational constant
68 nm mean distance of one mean free path from the

surface of a sphere
W∞ activity coefficient of a compound in a dilute

Teflon film solution
� mol m−3 Pa−1 Henry’s law constant between gas and particle

phases
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�′ dimensionless Henry’s law constant between
gas and particle phases

�� (� ?, C) nm s−1 rate of change of particle diameter due to con-
densation or evaporation

� nm s cm−6 minimization function
�3 |G=!4 μg s−1 interfacial diffusive flux from the surface layer

to the inner layer
:� m2 kg s−2 K−1 Boltzmann constant
: s−1 first-order rate constant for particle-phase reac-

tion
:4 s−1 eddy-diffusion coefficient
 8, 9 or  (8, 9) cm3 s−1 coagulation kernel between particles 8 and 9
:OH s−1 first-order rate constant of reaction with the

hydroxyl radical
:B8 s−1 first-order decay rate of �B
:EF s−1 vapor to wall transfer rate
:EF4 s−1 pseudo-first-order rate coefficient for vapor

wall equilibrium
:FE s−1 wall to vapor transfer rate
 EF4 vapor-wall equilibrium constant
^ correction to the coagulation coefficient due to

charging
! ratio of gas-particle mass transport rate to

particle-phase diffusion velocity
!0@ nm aqueous film thickness
!4 nm surface layer thickness of the wall
_ nm mean free path of air
< μg m3 mass concentration
"8 g mol−1 molecular weight of species 8
` kg m−1 s−1 viscosity of air
# cm−3 total number concentration
=2 number of elementary charges on a particle
=(� ?, C) nm−1 cm−3 particle number concentration distribution at

time C
=0(� ?) nm−1 cm−3 particle number concentration distribution in

the influent flow of a CMFR
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=>1B cm−3 measured particle number concentration
=?A43 cm−3 particle number concentration predicted using

the given parameters
a m s−1 overall mass transfer coefficient between the

bulk gas-phase and the particle surface
a2 m s−1 mass transfer coefficient through the vapor-

Teflon interface
a4 m s−1 mass transfer coefficient across the gas-phase

boundary layer
ā4 m s−1 electrostatic migration velocity
a; m s−1 mass transfer coefficient through the gas-phase

boundary and the vapor-Teflon interface
aB m s−1 terminal particle settling velocity
? Pa total pressure
?4@,8 Pa equilibrium vapor pressure of species 8, ac-

counting for the Kelvin effect
?◦
4@,8

Pa equilibrium vapor pressure of the pure species
8

?8 Pa vapor pressure of species 8
A m characteristic lengthscale for the chamber
' J mol−1 K−1 ideal gas constant
'8 μg m−3 net accumulation rate of species 8 through

chemical reaction and vapor-particle partition-
ing

d? g cm−3 density of the particle-phase
dF g cm−3 density of the wall material
f dyn cm−1 surface tension of the particle phase
f6 standard deviation of a lognormal distribution
C s time
C 5 s total time
) K or ◦C temperature
gCMFR s average residence time of a CMFR
g8?4 s timescale for interfacial particle equilibrium
gEF4 s timescale for vapor-wall equilibrium
E m s−1 vapor molecular mean speed
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j8 mole fraction of the species 8 in the particle
phase

+ m3 volume of the chamber
. SOA yield
Z s m2 V−1 electrical mobility

Table 2.A.2: A list of abbreviations from this chapter.

Abbreviation Description
CMFR continuously mixed flow reactor
�1 first-order Debye function
X a small change of the relevant value
FEP fluorinated ethylene propylene
GDE aerosol general dynamic equation
IVOC intermediate-volatility organic compound
Ki kinetic growth versus quasi-equilibrium dimensionless number
Kn Knudsen number
LVOC low-volatility organic compound
NOx oxides of nitrogen
OH hydroxyl radical
POA primary organic aerosol
RH relative humidity
RO2 peroxy radicals
SOA secondary organic aerosol
SOM Statistical Oxidation Model
SVOC semivolatile organic compound
VBS Volatility Basis Set
VOC volatile organic compound
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C h a p t e r 3

FREE OF CHARGE? EFFECT OF PARTICLE CHARGE ON
AEROSOL DYNAMICS IN TEFLON ENVIRONMENTAL

CHAMBERS
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(2018). “Effect of particle charge on aerosol dynamics in Teflon environmental
chambers.” In: Aerosol Science and Technology 52.8, pp. 854–871. doi: 10.
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Abstract
The contribution of particle charge to the rate of particle wall deposition has been a
persistent source of uncertainty for experiments performed in environmental cham-
bers. By tracking the preferential deposition of positively charged particles; by
comparing experiments carried out under standard, humid, and highly statically
charged conditions; and by performing two-parameter optimizations for the cham-
ber eddy-diffusion coefficient (:4) and the average magnitude of the electric field
(�̄), the effect of charge on the rate of particle wall deposition is isolated. A com-
bined experimental and computational method is also developed for determining
values for :4 and �̄ within a FEP Teflon chamber. To fully account for the effects of
charge on particle dynamics in environmental chambers, studies of the effect of air
ion concentration on the rate of particle coagulation over a typical 20 h experiment
are performed and demonstrate, in general, that particle charge is negligible for
characteristic chamber ion concentrations. Whereas the effect of particle charge on
aerosol dynamics in an environmental chamber must be addressed for each specific
chamber, we demonstrate experimentally that for the Caltech 19 m3 Environmental
Chamber, charge effects on the rate of particle wall deposition are negligible.

3.1 Introduction
Data from environmental chambers are instrumental to understanding the chemistry
of the atmosphere and aerosol formation. A common experiment in atmospheric
chambers involves determination of the secondary organic aerosol (SOA) yield, the
ratio of the mass of aerosol formed to that of a precursor vapor reacted. SOA yields
are determined predominantly from experiments carried out in Teflon chambers.
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Since measurements of the amount of aerosol formed in such an experiment can be
carried out only on suspended particles, one must account for particles deposited
onto the chamber walls throughout the duration of an experiment to obtain an
accurate assessment of SOA yield.

Particle charge has long been recognized as a possible factor in the rate of particle
wall deposition. McMurry and Rader (1985) determined empirical parameters
describing the rate of wall deposition of charged particles by extrapolating the
average electric field (�̄) from a small Teflon bag to amuch larger chamber, obtaining
a characteristic value of ∼45 V cm−1. Since 1985, however, experimental chamber
procedures have evolved, but questions of the strength of the average electric field
in standard Teflon environmental chambers have remained. Currently, chambers are
constructed so as to avoid the build-up of static charge on the walls. While it has
long been assumed that some electric field remains within a Teflon chamber, the
strength of the field or of its effect on particle wall deposition is largely unknown
(Pierce et al., 2008; Nah et al., 2017; Tian et al., 2017).

In this paper, we explore the effect of particle charge on aerosol-formation and
aerosol-growth experiments carried out in Teflon-walled environmental chambers.
Particle charge can influence both the rate of particle wall deposition and the rate
of particle-particle coagulation. Theoretical treatments of particle wall deposition
(Crump and Seinfeld, 1981; McMurry and Rader, 1985) and of the effect of particle
charge on the rate of coagulation (Seinfeld and Pandis, 2016) exist. We present
here a combined experimental-modeling study of the effect of charge on particle
dynamics in a Teflon-walled environmental chamber with the goal of providing
guidance as to its potential importance in chamber experiments.

We begin with derivations of the effect of particle charge on coagulation rates and of
the effect of a statically-charged wall on the rate of particle wall deposition. Then,
we investigate the effects of charge and air ion concentration on coagulation using a
dynamic chamber model. Next, we probe the strength of the mean electric field and
its effect on wall deposition with three methods: (1) an experimental procedure that
tracks positive charges, (2) a related experimental procedures that compares particle
wall deposition for a chamber operated under standard and humid conditions, and
(3) an optimization method that relies upon the prior experiments and the chamber
model previously used for coagulation. Finally, we discuss those effects that can be
neglected.
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3.2 Theory of Charge Effects on Particle Dynamics in Teflon Chambers
3.2.1 Effect of Particle Charge on Coagulation
As experiments to determine the rate of particle wall deposition are performed, the
number concentration of the non-volatile particles in the chamber is measured as a
function of time. Since coagulation decreases the number concentration throughout
these experiments, particles in each size bin are subject to both wall deposition and
coagulation (e.g., Nah et al., 2017). Moreover, it is necessary to account for the
dynamics of particles in each size bin, since the rate of particle deposition to the
wall is dependent on particle size.

In theory, the rate of coagulation is affected by the presence of particle charge.
Indeed, calculations reported by Ghosh et al. (2017) indicate that charging particles
significantly beyond their steady-state charge distribution leads to a demonstrable
effect on their rate of coagulation. However, approximations cited by Seinfeld and
Pandis (2016) indicate this effect for atmospheric aerosols is small.

For two particles with charge numbers =1 and =2 and diameters � ?1 and � ?2,
respectively, the Brownian coagulation kernel is adjusted by a factor of

^

4^ − 1
(3.1)

to account for Coulomb forces, where ^ = =1=24
2

2cn0n (� ?1+� ?2):) , n is the dielectric
constant of air, and n0 is the permittivity of free space (Seinfeld and Pandis, 2016).
Unlike Ghosh et al. (2017), we ignore electrostatic dispersion effects because, while
charges are present, they should not be far from the steady-state bipolar charge
distribution and there should not be significantly more charges of one polarity than
of the other.

3.2.2 Effect of Particle Charge on Wall Deposition
Assuming symmetry of the wall deposition of positively and negatively charged
particles, McMurry and Rader (1985) developed the following equation for the first-
order particle-wall-deposition coefficient β=

(
� ?

)
of particles that carry an average

of = charges in a spherical chamber in the presence of an average electric field �̄ :

β= (� ?) =
3
√
:4�

c'G

{
(G + H)2

2
+ (G + H)�1(G + H) + (G − H)�1(G − H)

}
, (3.2)

where :4 is the chamber eddy-diffusion coefficient, � is the particle Brownian
diffusivity; ' is the spherical equivalent radius of the chamber; and �1 is the
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first-order Debye function, defined as

�1(I) =
1
I

∫ I

0

C

4C − 1
3C. (3.3)

The terminal particle settling velocity is given by:

aB =
�2
?d6��

18`
; (3.4)

where d is the density of the particle, 6 is the gravitational constant, �� is the
Cunningham slip-correction factor, and ` is the viscosity of air (Seinfeld and Pandis,
2016). The magnitude of the electrostatic migration velocity, ā4, where 4 is the
elementary charge, is

ā4 =

����=4�� �̄3c`� ?

���� . (3.5)

� is given by the slip-corrected Stokes-Einstein-Sutherland relation:

� =
:)��

3c`� ?

, (3.6)

where : is the Boltzmann constant and ) is the chamber temperature. The Cun-
ningham slip-correction factor is:

�� = 1 + 2_
� ?

[
1.257 + 0.4 exp

−1.1� ?

2_

]
, (3.7)

where _ is the mean free path of air equal to `

?

√
c')

2",08A , ? is pressure within the
chamber, ' is the ideal gas constant, and ",08A is the molecular weight of air
(Seinfeld and Pandis, 2016).

When the particle charge distribution (i.e., the number concentration of particles in
each size interval with a given charge number) is known, the remaining parameters
to be determined are the chamber eddy-diffusion coefficient, :4, and the average
electric field within the chamber, �̄ . Since neither :4 nor �̄ can be easily and reliably
measured, these parameters must be determined by optimal fitting of experimental
data.

3.3 Dynamic Chamber Model
Aparticle-mass-conserving computationalmodel accounts for the effects of coagula-
tion and particle wall deposition due to Brownian motion and to electrostatic effects.
The model is based on the numerical solution of the aerosol dynamic equation (see,
for example, Sunol, Charan, and Seinfeld, 2018). For all simulations except those
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involving small air ions, numerical solutions are obtained over 40 fixed-particle-
size bins with mean diameters extending from 23 to 804 nm (chosen to match the
range of the SMPS); when ions are considered (Section 3.4), 80 fixed-particle-size
bins with mean diameters from 1.6 to 1631 nm are used. In both cases, these size
bins are further differentiated into 13 charge bins, ranging from -6 to 6 elementary
charges. Since particles in the size range typical of chamber experiments tend not
to be highly charged, any particle predicted to have charges outside the range -64 to
64 are assumed to have saturated at -64 or 64, respectively. Any positive or negative
ions added are placed into the 1.6 nm diameter +14 or -14 bins, respectively. When
the ion concentration is held constant, the values in these bins are not changed for
the duration of the simulation; when the ion concentration is only an initial value,
the particles in the 1.6 nm +14 and -14 bins are not replenished throughout the
experiment. For calculations comparing number or surface area concentrations be-
tween cases with and without ions present, only particles with diameters above 20
nm are compared. All particles used in the particle-wall-deposition experiments,
to be described subsequently, are non-volatile. Parameter values and variables are
given in Tbl. 3.1.

As the particle population undergoes wall deposition, coagulation occurs continu-
ously in the chamber. It is assumed that each coagulation event results in a new
particle with a mass that is the sum of the masses of the two colliding particles and
a charge equal to the sum of the charges of the two particles. Suspended particles
are assumed to maintain their charge.

To perform these simulations, we assume an initial charge distribution. In typical
environmental chamber experiments, aerosols are injected into the chamber and
allowed to mix prior to the beginning of data collection. It is standard procedure
to use a neutralizer, also called a charge conditioner, to establish a particle charge
distribution immediately after particle generation. The neutralizer upstream of the
chamber contains a soft x-ray source that produces a charge distribution that is
a function of particle diameter. By comparing the distribution of particles that
flow through the upstream neutralizer in the presence and absence of a downstream,
polonium neutralizer, we confirmed that the outputs from the two neutralizers are the
same and, therefore, likely close to the charge distribution given by Wiedensohler
(1988); however, the particles may not be at their steady-state distribution at the
beginning of the experiment if �̄ is large or if a significant number of ions is present.
Nevertheless, we assume a charge distribution computed with the Wiedensohler
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Table 3.1: Chamber and particle parameters

Parameter Symbol Value
General
Boltzmann constant : 1.38 × 10−23 J K−1

dielectric constant of air n 1.0005
elementary charge 4 1.602 × 10−19 C
gravitational constant 6 9.8 kg m−1 s−1

molecular weight of air ",08A 29.0 g mol−1

particle density d 1700 kg m−3

permittivity of free space n0 8.854 × 10−12 F m−1

viscosity of air ` 1.81 × 10−5 kg m−1 s−1

Caltech Chamber Parameters
pressure ? 745 Torr
temperature ) 19.6◦C
volume of chamber + 19.0 m3

Definitions of Variables
average electric field within the chamber �̄

Brownian diffusivity of a particle �

Cunningham slip-correction factor ��
diameter (general) � ?

diameter of particle i � ?8

eddy-diffusion coefficient :4
electrostatic migration velocity ā4
elementary charges on particle i =8
equivalent radius of the chamber '

mean free path of air _

optimization function �

particle number concentration #

positively charged particles directly from the chamber =+
2ℎ0<14A

positively charged particles that are charge-conditioned =+
2>=38C8>=43

particle surface area concentration (�

particle-wall-deposition coefficient (general) β

particle-wall-deposition coefficient with = charges β=
terminal particle settling velocity aB

(1988) formula and provided in Tbl. 1-1 of TSI (2013).

The form of the particle-wall-deposition function β(� ?) depends, in principle, on
the geometry of the chamber. As chambers with flexible walls are generally neither
perfect spheres nor perfect cubes, we carried out the optimization procedure for these
two limiting shape assumptions: for the spherical chamber, the equivalent radius is

' =

(
3+
4c

)1/3
; for the cubic chamber, the characteristic length is ' = +1/3, where +

is the volume of the chamber. Assuming the absence of an electric field (�̄ = 0) and
focusing on experiments performed under standard operating conditions (“A”-“F”),
optimal values of :4 were determined by minimizing �, as defined subsequently
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by Eq. (3.8), for the spherical chamber assumption and according to the derived
β(� ?) from Crump and Seinfeld (1981) for the cubic chamber. Figure 3.1 shows
a comparison of the results of the two minimizations to the total measured number
concentration; Fig. 3.2 compares the optimal wall-deposition curves obtained for the
two chamber shape assumptions. In each case, a negligible difference exists between
the results based on the two limiting chamber shapes. We, therefore, confidently
use the spherical assumption for the duration of this work.

Figure 3.1: Aerosol number concentration evolution for the six “Standard” experi-
ments (Tbl. 3.3), as compared to a computational model that assumes the 19.0 m3

chamber is spherical (red) or cubic (blue). As model predictions are compared to
data, the simulated number concentrations include contributions from coagulation
and fromwall deposition. The parameter :4, which represents the effect of turbulent
mixing in the chamber on the rate of particle wall deposition, was found through
the optimization procedure described in the text, where particle charge is neglected
(�̄ = 0). The optimized results for a spherical and a cubic chamber are essentially
identical.

3.4 Coagulation: Effect of Charge and Ions
Using the Brownian coagulation kernel with the factor given in Eq. (3.1) and neglect-
ing, for the moment, particle wall deposition (setting β= (� ?) = 0 for all diameters
and all charges), we simulated a 20 h experiment with an initial number concen-
tration of 2.1 × 104 cm−3 and a distribution corresponding to the beginning of an
experiment described in Section 3.5.3 (“Standard B”) with either uncharged parti-
cles or those having an initial charge distribution corresponding to theWiedensohler
formula. The final predicted number concentrations for the two cases are within
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Figure 3.2: The size-dependent, wall-deposition parameter β(� ?) for a spherical
(red) and a cubic (blue) chamber of the same volume are compared for the six
experiments performed under standard operating conditions. These curves were
determined by minimizing � with respect to :4 (see Section 3.5.4), thereby fitting
observations to simulated predictions. It was assumed that neither an electric field
(�̄ = 0) nor any air ions were present. Due to the similarity of these curves, it is
sufficient to represent the chamber as a sphere in this work.

0.4% of one another (Fig. 3.3).

In any laboratory, there are naturally occurring small air ions, also called cluster
ions. These originate from, amongst other sources, galactic cosmic rays, radon
decay in soil, splashing water, and nearby power lines (Hirsikko, Nieminen, et al.,
2011). While charge effects on coagulation may be negligible when particles are
close to their steady-state charge distribution, this may not be the case in a standard
laboratory setting.

To simulate the presence of ions, we assume the ions are particles with a diameter
of 1.6 nm and a unit positive or negative charge. This diameter was chosen based on
the size at which small air ions are defined by Hirsikko, Nieminen, et al. (2011) but it
is only an approximation, since different ion polarities may have different mobilities
or diameters depending on the environment. Here, we consider only small air ions
because ions larger than cluster ions are not produced within a chamber. We have
verified, for example, that Caltech Environmental Chamber experiments are clear
of particles of ≥1.7 nm diameter (personal communication, H. Mai, 2017).

Simulated 1.6 nm ions at a chosen concentrationwere added to the initial distribution
corresponding to that of the “Standard B” experiment. Then, in the absence of wall
deposition, we allow the particles and ions to coagulate for 20 h. We consider ion
concentrations between 0 and 5000 cm−3 at different polarity ratios, noting that 5000
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Figure 3.3: Simulated number-concentration size distributions in the presence of
coagulation only (no wall deposition) after 20 h. The initial distribution, shown
in red, matches the initial condition for the “Standard B” experiment and has a
total number concentration of ∼2 × 104 cm−3. Simulations were performed both
under the assumption that particles have no initial charge (blue line) and with the
assumption that the initial charge distribution satisfies the Wiedensohler formula
(black circles). Since the size distributions under these assumptions coincide almost
exactly (number concentrations are<0.4%different), one can conclude that the effect
of particle charge on the rate of coagulation is negligible for chamber experiments
similar to those considered here when there are no ions present.

cm−3 per polarity is an extreme ambient ion concentration (Hirsikko, Nieminen, et
al., 2011; Vartiainen et al., 2007). Adding these particles to the simulation increases
particle volume in the chamber by <0.01%. Particle volume is, therefore, still
considered conserved in the absence of wall deposition.

When we consider ions, we account for the presence of charge in the coagulation
calculations. In order to determine the extent to which charge effects can be ne-
glected, we must compare the result of these simulations to ones that do not account
for charge or for ions, which we call the Reference Case. Relative charges in the total
aerosol number or surface area concentrations after 20 h of simulated coagulation
are compared to what those concentrations would have been in the absence of ions
and of charge (the Reference Case).

Even when the ion concentrations are high and are held constant, the effect of charge
on coagulation is minimal for equal concentrations of positive and negative ions, as
shown in Case 5 (Figs. 3.4 and 3.5, Tbl. 3.2): there is only a 0.88% difference in
number concentrations after 20 h between the Reference Case and a simulation with
positive and negative ion concentrations of 5000 cm−3 each. In the absence of an ion
production source, i.e., when there is nothing maintaining the ion concentration and
so ion concentration is not held constant, the charge effect on the rate of coagulation
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Figure 3.4: Total number and surface area concentrations after 20 h of coagula-
tion (neglecting wall deposition) at different ion concentrations according to the
7 cases described in Tbl. 3.2 are shown in Panels (a) and (b), respectively. The
initial number concentration and surface area concentration of 2.0 × 104 cm−3 and
2.8 × 103 μm2 cm−3 are displayed as the top dashed line in these panels. These
concentrations – excluding the variable concentration of ions present – correspond
to the initial condition for the simulations taken from the initial particle distribution
of the “Standard B” experiment, which is shown in red in Fig. 3.3. The final number
and surface area concentrations when no ions are present and each particle has a
neutral charge (the Reference Case), shown as the bottom dashed line in the same
panels, are 9.2 × 103 cm−3 and 2.4 × 103 μm2 cm−3; the percent difference of the
final number and surface area concentrations from these values are shown in Panels
(c) and (d), respectively. When there is a large difference between the concentra-
tions of the two ion polarities (Case 1-3), the rate of coagulation is dramatically
decreased and, therefore, the difference between the coagulated concentrations with
and without considering ions and charge is fairly significant. When the difference in
concentrations of the two ion polarities are maintained but the absolute concentra-
tions increase, the difference from the Reference Case decreases (Case 4 and Cases
1-3 for the same x). Values for Cases 4 through 7 are shown more clearly in Fig.
3.5.
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Table 3.2: Coagulation of the “Standard B” initial particle size distribution with 1.6
nm diameter ions over 20 h. Wall deposition was neglected (β=0 for all diameters
and all charges). Entry x in the table varies from 0 to 5000 cm−3 (except for when
this leads to a negative ion concentration). Percent differences were calculated as
the difference between the number or surface area concentrations calculated after
20 h of the condition considered and the number and surface area concentrations
of the Reference Case. The Reference Case is a 20 h simulation of coagulation
where the ion concentrations are 0 and all particles are assumed to have a neutral
charge: this gives a final number concentration of 9.2 × 103 cm−3 and a final surface
area concentration of 2.4 × 103 μm2 cm−3. If the concentration is not held constant
(“no” for column “Held Constant?”), then ions are added at the beginning of the
simulation only; if they are held constant, any ions that disappear by coagulation
are replaced so that a constant ion concentration is maintained. Figures 3.4 and 3.5
show these values in graphical form.

% Difference % Difference
Negative Positive Held

Constant?

of Number of Surface Area
Case Description Ion Conc Ion Conc Concentration Concentration

(cm−3) (cm−3) x equal to x equal to
200 cm−3 5000 cm−3 200 cm−3 5000 cm−3

1 [-] varies, [+] = 0 x 0 yes 38% 68% 8.8% 13%
2 [-] varies, [+] = 200 x+200 200 yes 0.88% 59% 0.18% 12%
3 [-] varies, [+] = 1000 x+1000 1000 yes 0.32% 35% 0.014% 8.1%
4 [+] - [-] = 200 x x-200 yes 38% 0.86% 8.8% 0.15%
5 [-] = [+] x x yes 0.88% 0.89% 0.18% 0.16%
6 [-]initial varies, [+] = 0 x 0 no 0.34% 1.3% 0.037% 0.50%
7 [-]initial=[+]initial x x no 0.38% 0.40% 0.051% 0.057%

is also negligible (Cases 6 and 7).

However, holding the positive ion concentration constant while varying that of the
negative ions leads to a significant effect of charge on coagulation, as given by
Cases 1 through 3 (Fig. 3.4, Tbl. 3.2). Note that as the value of the constant
positive ion concentration is increased, while maintaining the absolute difference
in polarity concentrations, the final distributions from coagulation approach that
of the Reference Case. We see this when comparing Case 2 to 1 and Case 3 to
2. Case 4 shows this more directly; the absolute difference between ion polarity
concentrations is maintained at 200 cm−3 as the concentrations increase.

In what are seemingly symmetric simulations, there is a slight difference when the
concentrations of the ion polarities are switched (e.g., if we compare the case of
positive ions at 200 cm−3 and negative ions at 0 cm−3 to the case of positive ions at 0
cm−3 and negative ions at 200 cm−3), because theWiedensohler distribution exhibits
a slight preference for negatively-charged particles over positively charged ones.
However, these differences are sufficiently small that we, simply and conservatively,
report values for the simulation that, in general, gives a higher percent difference
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Figure 3.5: A magnified version of Fig. 3.4 that more clearly displays Cases 4
through 7 (defined in Tbl. 3.2). Panels (a) and (b) show the total simulated number
and surface area concentrations after 20 h of simulated coagulation. The initial
distribution corresponds to the beginning of experiment “Standard B,” but with ions
present. In Panels (c) and (d), the final number and surface area concentrations for
Case 4 through 7 are compared to 9.2 × 103 cm−3 and 2.4 × 103 μm2 cm−3, which
are the final total number and surface area concentrations for the Reference Case.
When no ion production source is present, as approximated in Cases 6 and 7, there is
a negligible effect of the ion concentrations and of charge on coagulation. Even for
high ion concentrations, when the two polarities are of equal concentrations (Case
5), there is a small effect of charge. Only when there is a difference between the
positive and negative ion concentrations (Cases 1 through and 3), does much of an
effect of charge exist. When the difference between the two polarity concentrations
remains constant, the effect of charge on coagulation decreases as the absolute
concentrations of ions increases (Case 4).

instead of reporting nearly identical simulations.

Ion production within the chamber by cosmic rays or other energetic particles result
in ion pairs with negative charges initially present as free electrons that later attach to
gas molecules. However, differing ion mobilities may lead to different ion polarity
concentrations (Reiter, 1985; Harrison and Aplin, 2007; Hirsikko, Nieminen, et al.,
2011). Thus, while the ratio of positive and negative ions tends to be close to 1,
it is not always exactly 1. Nonetheless, Hirsikko, Yli-Juuti, et al. (2007) found
that, in an urban environment, the difference in concentration between positive and
negative small air ions was minimal, both indoors and outdoors. For example, the
median positive and negative ion concentrations indoors were 966 and 1065 cm−3

on a weekday and 1357 and 1376 cm−3 on a weekend, respectively. When we
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repeat the simulations described above with these ion concentrations, we find that
the charge effect on coagulation rates is still minimal: a 0.72% and 0.13% difference
indoors on weekdays in number and surface area concentrations, respectively. On
the weekends, there is a 0.89% and 0.17% difference. Therefore, though charge
can have a significant effect on the rate of coagulation, we do not expect it will for
typical environmental chamber experiments.

3.5 Particle Wall Deposition: Effect of Charge Probed Three Ways
We turn now to the effect of charge on the rate of particle wall deposition. Using
the chamber model, Fig. 3.6 shows the simulated effect of the average electric field
(�̄) on the rate of particle wall deposition. Both coagulation and wall deposition are
accounted for; a simulation with coagulation alone is shown for comparison. Be-
ginning with an initial distribution corresponding to that of an experiment described
below (“Standard B”) and simulated for 20 h, values of �̄ = 2.5 V cm−1 and �̄ = 100
V cm−1 lead to final number concentrations that are 86% and 44%, respectively, of
that when �̄ = 0. Therefore, the presence of a surface charge will have an effect on
particle wall deposition.

Figure 3.6: Simulated particle-number-concentration evolution subject to coagu-
lation and wall deposition for a 20 h experiment. The initial number distribution
matches that of the “Standard B” experiment (see Fig. 3.3). The effect of assumed
electric field strength �̄ is shown, based on :4 = 0.19 s−1. The results indicate
that the strength of the electric field is influential, even when relatively small. The
black curve shows the number concentration evolution in the absence of an electric
field. The gray, dashed curve shows the sole contribution of coagulation to the
particle-number-concentration evolution.

If there is a charge present on the walls of a Teflon chamber, it would likely be a
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negative charge, because FEP Teflon film is often observed to be negatively charged
and because PTFE Teflon, which is similar in structure to FEP Teflon, has been
shown to have a large negative charge affinity (Sessler, Alquié, and Lewiner, 1992;
Chen and Wang, 2017). If there is no additional ion source, a negatively-charged
wall would lead to preferential depletion of the positively charged particles in the
chamber. Since there are a finite number of positively charged ions, if one does
not account for the electric field and simply attempts to determine β(� ?), it would
appear as if β(� ?) is a function of time.

If it can be shown that no electric field is present, then one can justify the use of a
β(� ?) that is independent of time and is valid in multiple experiments. We provide
here three methods for making this determination: the SMPS method, the humidity
method, and the parameter optimization method. If one seeks to determine the extent
to which an electric field exists in a laboratory chamber, we suggest the experiments
and optimizations described below. If it is established that a chamber is free of
surface charge, one need not account for a time-dependent β(� ?). Alternatively,
with these verificationmethods, onewill be able to adjust the conditions of a chamber
so that it does not exhibit an average electric field.

3.5.1 Experimental Protocol
All particle dynamics experiments were performed in the Caltech 19 m3 Environ-
mental Chamber that has 2 mil FEP Teflon walls. Before each experiment, the
chamber is flushed with clean, dry air for >24 h, and contact with the chamber
surface is minimized. Experimental conditions are summarized in Tbl. 3.3. In
“Humid” experiments, the chamber enclosure (the area outside of the environmen-
tal chamber) had a relative humidity of >40% at an average temperature of ∼20◦C;
for the rest of the experiments (“Standard” and “Static Charge”), the enclosure
temperature was also ∼20◦C but had a relative humidity <30% (usually ∼25%).
For experiments that required a static charge (“Static Charge” experiments) on the
chamber walls, charge was induced by rubbing cloth against the external walls prior
to or during an experiment. While “Static Charge” experiments are characterized
by a greater value of �̄ than either the “Standard” or the “Humid” experiments, the
value of �̄ in an individual experiment likely varied due to the uncontrolled duration
and vigor of charge inducement between or during experiments.

Experiments were performed over a range of initial particle concentrations (Tbl.
3.3). Particles were injected into the chamber by atomizing an aqueous (NH4)2SO4
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Table 3.3: Conditions for experiments performed

Label Relative
Humidity

Induced
Static Charge?

Initial Number
Conc (cm−3)

Initial Surface Area
Conc (µm2 cm−3)

Experiment
Duration (h)

SMPS < 30% Partwaya 3.4 × 104 3.5 × 103 4.1 + 2.2b

Standard A < 30% no 1.6 × 104 2.6 × 103 15.1
Standard B < 30% no 2.1 × 104 2.7 × 103 23.7
Standard C < 30% no 2.0 × 104 1.9 × 103 23.8
Standard D < 30% no 1.8 × 104 2.4 × 103 20.3
Standard (High) E < 30% no 5.3 × 104 6.6 × 103 25.1
Standard (High) F < 30% no 5.4 × 104 7.0 × 103 24.2
Humid G > 40% no 1.9 × 104 2.2 × 103 19.4
Humid H > 40% no 3.0 × 104 3.5 × 103 17.0
Static Charge I < 30% yes 1.8 × 104 1.9 × 103 23.9
Static Charge J < 30% yes 1.3 × 104 1.8 × 103 23.2

a. In the “SMPS” experiment, a static charge was induced partway through the experiment.
b. The “SMPS” experiment began 4.1 h before a static charge was induced and then proceeded to

run for an additional 2.2 h.

solution at a flow rate of 2.6 L min−1. So as to obtain a sufficiently broad size dis-
tribution, a 0.6 M solution was atomized for roughly half of the injection duration
and a 0.006 M solution was atomized for the remaining time. After atomization, the
particles were dried and then charge conditioned with a soft x-ray neutralizer (TSI
Advanced Aerosol Neutralizer Model 3088) before entering the chamber. The injec-
tion time varied based on the desired initial chamber particle number concentration.
After a few minutes of mixing, the time- and size-resolved number concentration
in the chamber was recorded using a custom-built scanning mobility particle sizer
(SMPS) comprised of a coupled differential mobility analyzer (DMA) employing
recirculating flow, and butanol-based condensation particle counter (CPC), models
TSI 3081 and TSI 3010, respectively. The SMPS was operated with an aerosol
flow rate of 0.515 L min−1 and a 2.67 L min−1 sheath and excess flow. Voltage
scans (from 15 to 9850 V) were carried out with measurements made during a 240
s increasing voltage ramp. For experiments “A”-“J,” the aerosol flowed through a
210Po source neutralizer prior to entering the DMA. For the “SMPS” experiment,
the aerosol flow path was switched at the end of each scan between two pathways of
nearly identical length and geometry, each of which led to the DMA after passing
through a charge conditioner holder. One of these holders contained 210Po sources,
while the other did not (see Fig. 3.7). This made it possible to contrast measurements
of the charge state in the chamber against that of a freshly neutralized aerosol.

3.5.2 Wall Deposition Method 1: Using the SMPS
A scanning mobility particle sizer (SMPS) with a negative voltage source measures
positive particles based on their electrical mobility, which increases with decreasing
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Figure 3.7: Experimental setup for the scanning mobility particle sizer (SMPS) ex-
periment to determine the ratio of positively charged particles of a specific electrical
mobility actually in the chamber (=+

2ℎ0<14A
) to what the steady-state distribution

of positively charged particles in the chamber would be (=+
2>=38C8>=43

). Those that
pass through the “Chamber” pathway are counted as =+

2ℎ0<14A
, while those that pass

through the “Conditioned” pathway are counted as =+
2>=38C8>=43

. The SMPS com-
prises a differential mobility analyzer (DMA) and a condensation particle counter
(CPC).

mass to charge (</I) ratio. At the beginning of a voltage scan, particles with the
largest mobility (smallest </I ratio) successfully travel through a column and are
then counted. As the voltage increases, the column selects for larger </I ratios.
Therefore, as the time into the voltage scan increases, the electrical mobility of the
positively charged particles transmitted decreases.

Under general operation, in order to obtain the particle size distribution from SMPS
data, aerosol is passed through a charge condition that produces a known, steady-
state charge distribution before entering the DMA. Only a small fraction of particles
acquire charge, and so the concentrations of charged particles transmitted through
the SMPS at a particular time in the scan is divided by the probability that a particle of
the corresponding size has acquired a positive charge. That probability is estimated
using the Wiedensohler (1988) charge distribution.

To determine the charge state of the aerosol within the chamber, we have added a
second path for the aerosol to enter the DMA, as shown in Fig. 3.7. This pathway is
identical to the first one except that the 210Po elements have been removed from the
charge conditioner. Thus, the aerosol enters the DMA without altering the charge
state from that within the chamber, while being subjected to the same losses within
the instrument.

The differences between charge states obtained by these two methods can be seen by
comparing the number of charged particles detected using the charge conditioner,
=+
2>=38C8>=43

, with that obtained directly from the chamber, =+
2ℎ0<14A

. Unlike under
general operation, no correction is made for the charging probability in this com-
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parison as that for the latter (=+
2ℎ0<14A

) is unknown. In other words, =+
2ℎ0<14A

is the
concentration of positively charged particles in the chamber, while =+

2>=38C8>=43
is the

concentration of positively charged particles in the chamber if the particles within
the chamber are in charge steady-state.

The standard notation of =+ is usually used to symbolize the particle number concen-
tration per particle diameter and has units of number per volume per length (Seinfeld
and Pandis, 2016). Since we cannot accurately convert from electrical mobility to
particle diameter, we instead allude to the standard notation but use =+ to represent
the number concentration of particles transmitted to the CPC integrated over 0.5 s of
the voltage scan (20.5 V). So, here the units of =+ are number per volume in 0.5 s of
the voltage scan. Technically, then, =+ must be integrated over an electrical mobility
range, not a diameter range, to get the total number of positively charged particles.
However, since most positively charged particles of the sizes we consider will have
no more than a single charge, electrical mobility is analogous to diameter. However,
a decreasing electrical mobility corresponds to an increase in particle diameter. As
a voltage ramp proceeds, the diameter of a singly charged particle that is counted by
the CPC will increase.

For a specific voltage, if =+
2>=38C8>=43

= =+
2ℎ0<14A

, then the charge distribution entering
the SMPS system is close to the Wiedensohler distribution at the particle diameter
generally corresponding to the electrical mobility transmitted at that voltage. If
=+
2>=38C8>=43

< =+
2ℎ0<14A

, more positive particles of that size exist than in the Wieden-
sohler distribution, and if =+

2>=38C8>=43
> =+

2ℎ0<14A
, there are fewer. We, therefore,

track =+
2ℎ0<14A

=+
2>=38C8>=43

.

More important than the exact value of =+
2ℎ0<14A

=+
2>=38C8>=43

is the extent to which this ratio is
constant, since a constant ratio indicates the absence of forces acting preferentially on
positively charged particles over negatively-charged particles. That is, if =+

2ℎ0<14A

=+
2>=38C8>=43

is
constant, there is no electric field effect on the rate of wall deposition and, therefore,
β(� ?) is not a function of time.

Figure 3.8 shows the number concentration of positively charged particles that
passed through the charge-conditioned pathway (Panel (a), called “Conditioned”)
and through a direct, non-neutralized pathway (Panel (b), called “Chamber”) shown
in Fig. 3.7. When the chamber is operated in a standard condition (-4.1 to 0 h),
wall deposition and coagulation both gradually decrease the number concentration.
Coagulation also shifts the peak in transmitted particles to a lower electrical mobility
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(for singly-charged particles, to a larger diameter). Experimental conditions are
shown in Tbl. 3.3 (“SMPS”).

When a static charge is induced, positively charged particles with the highest elec-
trical mobility disappear first. This matches intuition: if there is a large negative
charge on the chamber walls, positively charged particles will be lost preferentially
and the ones that will be lost most quickly are those with the highest electrical
mobility.

Figure 3.8: Concentration of positively charged particles that reach the CPC through
the “Conditioned” (Panel (a)) and through the “Chamber” (Panel (b)) pathway, as
shown in Fig. 3.7. Both =+

2>=38C8>=43
and =+

2ℎ0<14A
have units of particle number per

cm3 per 0.5 s of the voltage scan. The top axis labels the approximate diameter of
transmitted singly and positively charged particles, found using analytical methods
(Stolzenburg, 1988). Sincemost, but not all, transmitted particles are singly charged,
this corresponds only roughly to the size of the particles that reach the CPC. Prior to
charge inducement, the chamber was run under standard operating conditions. After
4.1 h of operation, i.e., at 0 h, a static charge was induced on the chamber walls. The
first scans after charge inducement are shown in bold. The curves in each panel are
separated by 13 min except for those immediately after charge inducement: these
are 6.5 min in Panel (a) and 19.5 min in Panel (b).

In Fig. 3.9, the ratio of positively charged particles that flow through an empty
pathway to those that flow through the charge-conditioned pathway ( =+

2ℎ0<14A

=+
2>=38C8>=43

) is
shown for the same experiment as in Fig. 3.8. After a static charge was applied to
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Figure 3.9: The absence or presence of an electric field within the chamber is
discerned by the concentration of positively charged particles that are in the chamber
at a given time (=+

2ℎ0<14A
) as compared to the concentration of positively charged

particles from a charge-conditioned version of the same sample (=+
2>=38C8>=43

). Since
the same SMPS systemwas used to measure the concentrations from both pathways,
the ratio is calculated as =+

2ℎ0<14A
divided by the average of the two =+

2>=38C8>=43
closest

in time. Curves are, therefore, 13 min apart except for the curve immediately after
charge inducement (shown in bold), which is 19.5 min apart from the previous one
so as to give the most accurate ratio between the before and after inducement cases.
As in Fig. 3.8, the top axis shows the approximate diameter of transmitted singly
and positively charged particles, which only inexactly corresponds to the size of the
particles that reach the CPC.
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the walls at 0 h, the ratio decreased rapidly, indicating that when the wall is charged,
a preferential loss of positively charged particles does occur as expected. When the
chamber was operating in a standard condition (-4.1 to 0 h), there was no change in
=+
2ℎ0<14A

=+
2>=38C8>=43

, indicating that no charge was present on the chamber walls.

Immediately after charge inducement, the concentration of the smallest positively
charged particles nearly disappears. Within about half an hour, there is still a prefer-
ential depletion of positively charged particles, but the smallest ones begin reappear-
ing. This is likely because of the air ions which, if there were no polar-preferential
wall losses, would re-establish a steady charge distribution within this time frame
(for characteristic ion concentrations). Since =+

2ℎ0<14A

=+
2>=38C8>=43

<

(
=+
2ℎ0<14A

=+
2>=38C8>=43

)
before 0 h

even
2 h after charge inducement, we conclude that the effects of the static charge on the
chamber remain long after the charge is initially induced. While the discharge time
likely depends on the initial strength of the electric field and on the concentration of
air ions, we have observed static charges that remain for >8 h and we assume they
remain for much longer.

As mentioned above, a constant =+
2ℎ0<14A

=+
2>=38C8>=43

is sufficient to establish that the rate of
wall deposition is not dependent on the surface charge of the Teflon walls, which
indicates that β(� ?) will not change with time. Intuitively, however, one would
expect =+

2ℎ0<14A

=+
2>=38C8>=43

= 1 if the particles within the chamber are at their steady-state

charge distribution. We see in Fig. 3.9, however, that =+
2ℎ0<14A

=+
2>=38C8>=43

> 1 (this was
confirmed in other, identical, standard experiments). This suggests that, either
there is an unintended experimental difference between the two pathways, there is a
preference for negatively charged particles to deposit to the wall, or the air ions are
affecting this ratio.

We confirmed that the two pathways (“Conditioned” and “Chamber”) shown in Fig.
3.7 have approximately the same transmission efficiency. We also confirmed that,
when measured directly from the upstream x-ray neutralizer, =+

2ℎ0<14A

=+
2>=38C8>=43

= 1. This
indicates that particles that enter the chamber are at a steady-state charge distribution.
If there is an electric field caused by a static charge on the chamber walls, we would
expect it to be negatively charged because Teflon has a high negative-charge affinity,
as discussed at the beginning of Section 3.5. A negatively-charged wall would
lead to the preferential loss of positively charged particles (not negatively-charged
particles, as we see here). So, it is unlikely that the presence of excess positively
charged particles is a result of a surface charge on the Teflon walls.
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The observed values of =+
2ℎ0<14A

=+
2>=38C8>=43

> 1, then, can be attributed to air ions. When,
in the absence of wall deposition, we simulate coagulation as described in Section
3.2.1, we compare simulations in the presence and absence of ions. For the same
charge and diameter, in general there were more positively charged particles when
ions were present as long as the negative ion concentration did not greatly exceed
the positive ion concentration. This was true even for cases in which the charge
effects on the rate of coagulation were minimal. In the simulations, the time required
to reach an approximate steady =+

2ℎ0<14A

=+
2>=38C8>=43

was less than the particle injection and

mixing time. We conclude, then, that =+
2ℎ0<14A

=+
2>=38C8>=43

≠ 1 owing to the production of
air ions with different properties than those generated in the charge conditioner; the
conclusion from this experiment that charge does not alter the rate of wall deposition
remains.

3.5.3 Wall Deposition Method 2: Humidity Effects on Static Charge
The second method for determining the effect of charge on wall deposition relies on
the assumption that, as the relative humidity of the air surrounding an environmental
chamber increases, there is a corresponding decrease in the static charge on the
chamber walls.

A study of the effect of humidity on the corona charging of polyvinylidenefluoride
(PVDF) films, similar in structure to FEP Teflon, shows a linear decrease in the
maximum voltage generated with an increase in relative humidity and, furthermore,
that increasing the relative humidity decreases the surface potential even for a film
that is already charged (Ribeiro et al., 1992). Ribeiro et al. (1992) postulate this is
a result of dissociated absorbed water on the film surface.

According to Funer and James (1993), typically PVDF film shows an absorption
of water of 0.02%, while polytetrafluorethylene (PTFE) Teflon shows an absorption
of < 0.01% water when immersed at 23◦C, which are both infinitesimally small.
Another study of the amorphous version of PTFE films (Teflon AF) showed no mea-
surable absorption of water until 75% relative humidity was reached (Vetelino et al.,
1997). PTFE Teflon has fluoride atoms bound to carbon atoms; FEP Teflon has both
fluoride atoms and trifluoromethyl groups bound to carbon atoms, whereas PVDF
films consist of hydrogen and fluoride atoms bound to carbon atoms. Therefore,
while it is possible that the relative humidity effect is unique to PVDF films, the
Ribeiro et al. (1992) study suggests that it is possible, if not probable, that increasing
the relative humidity surrounding a chamber will decrease the chamber’s surface
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charge.

Figure 3.10: Particle-number-concentration evolution for experiments with approx-
imately the same initial number concentration and size distribution. For humid and
standard conditions, the number-concentration evolutions overlap. When a static
charge is present, wall deposition occurs much faster and the number concentra-
tion decreases more quickly (Panel (a)). The particle size distribution aligned at a
time when all the experiments shown have an approximate number concentration
of 1.3 × 104 cm−3 (Panel (b)) is compared to that distribution about 5 h later (Panel
(c)). All distributions begin similarly, but the particles under static charge conditions
deposit much faster. Thus, the evolution in total number concentration, shown in
Panel (a), is not a result of the difference in the rate of coagulation or in the diameter-
dependence of the wall-deposition rate. The difference in the number-concentration
evolution, then, is a result only of the electric field strength. Since in a humid ex-
periment the static charge on the chamber walls is reduced, and therefore decreases
any electric field that may be on the chamber, the similarity in wall-deposition rates
between the “Humid” and “Standard” experiments indicates that any electric field
present in the standard experiments has a negligible effect.

Figure 3.10(a) shows dynamics of the total number concentration of inorganic
particles subject to simultaneous coagulation and wall deposition for experiments
that began with approximately the same number distribution and are aligned at
a common number concentration (as verified in the displayed size distribution in
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Fig. 3.10(b)). The “Standard” experiments align with each other, as expected, but
also with the “Humid” experiments. The “Static Charge” experiments, although
they begin with approximately the same number concentration and size distribution,
exhibit much faster wall deposition than either the “Standard” or the “Humid”
experiments. The electric field on the chamber walls affects only wall deposition,
so the sole difference between these experiments is the average electric field. Since
the number concentration evolution in the “Standard” and the “Humid” experiments
overlap, they likely are subject to the same �̄ ; Fig. 3.10(a) verifies that the total
number concentration evolutions align, and Fig. 3.10(c) shows that the number
distribution does as well.

The number concentration evolution is sensitive to the electric field, as shown both
from the number concentration evolution in Fig. 3.6 and from the fact that an increase
in static charge from the standard conditions does lead to an increase in the rate of
wall deposition (demonstrated by the increase in deposition for the “Static Charge”
experiments).

If higher humidity conditions do reduce the electric field strength, the “Humid”
experiments should show less of a static charge on the chamber walls compared to
the “Standard” experiments, if such a charge exists. Since the “Humid” experiment
matches the “Standard” experiments, any difference in average electric fields can
be considered to be negligible. Thus, since it is possible that any charge on the
chamber walls would decrease when the enclosure is at a higher humidity, this is
additional evidence that the charge on the chamber walls is negligibly small, even
when operated under standard conditions.

3.5.4 Optimal Parameter Estimation
The basic experimental procedure to determine :4 and �̄ is centered on the mea-
surement of the dynamics of the size distribution of particles introduced into the
chamber. We compare the observed dynamics to those predicted by a numerical
solution to the aerosol dynamics equation. The numerical solution includes contri-
butions from coagulation and wall deposition, the latter in the form of undetermined
parameters, :4 and �̄ , which govern the rate of particle wall deposition owing to
mixing in the chamber and to electrostatic effects, respectively.

Seemingly, a complicated optimization procedure could be avoided by directly
measuring the electric field on a Teflon surface. However, it cannot be assumed
that the electric field immediately adjacent to the Teflon walls is the same as the
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average electric field �̄ within the chamber (McMurry and Rader, 1985). Moreover,
neither �̄ nor :4 can be measured empirically. Therefore, both parameters must be
determined by optimal fitting of time-dependent chamber particle-wall-deposition
data.

The general optimizationmethod is as follows: we begin with an initial size-resolved
number concentration distribution that matches that from the first SMPS scan of the
experiment considered, then we assign to it a charge distribution corresponding to
the Wiedensohler (1988) formula, as detailed in Section 3.3. Next, we iteratively
minimize the objective function � by determination of the parameters :4 and �̄ ,
where

� =

∫ C 5 8=0;
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� ?

©«#
(
� ?, C

)
>1B4AE43

−
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B8<D;0C43

ª®¬
2

3C. (3.8)

Note that when �̄ = 0, particle charge is not a factor, and � is a function only of :4.
Minimization of � is performed with the Matlab fminsearch function, which uses a
Nelder-Mead simplex algorithm (Lagarias et al., 1998).

3.5.5 Wall Deposition Method 3: Determining the Electric Field Through
Optimization

The final method for determining the charge effect on wall deposition rates has the
additional benefit of providing necessary parameters for representing wall deposi-
tion, whether or not there is a static charge present on the chamber walls. We use
the optimal parameter procedure from Section 3.5.4 and the experimental data from
Section 3.5.3 to carry out an optimization simultaneously for :4 and for �̄ . The
results are shown in Fig. 3.11 and discussed below.

Determining an optimal value for :4 while assuming that there is a negligible electric
field present on the chamberwalls (�̄ � 0) is equivalent to assuming that the particles
within the chamber are essentially charge-free. This is supported by the fact that
coagulation is affected minimally by the presence of charge under characteristic
indoor ion concentrations and, when �̄ = 0, particle charge has no effect on the
rate of wall deposition. When this optimization is carried out, the “Humid” and
“Standard” experiments are characterized by similar :4 values and produce similar
wall-deposition curves (as shown in Fig. 3.12). This corroborates that the “Humid”
and “Standard” experiments are nearly indistinguishable and, therefore, reflect nearly
identical �̄ values.
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Figure 3.11: Optimal estimated β==0(� ?) based on the values of :4 and �̄ (given in
the legend) when particles are assumed to have an initial charge. Optimized values
of �̄ for the experiments performed under standard conditions are close to 0; those
for the “Static Charge” experiments are much larger than those for the “Standard”
and “Humid” experiments.

Figure 3.12: Optimal estimated β(� ?) based on values of :4 when particles are
assumed to be charge-free. Optimal values of :4 are shown in the legend. Note that
particles within the chamber may have significant charge, but that this affects the
β-curve only when static charge is induced on the chamber walls prior to or during
an experiment.



113

The “Static Charge” experiments, on the other hand, lead to very different β(� ?)
curves and significantly larger :4 values. Since, for these experiments, �̄ ≠ 0,
these larger optimal values of :4, in effect, attempt to compensate for the charge
contribution to wall deposition.

With a two-parameter optimization, small �̄ values for the “Humid” and “Standard”
experiments are attained. Figure 3.11 shows the optimized :4 and �̄ values and the
corresponding β==0(� ?) curves: �̄ is small for all but the “Static Charge” experi-
ments. We show β==0(� ?), which is the β(� ?) for particles with a charge of 0, be-
cause most particles are neutrally charged and so, when comparing wall-deposition
rates, it is most informative to consider the wall-deposition rate of neutrally charged
particles.

To demonstrate further that, when �̄ ≠ 0, there is an increased rate ofwall deposition,
especially for smaller particles, we include Fig. 3.13, which is a transformation of
β= (� ?) to β(� ?, C) for the “Static Charge I” experiment. Figure 3.13 is similar to
a figure in Pierce et al. (2008), which also shows that an electric field caused by
surface charge affects the rate of wall deposition.

Figure 3.13: Transformation of β= (� ?) to β(� ?, C) for the “Static I” experiment
using the parameters optimized for that experiment (:4 = 0.94 s−1 and �̄ = 26.35 V
cm−1). β(� ?, C) was determined every 6.5 min. At the beginning of the experiment,
β(� ?, C) is much larger than that towards the end of the experiment. This difference
is particularly pronounced for small particles.

The fact that the majority of the “Standard” experiments (five of the six) lead to an
optimal value of �̄ = 0 further reinforces the essential absence of an electric field
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for experiments performed under the standard conditions.

3.6 Further Optimization: Finding the Empirical :4 Parameter
Once one has verified the lack of a charge effect on the rate of particlewall deposition,
one can reduce the optimization of the wall-deposition coefficient to one parameter.
Note that the β==0(� ?) curves in Fig. 3.11 are less tightly clustered than those in
Fig. 3.12 because a two-parameter fit allows a trade-off between the two parameters
to account for the number concentration evolution, producing local minima instead
of an absolute minimum.

If a local minimum is found, two possibilities exist: either the minimization proce-
dure converged to a local minimum because of the initial guess chosen, or the data –
which are subject to random error – give an absolute minimum at a point that (if the
data are completely accurate) corresponds to what is actually a local minimum. To
address the former possibility, we reanalyzed experiments “Standard C” and “Static
Charge I” with initial guesses of :4 between 0.015 and 1.5 s−1 and of �̄ between 5
and 500 V cm−1. Each optimization returned the originally reported minimum.

Because of the trade-offs in parameter values, optimizing solely for :4, while setting
�̄ to 0, or optimizing for both parameters gives good agreement to the data; see
Figs. 3.14 and 3.15, where the former is shown in green, the latter is shown in blue,
and data are shown in black. The wall-deposition curves for each experiment, which
are similar for the “Standard” and “Humid” experiments but quite different for the
static one, are shown in Fig. 3.16.

Since it has been established that one can assume �̄ = 0, we performed a one-
parameter optimization of all the “Standard” experiments together and obtained
:4 = 0.19 s−1. This optimal set of parameters fits the data well (shown in red in
Figs. 3.14 and 3.15) for all except the “Static Charge” experiments, in which the
substantial charge on the chamber walls precludes such a fit. These parameters
also fit well to the wall-deposition curves optimized for each individual experiment,
shown in red in Fig. 3.16 (again, all except for the “Static Charge” experiments, as
expected).

In application to SOA experiments, the fit to the total surface area concentration
(Fig. 3.15) is especially important because, since the transport of vapor molecules to
particles depends on particle surface area, SOA yield depends on the aerosol surface
area concentration.
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Figure 3.14: Particle-number-concentration evolution throughout the duration of ex-
periments under standard, humid, and static charge conditions. Data are compared to
the simulated number concentration calculated with parameters found from different
forms of optimization. Data are given in black, and a model with only coagulation
included (no wall deposition) is the dashed, gray curve shown to demonstrate that a
significant amount of the loss in number concentration is the result of particle wall
deposition. For experiments “A”-“H,” the final selected :4 and �̄ values of 0.19 s−1

and 0 V cm−1 (red), respectively, match well with the number concentrations found
by optimizing for only :4 while holding �̄ = 0 (green) and with that found by opti-
mizing over both :4 and �̄ (blue). In experiments “I” and “J,” the static charge cases,
the final selected :4 and �̄ values do not match the data well, as expected, because
of the strong effect of the electric field on the rate of particle wall deposition. The
simulated number concentrations found from optimizing only :4 and found from
simultaneously optimizing :4 and �̄ each match the data well. When �̄ is set to
0, the value of :4 compensates until the fit matches the data. This demonstrates
the difficulty associated with multiple parameters, especially when each parameter
must be determined in the same experiment and may not be extrapolated from one
experiment to the next: optimized parameters compensate for one another and lead
to much greater uncertainty.
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Figure 3.15: Particle surface area concentration throughout the duration of experi-
ments. The same conclusions as in Fig. 3.14 are drawn here. For all the cases, the
optimized models match the data well. Again, for experiments “A”-“H,” the final
selected parameters lead to a surface-area-concentration evolution that matches the
data but for experiments “I” and “J,” the static charge experiments, these parameters
do not lead to a good fit. Since surface area concentration is used for calculating
the rate of vapor uptake in SOA formation experiments, fits of the surface area
concentrations using the final selected values of :4 and �̄ are highly relevant.

3.7 Conclusion
Despite the early recognition that aerosol dynamic experiments carried out in Teflon
chambersmay be subject to particle charging effects, no comprehensive evaluation of
the role of particle charge in such experiments has previously been available. Here,
using observed chamber dynamics and computational simulations, we show that
the dynamics of particle-particle coagulation are essentially unaffected by particle
charge under typical chamber operating conditions as long as the positive and
negative ions in the surrounding area are of about equal concentration, as is the case
when characteristic urban indoor ion concentrations are taken.

The ratio of positively charged particles taken directly from the chamber to those
that reached the Wiedensohler distribution after leaving the chamber is constant for
a typical experiment (Fig. 3.9), the number-concentration evolution for the humid
experiments does not differ significantly from that of the standard experiments (Fig.
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Figure 3.16: Resulting wall-deposition curves for the final selected parameters (:4
= 0.19 s−1 and �̄ = 0) are compared to that determined by minimizing � for each
experiment when only :4 is allowed to vary (�̄ set to 0) and when both :4 and �̄ are
subject to optimization. The former represents an uncharged chamber in which the
electric field has no effect on the wall deposition. Note that, rigorously speaking, all
curves are β==0(� ?), the wall-deposition parameter for neutrally charged particles.
Except for the static charge experiments, in which one would expect the charges
on particles to be influential, the wall-deposition curve obtained is similar to both
the curve found from assuming there is zero charge and from that found assuming
charge is present. As in Figs. 3.14 and 3.15, the final selected wall-deposition curve
fits well for all but the static charge cases.

3.10), a two-parameter optimization procedure gives �̄=0 for most of the “Standard”
experiments (Fig. 3.11), and the assumption of an average electric field of 0 gives
good fits for both humid and standard operating condition experiments (Fig. 3.14).
We are able to conclude, therefore, that the standard experiments are subject to a
negligible electric field, and that any electric field present is insignificant for the
analysis of particle wall deposition. Furthermore, since the wall-deposition curves
β(� ?), as individually optimized, do not vary noticeably from those based on the
optimal :4 value of 0.19 s−1 (Fig. 3.16), one can use the wall-deposition curve
produced by assuming :4 = 0.19 s−1 and �̄ = 0 for all experiments performed under
standard operating conditions in the Caltech Environmental Chamber.

Ideally, there would be no static charge on the walls of environmental chambers.
This would allow the use of a constant β(� ?) from experiment to experiment and,
by preventing any charge preference for particles within the chamber, minimally
affect the rate of coagulation. Unfortunately, charge is too easily induced on Teflon
walls: simply brushing one’s clothes or hair against a chamber is enough to induce
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a measurable static charge. We provide here three methods for discerning the state
of a static charge on Teflon chamber walls that can be applied to other chambers.
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C h a p t e r 4

SECONDARY ORGANIC AEROSOL YIELDS FROM THE
OXIDATION OF BENZYL ALCOHOL
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2020.

Abstract
Recent inventory-based analysis suggests that emissions of volatile chemical prod-
ucts in urban areas are competitive with those from the transportation sector. Under-
standing the potential for secondary organic aerosol formation from these volatile
chemical products is, therefore, critical to predicting levels of aerosol and for for-
mulating policy to reduce aerosol exposure. Experimental and computationally
simulated environmental chamber data provide an understanding of aerosol yield
and chemistry under relevant urban conditions (5–200 ppb NO and 291–312 K)
and give insight into the effect of volatile chemical products on the production of
secondary organic aerosol. Benzyl alcohol, one of these volatile chemical products,
is found to have a large secondary organic aerosol formation potential. At NO
concentrations of ∼80 ppb and 291 K, secondary organic aerosol mass yields for
benzyl alcohol can reach 1.

4.1 Introduction
A major component of ambient fine particulate matter is secondary organic aerosol
(SOA), the precursors of which are originally emitted into the atmosphere in the
gas-phase (Shrivastava et al., 2017; Goldstein and Galbally, 2007). Through single
or multiple generations of oxidation, emitted vapors can become progressively less
volatile and eventually condense into the particle phase to form this SOA (Seinfeld
and Pandis, 2016).

Understanding the formation of particulate matter is of critical importance. Expo-
sure to particulate matter causes respiratory and cardiovascular disease (Mannucci
et al., 2015), and yet particulate matter has remained stubbornly high despite regu-
lation: over 20 million people in the U.S. live in regions with larger concentrations
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of PM2.5 than deemed safe (EPA, 2012). Additionally, SOA-containing particles
can serve as cloud condensation nuclei; the interaction between particulate matter
and cloud formation is one of the most important processes in the Earth’s radiative
budget and, therefore, in climate predictions (IPCC, 2014).

However, accurately predicting the mass of secondary organic aerosol formed from
the oxidation of volatile chemical products (VCPs) poses a major challenge. A
mass-balance analysis of VCPs in the Los Angeles atmosphere indicates that VCPs
could account for around half of the SOA in that area (McDonald et al., 2018). This
analysis was based on estimating secondary organic aerosol yields for a number of
these oxygenated compounds that have traditionally not been studied for their SOA
formation potential. Direct measurements of the SOA yields of these compounds
is paramount to constraining estimates and formulating policy to reduce secondary
organic aerosol formation (Burkholder et al., 2017).

This study focuses on one of these volatile chemical products, benzyl alcohol.
Benzyl alcohol is a widely used compound in consumer products that can be found
in soaps, inks, paints and, correspondingly, indoor air (Wang, 2015; Harrison and
Wells, 2009). It is also emitted from biogenic sources, such as fruits and flowers
(Baghi et al., 2012; Bernard et al., 2013; Horvat et al., 1990). The emission
inventory-based analysis by McDonald et al. (2018) of the production rates of
volatile chemical products estimated that benzyl alcohol comprised 0.06% of the
total volatile organic compounds (VOCs) in the Los Angeles basin in 2010. Using
the Statistical OxidationModel, they calculated that for half a day of oxidation under
high ambient NOx conditions, benzyl alcohol will have a SOA yield of 0.09. Based
on this value, it was further estimated that benzyl alcohol contributes 0.14% of the
total atmospheric secondary organic aerosol in the Los Angeles basin.

Whereas the SOA yield of benzyl alcohol oxidation estimated in the McDonald
et al. (2018) analysis was relatively low, in a laboratory chamber study, Carter
et al. (2005) measured the SOA yield of benzyl alcohol to be ∼0.3 in a mixture
of reactive compounds and 25–30 ppb of NOx. This reactive compound mixture
comprised compounds that one would not expect to form significant SOA yield, but
that may influence the fate of RO2 radicals that could be formed from benzyl alcohol
oxidation. That study also estimated the reaction rate constant of benzyl alcohol
with OH as 2.56 × 10−11 cm3 molec−1 s−1. An extension of the study (Li et al.,
2018), which also used a base mixture of reactive compounds, determined a benzyl
alcohol SOA yield of 0.41.
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The goal of determining SOA formation in an environmental chamber is to extrapo-
late the SOA yields to the atmosphere. Since at different times or in disparate places,
different temperatures or NOx mixing ratios may be most relevant, it is important to
study SOA formation in a wide parameter-space. Studies performed under varying
conditions can also assist in teasing out which data result from the atmospheric
chamber itself and how these data ought to be corrected for the atmosphere. For ex-
ample, for toluene, a compound for which benzyl alcohol is a major photooxidation
product (Hamilton et al., 2005), Zhang, Cappa, et al. (2014) found a SOA yield 70%
higher at low NOx concentrations than at high NOx concentrations and found that
the true SOA yield was a factor of 4 higher than that calculated without accounting
for the chamber-process of vapor wall deposition.

While the experiments described here were performed under conditions that mini-
mize corrections required to extrapolate SOA yields to the atmosphere, historically
these corrections could be quite significant (Zhang, Cappa, et al., 2014). As a result,
we devote Sect. 4.3 to a detailed discussion of the SOA yield calculation including
possible corrections. Understanding these corrections is critical to ensuring that the
SOA yields calculated are atmospherically relevant.

4.2 Instruments and Procedure
4.2.1 Experimental Method and Chamber Description
All experiments were performed in batch mode in the Caltech 17.9 m3 FEP Teflon-
walled Environmental Chamber, which hangs in a temperature-controlled enclosure.
The chamber volume was characterized according to the procedure outlined in
Schwantes, McVay, et al. (2017). While the chamber pressure remains constant
throughout the duration of an experiment, the volume decreases as air is sampled
by various instruments; the fraction of the volume at the end of the experiment
compared to the beginning of it is given in Table 5.1. Before each experiment,
the chamber was flushed for > 24 h with clean air (compressed air with ozone,
nitrogen oxides, water vapor, and organic carbon removed). The radical source
H2O2 was injected at 42◦C and 5 Lpm into the chamber, followed by the injection
of benzyl alcohol (Sigma Aldrich ReagentPlus, ≥99%) with gentle heating (60◦C)
at 2 Lpm (5 Lpm for experiments S1–3 and E1) for >50 min. The purity of the
benzyl alcohol was verified with NuclearMagnetic Resonance (NMR) spectroscopy.
Meanwhile, a 0.06 M (NH4)2SO4 solution (0.15 M for experiments S2 and E1) was
atomized and the resulting particles dried, charge-conditioned with a TSI Model
3088 soft x-ray neutralizer, and then injected into the chamber for varying lengths of
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time (depending on the desired initial seed concentration; note that no particles were
injected for experiment S1). The solutionwas sonicated before each injection. Then,
NO (506.9 ppm± 2%, Airgas Specialty Gases, Certified Standard) or, for experiment
E1, NO2 (488 ppm, Air Liquide) was injected into the chamber at 5 Lpm to achieve
the desired initial NO or NO2 concentration. Ultraviolet broadband lights centered
around 350 nm were used to photolyze H2O2 with a rate of 9�2$2 ≈ 4.7 × 10−6 s−1,
calculated using the measured variation in irradiance with wavelength and the NO2
photolysis rate ( 9#$2 = 6.2(±0.1) × 10−3 s−1) found using a 0.29 L quartz tube and
the procedure outlined in Zafonte, Rieger, and Holmes (1977). Experiment L1 was
performed at 8% of the light strength of the other experiments ( 9�2$2 ≈ 3.7 × 10−7

s−1).

A Vaisala HMM211 probe was used to measure the temperature and humidity of
the chamber. Humidity was calibrated for RH from 11 to 95% (using LiCl, KNO3,
Mg(NO3)2, and MgCl2 salts). A Teledyne Nitrogen Oxide Analyzer (Model T200)
was used to measure the NO and NO2 concentrations throughout the experiments;
note that this instrument measures the contribution of NOy compounds (e.g., or-
ganic nitrates) as NO2. Owing to some drift between experiments, linear fits were
performed on the slope and offset calibrations, except for experiments S2–3 and
U5, due to a calibration problem. Ozone was measured with a Horiba Ambient
Monitor. NO, NO2, and O3 measurements were recorded every 30 s. Humidity
and temperature uncertainties were calculated as standard deviations from the mean
value, where measurements were taken every 30 s throughout the experiment. Initial
NO and NO2 mixing ratios were determined (as well as their standard deviations)
prior to irradiation during the background collection period (usually &60 min).
For experiments N1–6 and U6, NO was continuously injected during oxidation to
maintain a stable NO mixing ratio.

4.2.2 Gas-Phase Measurements
A CF3O− chemical ionization mass spectrometer (CIMS) measured oxidation prod-
ucts and the benzyl alcohol concentration by scanning m/z ratios between 50 and
330. The CIMS is equipped with a Varian 1200 triple quadrupole mass analyzer.
A custom-built inlet was used to ensure that the sample was taken at a constant
temperature (the top of the inlet was 25◦C). To reduce loss of vapor to the tubing
prior to analysis, the CIMS sampled off of a bypass flow that was accelerated using
a mechanical pump.
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The 193m/z signal (themass of benzyl alcohol +CF3O
– ), whichwasmeasured every

162 to 172 s, was normalized to the 86 m/z signal (the M+1 peak for CF3O
– ) and

used to measure the benzyl alcohol concentration. This signal was calibrated using
dilutions of an 800 LTeflon bag of∼44 ppb benzyl alcohol. The concentration in this
bag was verified using Fourier transform infrared absorption (FT-IR) spectroscopy
with a 19 cm path length and absorption cross sections from the Pacific Northwest
National Laboratory (PNNL) database. In this way, any wall or sampling loss was
accounted for since the CIMS sampled from the same volume as the FT-IR. Multiple
FT-IR samples were taken in succession until there were consistent spectra; this was
to ensure a minimal effect from any compound deposited on the FT-IR instrument
walls or sampling lines.

For the experiments labeled U3 and U7–8, there were errors with the CIMS mea-
surements. Correspondingly, Table 4.1 does not report an initial benzyl alcohol
concentration, a first-order exponential fit to the benzyl alcohol decay, or any SOA
yields. The experiments are still included in Table 4.1 because their results are used
to understand differences in chemical composition.

During the background collection period of ∼1 h for each experiment, the standard
deviation of the benzyl alcohol mixing ratio, along with the uncertainty in the
calibration, was used to estimate the uncertainty of the initial benzyl alcohol mixing
ratio (see Table 4.1). This combined standard deviation was also considered as
the uncertainty in the measurement of the time-resolved gas-phase mixing ratio
throughout the experiment. The SOA yield is determined from the reacted benzyl
alcohol, which is the difference between the measured benzyl alcohol concentration
at any given time and the initial benzyl alcohol concentration. The variance of the
reacted benzyl alcohol is the sum of the variances of the initial and measured benzyl
alcohol mixing ratios. The uncertainty reported in Table 4.1 is, then, the square root
of the reacted benzyl alcohol mixing ratio variance.

The conversion from mixing ratio to mass concentration of reacted benzyl alcohol
was performed assuming a constant pressure of 1 atm. Note that the chamber is
located three floors from a weather station, which reported an average atmospheric
pressure of 0.97 atm in the year 2019 (TCCONWeather Data, 2020); thus, 1 atm is
a reasonable estimate of the pressure in the experiments.
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4.2.3 Particle-Phase Measurements
To measure the particle size distribution, a custom-built scanning mobility particle
sizer (SMPS) with a 3081 TSI Differential Mobility Analyzer (DMA) and a TSI
3010 butanol condensation particle counter (CPC) was used with a sheath flow rate
of 2.64 Lpm, an aerosol flow rate from the chamber of 0.515 Lpm, and a dilution flow
of 0.485 Lpm. A full size-scan was collected every 5.5 minutes (for experiments
S1–3 and E1 scans were performed every 6 min), and the voltage was scanned over
4 min from 15 to 9875 V. Data inversion was performed using the method described
in Mai et al. (2018). Total number, volume, and surface area concentrations were
determined assuming 431 size bins between 22 and 847 nm. When the sample flow
was <0.515 Lpm, an adjustment to the total number concentration was performed to
account for the sampled flow. Particles were charged with a 500 microcurie Po-210
source, except for experiments S1–3 and E1, which used an X-ray source.

When the aerosol size distribution was close to the edges of the measurable range, a
logarithmic fit of the distribution tail was performed on the edges of the distribution:
diameters of 382 to 600 nm were used to fit particles above 600 nm, and those with
diameters 35 to 200 nmwere used to fit particles with diameters smaller than 35 nm.
Fits of the tail distribution were performed on the upper end of the size distribution
for experiment N5, which produced an average of a 3.4% decrease from the raw
measurement in the volume concentration; the lower end of the size distribution
for experiment S2, which led to a volume concentration adjustment of <0.1%;
and on both the upper and lower ends of the size distribution for the nucleation
experiment S1, which (for those points after at least 100 min of oxidation) led to a
volume concentration difference of <1% from that measured in the absence of any
adjustment. Particle volume was converted to particle mass with a SOA density
of 1.4 g cm−3, consistent with past work on isoprene (Dommen et al., 2006; Kroll
et al., 2005; Kroll et al., 2006) and on benzyl alcohol (Li et al., 2018).

Uncertainty in the particle size was assumed not to exceed 2 nm, as is typical. For
the CPC-associated margin of error, according to approximate Poisson statistics, the
uncertainty of the number in each particle size bin was taken as the square root of
the number concentration in that bin and that value of uncertainty was propagated
into surface area and volume measurements both by bin and, eventually, for the
total number concentration. Additionally, an uncertainty in the measured volume
concentration due to sample noise was added from the uncertainty of the wall-loss
corrected volume concentrations in the background collection period prior to lights
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on (see Sect. 4.3.2.1).

For experiments U1–8, there were issues with the particle-volume measurements
or with the particle-wall-deposition correction (see Sect. 4.3.2.1). While these
experiments were used for the analysis of chemical composition, no SOA yields or
wall-loss slopes are reported. Additionally, experiments U1, U3–4, and U7 report
approximate initial seed surface area concentrations. There is no initial measured
seed surface area concentration for experiment U8.

Aerosol-phase bulk composition was determined using an in situ high-resolution
time-of-flight aerosol mass spectrometer (AMS, Aerodyne Research) in the high-
sensitivity V-mode. Data were analyzed with Igor Pro (version 6.37) and the
Squirrel (1.57l) and Pika (1.16l) toolkits. Elemental composition was determined
following the improved-ambient method from Canagaratna et al. (2015) and Aiken
et al. (2008). Absolute uncertainties of O:C and H:C ratios are ±28% and ±13%,
respectively (Canagaratna et al., 2015).

Measurements from the AMS can be utilized to determine the mass fraction of
organonitrates (RONO2) in the aerosol-phase following the method described by
Farmer et al. (2010). Both inorganic and organic nitrates fragment to an m/z of 30
(NO+) and an m/z of 46 (NO +

2 ), but the ratio of these two fragments for organon-
itrates (including those derived from aromatic hydrocarbons) and for ammonium
nitrate is quite different and this difference can be utilized to determine the contribu-
tion of organonitrates to the nitrate signal in the AMS (Farmer et al., 2010; Fry et al.,
2013; Kiendler-Scharr et al., 2016; Sato et al., 2010). The measured mass ratio of
NO/NO2 (called the NO +

x ratio) is used to show the contribution of organonitrates
to aerosol mass (see Appendix 4.A.2). Note that fragments of the form CxHyN

+
z

are sufficiently scarce that they are neglected: the N:C ratio was never more than
0.026 for the experiments considered here.

For experiments N1–3 and U1–6, the chemical composition of particle-phase com-
pounds was further analyzed using offline ultra-high performance liquid chro-
matography electrospray ionization quadruple time of flight mass spectrometry
(UPLC/ESI-Q-ToFMS) (Zhang, Dalleska, et al., 2016). This method is described
in Appendix 4.A.1.
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4.3 Calculations of SOA Yield
4.3.1 Method
The secondary organic aerosol yield (SOA Y) is given by

. =
ΔSOAmeas
ΔBnOHmeas

(4.1)

where ΔBnOHmeas is the reacted mass of benzyl alcohol; that is, the difference
between the initial concentration and the measured concentration at a given time.
ΔSOAmeas is the difference between the measured and wall-deposition-corrected
aerosol mass concentration at a given time and the aerosol concentration prior to the
beginning of oxidation. The wall-deposition correction assumes that once a particle
deposits on the wall, suspended gas-phase molecules no longer condense onto it; its
growth ceases. This corresponds to the technical assumption that l = 0, where l
is a proportionality factor that describes the degree to which vapor condenses onto
particles already deposited on the chamber walls compared to those suspended in
the bulk of the chamber: if l = 0, once a particle deposits on the chamber wall it
is lost to the system and no longer acts as a condensation sink; if l = 1, a particle
deposited on the chamber wall acts as a condensation sink identically to that of a
suspended particle (Trump et al., 2016; Weitkamp et al., 2007).

The SOA yield is bounded by the assumptions that l = 0 and l = 1. The extent of
difference between these cases is dependent on characteristics of the chamber (e.g.,
the rate of particle-wall-deposition) and of the chemical system (e.g., the amount of
kinetic vs. equilibrium particle growth that occurs) (Trump et al., 2016). Appendix
4.B describes the calculation of ΔSOAmeas,l=1 and the corresponding assumptions.

Table 4.1 shows the SOA yields calculated with uncertainties for the l = 0 and
the l = 1 assumption. The SOA yield calculation with both l = 0 and l = 1 is
shown for experiment R1 in Fig. 4.1. Since the difference between the SOA yield
calculated withl = 1 and withl = 0 is dependent on the amount of organic aerosol
that deposits onto the chamber walls, experiments with a higher initial aerosol
concentration or that simply last for a longer period tend to have a greater disparity
between SOA yields calculated with thel = 0 assumption and those calculated with
the l = 1 assumption. Even so, for all the experiments considered here, the l = 1
calculated SOA yield is within the uncertainty of the SOA yield found assuming
that l = 0. Furthermore, optimization of chamber parameters indicates that the
l = 0 case is closer to reality than the l = 1 case (see Table 4.2 and the discussion
in Appendix 4.C.4).
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Figure 4.1: (a) The SOA yield for experiment R1 calculated with the assumption
that l = 0 is shown as a solid curve and with l = 1 as a dashed one. The shaded
region is the associated uncertainty for the l = 0 case. Due to low signal at the
beginning, the first 10 min of the experiment are not shown. Panel (b) shows the
wall-deposition-corrected mass concentration of SOA formed assumingl = 0 (blue
solid curve fitted to the circles and error bars) and l = 1 (dashed blue curve). The
measured mass concentration of benzyl alcohol is the yellow circles with associated
error bars, to which the yellow curve is fit.
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4.3.2 Corrections
The chamber walls have, primarily, two effects on the SOA yield results: particles
with organic mass on them may deposit on the chamber walls and not be detected
(called particle wall deposition) or low-volatility compounds that, in the atmosphere,
would condense onto suspended particles and form secondary organic aerosol mass
instead deposit directly onto the chamber walls (called vapor wall deposition).

Since vapor wall deposition can involve loss to the wall of the oxidation products
and not just the precursor compound, it is difficult to directly correct for the effect
of vapor-wall deposition on the observed SOA yield. This is because, often, as is
the case here, not all the oxidation products are fully measured and characterized.
Instead, one can minimize its effect by increasing the presence of the suspended
aerosol surface area concentration so that the suspended aerosol outcompetes the
chamber wall as a condensation sink. To do so, however, increases the effect of
particle wall deposition because as there are more particles in the chamber, a greater
fraction will generally deposit onto the chamber walls (due to a nonlinear decay)
(Charan, Huang, and Seinfeld, 2019).

Noting that one must always account for particle wall deposition, since even a
nucleation experiment will produce particles that may deposit on the chamber walls
while one is attempting to measure them, we take this approach of correcting for
particle wall deposition and operating our experiments in a regime that minimizes
the effect of vapor wall deposition.

4.3.2.1 Particle-Wall Deposition

To determine the particle-wall-deposition correction parameters for the 17.9 m3

chamber, two-parameter fits to the eddy-diffusivity coefficient (:4) and the mean
electric field experienced within the chamber (�̄), following the protocol in Charan,
Flagan, and Seinfeld (2018), were performed on dry, ammonium sulfate experiments
with an assumed density of 1770 kg m−3. For this study, two experiments were
carried out for 8 h in the dark with only ammonium sulfate seed present, one was a
6 h experiment under irradiation, and an additional four were 4 h dark experiments
with the precursors of a VOC oxidation experiment. All dark experiments were
carried out at 25.6◦C and that in the presence of light was performed at 28.6◦C.
Analysis began 30 min after initial mixing and used 15 size bins to improve the
counting statistics. All bins were included in analysis.

When a two-parameterminimization on :4 and �̄ for each experimentwas performed
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following the protocol described in Charan, Huang, and Seinfeld (2019), initial
guesses of :4 were varied between 0.15 and 5 s−1 and of �̄ between 0 and 50 V
cm−1. Three of the seven experiments gave �̄ < 0.1 × 10−9 V cm−1, and the other
four gave �̄ = 2.1, 2.3, 3.9, and 5.1V cm−1. Note that this is small: over 20 h of solely
particle wall deposition and coagulation for an initial surface area concentration of
2.7 × 103 μm2 cm−3 and a lognormal distribution centered around ∼125 nm, an
�̄ = 2.5 V cm−1 gave a number concentration 86% of that when �̄ = 0 (Charan,
Flagan, and Seinfeld, 2018); a characteristic value for a chamber with charge is ∼ 45
V cm−1 (McMurry and Rader, 1985). This chamber, unlike many with larger values
of �̄ , is constantly suspended and does not touch the enclosure walls.

When all the experiments were analyzed together, with an initial guess of :4 varying
between 0.001 and 10 s−1, the minimization function converged with :4 = 0.0769
s−1. Even for those experiments that gave �̄ ≠ 0 when optimized, all fit ap-
proximately as well to their one-parameter minimization and to the all-experiment
optimized value (:4 = 0.0769 s−1) as to their individually optimized values. One-
parameter optimization (optimizing only for :4, while assuming �̄ = 0) was also
performed for each of the 7 experiments. Uncertainty in wall-loss was determined
by taking the smallest :4 value found from each of these experiments (0.0004 s−1)
as a lower bound and the largest :4 value (0.5 s−1) as an upper bound. The total
mass concentration of SOA formed, which was used to calculate the SOA yield, was
found from a smoothing spline fit of the particle-wall-deposition-corrected volume
concentration (R2 ≥ 0.994). Wang, Jorga, et al. (2018) have shown, for a similarly
configured chamber to those used here, that neither UV lights, nor flushing of the
chamber, nor gas-phase injections had an effect on particle wall deposition.

As additional verification, for three experiments performed under the standard repli-
cation conditions for this study, the contents of the chamber were allowed to sit
undisturbed for 4 h prior to the lights being turned on. During these 4 h, the wall
loss correction was performed using the parameters :4 = 0.0769 s−1 and �̄ = 0, for
which it was verified that these values gave constant volume concentrations.

Prior to the commencement of oxidation, all experiments were mixed and then
allowed to sit undisturbed for ≥1 h. During this background-collection period,
duringwhichwe assume no aerosol growth took place, thewall-deposition-corrected
volume concentration was calculated using the :4 and �̄ parameters given above. To
quantify the degree to which this volume concentration was properly wall-deposition
corrected, the slope of a linear fit of the volume concentration as a function of the time
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(with a 95% confidence interval) during this background period is reported in Table
4.1. Since experiment S1 was performed in the absence of initial seed, the aerosol
volume concentration during the background collection time was 0 and no slope is
reported. For all 20 experiments in which a SOAyield is reported (excluding S1), the
wall-deposition-corrected volume concentration during the background collection
time was relatively constant: the absolute value of the slopes for all experiments
was < 0.1 μm3 cm3 s−1 and the mean was 0.03 μm3 cm−3 s−1.

The initial particle surface area concentration was taken to be the average of the
wall-loss corrected values of the seed volume during the background-collection
period.

4.3.2.2 Vapor-Wall Deposition

Based on three periods of vapor wall loss prior to experiment S3, each >100 min,
the timescale of the loss of benzyl alcohol to the Teflon chamber walls is on the
order of days (∼2 to 5 days). While benzyl alcohol itself may be lost slowly,
benzyl alcohol oxidation products might partition to the wall. The accommodation
coefficient of vapor to suspended particles (U?) was derived to be on the order of
10−2 (see Appendix 4.C). This also implies the presence of a seed surface area effect
because the slower the gas-particle equilibration, the more likely that the chamber
wall is an attractive condensation sink. Indeed, this value of U? corresponds to
competitive kinetic and quasi-equilibrium growth for the parameters of the chamber
and predicted oxidation products (see the dimensionless group Ki in Charan, Huang,
and Seinfeld, 2019).

To understand the extent towhich the chamberwall is competitivewith the suspended
aerosol as a condensation sink, the initial seed surface area concentration was varied
for otherwise identical experimental conditions. Figure 4.2 shows this observed
SOA yield, where no vapor-wall-deposition corrections are performed, for a range
of initial seed surface area concentrations. Above ∼1800 μm2 cm−3, there appears
to be little change in the observed SOA yield; thus, we assume that the effect of
vapor wall deposition is minimal.

For each chamber and each chemical system, the initial seed surface area concentra-
tion at which the effect of vapor wall deposition is no longer significant is different:
this is a function of, among other factors, the particle-vapor equilibration time,
the accommodation coefficient of the gas-phase product to the chamber walls, the
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Figure 4.2: Variation in observed benzyl alcohol SOA yield with an initial NO
mixing ratio of 80 ppb at 291 K as a function of the amount of benzyl alcohol
reacted and the initial aerosol seed surface area. The lack of a difference in the
yield over differing seed surface areas above ∼1800 μm2 cm−3 indicates that the
experiments lie within a regime where the seed surface area does not affect the
measured SOA yield.

chamber dimensions, and the initial precursor concentration (Charan, Huang, and
Seinfeld, 2019; Zhang, Schwantes, et al., 2015).

In theory, the fact that we can neglect the effects of vapor wall deposition on SOA
yield at a temperature of 291 K and an initial NO mixing ratio of ∼80 ppb (as is
the case for experiments R1–5 and S1–4, which are shown in Fig. 4.2), does not
mean that we can neglect the effects for all temperatures and all NO mixing ratios,
since different experimental conditions may change the chemistry of the system.
However, while the identities and relative ratios of gas-phase products may differ for
the different experiments explored in this paper, and hence the propensity to partition
into the wall may vary, it is assumed that the products are sufficiently similar that the
range at which vapor-wall deposition is considered insignificant remains the same.
And, so, we apply the assumption that vapor wall deposition minimally affects the
observed SOA yield at initial seed surface area concentrations above ∼ 1800 μm2

cm−3 to all experiments in this paper.
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4.3.3 Uncertainties in Measured SOA Yields
The SOA yield is defined as the ratio of the mass of aerosol formed to the mass of
precursor reacted (see Eq. 4.1). One may overestimate the yield by underestimating
the amount of benzyl alcohol reacted or by overestimating the amount of aerosol
formed. If the particle-wall-deposition adjustment overcorrects the aerosol formed,
it would seem as if a higher yield exists than that in actuality. Table 4.1 shows
the SOA yield that would be calculated assuming that no particles were lost to
the chamber walls during the experiment: this is simply the difference between
the measured aerosol mass at the end of the experiment and that at the beginning,
divided by the total reacted benzyl alcohol mass. Except for experiment R3 and L1,
which ran for 12 h and 17 h, respectively, the raw particle volumes at the end of
the experiments were > 80% of the wall-deposition-corrected volumes. So, even
if there are errors in the particle-wall-deposition correction, the SOA yields will
still be quite large. For experiment R1, the assumed uncertainty that comes from
particle-wall-deposition is ∼ 8%. This dominates, for ΔSOAmeas, the random and
counting error. The total uncertainty in ΔSOAmeas for experiment R1 is, including
the uncertainty in the aerosol density, the wall-deposition, and the random error,
∼ 9%.

Most of the reported uncertainty in the SOAyield comes not from thewall-deposition
correction, but from the uncertainty in the benzyl alcohol concentration. For ex-
periment R1, the random error in the benzyl alcohol signal, measured during the
background collection period, was 15%. Combined with the uncertainty of the
calibration (6%), this was a 16% uncertainty. This same error was applied to the
concentration of benzyl alcohol measured at the end of the experiment. Since
Δ[BnOH]meas = [BnOH]0 − [BnOH]C=4=3 , the uncertainty of Δ[BnOH]meas is
19.5%.

With the 9% and 19.5% uncertainties in ΔSOAmeas and Δ[BnOH]meas, respectively,
we get a 21% uncertainty in the final calculated SOA yield. Most of this comes
from the precursor concentration.

Uncertainty from vapor-wall deposition is not included in the calculated error,
but any vapor-wall deposition would only decrease the fraction of organic aerosol
observed. That is, the true ΔSOAmeas would be larger than the calculated ΔSOAmeas.
If experiments were not run at a sufficiently large aerosol surface area concentration
to neglect the loss of gas-phase products to the chamber walls, the true SOA yield
will only be larger than what is reported here.
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4.4 SOA Yields
4.4.1 Adsorptive and Absorptive Aerosol Growth
The uptake and growth of aerosol can occur either through adsorption or absorption
of oxidation products. Generally, we think of secondary organic aerosol growth
as governed by absorption, though adsorption is also possible, especially at the
large surface area concentrations used in this study to reduce the effect of vapor-
wall deposition. To estimate the relative effects of these two processes, we use the
gas-particle partitioning coefficient given by (Pankow, 1994; Pankow, 1987):

 ? =
1
?0
!

[
#B�CB?')4

Δ&/') + 5><')

",><W

]
(4.2)

where the first term comes from adsorption and the second from absorption. The
absorbent vapor pressure, ?0

!
is in units of atm. If we assume that the molecular

weight of the organicmaterial",>< = 188 gmol−1 = 1.88×108 μgmol−1, which is
the molecular weight of the major low-volatility oxidation product of benzyl alcohol
calculated by Wang (2015); the activity coefficient of a compound in the organic
phase is W = 1; and the temperature is ) = 291 K (matching that in experiment
R1), the absorptive term is ∼ (1.3 × 10−10) 5>< m3 atm μg−1, where 5>< is the mass
fraction of absorbing organic in the aerosol phase.

The specific surface area of the particulate matter, �CB?, changes little throughout
experiment R1. At the beginning of the experiment, when particles are the smallest,
�CB? ≈ 0.14 cm2 μg−1. Using Eq. 60 from Pankow (1987), the surface concentration
of sorption sites on an adsorbing surface is #B,>< ≈ 4.5 × 10−10 mol cm−2 for the
organic phase and #B,0<< BD; 5 ≈ 6.7× 10−10 mol cm−2 for ammonium sulfate. Note
that the calculation for the organic phase uses d>< = 1.4 g cm−3. To get an upper-
bound estimate of adsorption, if we take #B = #B,0<< BD; 5 , the adsorptive term is
∼ (2.2 × 10−12)41.7Δ& m3 atm μg−1, where Δ& is the enthalpy difference between
desorption from the particle surface and vaporization of the pure liquid and has units
of kcal mol−1.

To determine the relative importance of adsorption and absorption, we need Δ&
and 5><. For liquid-like adsorption, Δ& ≈ 0, but for SOA from polycyclic aromatic
hydrocarbons rings and organochlorines, Δ& ≈2–4 kcal mol−1 and Δ& ≈1–2 kcal
mol−1, respectively (Pankow, 1987; Yamasaki, Kuwata, and Miyamoto, 1982). For
experiment R1, 5>< is 0.1 by 10 min and 0.5 by 1 h. At the end of the experiment,
5>< = 0.8.
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Depending on the value of Δ&, the length into the experiment at which adsorption
is insignificant changes. If Δ& ≈ 0, adsorption will be responsible for < 15%
partitioning 10 min into the experiment. If Δ& . 0.9 kcal mol−1, adsorption will
be responsible for < 15% partitioning 1 h into the experiment, and if Δ& . 1.2
kcal mol−1, adsorption will be responsible for < 15% partitioning at the end of the
experiment. Note that, since prior to the commencement of oxidation, no aerosol
growth is observed, the seed aerosol neither adsorbs nor absorbs benzyl alcohol.

4.4.2 Absorptive Particle Partitioning
If absorption dominates gas-particle partitioning, the SOA yield would depend on
the amount of organic material in the aerosol phase (ΔSOAmeas, which varies with
5><) if equilibrium growth occurs, as is shown in Fig. 4.3 (Pankow, 1994; Odum
et al., 1996). Traditionally, this partitioning is given by

. = ΔSOAmeas

=∑
8=1

(
U8 ><,8

1 +  ><,8ΔSOAmeas

)
(4.3)

where a one-product model has = = 1 and a two-product model has = = 2 (Pankow,
1994; Odum et al., 1996; Ng et al., 2007). The stoichiometric fraction of product
8 in mass units is U8.  ><,8 is the absorptive partitioning coefficient for the organic
phase for species 8, which is  ?,8

5><
from Eq. 4.2 (Odum et al., 1996).

The two-product model does not improve from the one-product model (dotted curve
in Fig. 4.3a), but only creates a very large non-volatile compound ( >< >> 1)
that is formed in very small quantities (U << 1) and the other compound nearly
matches the compound found in the one-product optimization. The one-product
optimization gives U = 0.97 and  >< = 0.009 if all points are equally weighted. If
we only include the end points, this gives U = 1.05 and  >< = 0.005.

At & 500 μg m−3, the SOA yield flattens out. This indicates that, above this
ΔSOAmeas, the partitioning coefficients for the oxidative products are sufficiently
large (that is, the products are sufficiently non-volatile), that Y approaches U, the
gas-phase stoichiometric fraction in mass units for the oxidation products (Ng et al.,
2007).

4.4.3 Time Dependence
While, usually, the SOA yield is reported as a single number at the end of an
experiment, it can also be understood as a function of time sincemultiple generations
of oxidation products usually exist (Cappa et al., 2013). For example, in the U-
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Figure 4.3: Secondary organic aerosol yields as a function of organic aerosol formed
(a) throughout experiments performed under similar initial conditions (R1–5 and
L1) and (b) at the end of oxidation for experiments with quantitative SOA yields.
In panel (a), the first 30 min of oxidation are removed due to low signal and large
uncertainties in SOA yield. Note that the experiment run at a lower oxidation rate
(L1) nearly matches the outcomes of those run under otherwise similar conditions
(R1–5), though the discrepancy may be due to the slightler lower temperature of
experiment L1 (286 K compared to 291 K). The measured SOA yield appears
to depend on the organic aerosol mass concentration, ΔSOAmeas, which indicates
that particle partitioning is important for SOA yield determination. Panel (a) also
includes a one-product and two-product fit to the data.

pinene system, the SOA yield has been shown to depend on the total hydroxyl
radical exposure (Donahue et al., 2012; Wang, Kostenidou, et al., 2018). Figure
4.4 shows, for each experiment, the terminal SOA yield and the bands indicating
at which times each of the experiments lie within 10%, 5%, and 1% of the final
reported yield. The most atmospherically representative value of U is that to which
the experiments converge. For almost all the experiments, the yields appear to have
converged sufficiently to justify the reporting of the final yield, though the benzyl
alcohol concentration may not yet have all reacted (see Table 4.1); as more reacts,
more aerosol is formed but the SOA yield levels out. Experiments R3 and R5,
which were run for considerably longer than other experiments, show that the final
SOA yield changed little from earlier in oxidation, when the other experiments were
terminated.

Note that for experiment L1, also run for considerably longer than the other ex-
periments, the light strength was ∼8% of that in all the other experiments. At
this lower oxidation rate, the SOA yield takes much longer to converge but does
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Figure 4.4: SOA yield calculated assuming l = 0 as a function of time for (a) ex-
periments run under approximately identical conditions, (b) different initial surface
area experiments, (c) the low light strength experiment (L1) and the initial NO2
experiment (E1), (d) different temperature experiments, and (e–f) variable constant
NO mixing ratio experiments. The measured SOA yields are the solid line and the
reported end yield is the circle with the reported error bars. The lightest shaded
region is ±10% of the reported end yield, the medium-shared region is ±5%, and
the darkest shaded region is ±1%. The first 30 min of oxidation are omitted due to
low signal and large noise at the beginnings of the experiments.
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appear to be a function of ΔSOAmeas (Fig. 4.3). This shows that the convergence
time depends on the rate of oxidation. Table 4.1 includes the amount of benzyl
alcohol that reacted by the end of the experiment and a first-order exponential fit
to the decay (:BnOH+OH [OH]): for all except experiment L1, the :BnOH+OH [OH]
is similar, indicating a similar decay. Note that since the exact [OH] is not cal-
culated, :BnOH+OH [OH] is reported assuming that [OH] is constant throughout the
experiment.

4.4.4 Temperature Dependence
Figure 4.5 shows the SOA yield of benzyl alcohol over a range of temperatures, all
corresponding to approximately the same initial surface area range (1500–2800 μm2

cm−3) and the same initial NOmixing ratio of∼ 80 ppb (see R1–5 and T1–4 in Table
4.1). In general, a lower yield of benzyl alcohol exists at higher temperatures; this is
expected due to the decreased volatility of oxidation products at lower temperatures
and to the increased rapidity of second-generation reactions, which may potentially
form high volatility fragments before the lower volatility first-generation products
have time to partition into the particle phase.

At the lowest temperature measured, where one would expect the greatest seed
surface area effect (that is, the most competition between the wall and suspended
aerosol condensation sinks), we have already determined that we are outside the
range of the seed surface area effect (Fig. 4.2). So, one would not expect that the
difference in SOA yield is related to competition with the chamber wall.

A higher SOA yield at lower temperatures is also supported by Fig. 4.6, which shows
how the chemical makeup of the aerosol is different for aerosol formed at different
temperatures: the O:C ratio is higher and the H:C ratio is lower on aerosol formed
at higher temperatures, meaning that more volatile compounds that might condense
at lower temperatures (and have a smaller O:C ratio and a lower H:C ratio) do not
condense at the higher temperature (panels a and c). Though the difference is slight,
there is a trend for a larger NO +

x ratio (panel b) and, correspondingly, a larger mass
fraction of organonitrates at higher temperatures. The former indicates that the
organonitrates may be less volatile than other nitrogen-containing compounds that
may condense into the aerosol phase (including, potentially, inorganic ammonium
nitrate). The latter suggests that the gas-phase branching may be different. It may
be that fewer organonitrates are formed at lower temperatures.

If Eq. 4.3 governs the SOA yield curve, then one would expect the curve to asymp-
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Figure 4.5: Variation in SOA yield over several hours of benzyl alcohol oxidation
as a function of temperature with an initial NO mixing ratio of 72 to 81 ppb as a
function of the amount of benzyl alcohol reacted for experiments R1–3 and T1–4.
The color is proportional to the amount of benzyl alcohol that has reacted at the
end of the experiment. Experiments began with between 78 and 102 ppb of benzyl
alcohol and initial seed surface area concentrations of 1800 to 2900 μm2 cm−3.
Error bars are given for the yields at the end of each experiment (experiment lengths
are given in Table 4.1).

totically approach U as ΔSOAmeas increases. The partitioning coefficient  >< is
explicitly temperature dependent, but U is temperature-dependent only insofar as
the oxidation products preferred for formation change with temperature. In Fig. 4.7,
the flattening out of the SOA yield curves indicates that it is U (and not just  ><)
that changes with temperature. This points to a change in chemistry accounting for
the difference in SOA yields at different temperatures.

This difference in chemistry accounting for the difference observed in the SOA yield
is also supported by observations in the gas phase. The gas-phase concentration
of hydroxybenzyl alcohol (HOBnOH) has a molar mass of 124 g mol−1 and is de-
tected at M+19, corresponding to the addition of F– (Schwantes, Schilling, et al.,
2017). This signal normalized to the reactant ion signal by the initial benzyl alcohol
concentration (expressed in signal normalized to reactant ion signal) for each of the
experiments described here is given in Fig. 4.8. Note that this is, essentially, the
HOBnOH concentration divided by the initial benzyl alcohol concentration. The
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Figure 4.6: Variation in (a) the hydrogen to carbon atomic ratio, (b) the NO +
x ratio,

and (c) the oxygen to carbon atomic ratio indicate that the difference in SOA yield
observed at different temperatures might be a result of chemical differences in the
aerosol formed. At higher temperatures, O:C ratios are larger and H:C ratios tend
to be smaller. There is also a slight increase in the NO +

x ratio with temperature.
Absolute uncertainties are 13% and 28% for the H:C and O:C ratios, respectively.
Since the ratios are relevant only when there is a sufficient amount of aerosol present,
the first 15 min after oxidation are not shown. A SOA yield is not calculated for
experiment U2 due to uncertainties in the rate of particle-wall deposition, but that
should not affect the chemical composition of the aerosol.
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Figure 4.7: Secondary organic aerosol yields as a function of organic aerosol formed
for experiments R1 and T1–T4, all run at different temperatures and otherwise
similar initial conditions. The value of U is from a two-parameter fit to Eq. 4.3 ( ><
is not shown). Data are shown only after 30 min into the experiment to minimize
the error from noise at the beginning of oxidation.

temporal evolution of HOBnOH for nearly identical experiments is fairly repro-
ducible, as shown in panel a. The formation of HOBnOH or the rate at which it
reacts away seems to increase slightly at higher temperatures (Fig. 4.8d), which also
indicates that it is a change in chemical composition that accounts for changes in the
SOA yield.

4.4.5 Nitric Oxide Mixing Ratio Dependence
To probe the different chemical pathways that form, the SOA yield dependence on
variable NO concentrations was investigated (Fig. 4.9). NO mixing ratios were
maintained throughout experiments N1–6 and U6, leading to an increase in the total
NOx in the system. NOx increased by ∼60 ppb for experiment N1 and ∼100–200
ppb for experiments N2–6 and U6. Generally, the SOA yield seems to decrease with
increased NO concentration.

As shown in Fig. 4.10c, there are also larger O:C ratios after ∼2 h of oxidation for
the lower NO mixing ratios (N1, N2, and N4). Note that experiment N4 appears to
behave more similarly to N1–2 than to N5–6 and U6; the control on the NO mixing
ratio for N4 was much less successful than for the other constant NO experiments
(see the error bars in Fig. 4.9). While the [NO] throughout experiment N4 was,
on average, 74 ppb, it was only 62 ppb on average during the first 3 h of oxidation
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Figure 4.8: The normalized hydroxybenzyl alcohol (HOBnOH) signal divided by
the initial normalized benzyl alcohol signal (as calculated during the background
collection period) for (a) similar experiments, R1–5, (b) different initial surface are
experiments, S1–4, (c) the low light strength experiment, L1, and the initial NO2
experiment, E1, (d) different temperature experiments, T1–4, (e) low constant NO
mixing ratio experiments, N1–3, and (f) high constant NOmixing ratio experiments,
N4–6. The horizontal axis is the time since the beginning of oxidation. For all except
experiment L1, the light strength was identical. Note that the random error in the
initial benzyl alcohol mixing ratio is on the order of 10%.
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Figure 4.9: SOA yield under different constant NO conditions for experiments N1–
6. To maintain the desired NO mixing ratio, NO was injected throughout these
experiments at varying rates. All experiments were performed at 291 K, with initial
benzyl alcohol mixing ratios between 70 and 82 ppb, and with initial seed surface
area concentrations of 1800 to 2900 μm2 cm−3. The x-axis error bars show the full
range of NO concentrations experienced throughout the experiment.

(experiment N3 had an average [NO] of 62 ppb during the first 3 h of oxidation).

Figure 4.8e shows a difference in the gas-phase chemistry at different NO mixing
ratios for the lower constant NO experiments (N1–3), but there appears to be little
difference in the HOBnOH concentration for the higher constant NO experiments
(Fig. 4.8f). This alsomatches the observed change in O:C ratios (indicating a change
in chemical composition) between experiments N1, N2, and N3 (but not between
N5, U6, and N6).

This change in chemical composition could be in the prevalence of organonitrates.
It appears that at the beginning of each experiment, the first secondary organic
aerosol formed comprised a significant portion of organonitrates (as much >20%
by mass), as shown in Fig. 4.A.1. While the mass fraction of organonitrates is
not reported for the experiments shown in Figs. 4.6 and 4.10 (due to calibration
issues), the NO +

x ratio trend is the same as that for the experiments shown in Fig.
4.A.1, where the mass fraction can be reported. Note that one pathway to form
organonitrates is by reaction with the nitrate radical; since all our analysis from
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Figure 4.10: Variation in the (a) hydrogen to carbon atomic ratio, the (b) NO to
NO2 signal mass ratio, and the (c) oxygen to carbon atomic ratio indicate that the
difference in SOA yield observed at different NOmixing ratios is a result of chemical
differences in the aerosol formed. The lower NO experiments have a higher O:C
ratio later in the experiment than the high NO ones; no trend is obvious in H:C ratios.
Absolute uncertainties are 13% and 28% for the H:C and O:C ratios, respectively.
Since the ratios are relevant only when there is a sufficient amount of aerosol present,
the first 15 min after oxidation are not shown. Data were collected only after ∼2 h
of oxidation for experiment N4. A SOA yield is not calculated for experiment U6
due to uncertainties in the rate of particle-wall deposition, but that should not affect
the chemical composition of the aerosol.
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the AMS is of experiments with the ultraviolet lights on, one does not expect a
significant concentration of nitrate radicals (Seinfeld and Pandis, 2016). Instead, we
expect the organonitrates to have been formed by a RO2 · +NO reaction; this reaction
has a high gas-phase yield for organonitrates for large compounds (Arey et al., 2001;
Rollins et al., 2010). Nitroaromatics could also form from the addition of NO2
to a radical intermediate, as has been suggested as the formation mechanism for
nitrocatechols from laboratory studies of m-cresol (Iinuma, Böge, and Herrmann,
2010).

Indeed, UPLC analysis found a high prevalence of RNO2 compounds (see Table
4.A.1), which likely will not lead to the same NO +

x ratios as organonitrates and
might contribute NO +

2 fragments that could lower the NO +
x ratio. For all experi-

ments with filters collected (N1–3 and U1–6), nearly all compounds detected with
UPLC analysis were nitroaromatics. This indicates that the low-volatility products
that condense into the aerosol phase retain their aromatic rings. Some of the ring-
retaining compounds have C7 structures, as does benzyl alcohol. However, several
of the compounds detected are C6 structures, indicating the possible loss of the
methanol group. In particular, UPLC analysis showed a particularly high concen-
tration of nitrocatechol in the aerosol. The atomic ratios of oxygen to carbon atoms
(O:C) are quite large: between 0.6 and 1.0, which matches that of very oxygenated
rings (Fig. 4.C.1), but could also match nitrocatechol (O:C of 0.67).

As oxidation continued, more non-nitrogenated organic compounds condensed into
the particle phase decreasing the mass concentration of organonitrates. Simulta-
neously, the NO +

x ratio decreased, which could have been caused by nitric acid,
formed from OH + NO2, partitioning into the aerosol phase and forming nitrate
ions. Partitioning of HNO3 into secondary organic aerosol has been observed by
Ranney and Ziemann (2016). Another possibility is that other compounds, such as
organonitrites, might produce NO +

2 fragments that lower the NO +
x ratio throughout

the experiment.

It is possible, however, that there are non-ring retaining compounds which condense
onto SOA that are simply not detectable by the UPLC. Additionally, the prevalence
of nitroaromatics may be a result of the UPLC analysis method that is particu-
larly sensitive to nitroaromatics: the detection of aerosol phase compounds via the
UPLC/MS method is limited to detecting compounds that are water soluble and
lie within the detection limits of the instrument. Though filters were stored at low
temperatures, on-filter chemistry or hydrolysis in the aqueous phase could occur.
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This could alter the molecular weight of the original compounds collected in the
particle phase (Zhang, Dalleska, et al., 2016).

Nevertheless, the presence of many nitrogen-containing compounds in the particle
phase is clear. This is supported by other studies: nitroaromatic hydrocarbons have
been observed from daytime oxidation, sourced from anthropogenic sources, and
attributed to the particle phase (Ikemori, Nakayama, and Hasegawa, 2019). These
compounds have been observed in toluene chamber oxidation studies run at constant
15–20 ppb NOx mixing ratios, for which benzyl alcohol was one of the measured
oxidation products (Hamilton et al., 2005).

Perhaps at higher NO concentrations there are more nitroaromatics, and these com-
pounds are more volatile than the nitrogen-free oxidation products (such as the very
oxygenated rings). Though the differences in H:C and O:C ratios are slight, the
larger O:C ratios—corresponding to the very oxygenated rings—that are seen at
lower NO concentrations support the theory that the compounds formed differ (see
Fig. 4.10).

Experiment E1, which is similar to experiments R1–5 except that, prior to the
beginning of oxidation, it begins with 71.0±0.8 ppb of NO2 and no NO, shows a
much lower SOA yield than that from experiments R1–5. This suggests that it is the
NO that is the relevant reactant that causes initially high SOA formation. This is
supported by the significant mass fraction of organonitrates at the beginning of the
experiments; organonitrates are formed by RO2 · reaction with NO.

4.4.6 SOA Bulk Properties
Throughout all the experiments, the O:C ratio also first decreases and then increases.
If particle growth is kinetically controlled (supported by a modeled U? ∼ 10−2, see
Appendix 4.C), the change in O:C ratio throughout the experiment might simply
be a result of the greater abundance of higher volatility oxidation products at the
beginning of the experiment. Only the lowest volatility (which are, presumably,
compounds with the highest O:C ratios) condense initially, but as higher volatility
compounds build up, theymay eventually partition into the aerosol phase, decreasing
the O:C ratio. As lower volatility second- and third-generation compounds are
formed, these might then increase the O:C ratio observed. There may also be
particle-phase chemical reactions, such as oligimerization (Gao et al., 2004), that
lead to the change in O:C ratio throughout the experiment. Or, the observed change
could result from a change in the nitrogen-containing compounds in the aerosol-
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phase. Note that, when there is a large contribution of organonitrates to the aerosol,
the O:C ratio will be an underestimate (Aiken et al., 2008).

4.5 Conclusion
The secondary organic aerosol yields of benzyl alcohol determined in this study
range from 0.35 to 0.99. McDonald et al. (2018), who found that volatile chemical
products might contribute very significantly to SOA formation in cities like Los
Angeles, estimated a SOA yield of 0.090 ± 0.023 for benzyl alcohol. Even in its
upper limit, this is less than a third of the SOA yields found in this study. While
benzyl alcohol is one of a number of volatile chemical products in the atmosphere,
estimates of its atmospheric SOA level based on accounting studies lie significantly
below those predicted by experimental chamber studies such as that presented here.

The one-product absorptive partitioning model predicted a mass-based stoichiomet-
ric coefficient of U ≈ 0.97 for oxidation products that partitioned into the aerosol
phase. If we assume that these oxidation products can be described by very oxy-
genated rings with a molecular weight of 188 g mol−1, then this corresponds to
a mole-based branching ratio of 0.56. This exceeds modestly the value of 0.41
calculated by Wang (2015) for the formation of very oxygenated rings from benzyl
alcohol oxidation (see Fig. 4.C.1 and Appendix 4.C.2). While the SOA yields cal-
culated here appear high, they are not far from the those predicted in the gas-phase
for the least volatile oxidation products.

A molecular weight of 188 g mol−1 for benzyl alcohol oxidation products also
appears to be reasonable: these products would have an Oxygen-to-Carbon atom
ratio of 0.86 (see Table 4.C.1), which is close to the ratios we see in Figs. 4.6 and
4.10 of as much as 0.95 and 0.83, respectively.

When extrapolating SOA yields to the atmosphere, one should note that all these
experiments were conducted at < 9% relative humidity, which is far below the
deliquescence point. Additionally, all experiments were conducted in the presence
of NOx. Care should be taken when extrapolating these conditions to humid and
low-NOx environments.

The benzyl alcohol mixing ratios used in this study (>130 ppb) exceed substan-
tially those in the atmosphere. Especially since we have suggested that, at least
initially, SOA growth may proceed in a kinetically controlled (or mass-transfer-
limited) regime, this could be a problem for extrapolating these results to the be-
havior of benzyl alcohol in the atmosphere. However, the long reaction time and
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Figure 4.11: Effect of benzyl alcohol concentration on SOA yield. (a) Experiments
R1–5, which are all run under approximately the same conditions, with uncertainties.
(b) All the experiments where a quantitative SOA yield is calculated. In both panels,
we assume that l=0. No trend is discernible in either panel.

the asymptotic nature of the SOA yields (Figs. 4.4 and 4.3a) suggests that the SOA
yield has reached equilibrium and would be the same regardless of the precursor
concentration. Furthermore, Figs. 4.2, 4.5, and 4.9 all show the mass of benzyl
alcohol reacted at the end of an experiment as a function of SOA yield and the rel-
evant other variable (initial seed surface area concentration, temperatures, constant
NO mixing ratio, respectively). In none of these figures does the amount of benzyl
alcohol correlate to observed SOA yield.

This is seen more clearly in Fig. 4.11, where panel a shows the set of experiments
carried out under approximately the same initial conditions and panel b shows all the
experiments with a calculated SOA yield given in Table 4.1. Even for experiments
R1–5, designed to be nearly identical, there are some differences in initial benzyl
alcohol mixing ratios (panel a). But, these differences do not lead to a discernible
trend in the observed SOA yield (in panel a nor panel b); if anything, there appears
to be an increase in SOA yield as the initial benzyl alcohol ratio decreases and, if
this trend were applied to extrapolation to the atmosphere, we would only expect to
see larger SOA yields in the atmosphere than those reported here.

As the SOA formed from benzyl alcohol has a NO mixing ratio dependence, a
temperature dependence, and exhibits vapor-wall-deposition effects, it seems likely
that other oxygenated compounds emitted from volatile chemical products will have
similar behavior.
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APPENDIX

4.A Organonitrates in the Aerosol Phase
4.A.1 Offline Liquid Chromatography Analysis
Many nitroaromatics were observed in the aerosol phase using an offline ultra-high
performance liquid chromatography electrospray ionization quadruple time of flight
mass spectrometry (UPLC/ESI-Q-ToFMS). Post-oxidation sampleswere taken using
47 mm Pall Teflon filters, which were collected for ≥2 hours at 6.5 Lpm using an
upstream activated carbon denuder. Additional Teflon filters were collected during
photooxidation at 2 Lpm. This experimental set up is described by Kenseth et al.
(2018).

The SOA collected was extracted by placing each filter sample into 6 mL of milliQ
water and agitating the samples on an orbital shaker for 1 h. In an effort to prevent
on-filter chemistry from occurring, samples were stored at -14◦C after initial col-
lection and before extraction. Analysis using UPLC-MS was carried out in negative
mode (where the parent molecule is observed at M-H) which is sensitive to the ni-
troaromatics formed in the aerosol-phase. The 12min eluent program for UPLC-MS
and MS/MS fragmentation analysis required 4 μL of sample with gradient eluents
between a 0.1% formic acid/99.9% water solution and a 100% acetonitrile solution.
The total flow rate was 0.3 mLpm, and masses were scanned from m/z = 40 to 1000.
Themethodwas similar to that inKenseth et al. (2018). MassLynx softwarewas used
to analyze the resulting spectra, which calculates possible chemical formulas based
on masses quantified during analysis. Mass assignments were limited to carbon-,
oxygen-, and nitrogen-containing formulas as these were the only chemically viable
formulas for benzyl alcohol oxidation chemistry. The structures assigned to chem-
ical formulas from MassLynx analysis were based on structures that corresponded
to expected oxidation products and were confirmed based on MS/MS fragmentation
analysis. Isomeric analysis was not conducted for these compounds, thus structures
in Table 4.A.1 represent just one possible isomer. Several experiments with similar
reaction conditions (U1–4; see Table 4.1) were analyzed to probe reproducibility of
this technique; these experiments showed consistent results.

Other organic compounds may be present in the SOA collected that is insoluble in
the extractant solvent, not able to elute from the chromatographic column, or not
detectable in negative ion mode (Surratt et al., 2008). Additionally, the UPLC-
MS exhibits different sensitivities to compounds depending on the polarizability
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Table 4.A.1: Peak assignment for UPLC/ESI-Q-ToFMS analysis.

Retention
Time (RT) Mass Error (mDa) Molecular

Formula Compound

3.484, 5.384 138.0147 -3.9, -4.4 C6H5NO3

3.857 137.0195 -4.4 C7H6O3

3.956, 4.485, 4.653 170.0047/2/5 -4.2, -4.7, -4.4 C6H5NO5

4.165, 4.180 184.0199/7 -4.7/-5.0 C7H7NO5

4.279 148.0352 – unassigned

4.348 121.0245 -4.5 C7H6O2

4.561 168.0250 -4.7 C7H7NO4

4.759 154.0096 -4.4 C6H5NO4

4.820, 5.079, 5.346 182.0047 -3.9 C7H5NO5

5.673 166.0097 -4.3 C7H5NO4

5.719 198.9991 -4.2 C6H4N2O6

of the compound as well as its ability to ionize. It is likely that the UPLC-MS
is quite sensitive to the nitroaromatics reported in this work as compared to other
compounds.

The prevalence of nitroaromatics in the constant NO concentration experiments is
discussed in Sect. 4.4.5.

4.A.2 NO +
x Ratio

The measured mass ratio of NO/NO2 (called the NO +
x ratio) is calibrated for am-

monium nitrate for experiments R4 and U7–8 (3.20±0.04) and is assumed for
organonitrates (7.2±1.1). The organonitrates ratio was calculated using the ammo-
nium nitrate ratio and the correlation derived by Fry et al. (2013). From this NO +

x
ratio, the time-resolved ratio of the fraction of the nitrate signal that comes from
organonitrates for each experiment (G$# ) can be obtained using Eq. 1 in Farmer et al.
(2010). With the mass concentration of nitrates (<#$3) and the mass concentration
determined to be organics (<$A6), the time-resolved organonitrate mass fraction of
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the aerosol is G$# ∗<#$3
G$# ∗<#$3+<$A6

. This is plotted in Fig. 4.A.1.

Figure 4.A.1: The mass ratios of (a) the nitrates to organics without nitrogen, (b)
the NO+ to the NO +

2 signal from the AMS, and (c) the organonitrate to total organic
aerosol mass for experiments R4, U7, and U8. All experiments were performed
under similar initial conditions (291 K, [NO]0 =71–77 ppb). Since the ratios are
relevant only when there is a sufficient amount of aerosol present, the first 15
min after oxidation are not shown. In panel (b), the assumed organonitrate and
ammonium nitrate NO to NO2 ratios are shown as dashed lines with the uncertainty
as the corresponding shaded region.

4.B Calculation of ΔSOAmeas,l=1

To estimate the upper bound (l = 1) of the yield, we assumed that only particles
that deposited after the onset of oxidation would take up vapor. That is, inorganic
seed deposited during the background collection period of each experiment is not
considered.
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While different-sized particles both deposit to the wall and grow due to condensation
at different rates, to simplify the calculation of the SOA yield upper bound, the
volume-weighted mean diameter of the suspended size distribution was determined

for each time point such that � ?,0E,C =

(
1

#C>C0;,C

∑=18=B
8=1

(
�3
?,8
#8,C

))1/3
, where #C>C0;,C

is the total number concentration at time point C, =18=B is the number of diameter
size bins measured by the SMPS, � ?,8 is the mean diameter of each size bin, and
#8,C is the number concentration of particles of diameter � ?,8 at time C. Then, the
upper bound assumption of SOA mass formed during the experiment is given by

ΔSOAmeas,l=1 = ΔSOAmeas +
c

6
d

C4=3∑
C=C1

[(
�3
?,0E,C4=3

− �3
?,0E,C

)
#;>BC,C

]
(4.4)

where d is the particle density, #;>BC,C is the number concentration of particles lost
to the chamber wall between C8 and C8+1, and C4=3 is the time in the experiment
considered. This calculation was performed for 1 min time steps.

4.C Chamber Simulation
4.C.1 Important Parameters
To interpret the SOA yields and extrapolate them to the atmosphere, there are a few
parameters that are useful. To understand the degree of kinetic vs. quasi-equilibrium
growth, the accommodation coefficient to suspended particles, U?, is useful; as U?
approaches 1, the system becomes closer to quasi-equilibrium growth.

While the difference in the assumed SOA yield between the case where gas-phase
oxidation products produced in the chamber bulk readily partition onto particles
deposited on the chamber wall (l = 1) and the case where the particles cease to
participate in partitioning once deposited (l = 0) is slight, the general assumption
is that l = 0 and any verification of that is useful for understanding chamber data.
While we do not calculate l here, if the accommodation coefficient to particles
deposited on the chamber walls (U?F) is ∼ 0, that indicates that l ≈ 0.

4.C.2 Gas-Phase Reactions
Oxidation of benzyl alcohol in the present system occurs predominantly via reaction
with the hydroxyl radical (OH). The reaction with OH proceeds via H-abstraction
from the CH2 group or OH addition to the aromatic ring; its products may include
benzaldehyde, hydroxybenzyl alcohol, 3-hydroxy-2-oxopropanal, butenedial, and
glyoxal (Wang, 2015; Harrison and Wells, 2009). Measured rate constants for
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reactionwith theOH radical found using a relative-ratemethod are (2.8±0.4)×10−11

cm3 molecule−1 s−1 at 297 ± 3 K (Harrison and Wells, 2009; Bernard et al., 2013).

A chemical understanding of the gas-phase oxidation of benzyl alcohol is useful
for modeling the system, which can aid in understanding the gas- and particle-
phase dynamics. Note that while gas-phase dynamics affect the SOA formed, the
assumptions made in this section do not affect the measured SOA yields and are
only used for understanding the system.

The measured gas-phase yield of benzaldehyde from the reaction of benzyl alcohol
with OH is 24±5% at 298 K (Harrison andWells, 2009; Bernard et al., 2013), which
also matches well with a calculated value of 29.6% (Wang, 2015). For gas-phase
modeling and related optimization, we use branching ratios following the results of
Wang (2015), which combine theoretical and experimental branching results: 0.25
to form benzaldehyde, 0.11 to form o-hydroxybenzyl alcohol (note that this differs
somewhat from the measured yield of 0.22 Bernard et al. (2013)), 0.23 to high
volatility fragments (including glyoxal and butanedial), and the remaining 0.41 to
low volatility and ring-containing products. Since the intermediate reactions are
theoretically much faster than the initial reaction of OH with benzyl alcohol (except
for the reactions of benzaldehyde), we employ the mechanism given in Fig. 4.C.1,
in which compounds of similar volatilities are grouped into the precursor (BnOH),
benzaldehyde (BnAl), fragments (Frags), very oxygenated rings (VORings), and
hydroxybenzyl alcohol (HOBnOH).

In Table 4.C.1, themolecular weights used for each compound class are the weighted
values by component predicted by Wang (2015). For each compound class, the esti-
mated vapor pressure is the component-weighted value found using the EVAPORA-
TIONmethod (Topping and Jones, 2016) at the mean temperature of the experiment
under consideration; for reference, the saturation mass concentration �∗ is given in
Table 4.C.1 at 291 K. Note that using EVAPORATION gives results similar to the
Nannoonal and Myrdal method. The Oxygen-to-Carbon ratio is also given for each
compound class. Note that none of these predicted products are organonitrates or
other nitrogen-containing organic compounds, as observed in the aerosol (see Sect.
4.4.6). The lack of nitrogen-containing products, especially at the very beginning of
oxidation, could be responsible for some of the discrepancy between the observed
and simulated results.
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Figure 4.C.1: Benzyl alcohol reaction scheme used for simulations, roughly derived
from Wang (2015).

Table 4.C.1: Compound class properties for simulating chamber experiments.

Compound Class Abbreviation MW
(g mol−1) O:C

log10�
∗

at 291 K
(μg m−3)

Initial
Branching
Ratio

benzyl alcohol BnOH 108.14 0.14 5.73
benzaldehyde BnAl 106.12 0.14 6.88 0.25
fragments Frags 87.84 0.75 7.25 0.23
very oxygenated rings VORings 188.13 0.86 2.13 0.41
hydroxybenzyl alcohol HOBnOH 124.13 0.29 5.79 0.11

4.C.3 Methodology
All optimization procedures and modeling are based on a fixed-bin model, as de-
scribed in Charan, Huang, and Seinfeld (2019). A density of 1.4 g cm−3, consistent
with past work on similar compounds (Dommen et al., 2006; Kroll et al., 2005;
Kroll et al., 2006; Brégonzio-Rozier et al., 2015), and a surface tension of 28.21
dyn cm−1, that of benzene particles (Seinfeld and Pandis, 2016), are assumed for
the particles with SOA. Wall accommodation coefficients are calculated using the
saturation mass concentrations of each compound class (see Table 4.C.1) and the
empirical fit described in Huang et al. (2018).

Modeling is carried out by fixing the decay of benzyl alcohol to the second-order ex-
ponential fit of the concentration. Since, in theory, 3 [BnOH]

3C
= −:OH+BnOH [OH] [BnOH],

if [OH] were constant throughout the experiment then [BnOH] should follow a first-



158

order exponential decay in time (the decay constant for this fit is given in Table 4.1).
A slightly better fit was found to a second-order exponential decay, which is used
for modeling.

Note that the model is not designed for nucleation experiments, because seeding
the model with small particles requires these particles to grow very quickly and,
therefore, requires amuch smaller time step. Hence, for the surface area experiments,
we do not model experiment S1.

Because several of the simulation parameters are not constrained (the equivalent
saturation concentration of the wall, �F, the accommodation coefficient of vapor
to suspended particles, U?, the accommodation coefficient of vapor to deposited
particles, U?F, the accommodation coefficient of each product to the wall, UF,8),
modeling of the system is associated with considerable uncertainty. If one is
confident in the branching ratios under each condition, then one could determine UF
for each product and optimize U? and�F with experiments run under approximately
identical conditions except for initial seed surface area concentrations (S2–4 andR1–
4). Differences in products could then be determined at different temperatures (using
experiments T1–4) and at different constant NO concentrations (using experiments
N1–6).

4.C.4 Simulation Results
With the base assumption that U? = 1, U?F = 0, and �F = 1 × 104 μg m3, the
model reproduces experiments R1–4 fairly well, and most of the other experiments
less successfully (see Fig. 4.C.2). Even for experiment R1, where the simulation
captures the total organic mass well (Fig. 4.C.2A), the size distribution evolution is
less successfully captured (Fig. 4.C.3).

Five experiment sets were chosen to optimize parameters, where the reproduction
experiments are those performed under very similar initial conditions: low NO
mixing ratios, high NO mixing ratios, reproduction experiments R1–4, surface
area experiments S2–4 with one reproduction experiment R1, and surface area
experiments S2–4with reproduction experiments R1–4. Deriving the trueU? by first
optimizing solely for U? (with U?F = 0 and �F = 104 μg m−3) for each experiment
set shows that U? is on the order of 10−2. This is the case for optimizations performed
on all of the experiment sets. It is also the case if, instead of holding U?F and �F at
constant values, they are also allowed to change during optimization. These results
are shown in Table 4.2. Note that this is less than the general average for many
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Figure 4.C.2: Comparison of measured (circles) and simulated (curves) secondary
organic aerosol mass concentrations for different initial surface area concentrations
assuming no vapor-wall deposition for the (a) similar experiments, (b) different
surface area experiments, (c) low constant NO concentrations, (d) high constant
NO concentrations, and (e) different temperature experiments. The decay of benzyl
alcohol was simulated using a second-order exponential fit to the data. The accom-
modation coefficient of vapor to suspended particles U? = 1. Also, U?F = 0 and
�F = 1 × 104 μg m3. Simulation time steps were taken as 1 min.

studied aerosol (∼0.9) and specifically for the similar compound toluene, which was
determined to be 0.3 ≤ U? ≤ 0.6 (Liu et al., 2019).

This suggests that mass-transfer limitations may be important for understanding
the growth of SOA under these conditions. An accommodation coefficient close
to 1 means that equilibrium between the gas- and particle-phase is quickly reached
because there are fewmass-transfer limitations. The smaller U? found here indicates
that the particles are highly viscous, i.e., that it takes some time for the particle-phase
to equilibrate with the gas-phase. This is equivalent to saying that the system is
kinetically controlled. For systems with lower values of U?, one expects to see more
of a seed surface area effect, which is discussed in Sect. 4.3.2.2.

Since any optimizations involving U?F indicated very small values, for this chamber
it appears that l = 0 is closer to reality than l = 1. This is because if U?F ≈ 0, then
effectively no gas-phase compounds are condensing onto particles that have already
deposited on the chamber wall, which is the same as the assumption that l ≈ 0.
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Figure 4.C.3: Comparison of measured (A) and simulated (B) particle size distri-
butions throughout oxidation for experiment R1. The decay of benzyl alcohol is
represented using a second-order exponential fit to the data. The accommodation
coefficient of vapor to suspended particles U? = 1. Also, U?F = 0 and �F = 1× 104

μg m3. Computational time steps are taken as 1 min.
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C h a p t e r 5

IT ALL OH-DEPENDS: SECONDARY ORGANIC AEROSOL
FORMATION FROM THE OXIDATION OF

DECAMETHYLCYCLOPENTASILOXANE AT
ATMOSPHERICALLY RELEVANT OH CONCENTRATIONS

Charan, SophiaM., Yuanlong Huang, Reina S. Buenconsejo, Qi Li, David R. Cocker
III, and John H. Seinfeld (2021). “Secondary organic aerosol formation from
the oxidation of decamethylcyclopentasiloxane at atmospherically relevant OH
concentrations". [Submitted]. doi: 10.5194/acp-2021-353.

Abstract
Decamethylcyclopentasiloxane (D5, C10H30O5Si5) is measured at ppt levels out-
doors and ppb levels indoors. Primarily used in personal care products, its outdoor
concentration is correlated to population density. Since understanding the aerosol
formation potential of volatile chemical products is critical to understanding partic-
ulate matter in urban areas, the secondary organic aerosol yield of D5 was studied
under a range of OH concentrations, OH exposures, NOx concentrations, and tem-
peratures. The secondary organic aerosol (SOA) yield from the oxidation of D5
is extremely dependent on the OH concentration, and differing measurements of
the SOA yield from the literature are resolved in this study. Here, we compare
experimental results from environmental chambers and flow tube reactors. Gen-
erally, there are high SOA yields (> 90%) at OH mixing ratios of 5 × 109 molec
cm−3. At atmospherically relevant OH concentrations, the SOA yield is largely
<5% and usually ∼1%. This is significantly lower than SOA yields used in emission
and particulate matter inventories and demonstrates the necessity of OH concentra-
tions similar to the ambient environment when extrapolating SOA yield data to the
outdoor atmosphere.

5.1 Introduction
Present in outdoor mixing ratios as high as ∼40 ppt, decamethylcyclopentasiloxane
(D5, C10H30O5Si5) has been observed in cities, rural areas, and the Arctic (Buser,
Kierkegaard, et al., 2013; Buser, Bogdal, et al., 2014; Ahrens, Harner, and Shoeib,
2014; McLachlan et al., 2010; Xu, Warner, et al., 2019). D5 is used in personal
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care products, as well as for industrial purposes (Mackay et al., 2015); in 2004, over
17000 tons were used in the then European Union (Safron et al., 2015). Outdoor
observations of D5 are population-dependent (Janechek, Hansen, and Stanier, 2017;
Gkatzelis et al., 2021), and this dependence is sufficiently reliable to be used as a
tracer to differentiate the effects of population from that of motor vehicles (Coggon
et al., 2018). The impact of D5 does not stop at population centers; its long
atmospheric lifetime means that it is found in areas with low population densities.

Likely more than 90% of the D5 used is emitted into the atmosphere (Balducci et al.,
2012; Hughes et al., 2012), though much of this may be first emitted indoors and
only later exchanged to the outdoors: in an engineering classroom in the U.S. in
2014, ∼30% bymass of the total volatile organic compounds (VOCs) were D5 (Tang
et al., 2015). In an athletic center in the morning, D5 mixing ratios exceeded 6 ppb
and emissions were attributed to the humans in the room (Finewax et al., 2020).
Even the international space station was found to contain D5 (Carter et al., 2015).

Given the abundance of D5 in the ambient atmosphere, it is important to understand
its fate. The major loss source of D5 is reaction with the hydroxyl radical; losses by
reaction with NO3, O3, and Cl are all negligible (Atkinson, 1991; Alton and Browne,
2020). The half-life of D5 outdoors is between 3.5 and 7 days, depending on the
assumed global average OH concentration and the exact method used to calculate
the reaction rate of OH with D5 (Safron et al., 2015; Xiao et al., 2015; Alton and
Browne, 2020). Outside, both wet and dry deposition of D5 are negligible and
methylsiloxanes do not photolyze in the actinic region (Hobson, Atkinson, and L.,
1997). Previous studies by Janechek, Marek, et al. (2019) and Wu and Johnston
(2017) measured secondary organic aerosol (SOA) yields, the ratios of the mass of
organic aerosol formed to the mass of the precursor reacted, between 8 and 50%.
This is a wide range and the conditions for these experiments were performed at OH
concentrations much higher than those in the ambient atmosphere. By measuring
the SOA formation potential of D5, we can better understand the contribution of
volatile chemical products (VCPs) to aerosol levels in urban areas.

VCPs are a major (and perhaps majority) source of secondary organic aerosol in
cities in the U.S., even urban areas that are not megacities (McDonald et al., 2018;
Gkatzelis et al., 2021). Resolving uncertainties in the mass of SOA formed from
VCPs is critical for refining SOA estimates and for creating policy to reduce SOA
non-compliance in urban areas (Burkholder et al., 2017).

Researchers use both flow reactors and atmospheric chambers to measure the SOA
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yields of various compounds. While many results agree between the twomethods of
analysis, different reactors have varying benefits and operating conditions (e.g., OH
concentrations, experiment length, precursor concentrations, humidity values). One
must account for the particular attributes of the different reactors when extrapolating
to the atmosphere.

5.2 Methods
Chamber experiments were performed in a temperature-controlled 19m3 FEPTeflon
Environmental Chamber run in batch mode. The chamber is hung in an enclosure,
to reduce charge on the surface of the chamber, and is surrounded by ultraviolet
lights centered at ∼350 nm. Since the walls of the chamber are not rigid and data
were collected continuously, the chamber decreased slightly in volume throughout
the experiment, but never by more than 15%.

Prior to each chamber experiment, the contents of the chamber were flushed with
air stripped of ozone, nitrogen oxides, water vapor, and organic carbon for > 24 h.
H2O2, when used as an OH source, was injected by flowing air at 5 Lpm over liquid
H2O2 in a ∼42◦C water bath to obtain an [H2O2] ≈ 2 ppm. For the experiment that
used methyl nitrite (CH3ONO), a glass bulb was evacuated and then filled to the
desired pressure to obtain ∼600 ppb in the chamber. After bringing the bulb up to
atmospheric pressure with nitrogen, it was flushed into the chamber with nitrogen.
CH3ONO forms OH as described in Schwantes et al. (2019).

D5 (99%, TCI America) was injected into the chamber for Experiments 1–8 at room
temperature by flowing nitrogen through a glass bulb at 5 Lpm for > 60 min. To
obtain the desired initial surface area concentration, a sonicated, 0.06 M (0.15 M
for Experiment 2) (NH4)2SO4 solution was atomized to create aerosol that was then
dried, passed through a TSI Model 3088 soft x-ray neutralizer, and injected into the
chamber. For Experiment 7, no aerosol was injected. For Experiments 5–7, NO
(506.9 ppm ± 2%, Airgas Specialty Gases, Certified Standard) was injected prior to
the beginning of the experiment to achieve initial NO mixing ratios between 80 and
100 ppb. During Experiments 5 and 6, 1 ppb min−1 of NO was injected from the
inception of radiation to the end of the experiment.

Experiments at higher OH mixing ratios were conducted in the Caltech Photooxi-
dation Flow Tube (CPOT, Huang, Coggon, et al., 2017) at a constant flow rate of
4.88 Lpm and 23.0±0.1◦C. The mean residence time of the CPOT was 671 ± 15 s
and the diffusivity was 15 ± 2 cm2 s−1, as calculated with a step injection of SO2
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using Equation 4 in Huang and Seinfeld (2019). For Experiments 9–15, clean air
flowed through an ozone generator (UVP, 97-0067-01); for Experiments 16–19, O2
flowed through the same generator to create higher concentrations of O3. The 254
nm lights photolyze O3 to form O(1D), which reacts with H2O to form 2OH. After
conditions were changed in the CPOT, no results were collected for at least 2 h.
Data were averaged over between 1 and 11 h. D5 was injected through a syringe
pump (Harvard Apparatus).

For all experiments, the concentration of D5 was measured with an HP 6890N gas
chromatographwith a flame ionization detector (GC-FID) and aDB-5 column. Prior
to the beginning of oxidation for the chamber experiments, all contents of the reactor
were left to sit for 4 h (2.8 h for Experiment 7) and the initial concentration of D5
was taken as the mean concentration during this time. For the CPOT experiments,
the initial concentration of D5 was calculated by measuring the outlet flow with
lights off, no water source, and the absence of O3. For Experiment 9, the change in
D5 was sufficiently small that it was within the uncertainty. For calculating the SOA
yield for this experiment, we used the OH exposure calculated from the change in
SO2 concentration to find the change in D5 (7 ppb).

To calibrate the GC-FID, a small Teflon bag was filled with 35 ppm of D5 and later
diluted to 9 ppm. This bagwas sampled using theGC-FID and the concentrationwas
verified with a Fourier transform infrared absorption (FT-IR) spectrometer with a 19
cm path length and absorption cross sections from the Pacific Northwest National
Laboratory (PNNL) database. To minimize vapor-wall-loss to the FT-IR enclosure,
multiple samples were taken until a consistent spectrum was achieved.

Gas-phase oxidation products were evaluated with a CF3O− chemical ionization
mass spectrometer (CIMS) equipped with a Varian 1200 triple quadrupole mass
analyzer. Concentrations of NO and NO2 were measured with a Teledyne Nitrogen
Oxide Analyzer (Model T200) and O3 was found with a Horiba Ambient Monitor.
Temperature and humidity were determined using a Vaisala HMM211 probe.

Aerosol volume was measured by a custom-built scanning mobility particle sizer
(SMPS) with a 3081 TSI Differential Mobility Analyzer (DMA) and a TSI 3010
butanol condensation particle counter (CPC). The sheath flow rate was 2.64 Lpm
and the aerosol flow rate from the chamber was 0.515 Lpm. A voltage scan from
15 to 9875 V was performed in 240 s every 330 s. Aerosol from the chamber
flowed through an x-ray source to provide a known charge distribution, and the
size distributions were determined using the data inversion method described by
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Mai et al. (2018). Experiment 2 required a logarithmic fit to the largest particles
present, as described in Charan, Buenconsejo, and Seinfeld (2020), which is the
source of the higher SOA yield uncertainty than in the other experiments (see Table
5.1). Conversions to mass concentration were performed by assuming that the
aerosol density was 1.52 ± 0.04 g cm−3, which was the density calculated at [OH]
≈ 9.4 × 109 molec cm−3 in a flow reactor (Xu and Collins, 2021) using an Aerosol
Particle Mass Analyzer and a SMPS system as described in Malloy et al. (2009).

Uncertainty estimates for all the instruments used in this study were determined
as described in Charan, Buenconsejo, and Seinfeld (2020). For the chamber ex-
periments, particle-wall-deposition corrections were performed by calculating a
diameter-independent first-order exponential fit (β =1–7×10−4 min−1) to the parti-
cle volume concentration during the 3 h prior to the onset of oxidation and applying
that correction to the rest of the experiment. This method was chosen because it
aligns with a diameter-dependent fit as determined using the method in Charan, Fla-
gan, and Seinfeld (2018) but is simpler and because, for the chamber experiments,
minimal organic aerosol formed and so the particle diameters changed insignifi-
cantly throughout the duration of the experiment. For Experiment 7, in which no
initial aerosol was present, no aerosol was generated throughout the experiment and
so no correction was necessary to determine an apparent SOA yield of 0.

For the CPOT experiments, an upper estimate of the wall-deposition-corrected SOA
mass was calculated with the inverse of the particle-size-dependent penetration
efficiency of the flow-tube component of the reactor (data from Fig. 9d in Huang,
Coggon, et al., 2017). Since particles nucleated in the CPOT, the penetration
efficiency of only the flow-tube component (and not the static mixer prior to the
region of reaction) was used. The penetration efficiency, however, is based on the
entire flow tube and nucleated particles may not form immediately at the beginning
of the flow-tube component; thus, the wall-deposition correction performed here is
an upper bound of the correction. Note that this correction also neglects particle
growth throughout the reactor and any particle-particle coagulation.

SOA yield (Y) is defined by Y =
ΔSOAcorr
ΔD5 , where ΔSOAcorr is the wall-deposition-

corrected change in the aerosol mass concentration and ΔD5 is the mass con-
centration of reacted D5. Calculations were performed as described by Charan,
Buenconsejo, and Seinfeld (2020) and with the assumption that a particle, once
deposited on the reactor wall, no longer acts as a condensation sink (Trump et al.,
2016). Note that since so little aerosol was formed during the chamber experiments,
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this assumption had a negligible effect on the chamber results. For the CPOT ex-
periments, any deviation from this assumption would have prevented the data from
reaching steady-state.

While the vapor-wall-deposition lifetime of D5 to the chamber walls was estimated
to be on the order of weeks, the propensity of vapor-wall-deposition of the oxidation
products is not extensively investigated in this study. Even at high initial seed surface
area concentrations, the SOA yield is still quite small (see Fig. 5.B.1 ). Alton and
Browne (2020) estimated that, for their unseeded ∼1 m3 FEP Teflon chamber, 5%
of the ester product of D5 oxidation might partition to the chamber walls during
the reaction. The volume of the chamber used in this study is 19 m3 and seed
aerosol is introduced prior to the experiment (except for Experiment 7, which was
performed in the absence of seed aerosol). Even if 5% of the oxidation products
were lost to the chamber walls, the SOA yields would still be within the reported
uncertainty and sufficiently small so as not to affect any conclusions. The CPOT
reactor is operated at steady-state and, therefore, any oxidation products that are in
equilibrium with the bulk flow (i.e., not lost permanently to the quartz walls) do not
need a vapor-wall-deposition correction.

For chamber experiments that employed H2O2, the OH concentration was calculated
by fitting the gas-phase D5 concentration to a first-order exponential, fixing the
initial point of the fit as the initial D5 concentration (fits had R2 > 0.75), and
using the value for the reaction rate of OH with D5, : = 2.1 ± 0.1 × 10−12 cm3

molec−1 s−1, which was measured using the relative rate method at 297 ± 3 K
(Alton and Browne, 2020). Note that other experimental evaluations of the reaction
rate of OH with D5 that use the relative rates method vary by less than a factor
of 2 (the reasons for this difference are not known), which would not affect the
order of magnitude of the OH concentration estimate (Kim and Xu, 2017; Safron
et al., 2015; Xiao et al., 2015). OH is the major loss source in the atmosphere
and, we expect, in these experiments: losses to O3, NO3, and Cl are all negligible
(Atkinson, 1991; Alton and Browne, 2020). The ozone concentration did not affect
the SOA yield results: Experiments 7 and 9, which were performed at substantially
different O3 concentrations, still gave similar results for the SOA yield (0±0.1% and
0.8±0.8% with an upper wall-deposition-corrected bound of 1.4%, respectively).
For Experiment 8, in which CH3NO2 served as the OH source, the sharp decrease
in the D5 mixing ratio immediately after the commencement of radiation, followed
by a gradual decrease in its concentration, indicates that two OH concentrations
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are relevant for this experiment. Since the D5 concentration is measured every
∼21 min, and the pulse with high OH concentrations occurs within the first 30 min
of oxidation, the initial OH concentration is estimated with a two-point first-order
exponential fit to the initial concentration and the first data point (12.3 min into
radiation). The second OH concentration is estimated with a first-order exponential
fit of the second point (33.3 min into radiation) to the end of the experiment.

OH exposure was calculated, for chamber experiments (Experiments 1–8) and ex-
periments from Wu and Johnston (2017), as

[OH] ∗ C = −1
:OH+D5

ln
(
[D5]end
[D5]0

)
, (5.1)

where :OH+D5 = 2.1 × 10−12 cm3 molec−1 s−1 (Alton and Browne, 2020). For the
CPOT experiments (Experiments 9–19), OH exposure was calculated as

[OH] ∗ C = −1
:OH+SO2

ln
(
[SO2]end
[SO2]0

)
, (5.2)

where :OH+SO2 = 9× 10−13 cm3 molec−1 s−1 for an identical setup with SO2 instead
of D5 (Janechek, Marek, et al., 2019). The correlation between [H2O] and OH
exposure used to find the OH exposure for Experiments 9–19 is plotted in Fig.
5.B.2. Since the O3 concentrations differed in Experiments 9–15 and 16–19, the
correlation between the [H2O] and the OH exposure is also different. Note that, for
Experiments 9–19, the OH exposure calculated using Equation 5.2 is about twice
that calculated using Equation 5.1. This effect may be due to the regeneration of
OH during the oxidation of D5 or the absorption of OH into the aerosol particles.
Ideally, we seek to report the OH exposure excluding any regeneration. So, for
Experiments 9–19, the OH exposure is calculated with Equation 5.2. Experiments
1–8 and those from Wu and Johnston (2017) use Equation 5.1, but have a positive
uncertainty equal to their calculated OH exposure. Note that, for Experiments 1–8,
OH concentration is calculated independently of the OH exposure. For Experiments
9–19, OH concentration is the ratio of the OH exposure to the residence time of the
reactor.

5.3 Results
SOA yields and experimental conditions are given in Table 5.1 with estimated
uncertainties. These SOA yields vary from 0 to 110% (158% at the upper bound of
the wall-deposition-corrected value), an even wider range than that reported by the
literature of 8–50% (Janechek, Marek, et al., 2019; Wu and Johnston, 2017).
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Between the experiments performed here and those in the literature, the OH concen-
trations and OH exposures vary widely. Determining which of these is the relevant
parameter is critical to extrapolating the SOA yield data to the atmosphere: envi-
ronmentally relevant OH concentrations are on the order of 106 molec cm−3, but
since D5 is primarily lost to OH and has a half life of 3.5–7 days, OH exposures on
the order of 1012 molec s cm−3 are also relevant. Due to experimental limitations,
in particular an inability to perform experiments for multiple days without diluting
the sample and otherwise changing the conditions, these two variables are often
correlated.

Nonetheless, differentiating the effects of these two variables is possible. If a
chemical process occurs in which the reaction of D5 and OH forms an intermediate
or a second-generation product that then either reacts with OH or fragments, then the
competition between the two outcomes is moderated by the relative time required
for self-reaction or reaction with OH. This means that, as the OH concentration
increases, the OH-reaction product will predominate. If this is the chemistry that
D5 undergoes, then we would expect the SOA yield to depend solely on the OH
concentration and not on the OH exposure.

Figure 5.1a shows the relationship between the measured OH concentrations and
SOA yields for the experiments performed here as well as those from the literature.
There is very good agreement between the chamber and CPOT experiments for
similar OH concentration (shown in purple and orange, respectively). Moreover,
the sharp increase in measured Y starting at [OH] ≈ 109 molec cm−3 matches the
hypothesis that there is a competitive process moderated by OH concentration.

Also plotted in Fig. 5.1a is the correlation between the [OH] and Y for experiments
performed byWuand Johnston (2017). These results, whichwere used byMcDonald
et al. (2018) for evaluating the contributions ofD5 to aerosol levels in theLosAngeles
Basin, were performed in a 50 L PFA photooxidation chamber with reported OH
concentrations of ∼108 molec cm3 (the error of which “was difficult to assess”) at
27◦C and a relative humidity (RH) of 8–10%. Their data are neither vapor- nor wall-
deposition corrected. For similar initial D5 concentrations (and, hence, for similar
organic aerosol concentrations), the measured SOA yields were uniformly higher in
experiments that were initiated with ammonium sulfate seed than those that were
not (see Fig. 5.3b). We, therefore, show the seeded and unseeded experiments in
Fig. 5.1 in blue and red, respectively. OH concentration in the experiments reported
by Wu and Johnston (2017) were calculated by replacing the precursor with SO2,
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Figure 5.1: Measured SOA yield as a function of the (a) OH concentration and (b)
OH exposure normalized to the amount of reacted D5 for the experiments performed
here and by Janechek, Marek, et al. (2019) and Wu and Johnston (2017). In panel
(a), Experiment 8, which was performed with methyl nitrite, is shown in purple and
not outlined in black and the initial and final OH concentrations are connected with
a purple dashed line. The vast majority of this experiment was performed under the
lower OH concentration.

measuring the formation of aerosol, and assuming that all the SO2 reacts with OH
to form H2SO4 and all the sulfuric acid forms aerosol with minimal wall loss (Hall,
Pennington, and Johnston, 2013). Because of the uncertainties present for each step
of this measurement, it seems reasonable that this [OH] estimate could be too low
by at least a factor of 2.

Other instrumental and analysis uncertainties might close the gap between the OH
concentrations measured by Wu and Johnston (2017) and the OH concentrations
found in the experiments performed here. For example, the CPOT experiments and
the Wu and Johnston (2017) experiments calculate the total OH exposure experi-
enced in the flow reactor and then find the OH concentration by taking the ratio of
this exposure and the residence time. Since the reactor used by Wu and Johnston
(2017) is a rectangular bag, regions will exist with differing OH concentrations. If
this reactor has slightly higher concentrations in some points or its residence time is
overestimated or if the residence time for CPOT is a slight underestimate (we cal-
culated an uncertainty of ∼2%), this could account for the remaining disagreement
between the data from the two experimental setups.

Furthermore, differences in the analysis could change the relevant SOA yields
calculated. For Experiments 10–19, we measured both the initial and the final D5
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concentration and for Experiments 1–8we continuouslymeasured the concentration.
Wu and Johnston (2017) measured the initial concentration and calculated the SOA
yield by using the [OH] to estimate the amount of reacted D5. If Wu and Johnston
(2017) underestimated the [OH], they might have correspondingly overestimated
Y because they would have assumed less D5 reacted than in actuality. To achieve
agreement to experiments performed here, then, the [OH] concentration could be
different by less than a factor of 2 because of these confounding variables. We also
assumed that the density of the SOA formed was 1.52 g cm−3 and Wu and Johnston
(2017) collected the aerosol onto filters and directly measured the mass formed.
Much secondary organic aerosol has a density of 1.4–1.6 g cm−3 (Kostenidou et al.,
2007), but deviations from this range could account for some of the discrepancy
between the sets of experiments. Additionally, since the CPOT experiments were
unseeded, seeded experiments increased the measured Y, which could also have led
to better agreement.

Data from Janechek, Marek, et al. (2019) show the opposite disagreement: OH
concentrations are a factor of 2 too large to perfectly match the results presented
here. Janechek, Marek, et al. (2019) performed their experiments in a 13.3 L
potential aerosol mass oxidation flow reactor (PAM OFR) with OH concentrations
on the order of 1010 molec cm−3. They reported the total OH exposure and calculated
it similarly to the method used for CPOT (using Equation 5.2) and we convert this
to the [OH] plotted by dividing this OH exposure by the residence time (calculated
from the size of the reactor and the reported flow rate) and assuming that OH
concentrations throughout the reactor are approximately constant. Just as with the
CPOT experiments, their experiments are unseeded, and they measure the initial
and final D5 concentration directly. They used an SOA density of 0.959 g cm−3 to
calculate Y and the positive error bars shown are an adjustment of their SOA yields
to the 1.52 g cm−3 used in the experiments performed here. While they corrected for
particle loss downstream of their reactors, they did not account for those particles
lost within their reactor; this could have led to an underestimate of their SOA yields.
While the methods to calculate [OH] were very similar, the CPOT and the PAM
OFR are nevertheless different and, therefore, [OH] could vary locally in dissimilar
ways between the reactors. Since the chemical mechanism shift would be based on
the local OH concentration and not the average, a factor of 2 disagreement could
be within the uncertainty. A comparison between predicted and estimated OH
exposures for the PAM OFR indicates agreement only within a factor of 3 (Li et al.,
2015; Janechek, Marek, et al., 2019), so a factor of 2 disagreement in [OH] would
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seem to be with the uncertainties for the CPOT and the PAM OFR.

If the SOA yield depends on the OH exposure, instead of the OH concentration,
we would expect that the dependence would actually be on the OH exposure nor-
malized to the amount of reacted D5. That is, the number of OH radicals available
per reacted D5 molecule, as is shown in Fig. 5.1b. This figure shows a factor of
10 disagreement between data from Wu and Johnston (2017) and Janechek, Marek,
et al. (2019) and that from the experiments conducted here. From the CPOT, Exper-
iments 18 (OH exposure/Δ[D5]=1.5 s, Y=102%) and 19 (OH exposure/Δ[D5]=1.6
s, Y=94%), which had [D5]0=82 ppb, differ significantly from Experiments 16 and
17 (OH exposure/Δ[D5]=0.5 s, Y=109% and 110%), which had [D5]0=246 ppb and
otherwise identical experimental conditions. This suggests that OH exposure is not
the driving force in determining the SOA yield.

The major difference in Experiments 16–17 and 18–19 is the percent of D5 that
reacted by the end of the experiment: 97% for Experiment 16, 98% for Experiment
17, and 100% for Experiments 18–19. Figure 5.2 shows the fraction reacted com-
pared to the SOA yield for experiments performed in this study and those in the
literature. This fit could indicate that there are later generation oxidation products
that form large amounts of aerosol and that the gas-phase reaction rate to form the
low-volatility later-generation oxidation product is slower than the gas-phase reac-
tion rate to form the first-generation product (Kroll and Seinfeld, 2008). However,
if this were the case, Experiments 18–19 (Y=102% and 94%), in which all of the
initial D5 reacted throughout the experiment, should show higher SOA yields than
Experiments 16–17 (Y=109% and 110%), which they do not. Additionally, if later
generation oxidation products produced more aerosol, there should be a correlation
between Y and the OH exposure normalized to the amount of reacted D5 (Fig. 5.1b),
which is also not accurate. The color axis in Fig. 5.2 indicates that across studies
the fraction of D5 reacted correlates with the [OH]. So, there is no reason to suspect
that it is the later-generation products that matter instead of the OH concentration
for determining SOA yield.

If OH concentration is the strict determinant of the SOA yield, Experiments 16–17
should give the same SOA yields as Experiments 18–19. These experiments do
have similar SOA yields, and Experiments 16–18 are all within error. If there is
a difference, it might be attributed to a dependence on the organic aerosol mass
concentration (M) at high [OH]. This would indicate that at high mass loadings,
relatively more low-volatility products partition into the particle phase. This could
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Figure 5.2: Measured SOA yield as a function of the fraction of D5 reacted at the
end of the experiment. The color of each point indicates the OH concentration
for the experiment. Experiments performed here are circles and triangles and are
outlined in black, those by Janechek, Marek, et al. (2019) are stars, and those by Wu
and Johnston (2017) are squares and diamonds. The wall-deposition-corrected data
for Experiments 9–19 are shown as black Xs.

also explain the disagreement in Fig. 5.1a between the CPOT experiments and the
data from Janechek, Marek, et al. (2019). Partitioning between the particle and
gas phases does not significantly change the dependence of Y on [OH] for the
experiments performed in this study: as shown in Fig. 5.3a, Experiment 15 (triangle
with M=991 μg m−3) has a similar M as Experiments 18 and 19 (triangles with M
of 1267 and 1175 μg m−3, respectively) but due to their differing [OH], they have
very different SOA yields. Fig. 5.3b shows the same for a comparison between
the lower [OH] experiments (Experiments 1–10); even at the same M, the OH
concentration is what matters for determining Y. Note that the seed-surface-area
dependence of experiments performed by Wu and Johnston (2017) is likely a result
of the loss of oxidation product to the reactor’s walls instead of to condensation onto
particles suspended in the bulk of the chamber. The vast majority of the experiments
performed under atmospherically relevant OH concentrations were also seeded and
showed low SOA yields. For all experiments with [OH]< 108 molec cm−3, the SOA
yield is still < 6% and, in general, is closer to ∼1%.

We do not expect that either relative humidity or temperature affect the SOA yield
sufficiently that these would account for the vastly different measured SOA yields
under different OH concentration. Experiments 1–8 were performed at RH levels
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Figure 5.3: SOA yield as a function of organic aerosol mass concentration (M) as
compared to that reported by Wu and Johnston (2017) and Janechek, Marek, et al.
(2019). The color axis is the OH concentration. Even for similar M, an order
of magnitude discrepancy exists in SOA yield. Panel (a) shows the entire scale
and panel (b) focuses on experiments with M< 34 μg m−3. Since the experiments
reported by Wu and Johnston (2017) showed a dependence on the presence or
absence of aerosol seed, those experiments are shown separately. CPOT experiments
performed in this study were conducted without seed aerosol.

between 2 and 6%, Experiments 9–19 were between 0 and 30% RH, those by
Wu and Johnston (2017) were performed at 27◦C and a RH of 8–10%, and the
experiments from Janechek, Marek, et al. (2019) were run at 24◦C and an RH of
25% or 45%. At similar values of relative humidity but different OH concentrations
(e.g., Experiments 9–12, which all have RH ≤ 6%), the OH concentration matters
for determining the SOA yield. For Experiments 3 and 4, the lowest and highest
temperatures studied here (17.7 and 27.6◦C, respectively), the measured SOA Y
varies by < 3%, which is within the uncertainty.

The NOx concentrations also do not seem to affect the SOA yield, as discussed in
Appendix 5.A. While the D5 oxidation chemistry may depend on the NO mixing
ratio (but not on the NO2 mixing ratio), this has no effect on the measured SOA
yield.

5.4 Conclusions
The atmospheric aerosol formation potential of D5 was investigated under a range of
OH concentrations and exposures. While secondary organic aerosol (SOA) yields
can reach 110% (158% at the upper limit) at OH mixing ratios of ∼ 5 × 109 molec
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cm−3, at atmospherically relevant OH concentrations ([OH] . 107.5 molec cm−3),
SOA yields do not exceed 6% and are likely ∼1%. It is the OH concentration, and
not the OH exposure, that affects the SOA yield.

This demonstrates the importance of extrapolating to the atmosphere at OH con-
centrations close to atmospheric levels and of using the appropriate reactor for the
chemistry of a precursor to determine the secondary organic aerosol formation: if
OH concentration is dominant, environmental chambers may be more useful, but if
OH exposure matters, then flow tubes that have high OH mixing ratios may be the
best tool.

Despite the relatively low SOA yields of D5 measured here at ambient OH con-
centrations, silicon has been observed in ambient aerosol and its concentration is
likely somewhat population (and not vehicle) dependent (Bzdek et al., 2014; Pen-
nington et al., 2012). Since D5 is so abundant, it could be possible that the silicon
present is from D5 or other volatile methyl siloxanes, just in lower concentrations
than expected. Another possibility is that silicon in the aerosol-phase comes from
polydimethylsiloxanes (Weschler, 1988).

Since the aerosol formed from volatile chemical products (VCPs) may dominate the
high concentrations of particulate matter found in urban areas (McDonald et al.,
2018), understanding those VCPs that have high aerosol-formation potential and
those which do not is important for formulating policy to reduce human exposure to
organic aerosol.
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APPENDIX

5.A NOx-Dependence of SOA Yield
For atmospherically relevant OH concentrations, the SOA yield does not change
depending on the NOx concentration: experiments with no NOx present are on both
the lower and higher end of the SOA yields for the chamber experiments. Those
with a continuous injection of NO throughout the experiment, which ensured that
the NO/HO2 ratio remained high even as the NO reacted, had SOA yields similar to
both the no NOx and the initial NO experiments. This indicates that different NO
mixing ratios did not have an effect on the measured SOA yield.

This does not imply that the chemistry is independent of NO concentration. Indeed,
the concentrations of gas-phase fragments detected by the CIMS at m/z 139, 169,
243, and 317, which likely correspond to oxygenated fragments of D5, depend
on the NO concentration but not the NO2 concentration. Figure 5.A.1 shows the
signal for these fragments normalized to the reagent ion as a function of the NO
concentration at any time. Note that, since some of the methyl nitrite is detected as
NO, data from Experiment 8 were not included. Figure 5.A.2 shows the NO and
NO2 concentrations in each experiment as a function of time.

Fu et al. (2020) found that the gas-phase rearrangement of methylsiloxanes is depen-
dent on the NO/HO2 ratio. A comparison of Figs. 5.A.1 and 5.A.3 shows that the
concentration of some gas-phase fragments is dependent on the NOmixing ratio but
not on the NO2 mixing ratio. This is consistent with gas-phase products depending
on the NO/HO2 ratio. Note that at all NO/HO2 ratios investigated, aerosol formation
is still minimal when [OH] is small.
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Figure 5.A.1: Dependence of gas-phase D5 oxidation products on the NO concen-
tration in the chamber indicates that oxidation chemistry changes depending on NO
concentrations. Signals normalized to the reagent concentrations with (a) m/z=139,
(b) m/z=169, (c) m/z=243, and (d) m/z=317 are shown as a function of NO concen-
tration. Experiment 6 has [NO] extending to >450 ppb, but since the normalized
signal remains close to 0, data above [NO]=150 ppb are cut off for clarity. Because
of the inaccuracy of NO measurements during oxidation when methyl nitrite is
present, Experiment 8 is not included.
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Figure 5.A.2: For the experiments that included NOx, the NO and NO2 concentra-
tions as a function of the time since the onset of oxidation. Experiment 8 is not
included, since methyl nitrite was present. The measurement uncertainty is ∼5 ppb,
but any organonitrates would also be measured as NO2.

Figure 5.A.3: Dependence of gas-phase D5 oxidation products on the NO2 concen-
tration in the chamber indicates that oxidation chemistry does not depend on NO2
(but does depend on NO, see Fig. 5.A.1). Signals normalized to the reagent concen-
trations with (a) m/z=139, (b) m/z=169, (c) m/z=243, and (d) m/z=317 are shown as
a function of NO2 concentration. Because of the inaccuracy of NO2 measurements
during oxidation when methyl nitrite is present, Experiment 8 is not included.
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5.B Supplementary Information

Figure 5.B.1: SOA yield at the end of each experiment with the associated uncer-
tainty is shown as a function of the initial seed surface area concentration. The
color of each point represents the amount of D5 that reacted throughout the entire
experiment. Experiments with NOx present include a black asterisk in their center.

Figure 5.B.2: Determination of the OH exposure and, correspondingly, of the OH
concentration of Experiments 9–19. Blue circles and squares are the measurements
of the OH exposure using the reaction of SO2 for the low and high O3 cases,
respectively. The dashed and dotted lines are the fits to these measurements and the
black Xs are the corresponding OH exposure values used for Experiments 9–19.
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ABSTRACT
A key atmospheric process that is studied in laboratory chambers is the oxidation of volatile organic
compounds to form low volatility products that condense on existing atmospheric particles (or
nucleate) to form organic aerosol, so-called secondary organic aerosol. The laboratory chamber
operates as a chemical reactor, in which a number of chemical and physical processes take place:
gas-phase chemistry, transport of vapor oxidation products to suspended particles followed by
uptake into the particles, deposition of vapors on the walls of the chamber, deposition of particles
on the walls of the chamber, and coagulation of suspended particles. Understanding the complex
interplay among these simultaneous physicochemical processes is necessary in order to interpret
the results of chamber experiments. Here we develop and utilize a comprehensive computational
model for dynamics of vapors and particles in a laboratory chamber and analyze chamber behavior
over a range of physicochemical conditions.
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1. Introduction

Understanding the chemical mechanisms by which vola-
tile organic compounds (VOCs) are oxidized to low vola-
tility products and secondary organic aerosol (SOA) is a
major area of atmospheric chemistry research. The prin-
cipal source of data on mechanisms of SOA formation is
derived from laboratory chamber experiments, in which
VOCs are caused to undergo oxidation, most frequently
by the hydroxyl (OH) radical, to generate the low volatil-
ity products that condense into the particle phase
(Schwantes et al. 2017). The SOA yield (Y) is determined
as the ratio of the mass of organic aerosol formed to the
mass of VOC reacted. To promote condensation of VOC
oxidation products into the aerosol phase in the cham-
ber, inert seed particles are customarily introduced to
serve as sites for vapor condensation. Inevitably, the lab-
oratory chamber contains walls, and interactions of
vapors and particles with chamber walls must be
accounted for in interpretation of data. For example,
VOC oxidation products can condense onto growing
aerosol or deposit onto the chamber wall, and even in
the presence of seed aerosol, low volatility oxidation
products may accumulate to a level at which they nucle-
ate to form aerosol if the rate of generation of such prod-
ucts is sufficiently rapid to overcome the condensation

sink. If an appreciable fraction of the VOC oxidation
products deposits on the wall, then the SOA yield
derived from the chamber data will be understated, per-
haps significantly so. When such data are translated to
the atmosphere, SOA yields would be correspondingly
understated.

A common material used for flexible-walled environ-
mental chambers is fluorinated ethylene propylene
(FEP) Teflon film, customarily of thickness 0.05 mm.
Irradiation of the chamber with actual or artificial sun-
light is usually required to initiate photochemistry, and
Teflon film has the attribute that it is essentially trans-
parent to ultraviolet and visible radiation. From mea-
surement of the size distribution of the aerosol
suspended in the chamber over the course of an experi-
ment, one can infer the mass of organic material that has
condensed upon the original seed particles. There is
ample evidence, however, that particles (Crump and
Seinfeld 1981; McMurry and Grosjean 1985; McMurry
and Rader 1985; Nah et al. 2017) and organic vapors
(Matsunaga and Ziemann 2010; Yeh and Ziemann 2015;
Zhang et al. 2015; Krechmer et al. 2016) can deposit on
and adhere to Teflon chamber walls. To determine the
SOA yield that would be produced in a “wall-less” cham-
ber requires careful accounting for organic-containing
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particles and low-volatility vapors that deposit on the
chamber walls during the course of an experiment.

With recognition of the importance of competition
between the suspended particles and the chamber wall
for condensable vapors, strategies have been formulated
to conduct VOC oxidation experiments using progres-
sively higher concentrations of seed aerosol in order to
enhance condensation of the low volatility vapors onto
aerosol (Zhang et al. 2014; Nah et al. 2016, 2017). A con-
sequence of this strategy is that, as the seed aerosol num-
ber concentration is increased, coagulation becomes
increasingly important as a process affecting the aerosol
size distribution (Pierce et al. 2008). The resulting com-
plex coupling among aerosol condensational growth,
wall deposition, and coagulation must be quantified.

The goal of the present work is to study numerically the
temporal evolution of the vapor concentrations and the
size- and composition-distributed aerosol in an environ-
mental chamber undergoing gas-phase VOC oxidation
over the range of parameter values characteristic of SOA
formation. This includes particle growth by vapor conden-
sation, deposition of vapor and particles to the chamber
walls, and evolution of the particle size distribution due to
simultaneous condensational growth and particle–particle
coagulation. Several models exist based on numerical solu-
tion of the aerosol dynamic equations that address these
phenomena. Meng et al. (1998) formulated a three-dimen-
sional size-resolved and chemically resolved aerosol model,
based in part on the work of Pilinis (1990), with gas-to-
particle conversion represented by dynamic mass transfer
between gas and aerosol phases. The model, which also
includes explicit calculation of inorganic particle-phase
thermodynamics, was applied to simulate gas and particle
behavior in a 1987 air pollution episode in the South Coast
Air Basin of California. Pierce et al. (2008) developed a
model to simulate aerosol dynamics in a chamber involv-
ing simultaneous condensation, evaporation, coagulation,
and wall deposition. The Pierce model was employed by
Nah et al. (2016, 2017) to study effects of coagulation on
particle wall deposition. Bian et al. (2015, 2017) used the
TwO-Moment Aerosol Sectional (TOMAS) microphysics
model (Adams and Seinfeld 2002; Pierce and Adams 2009;
Pierce et al. 2011) to simulate organic species phase parti-
tioning and particle and gas-phase wall losses during smog
chamber characterization experiments involving wood
smoke. The TOMAS model computes a size-resolved sim-
ulation of aerosol microphysics, conserving number and
mass concentrations (see also Russell et al. 1998). Tian
et al. (2017) derived a stochastic particle-resolved aerosol
model (PartMC) that was applied to simulate coagulating
ammonium sulfate particles in a cylindrical chamber, with
special attention to fractal particle structure and wall loss.
The computational model used in the present study is

based on numerical solution of the aerosol dynamic equa-
tion (Seinfeld and Pandis 2016) to simulate particle growth
by condensation, particle wall deposition, and coagulation,
solved on a fixed particle size grid, with exact mass conser-
vation of species.

2. Particle wall deposition

From the advent of environmental chambers, it was recog-
nized that particles diffuse to and deposit on the chamber
walls (Crump and Seinfeld 1981; McMurry and Grosjean
1985; McMurry and Rader 1985). Because the rate of particle
deposition on the wall depends on the specific design param-
eters of each chamber (size, extent of mixing), the rate of wall
deposition of particles as a function of particle size is gener-
ally determined experimentally by introducing particles of
known sizes into the chamber, and after allowing time for
mixing, measuring the size-dependent rates of wall deposi-
tion. The rate of deposition on the chamber walls is generally
assumed to depend only on the particle size, so the rate of
decay of the suspended particle number concentration distri-
bution, ns(Dp, t), at diameter Dp is expressed as

@ns.Dp;t/

@t

� �
wallloss

D ¡b.Dp/ ns Dp; t
� � ½1�

where the particle wall deposition coefficient b(Dp) is deter-
mined by fitting the experimentally observed rates of decay
of particles as a function of diameter.

If wall deposition is the sole process affecting aerosol
number concentration in the chamber, determination of
b(Dp) from the rates of decay of particles of different
sizes is relatively straightforward. However, if coagula-
tion is appreciable, determination of b(Dp) as solely rep-
resenting particle wall deposition must account for the
contribution of coagulation to the observed rate of parti-
cle decay. The dynamics of a suspended particle popula-
tion ns(Dp,t) undergoing simultaneous coagulation and
wall deposition is governed by

@ns Dp; t
� �
@t

D 1
2

R Dp

0 K D3
p ¡ q3

� �16 3
; q

� �

ns D3
p¡ q3

� �16 3
; t

� �
ns q; tð Þdq

¡ ns Dp; t
� �R 1

0 K q;Dp
� �

ns q; tð Þdq
¡b Dp

� �
ns Dp; t
� � ½2�

subject to the initial condition ns Dp; 0
� �D n0 Dp

� �
;

where n0 Dp
� �

is the aerosol size distribution upon ini-
tial injection into the chamber, and K Dp1;Dp2

� �
is the

coagulation coefficient between particles of diameters
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Dp1 and Dp2: Determining the value of b(Dp) in the
presence of coagulation requires finding b(Dp) such
that the solution of Equation (2) subject to n0 Dp

� �
matches as closely as possible to the observed aerosol
dynamics in the chamber, ns Dp; t

� �
:

The combination of gravitational settling and Brow-
nian diffusion gives rise to a functional form of b Dp

� �
that, at the small end of the particle size spectrum,
decreases as Dp increases, owing to decreasing Brownian
diffusion, and at the large particle end of the size spec-
trum, increases as Dp increases, owing to increased parti-
cle settling velocity. Whereas the result is a characteristic
U-shaped function, the precise b Dp

� �
functionality must

be determined experimentally for each chamber. An
advantageous approach to determining b Dp

� �
is to spec-

ify a b Dp
� �

function having the proper characteristic
functionality, with a set of unknown parameters to be
determined by optimal fitting of the numerical solution
of Equation (2) to the observed size distribution dynam-
ics in the chamber in question (Pierce et al. 2008; Nah
et al. 2017). This procedure requires iterative numerical
solution of Equation (2), such that each revised set of
parameters characterizing b Dp

� �
moves the calculated

ns Dp; t
� �

closer to the experimentally observed ns Dp; t
� �

,
as measured by a performance criterion of closeness of
calculated ns Dp; t

� �
to observed ns Dp; t

� �
.

The goal is to minimize the objective function,

J½b Dp
� ��D R tf

0

R Dp; u

Dp; l
½ns; obs Dp; t

� �¡ ns; pred Dp; t
� ��2dDpdt

½3�

where ns; obs Dp; t
� �

is the observed size distribution and
ns; pred Dp; t

� �
is that predicted using an assumed func-

tional form of b Dp
� �

, here assumed to be

log10½b Dp
� ��D aC blog10 Dp

� �C c½log10 Dp
� ��2

C d½log10 Dp
� ��3 ½4�

where a, b, c, d are the parameters that characterize
b Dp
� �

: Before an optimal b Dp
� �

is found from the mini-
mization of J½b Dp

� �� in Equation (3), an initial guess for
the four parameters (a, b, c, and d) must be chosen.

To evaluate the performance of the minimization of J,
we performed 20-h simulations of simultaneous coagula-
tion and wall deposition of an aerosol introduced into a
chamber at t D 0 (Figure 1). n Dp; t

� �
was discretized into

50 logarithmically distributed bins with mean diameters
between 50 and 1,000 nm. The method for finding the ini-
tial guess is shown visually and explained in Figure 2 and
its caption. Randomly distributed measurement uncertainty
of 5% was added to particle number concentrations in each

bin. Figure 3 shows the results of optimization for 20 differ-
ent simulations, each of these with the same base data but
different realizations of the 5% measurement uncertainty.

3. Chamber physics and chemistry

3.1. Particle growth

During SOA formation, each particle that deposits on the
wall of an environmental chamber carries with it the con-
densed organic mass from the inception of the experi-
ment. In order to account for that particle-borne organic
material in computing the overall SOA yield, it is neces-
sary to keep track of particle size (and therefore the
amount of condensed organic) upon deposition. Since the
extent to which deposited particles continue to interact
with the gas-phase contents of the chamber is unknown,
two limiting assumptions have been invoked to estimate
the contribution of the deposited particles to the amount
of SOA (Hildebrandt et al. 2009; Loza et al. 2010): (1) The
"lower bound" assumption states that once particles
deposit on the wall, they cease interacting with the vapor

Figure 1. (a) and (b) show the evolution of a particle size distri-
bution undergoing coagulation and particle wall deposition over
20 h for an initially lognormal distribution, assuming b(Dp) shown
in (c). The initial total number concentration is 104 cm¡3, and the
initial lognormal distribution is centered at 225 nm with sg D
1.5. The mean diameters of the 50 bins are lognormally distrib-
uted between 50 and 1,000 nm. Data in (b) were generated by
applying §5% measurement uncertainty to the number concen-
tration in each of the 50 bins.
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in the chamber; and (2) The "upper bound" assumes that
wall-deposited particles continue to absorb vapor as if
they had remained suspended. Thus, the upper bound
assumption is identical to that if the particles were still
suspended. In treating the continued uptake of vapor by
particles that have deposited on the chamber wall, one
must assume an appropriate particle surface area for mass
transport. The assumption made here is that, after deposi-
tion on the wall, the particle retains its spherical shape,
and therefore its surface area remains the same as if it
were still suspended. For a discussion of assumptions con-
cerning the nature of deposited particles, the reader is
referred to Trump et al. (2016).

The rate of vapor uptake by a particle is described in
terms of the mass accommodation coefficient ap, which is
defined as the fraction of incoming vapor molecules that is
taken up by the particle (Julin et al. 2014; Zhang et al.
2015). The mass accommodation coefficient ap can be
defined as either surface (aps) or bulk (apb) accommoda-
tion coefficient (Kolb et al. 2010), the difference being the
extent to which the condensing molecule needs to be
incorporated in the particle bulk to be considered as
accommodated. Molecular-level simulations of molecule–
surface interactions can distinguish between surface and
bulk accommodation (Julin et al. 2014), but typical vapor–
particle interactions in a laboratory chamber tend to be
represented by a single overall mass accommodation coef-
ficient, ap. Rapid equilibration of an incoming vapor
between the gas and particle phases is a reasonable
assumption for a liquid-phase particle (Shiraiwa and
Seinfeld 2012), although if the particle is solid or semisolid
or if particle-phase chemistry plays an influential role
in uptake, accommodation can be retarded. From a mac-
roscopic point of view, the value of ap for a particular

vapor–aerosol system is determined by fitting observed
aerosol growth rate data to a dynamic growth model.

Particle-phase accretion reactions can produce effec-
tively nonvolatile products. Such products can lead to an
increase in the viscosity of the particle and reduced parti-
cle-phase diffusivity, retarding evaporation, and inhibiting
gas–particle partitioning (Virtanen et al 2010a, b; Vaden
et al. 2010, 2011; Abramson et al. 2013; Zaveri et al. 2014).
In such a case, the timescale to achieve gas–particle equilib-
rium, tg,p, may be long compared to the timescales for
achieving gas–wall partitioning and for VOC oxidation,
tg,w and trxn (Zhang et al. 2012; Shiraiwa and Seinfeld
2012; Shiraiwa et al. 2013; Mai et al. 2015). Retarded gas–
particle partitioning resulting from slow condensed-phase
diffusion of vapor molecules will drive the vapor–particle
system toward so-called kinetically limited growth. A
vapor–particle accommodation coefficient, ap, of order,
say, 10¡3, leads to a vapor–particle equilibration timescale
that is competitive with or can exceed that associated with
the rate of change of vapor concentration due to both
vapor-phase oxidation and vapor wall loss. When the pro-
duction rate of condensable vapors is slow compared to the
time needed to establish gas–particle equilibrium, the sys-
tem exhibits quasi-equilibrium growth.

The magnitude of the timescale needed to establish
gas–particle equilibrium, tg,p, relative to the timescales
for other processes in the system governs the extent to
which the system is characterized by kinetically limited
versus quasi-equilibrium growth. Gas–particle equilib-
rium is governed by the total organic mass in the system
and is not explicitly dependent on the aerosol surface
area. In contrast, kinetically limited condensation, for
which tg,p is competitive with the timescale for VOC oxi-
dation, depends on the aerosol surface area. The

Figure 2. Process for choosing an initial guess for b(Dp). The solid (red) dots represent the number concentration in the same size bin in all
three distributions. (a) and (c) represent data points at times t1 and t2, respectively. When used to find an initial guess, time increments (t2 –
t1) were chosen to be 6.5 min; in this figure, the time increment is 4 h, so that the procedure is visually obvious. (b) A simulation for one
time increment with the distribution at t1 as the initial condition and with b(Dp) D 0. Since (b) corresponds to a system in which particles
from the distribution at t1 are allowed to coagulate but not to deposit on the wall, the difference between the number concentration of a
specific size bin from the t2 distribution, shown in (b), and from the actual distribution at t2, shown in (c), is then denoted DNDeposition. b(Dp)
is next calculated as b Dp; t1 6 2

� �D DNDeposition

Nt1 t2 ¡ t1ð Þ : A mean b(Dp) can be found by averaging these values for a specific Dp over all the time points

where the initial distribution has arbitrarily >10 particles cm¡3 for that size bin. These average b(Dp) values are next fit to the function in
Equation (4) and these values of a, b, c, and d are used as an initial guess for the determination of b(Dp).
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timescale for the production of condensable vapors, trxn,
is generally estimated on the basis of krxn [OH]. If tg,p >
trxn, condensation is kinetically limited. As ap increases
toward unity, tg,p decreases with respect to trxn, and con-
densation shifts toward quasi-equilibrium growth.

3.2. Idealized kinetics

The essential characteristics of the gas-phase oxidation of
a VOC to form SOA are the timescale of oxidation and
the progression to lower volatility oxidation products. As
a means of representing gas-phase kinetics in the
simulations to follow, we use the idealized first-order
kinetic scheme of McVay et al. (2014):

A !k1 B !k2 C !k3 D

In this scheme, A represents the completely volatile par-
ent VOC, and B, C, and D represent oxidation products,
with successively decreasing volatility. The magnitudes of

the effective first-order rate constants, k1, k2, and k3, govern
the overall chemical reaction timescale of the system. The
volatilities of the oxidation products are represented by
their saturation mass concentrations, CB

�
, CC

�
, and CD

�
. In

the present study, we do not consider particle-phase chem-
istry involving condensed B, C, and D. One could hypothe-
size generalized particle-phase reactions involving
condensed B, C, and D that would further decrease (or pos-
sibly increase) the volatility of the aerosol, but this aspect is
left for future work, especially in the case in which explicit
particle-phase chemistry is established.

3.3. Vapor wall deposition

Vapor molecules in the generally well-mixed core of a
chamber are transported through a boundary layer
adjacent to the walls by a combination of molecular
and turbulent diffusion (Zhang et al. 2015; Ye et al.
2016; Trump et al. 2016). As a vapor molecule i
reaches the chamber wall, the fraction of encounters
that lead to uptake is represented by the vapor wall
accommodation coefficient, aw,i, which depends on
the nature of the wall surface as well as the chemical
composition of the species. Vapor species that deposit
on the wall, in principle, may re-evaporate, eventually
leading to an equilibrium between the gas phase and
the wall. The absorptive nature of the wall has been
characterized by a parameter defined as the equivalent
absorbing organic mass on the wall, Cw (Matsunaga
and Ziemann 2010; Yeh and Ziemann 2015). For an
FEP Teflon-walled chamber, the quantity Cw can be
regarded as characterizing the equilibrium solubility
of individual vapor molecules in FEP Teflon polymer.

The rate of uptake of vapors by the wall can be char-
acterized by the overall first-order vapor wall deposition
coefficient, kw, which depends on the surface area-to-vol-
ume ratio of the chamber, the degree of mixing in the
chamber, the rate of gas-phase diffusion across the wall
layer, and the vapor-wall accommodation coefficient,
aw,i (Zhang et al. 2015). The timescale characterizing the
vapor wall deposition process is tg,w D kw

¡1.
The rate of deposition of vapor to the chamber walls is

represented as a first-order process, characterized by the
first-order rate coefficient, kw (s¡1) (Zhang et al. 2015).
Vapor wall deposition is assumed to be reversible, with
the vapor-wall partitioning coefficient, Kw:

Kw D R T
Mw gw Psat

½5�

Here R is the ideal gas constant, T is temperature,
Mw is the effective molecular weight of the absorbing
wall material, gw is the effective activity coefficient of

Figure 3. Optimization procedure to determine b(Dp). The full
optimization procedure to determine b(Dp) was performed
20 times and each thin (red) curve represents one of these con-
verged functions. Each of the optimized b(Dp) functions was
determined by taking the number concentrations in all of the 50
size bins shown in Figure 1a and subjecting these to a §5%
random; an example of the data used as an input is shown in
Figure 1b. Once an initial guess of a, b, c, and d was found (the
method for which is shown in Figure 2), these four parameters
were used to minimize the function J b Dp

� �� �
in Equation (3).

An average of 290 iterations were required for the optimization
to converge. These values of a, b, c, and d then give the deter-
mined b(Dp), which is shown as a thin (red) curve. In actual cham-
ber experiments, the true value of b(Dp) is unknown; using the
method described here produces the set of thin (red) curves. To
assess the performance of this method, we applied this proce-
dure with simulated data with an assumed, true value of b(Dp),
which is shown both in Figure 1c and here in bold (black) to visu-
ally aid the comparison to each of the thin (red) lines. The range
for the x-axis includes only bins with a number concentration
>10 cm¡3 for the duration of the 20-h experiment.
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the dissolved material in the wall, and Psat is the satu-
ration vapor pressure of the species of interest. Oxi-
dation products, B, C, and D, are considered to
condense on suspended particles as well as deposit
reversibly onto the chamber walls. The governing
equation for the concentration of a suspended vapor,
such as B, is:

dBg

dt
D ¡ kw;on;BBg C kw;off ;BBw C k1Ag ¡ k2Bg ¡ JB

½6�

where, kw,on and kw,off (s
¡1) are the first-order rate coef-

ficients for deposition on and evaporation from the
wall, k1 and k2 are the oxidation rate constants of A and
B, Bg and Bw are the concentrations of B suspended and
on the wall, respectively, and JB is the condensation rate
of B onto particles. Vapor molecules are transported
both to and from the wall. We express Kw in terms of
kw,on and the first-order evaporation coefficient kw,off.
kw,on and kw,off are related through

KwCwD kw;on
kw;off

½7�

kw,on represents the overall rate of transport of vapor species
from the core of the chamber to the edge of the wall bound-
ary layerand through theboundary layer bymoleculardiffu-
sion (McVay et al. 2014;Zhanget al. 2015),

kw;on D A
V

� � aw c
4

1C p
2

aw c
4
ffiffiffiffiffiffiffiffiffi
ke Di

p
� � ½8�

kw;off D kw;on C�

Cw
½9�

Here A/V is the surface area to volume ratio of the
chamber; aw is the mass accommodation coefficient of
vapor species on the wall; ke is the eddy diffusion coeffi-
cient for mixing in the chamber; Di is the molecular diffu-
sivity of the vapor in the thin layer adjacent to the wall; c
is the mean thermal speed of the vapor, assumed for con-
venience to be the same for B, C, and D; Cw is the effective
wall organic aerosol concentration; and Ci

�
is the satura-

tion mass concentration for species i. As noted earlier, Cw

is the parameter that represents the capacity of the Teflon
material itself to absorb organic molecules. Typical values
of Di and c for the classes of molecules important in SOA
formation are »3 £ 106 m2 s¡1 and 200 m s¡1, respec-
tively. Values of ke ranging from 10¡3 to 1 s¡1 correspond
to chamber mixing timescales of 17 min to 1 s. A mixing
timescale of 10¡3 s¡1 is characteristic of that in a typical
chamber of volume exceeding»20 m3.

3.4. Aerosol conservation equation

The overall governing conservation equation for the sus-
pended aerosol size distribution ns(Dp, t) is as shown
below:

@ns.Dp; t/

@t
D @ns.Dp;t/

@t

� �
coagulation

C @ns.Dp;t/

@t

� �
condensation

C @ns.Dp;t/

@t

� �
wallloss

½10�

The rate of condensation of vapor molecules onto
particles is given by:

Ji D 2pDiDp Gi ¡ Geq
i

� �
FFS ½11�

where Gi is the gas-phase concentration of species i, Gi
eq is

the equilibrium gas-phase concentration over a particle,
and FFS is the Fuchs–Sutugin correction factor for noncon-
tinuum gas-phase diffusion (Seinfeld and Pandis 2016),

FFS D 0:75 ap 1CKnð Þ
Kn2CKnC 0:283 Kn apC 0:75 ap

½12�

The rate of change of the suspended aerosol size dis-
tribution owing to vapor condensation on suspended
particles is:

@ns.Dp;t/

@t

� �
condensation

D ¡ @

@Dp
½I Dp; t
� �

ns Dp; t
� ��

½13�

where I(Dp, t) is the rate of change in particle diameter
due to condensation or evaporation.

3.5. Key parameters

The principal parameter that controls the rate of particle
growth by vapor condensation is ap, the accommodation
coefficient of a vapor species on particles. As noted ear-
lier, ap has been found to vary over the range of »0.001
to close to 1.0 for different VOC systems (McVay et al.
2014). A related parameter, apw, describes the growth by
vapor condensation of particles that have deposited on
the wall. Of the two limiting assumptions that describe
the growth of particles that have deposited on the wall,
we adopt the lower bound assumption, in which once
particles are lost to the walls, vapor condensation to
these particles ceases, in which case, apw D 0.
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The oxidation rates of the vapor species, A, B, and C,
as embodied in the first-order rate coefficients k1, k2, and
k3, establish the overall time scale for the temporal
behavior of the system. The nominal initial oxidation
rate constant for the simulations to be presented subse-
quently is k1 D 10¡4 s¡1, with each subsequent oxidation
rate coefficient assumed to increase by a factor of five.
Vapor wall deposition is represented by the principal
parameters, Cw the effective wall organic aerosol concen-
tration, and aw, the accommodation coefficient of vapor
species onto the wall. The nominal value of aw is
assumed to be 10¡5. Matsunaga and Ziemann (2010)
estimated a range of values, Cw D 2, 4, 10, and 24 mg
m¡3 for alkanes, alkenes, alcohols, and ketones. The
nominal value used in the numerical studies here is
Cw D 10 mg m¡3. Nominal values of parameters are
summarized in Table 1, together with ranges used in
simulations.

The size distribution of the seed aerosol at the start of
an experiment is assumed to follow a log-normal distri-
bution centered at a diameter of 225 nm, with geometric
standard deviation sg D 1.5. The initial number concen-
tration of seed particles is a key experimental variable.
The base value of the initial seed number concentration
is taken as 104 cm ¡3.

3.6. Computational model

The computational model tracks the evolution of the
particle size distribution in the chamber over time,
and that of the gas-phase concentrations of A, B, C,
and D, as well as the fraction of each that is suspended
or on particles/the wall. Because the stoichiometric
coefficients in the idealized gas-phase chemistry have
been chosen to be unity, given adequate time in the
chamber and the absence of wall deposition of par-
ticles or vapor, the theoretical maximum yield of SOA
(the mass of SOA formed per mass of A reacted) that
can be achieved is 1.0. Simulations are carried out for
an experimental time of 20 h.

4. Computational simulations

The focus of the present work is exploring the relative
importance of the physicochemical processes involving
vapor molecules and particles in an environmental cham-
ber, with particular attention to those competitive processes
that arise as a consequence of the chamber itself. Here we
present a range of simulations in which physicochemical
parameters are systematically varied. Whereas there are
several metrics that could be used to assess the characteris-
tics of a particular chamber experiment, the SOA yield, Y,
attained over a fixed experimental duration serves as the
overall measure of the performance of the system.

4.1. Simultaneous vapor condensation on particles
and vapor and particle deposition on chamber
walls

Figure 4 shows the effect of variation of key parameters
on SOA yield. Y increases as ap increases since vapor
condenses onto particles more readily (Figure 4a), and Y
becomes less sensitive to ap as ap approaches unity. At
the limit ap D 1, Y is only mildly sensitive to the value of
aw (Figure 4b) since vapor condensation on particles
proceeds at its maximum rate; at ap D 0.001 a consider-
able portion of the vapor remains suspended for a longer
period of time, and is therefore subject to vapor wall
deposition, leading to a strong effect of increasing aw on
Y. As Cw decreases (Figure 4c), the capacity of the wall to
take up vapor decreases, increasing Y. As the rate con-
stants for A ! B ! C ! D increase (Figure 4d), over a
fixed experimental time, Y increases rapidly as ap
increases owing to the greater availability of lower vola-
tility oxidation products, B, C, and D. As the values of
CB

�
, CC

�
, and CD

�
decrease (Figure 4e), the overall lower

volatility of oxidation products leads to an increase in Y,
although at ap D 0.001, that increase is modest, since the
value of ap exerts a stronger control on Y than does the
volatility C

�
, at the assumed values of CB

�
, CC

�
, and CD

�
. Y

increases as the initial number concentration of particles
(Figure 4f) increases, particularly for ap D 0.001. This is

Table 1. Chamber parameters.

Parameter Definition Base value Range of values considered

ap Accommodation coefficient of vapor species on suspended particles 10¡3 10¡3 to 1
apw Accommodation coefficient of vapor species on particles deposited on the wall 0 0 and ap
aw Accommodation coefficient of vapor species deposited on the wall 10¡5 10¡7 to 10¡4

k1 First-order oxidation rate constant for A 1 £ 10¡4 s¡1 1 £ 10¡6 to 1 £ 10¡3 s¡1

k2 First-order oxidation rate constant for B 5 £ 10¡4 s¡1 5 £ 10¡6 to 5 £ 10¡3 s¡1

k3 First-order oxidation rate constant for C 25 £ 10¡4 s¡1 25 £ 10¡6 to 25 £ 10¡3 s¡1

Cw Effective wall organic aerosol concentration 10 mg m¡3 10¡2 to 10 mg m¡3

CB
�

Saturation mass concentration for species B 10 mg m¡3 10¡1 to 102 mg m¡3

CC
�

Saturation mass concentration for species C 1 mg m¡3 10¡2 to 10 mg m¡3

CD
�

Saturation mass concentration for species D 10¡1 mg m¡3 10¡3 to 1 mg m¡3

Nt Initial total number concentration of seed particles 104 cm¡3 103 to 106 cm¡3
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because an increase in number concentration increases
the suspended surface area and so preferences condensa-
tion onto suspended particles. When ap D 1, there is less
competition in condensation between the wall and the
suspended particles, so the effect of an increase in sus-
pended surface area is dampened: since condensation
onto suspended particles is already dominating conden-
sation onto the walls, the change in this surface area due
to coagulation – while still quite small – is noticeable,
that is, in the absence of coagulation, the total available
suspended surface area decreases since all particles are
modeled as spheres.

The effect of ap (0.001 vs. 0.01 vs. 1.0) on the distribu-
tion of products B, C, and D at the end of the experiment
is shown in Figure 5. Under conditions of ap D 0.001, at
the end of the simulation (Figure 5a), the majority of
species B, C, and D is predicted to have deposited on the
chamber wall. An increase in ap by a factor of 10 to 0.01

(Figure 5b) has a substantial effect on the distribution of
B, C, D, as Y is predicted to increase from 0.32 to 0.77.
At ap D 1 (Figure 5c), the majority of products B, C, and
D reside on suspended particles, and Y has increased to
0.88. In all three cases, little of the products reside in par-
ticles that have deposited on the chamber wall, owing to
the fact that the surface area of deposited particles is
much less than that of the suspended. There is little dif-
ference between the cases of ap D 0.1 and ap D 1 (not
shown); an accommodation coefficient of 0.1 is essen-
tially equal to ap D 1.0 in terms of the effect on the distri-
bution of products.

Decreasing aw (10¡7 vs. 10¡5) at ap D 0.001, as seen
in Figure 6, produces a dramatic change of product dis-
tribution Y from that at aw D 10¡5. At aw D 10¡7, the
majority of B, C, and D are predicted to reside on sus-
pended particles, and Y D 0.93 versus 0.32, with virtually
no suspended vapor left in the chamber. For aw > 10¡5,

Figure 4. Secondary organic aerosol (SOA) yield Y for nominal parameter values in Table 1 with coagulation occurring. (a) ap; (b) aw; (c)
Cw; (d) k1; k2; k3; (e) CB

�
; CC

�
; CD

�
, (f) Nt. In (f), both the presence and absence of coagulation are considered.
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there is little change in the distribution of B, C, and D
from that at aw D 10¡5 (not shown).

The effect of increased oxidation rate on the distribu-
tion of B, C, and D at the end of the simulated experi-
ment for ap D 0.001 is shown in Figure 7. The nominal
values of k1, k2, and k3 are 0.0001 , 0.0005, and 0.0025
s¡1, respectively; at a factor of 10 increase, k1 D 0.001
s¡1, k2 D 0.005 s¡1, and k3 D 0.025 s¡1, conversion of A
to D occurs an order of magnitude more rapidly. This
accelerated rate of conversion is not, however, accompa-
nied by a concomitant increase in Y. Comparing
Figures 5a and 7a, we note that Y increases only from
0.32 to 0.36. The explanation for this modest increase in
Y can be attributed to the value of ap D 0.001; despite an
order of magnitude increase in reaction rates, the low
accommodation rate of vapor on particles (ap D 0.001)
exerts the dominant influence on Y. When the order of
magnitude increase in k1, k2, and k3 occurs at ap D 1.0
(Figure 7b), the so-called kinetic effect is clearly demon-
strated, with the overall Y increasing from 0.36
(Figure 7a) to 0.96 (Figure 7b).

Since apw is set to 0 throughout all the simulations
described, the compounds are found on deposited particles
only when they condense on suspended particles and these
particles later deposit on the chamber walls. Since increasing

the oxidation rate shifts the condensation of compounds
onto particles earlier in the experiment – when there are still
numerous particles present – more of the compounds end
up on particles that later deposit on the walls.

Experimental evidence suggests that Cw is likely to be
relatively large (Matsunaga and Ziemann 2010). At values
near the nominal value of Cw D 104 mg m¡3, Y does not
vary appreciably for modest changes in Cw, but does vary
significantly for values lower than the nominal value
(Figure 4c). Y is most sensitive to Cw when the value of Cw

is in the vicinity of that of COA (the concentration of organ-
ics). The effect of the value of Cw on Y is addressed in
Figure 8. If Cw is decreased from its nominal value of 104 to
10 mg m¡3, at ap D 0.001 and aw D 10¡5, Y increases to
0.47 (Figure 8) from 0.32 (Figure 5a). At apD 1, Y increases
from 0.88 at Cw D 104 mg m¡3 to 0.97 at Cw D 10 mg m¡3

(distributions of B, C, D not shown).
The predicted value of Y corresponding to the two limit-

ing assumptions regarding the extent to which particles on
the wall continue to take up vapor can be assessed. We con-
sidered the distribution of B, C, D, in the two limiting cases
in which wall-deposited particles either continue to or do
not absorb vapors. For ap D 0.001, Y with (apw D ap) and
without particles in the wall growing is, respectively, 0.33
and 0.32. At ap D 1.0, Y D 0.91 for apw D 1 and 0.88 for

Figure 5. Variation of the distribution of oxidation products B, C, and D among suspended vapor, wall deposited vapor, suspended par-
ticles, and wall deposited particles for the nominal parameter values in Table 1. (a) ap D 0.001; (b) ap D 0.01; (c) ap D 1.0.
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apw D 0. These results demonstrate the relatively small dif-
ference in Y between the so-called upper and lower limit
assumptions concerning the extent to which particles
deposited on the wall continue to absorb vapors.

4.2. Effect of coagulation

Implementation of increasingly higher number concentra-
tions of seed aerosol as a means to stimulate preferential con-
densation of vapor on particles is accompanied by increasing
influence of coagulation on the dynamics of the particle size
distribution (Nah et al. 2016, 2017). Also, as particles in the
chamber grow due to accretion of vapor oxidation products,

the overall rate of wall deposition of particles evolves, in
accordance with the particle size dependence of the wall
deposition function, b(Dp). Coagulation occurs simulta-
neously with particle growth, also serving to shift the overall
particle size distribution to larger diameters, at the same time
accompanied by a reduction in the overall particle number
concentration. Coagulation leads to a decrease in the overall
surface area of the suspended particles, since there are fewer
particles, and because particles grow into sizes for which the
deposition rate b(Dp) is larger. The overall decrease in sur-
face area is, therefore, a combined result of coagulation and
increased wall deposition.

Vapor deposition on the walls of the chamber is con-
trolled by the two parameters, aw and Cw. Particles that
deposit onto the wall serve to decrease both the amount
of suspended oxidized products and the overall rate of
condensation. Moreover, as Nt is increased with all other
conditions the same, Y increases, since the effect of vapor
wall loss is diminished, and at higher ap, condensation
competes more favorably with vapor wall deposition,
leading to higher Y. In simulations carried out in the
presence and absence of coagulation (not shown), coagu-
lation has a modest effect on Y at high seed concentra-
tions and low ap. Furthermore, comparison of
simulations with small and large mean diameters (Dpg D
100 and 400 nm) shows that coagulation has a larger
effect on smaller diameter particles (not shown).

4.3. Kinetically limited versus quasi-equilibrium
growth

The extent to which SOA yield increases with increas-
ing seed aerosol surface area depends on the nature of
the VOC oxidation system. In the toluene photoxida-
tion system, Zhang et al. (2014) showed that Y

Figure 7. Variation of the distribution of oxidation products B, C, and D among suspended vapor, wall deposited vapor, suspended par-
ticles, and wall deposited particles for a tenfold increase in k1, k2, and k3 over the nominal values at ap D 0.001 (a) and ap D 1.0 (b). For
(a), the retarded rate of condensation of B, C, and D on suspended particles leads to an accumulation of wall deposited vapor and Y D
0.36, whereas for (b), the lack of retardation of condensation leads to Y D 0.96.

Figure 6. Variation of the distribution of oxidation products B, C,
and D among suspended vapor, wall deposited vapor, suspended
particles, and wall deposited particles for parameter values in
Table 1 except for aw D 10¡7. By comparison with Figure 5a,
note the strong effect of a two order of magnitude decrease in
aw on the distribution of B, C, and D among the suspended par-
ticles, wall deposited vapor, and deposited particles.
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increases with increasing seed aerosol surface area,
whereas Nah et al. (2016) found in the a-pinene ozo-
nolysis system that SOA growth rate and Y are essen-
tially independent of seed surface over the range of
seed surface area studied. Moreover, McVay et al.
(2014) showed that Y depends on seed aerosol surface
area only in systems in which the condensation of
SOA-forming vapors onto seed aerosol particles is
kinetically limited, that is, the timescale to establish
gas–particle equilibrium is competitive with or greater
than the timescales for VOC oxidation and vapor
wall deposition. In addition to seed aerosol surface

area, VOC oxidation rate may also play an important
role in establishing the effect of vapor wall deposition
on SOA formation, with more rapid oxidation leading
to higher Y. This is a consequence of the competition
between growing particles and chamber walls for con-
densable VOC oxidation products. In the a-pinene
ozonolysis SOA system of Nah et al. (2016), the
best fit ap value of 0.1 (or 1 with essentially the same
statistical error) is consistent with the absence of
significant limitations to vapor particle mass transfer,
for which SOA formation is governed by quasi-equi-
librium growth (Saleh et al. 2013; McVay et al.
2014).

The key parameter controlling the competition
between the seed aerosol surface area effect and the
oxidation rate effect is ap (Figure 9). In general, for
ap » 0.1 to 1.0 (Figure 9a has ap D 1.0), the oxida-
tion rate dominates, and Y increases significantly as
the VOC oxidation rate increases, while seed aerosol
surface area has a negligible effect. For ap D 0.001
(Figure 9b), both effects can be observed: at low oxi-
dation rate and high seed aerosol surface area, the
oxidation rate effect dominates; at low seed aerosol
surface area and rapid oxidation rate, the seed surface
area dominates. In summary, the magnitude by which
vapor wall deposition affects SOA yield depends on
the extent to which the VOC system is characterized
by kinetically limited SOA condensation growth. For
either large ap or large Nt, the chamber is effectively
saturated with particles in terms of its competitive-
ness with the oxidation rate, so neither changing has
much of an effect on Y. When comparing the cases
in the presence and absence of coagulation (not
shown), overall SOA yields are predicted to be lower
in the presence of coagulation, owing to the decrease
of the overall surface area of particles available for
vapor condensation.

Figure 8. Variation of the distribution of oxidation products B, C,
and D among suspended vapor, wall deposited vapor, and par-
ticles for ap D 0.001 and Cw D 10 mg m¡3. At ap D 0.001, the dif-
ference in Y corresponding to Cw D 10 mg m¡3 and Cw D 104 mg
m¡3 (see Figure 5a) is a decrease from 0.47 to 0.32, reflecting the
capacity of the wall to take up vapors.

Figure 9. SOA yield as a function of initial seed concentration, Nt, and the oxidation rate, k, where the nominal oxidation rates are k1 D
0.0001 s¡1, k2 D 0.0005 s¡1, and k3 D 0.0025 s¡1. For (a) ap D 1.0, the oxidation rate dominates since Nt has a negligible effect on Y.
For (b) ap D 0.001, the oxidation rate dominates at low oxidation rates but the seed aerosol surface area dominates at rapid oxidation
rates and relatively low seed aerosol surface area.
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5. Conclusion

This work applies a computational model to simulate the
dynamics of vapors and particles in an environmental
chamber in which a VOC is undergoing oxidation to
generate SOA. Here, we explore numerically the compet-
itive processes involving vapors, particles, and the cham-
ber walls in such a system. In order to avoid
technicalities of actual gas-phase kinetics, we have uti-
lized the canonical reaction system of A ! B ! C !
D, in which each reaction product is characterized by
decreasing volatility from its predecessor. Several key
parameters emerge as strongly influencing the rate of
generation of SOA; these include the accommodation
coefficients of vapor species on growing particles and the
wall, ap and aw, respectively, and the equilibrium solubil-
ity of vapors in the wall itself, Cw. We have also assessed
the effect of particle–particle coagulation on particle
dynamics and SOA formation. The challenge now
remains to simulate chamber dynamics in actual VOC
systems with explicit oxidation kinetics and array of
reaction products.
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ABSTRACT: Secondary organic aerosol (SOA) formation is
studied in laboratory chambers, in which volatile organic
compounds (VOCs) are oxidized to produce low-volatility
compounds that condense into the aerosol phase. It has been
established that such oxidized low-volatility compounds can
partition into the chamber walls, which traditionally consist of
Teflon film. Several studies exist in which the rates of uptake of
individual vapor compounds to the chamber walls have been
measured, but a unified theory capable of describing the range
of experimental measurements has been lacking. Here, a two-layer model of observed short and long vapor−wall interaction time
scales in Teflon-walled environmental chambers is presented and shown to be consistent with experimental data on the rate of
wall deposition of more than 90 compounds. Semiempirical relationships between key parameters in the model and vapor
molecular properties are derived, which can be used to predict the fate of gas-phase vapor in the chamber under dry conditions.

■ INTRODUCTION

The environmental chamber is a principal laboratory system used
to study the formation, properties, and evolution of secondary
organic aerosol (SOA).1 The typical material from which
chambers are constructed is Teflon film (fluorinated ethylene
propylene, FEP). The process of SOA formation involves
oxidation of a volatile organic compound (VOC) to generate
low-volatility gas-phase products that subsequently condense
into the aerosol phase. It has been established that these oxidized
products may also partition into the Teflon chamber walls.2−16

Such vapor−wall loss reduces the potential yield of SOA and
must be accounted for in analysis of experiments. Current
treatments of vapor−wall deposition in chambers consider the
FEP film as an infinite medium into which vapor molecules
dissolve.
The extent of partitioning of oxidized organic species typical of

SOA into Teflon film has been studied experimentally by
introducing species individually into a chamber and measuring
their rate of decay from wall uptake. The uptake has been
characterized by the time scale required to approach vapor−wall
equilibrium (τw). Previous studies indicate that τw can be
competitive with the time scales of other processes occurring in
the chamber, such as the rate of VOC oxidation and the time
scale associated with vapor−particle partitioning.4,14 The time
scale τw is governed by gas-phase diffusion through the boundary
layer adjacent to the chamber wall, followed by uptake into the
wall itself. Two major studies of vapor−wall uptake of individual

organic species typical of VOC oxidation products have reported
significantly different time scales for vapor uptake, namely τw ∼
10 min12 and τw ∼ 10 h.10 Possible reasons for the observed
discrepancy in vapor−wall uptake rates include differences in the
particular chemical systems studied or in the experimental
protocol itself. The goal of the present work is to formulate and
evaluate experimentally a unified theory of vapor−wall mass
transport and uptake in Teflon-walled environmental chambers.

■ TWO-LAYER KINETIC SORPTION MODEL

We introduce a two-layer kinetic sorption model (Figure 1A),
inspired by that proposed by Crank,17 to explain the stress-
dependent diffusion of vapor molecules into polymer film. In the
two-layer model, after traversing a gas-phase boundary layer,
vapor molecules enter a sharp, swollen outer layer in the Teflon
that is thought to be stress-free, in which equilibrium with the gas
phase is established relatively rapidly. It is estimated that a
pseudosteady state profile in the gas-phase boundary layer is
achieved on a time scale of order 10 s (Supporting Information,
SI. I). Vapor molecules absorbed into the outer polymer layer
(denoted the “Surface layer” in Figure 1A) then slowly diffuse
into the interior of the polymer film (the “Inner layer” in Figure
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1A) by breaking interchain bonds, impeded by the stress exerted
by the polymer network.
Surface Layer. The Teflon FEP film is treated as a solution

into which the molecules dissolve. Matsunaga and Ziemann3

proposed that vapor-wall partitioning equilibrium can be
represented by an effective organic mass concentration of the
wall itself, Cw, by analogy to the effective aerosol mass
concentration used in describing vapor-particle uptake.18 Here,
we introduce Cw and Cw′ , respectively, to distinguish between the
compound-independent and -dependent equivalent mass
concentration of the Teflon wall. These quantities are related

by ′ =
γ∞C C

w
w , where γ∞ is the activity coefficient of the solute

vapor dissolved in an infinitely dilute solution of Teflon film. The
compound-dependent Cw′ reflects, therefore, the effect of the
compound’s activity in Teflon film. The process of partitioning
into Cw corresponds to the surface layer absorption.

It is advantageous to define an effective thickness of the surface

layer, Le′. Le′ is related to Cw′ by ′ =
ρ
′L V

A
C

e
w

w
, where V and A are the

volume and surface area of the chamber, respectively, and the
density of FEP film19 is ρw = 2150 kg m

−3. Note that this effective
thickness Le′ is related to the physical thickness of the surface

layer Le by ′ =
γ∞L L

e
e . Measurements of Cw suggest that Le is of

order 1 nm,3,9,12 corresponding to a sharp air−polymer interface.
This behavior is similar to that of a typical vapor−liquid interface,
wherein the density increases sharply from the bulk vapor to the
bulk liquid over a distance of order 1 nm (10−20 nominal
molecular diameters).20 For water molecules, this distance is
∼3.3−8.4 Å.21 For Teflon film, in determining Cw′ , Matsunaga
and Ziemann3 assumed an effective molecular weight of Teflon
film of 200 g mol−1; we adopt this assumption here, for which the
effective Teflon molecular diameter is 0.54 nm. We tentatively
take Le = 5 nm, corresponding to a value of Cw = 32.2 mg m−3

(assuming γ∞ = 1 and = 3A
V

m−1), consistent with the

suggestions by Krechmer et al.12 and Yeh and Ziemann.9 The
molecular diffusivity in the swollen and stress-free surface layer,
that is of order 10−13 m2 s−1,22 establishes a time scale of∼1ms to
achieve concentration uniformity within the surface layer.
A key parameter in the kinetic sorption model is the vapor−

wall equilibrium constant, Kw, similar to a Henry’s law constant.

The dimensionless = ρ
γ *∞K

cw
MW
MW

w voc

w
, whereMWvoc andMWw are

the mean molecular weights of the VOC vapor and FEP film,
respectively, and c* is the saturation mass concentration of the
vapor. Typically, the activity coefficient of a compound in Teflon
film, γ∞, is the only unknown parameter in the expression for Kw.
Limited information exists to constrain the value of γ∞, and the
activity coefficient γ∞ is often assumed to be unity.3,9,12 Within
the consistent model framework developed here, γ∞ is defined as
the ratio of the physical thickness of the surface layer, Le, to the

effective thickness, Le′; that is, γ =∞
′

L
L

e

e
. If γ∞ = 1, the FEP film

behaves as an ideal solution. If γ∞ > 1, the vapor molecules prefer
to remain in the gas phase; if γ∞ < 1, vice versa. The values of γ∞

for a wide variety of compounds calculated from the
literature3,5,9,12 as a function of c* estimated by EVAPORA-
TION23,24 as shown in Figure S2-A and Table 1 indicate that γ∞

> 1. The inverse linear relationship between γ∞ and c* suggests
that the FEP polymer is not generally hospitable for VOCs. This
behavior, however, does not conflict with the presence of low
volatility compounds in the Teflon film, since the vapor−wall
equilibrium constant depends more strongly on c* than γ∞, such
that compounds with lower c* will haver higher Kw values (see
Table 1 for dependence of γ∞ on c*). Furthermore, the
equilibrium fraction of the solute remaining in the gas phase, Fg,
(Figure S2−B) is consistent with the observation that less volatile
compounds tend to reside preferentially in the wall.

Inner Layer. The magnitude of the inner layer (Figure 1)
effective diffusivity, eff , is key to determining the temporal
behavior of the bulk gas-phase concentration, Cg

b(t), in a
sufficiently long-duration experiment (∼10 h). eff is considered
to be influenced by the existence of FEP film in a glassy state, a
coexistence of liquid and solid states, the latter of which
comprises immobile microvoids.25 Dual sorption theory26 asserts
that whereas free molecules can diffuse through the liquid layer,
deeper diffusion must satisfy the Langmuir adsorption isotherm
on the inner surface of local microvoids.26 As a result, the
molecular diffusivity in polymer is lower than that in pure liquid

Figure 1. Two-layer (dry) and three-layer (moist) models of vapor
uptake at the surface of Teflon film in a laboratory chamber. (A) Two-
layer kinetic sorption model. ve and vc are gas-phase boundary layer and
interfacial mass transport coefficients, respectively. Cg

b(t) is the bulk gas-
phase concentration, Cs(t) is the concentration (assumed to rapidly
achieve uniformity) within the Surface Layer, and Ci is the transient
concentration in the Inner Layer. The vapor−Teflon wall equilibrium
constant, Kw, plays a role similar to that of a Henry’s law dissolution
constant. Time scales, τbulk, τsurf, and τinner, corresponding to each layer
are indicated. (B) Vapor uptake process in the presence of a thin
aqueous film on the Teflon wall. Assumption ofH≫ Kw, whereH is the
corresponding Henry’s Law constant, is made. Caq(t) denotes the
concentration of dissolved vapor in the aqueous film. Le and Laq
represent the surface layer and aqueous film thicknesses, respectively.
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(10−13 − 10−9 m2 s−1).27 The overall eff of molecules absorbed
in the Teflon inner layer is of order 10−22 to 10−17 m2 s−1, well
within the range of semisolid diffusivities.28 By fitting time-
dependent Teflon uptake rates of a variety of species, one can
estimate the eff values.
Governing Equations Describing Uptake of Vapor

Molecules in the Two-Layer Model. The mass transport
coefficients across the gas-phase boundary layer and through the

vapor-Teflon interface (Figure 1) can be written as =
π

v ke
2

e g

and = α ωvc 4
w , respectively, where ke is the eddy diffusivity

coefficient for mixing in the chamber, g is the vapor molecular
diffusivity in air, αw is the vapor−wall accommodation coefficient
(see discussion in SI. II), and ω is the vapor molecular mean
speed. From mass transfer resistance theory, the overall mass

transport coefficient across the gas-phase boundary layer and the

air-Teflon interface is = +
−

( )v
v vl
1 1

1

e c
. For quasi-steady state

gas-phase boundary layer diffusion (see discussion in SI. I), the
bulk gas-phase mass flux Jb (μg s

−1) to the Teflon surface is

= −⎛
⎝⎜

⎞
⎠⎟J Av C t

C t
K

( )
( )

b l g
b s

w (1)

where Cg
b is the gas-phase concentration in the bulk chamber and

Cs is the concentration of vapor dissolved in the wall surface layer.
The mass balance for Cg

b involving vapor-wall mass transfer and
gas-phase chemical reactions is

∑= − − +⎜ ⎟
⎛
⎝

⎞
⎠

⎛
⎝⎜

⎞
⎠⎟

C t

t
A
V

v C t
C t

K
R

d ( )

d
( )

( ) i

i
g
b

l g
b s

w (2)

where∑ Ri
i represents the net generation or consumption of the

species by chemical reaction.
Within the Teflon surface layer, the diffusive flux, Jd (μg s

−1), at
the surface layer−inner layer boundary is

= − ∂
∂ =

J A
C x t

x
( , )i

x L
d eff

e (3)

whereCi is the concentration of vapor molecules in the wall inner
layer. Time-dependent mass conservation for Cs is given by

= − + ∂
∂ =

⎛
⎝⎜

⎞
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C t
t

v
L

C t
C t

K L
C x t

x
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x L

s l

e
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w

eff

e
e (4)

Diffusion of the dissolved solute in the inner Teflon layer obeys

∂
∂ = ∂

∂
C x t

t
C x t

x
( , ) ( , )i i

eff

2

2 (5)

Associated initial and boundary conditions are

= = =
= ∞ =

C C C C C x

C t C t C t

(0) ; (0) ; ( , 0) 0;

(0, ) ( ); ( , ) 0

s i

i i

g
b

g0
b

s0

s (6)

Cg0
b and Cs0 are appropriate initial concentrations. For example,

Cs0 = 0 corresponds to a pristine chamber condition, while

=C C
Kg0

b s0

w
applies if the bulk gas-phase and surface layer

concentrations are at equilibrium at the beginning of an
experiment. The boundary condition as x → ∞ expresses the
consequence of the slow diffusion in the inner layer relative to the
overall extent of the layer itself. If eff is sufficiently small such
that penetration into the inner layer is negligible over an
experiment, the mass conservation equations reduce to a single-
layer sorption model, in which the corresponding vapor−wall
equilibrium time scale (τvwe) is

τ = +
− −

−⎜ ⎟
⎛
⎝

⎞
⎠

⎛
⎝⎜

⎞
⎠⎟

A
V

V
K L A

v1 lvwe

1

w e

1
1

(7)

Table 1 summarizes the key parameters that represent vapor−
wall deposition in chamber experiment simulations.

Aqueous Film Model. Under sufficiently high relative
humidity conditions (RH > 90%), it is assumed that an aqueous
film of thickness Laq exists on the chamber wall (Figure 1B).
Since the diffusivity of vapor molecules in water aq is∼1× 10−9

Table 1. Parameters Representing Vapor−Wall Deposition in
the Chambersa

parameter expression

k1 forward rate (s−1) ( )vA
V l

k−1 backward rate (s−1) v
L K
10

l
9

e w
or γ *∞( )vA

V l
c
C10

MW
MW3

w

w

voc

k2 first-order loss rate (s−1) Figure 5 or from
measurementb

Le surface layer thickness (nm) 5

Kw dimensionless equilibrium constant
ρ

γ *∞c
10 MW

MW

9
w voc

w

Cw
equivalent wall concentration
(mg m−3) ( )10.8 A

V

γ∞ activity coefficient in FEP 103.299(c*)−0.6407 (Figure S2-
A)

vl wall deposition velocity (m s−1) +π
α ω

−⎛
⎝⎜

⎞
⎠⎟k2

1 4
1

e g w

αw wall accommodation coefficient 10−2.744(c*)−0.6566 (Figure
S3)

eff
effective diffusivity in FEP film
(m2 s−1)

10−17.05 (θ−110.9)−1.695
(c*)0.1831

ρw Teflon FEP density19 (kg m−3) 2150

c* vapor saturation concentration (μg
m−3) species dependent (ref 23)

ke eddy diffusivity coefficient12 (s−1) 0.004 + 10−2.25 (V)0.74

V chamber volume (m3) chamber dependent
A chamber surface area (m2) chamber dependent

g diffusivity in gas phase (m2 s−1) 5 × 10−6

ω mean molecular velocity (m s−1) π
8RT

MWvoc

R gas constant (kg m2 s−2 K−1 mol−1) 8.314

MWw
average molecular weight of FEP3

(g mol−1) 200

MWvoc vapor molecular weight (g mol−1) species dependent

θ molecular volume (cm3 mol−1) species dependent (Figure
3)

aThe parameters listed here correspond to the dynamic system

→
−
H IooX Y Z
k

k k

1

1 2 , where X is the species of interest. Detailed discussion of

the incorporation of this model framework into chamber models can
be found in SI. VII. bIt is recommended to fit the measured signal
decay of species X to the analytical equation in SI. VI to obtain k2, or

simply use the asymptotic relationship = +k k
K

Kw
X

1 2
eq

eq
, where kw

X is the

“apparent” first-order decay rate constant of species X, and =
−

K k
keq

1

1
.

In general, the use of the asymptote will not lead to a significant
difference if the measurement lasts several hours.
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m2 s−1,29 the estimated time scale (
Laq

2

aq
) for the dissolved vapor

concentration to reach uniformity in this thin layer of water is
sufficiently small (e.g.,∼10−1 s if Laq = 10 μm) such that the rate-
limiting step for uptake is either gas-phase boundary layer
diffusion or interfacial accommodation at the air−water interface.
Since oxidized VOCs tend to be polar molecules, γ∞ in

aqueous solution should be smaller than that in a Teflon polymer
solution, such that partitioning in the aqueous phase is preferred
over the polymer phase. Thus, in this case, a reasonable
assumption is that vapor partitioning does not proceed beyond
the thin water film on the Teflon surface.
For this single-layer model, eq 7 can be directly applied to the

aqueous film uptake, replacing Kw and Le with the Henry’s law
constant H and Laq, respectively. As described in SI. II, on the
basis of measured time scale and equilibrium constants, it is
possible to estimate the accommodation coefficient of the water
surface.

■ EXPERIMENTAL STUDY OF VAPOR−WALL UPTAKE

To study vapor−wall interaction, we either (i) generated the
compounds in situ by VOC oxidation in the chamber,10,12,30−34

or (ii) injected the compounds of interest (purchased or
synthesized) into the chamber.2,3,9,28,35−38 The two-layer kinetic
model is applied to two laboratory data sets from the Caltech
Environmental Chamber (24 m3, ∼ 2A

V
m−1) on the dynamics

of vapor−wall deposition of individual compounds: (i) Zhang et
al.10 corresponding to in situ generation and (ii) deposition
measurements of alcohols (1-hexanol 98%, 1-heptanol 98%, 1-
octanol≥ 99%, 1-nonanol 98%, 1-decanol≥ 99%, 1-undecanol≥
97.5%, and 1-dodecanol 98%), aromatics (toluene 99.8%, m-
xylene ≥ 99%, o-xylene 98%, and 1,3,5-trimethylbenzene 98%),
alkanes (n-dodecane ≥ 99%, n-tridecane≥ 99%, n-tetradecane ≥
99%, n-octylcyclohexane 98%), and biogenics (isoprene 99%,
methacrolein 95%, methyl vinyl ketone 99%, and α-pinene ≥
99%) (all purchased through Sigma-Aldrich) by direct injection.
In the experiments conducted by Zhang et al.,10 in situ

oxidation of α-pinene, n-dodecane, toluene, and isoprene were
carried out under high- and low-NOx conditions, with oxidation
periods varying from 1 to 7 h. A customized CF3O

−−CIMS39

(chemical ionization mass spectrometry) was used to monitor
the vapor-wall decay rates. Refer to Zhang et al.10 for more
experimental details. In the direct injection experiments, a bulb
containing 10 to 50 μL of pure or mixed liquid VOCs was
maintained at 65 °C (as well as the 50 cm stainless injection line,
3/8 in. OD) to ensure complete injection at a flow rate of 5 L
min−1 of clean air (∼100 ppb in the chamber, several orders of
magnitude lower than the saturation vapor pressure). Before
each injection, the chamber has been flushed with clean air at a
flow rate of 370 L min−1 for 24 h at 45 °C. The injection period
varied from minutes (biogenics) to hours (alcohols). After the
injection period, 5 pulse injections of clean air were used to
actively mix the chamber without significantly altering its volume.
The chamber is considered to be well mixed ∼5 min after this
operation, which is especially relevant for compounds with short
injection periods. A series of RH-dependent studies were carried
out in the chamber under 8% ± 5%, 50% ± 5%, and 80% ± 5%
RH at 20 °C.
Over ∼18 h in the dark, a gas chromatograph with flame

ionization detector (GC/FID, Agilent 6890N) was used to
monitor the temporal concentration changes at a continuous
sampling flow rate of 0.29 L min−1 through a perfluoroalkoxy

(PFA) Teflon tube (1/4 in. o.d., 3/16 in. i.d., and 2.0 m length).
Pagonis et al.40 note that the use of a PFA Teflon tube induces a
response time lag for “sticky” compounds; the continuous flow
through the sampling tube and lower sampling time resolution
(∼10 min) act to smooth this effect. A HP-5 column (30 m ×
0.32 mm i.d. × 0.25 μm film thickness) was used for alcohols,
aromatics, alkanes, and α-pinene, and a HP-PLOTQ column (15
m × 0.53 mm i.d. × 40 μm film thickness) was used for isoprene,
methacrolein (MACR), and methyl vinyl ketone (MVK). For
mixtures, the GC temperature ramping procedure was adjusted
to obtain full peak resolution. It is challenging to clearly define
the start time for GC measurements of compound dark decay.
We ignore the first 3 to 5 data points of the GC measurements,
which is ∼1 h after injection, on the assumption that the vapor
concentrations in the gas phase and the surface layer have
reached equilibrium.
Additionally, studies of in situ 20 s-pulse generated

compounds12 from isoprene oxidation under 8% ± 5%, 50% ±
5%, and > 90% RH were carried out. When RH was greater than
90%, an aqueous film was introduced to the surface of Teflon film
by injecting water vapor into the chamber at 30 °C until the RH
reached ∼80% and cooling to 20 °C to facilitate a uniform water
film condensation on the wall, as evidenced visually by the blurry
appearance of the chamber. Isoprene (∼200 ppb), ∼1.2 ppm of
NO (Airgas, 500 ppm ±1%), and ∼1.2 ppm of CH3ONO
(synthesized following Taylor et al.41) were injected to the
chamber, respectively. UV lights were turned on for 20 s (jNO2

=
0.0044 s−1), and no nucleation was observed after lights off.
Oxidation products were monitored with a custom-modified I−-
CIMS42 with a 2 L min−1 sampling rate through 1/4 in. PFA tube.
A permeation tube with pure liquid CH3I (Sigma-Aldrich, 99%)
was used for reagent ion generation in I−-CIMS, where vapor
molecules X are detected as the cluster (X·I−).
In the two-layer kinetic model simulation, the values of ke and

g used are 0.075 s−1 and 5 × 10−6 m2 s−1, respectively, for all
compounds.6 The accommodation coefficient αw is calculated by
a fitted empirical equation based on literature data (Table 1 and
Figure S3, see SI. II for details). Activity coefficients for the
compounds studied in Zhang et al.10 are predicted by the
equation in Table 1 and Figure S2-A. Since the oxidation period
in Zhang et al.10 varied from 1 to 7 h, it is reasonable to assume
that an equilibrium state between the bulk chamber and the

surface layer had been reached; that is, =C C
Kg

b s

w
, when lights are

off. This assumption excludes the oxidation period from the
fitting process. We will address subsequently the effect of the
oxidation period on the temporal profile of bulk concentration.

■ RESULTS AND DISCUSSION

Effect of Oxidation Period on Vapor−Wall Partitioning.
To study vapor−wall interaction, the species of interest is
introduced to the chamber by either direct injection or in situ
generation. During injection, the more volatile compounds
generally require less time to inject but achieve wall partitioning
more slowly (e.g., n-alkanes3), whereas less volatile compounds
require a longer injection time, during which the bulk chamber
and the wall may have already reached equilibrium when
injection is completed. Even though the injection period can be
shortened by heating the bulb and the injection line,3,9 for
passively mixed chambers the chamber mixing time scale may be
the limiting factor to obtain a well-mixed concentration in the
chamber. This mixing issue is avoided with in situ generation of
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oxidation products. Ideally, the VOC oxidation period is short, so
as to approximate as closely as possible a pulse input of oxidation
products.12 This is important, as the anticipated equilibration
time between generation in the chamber and absorption by the
surface layer of Teflon is of order 103 s.12 However, generation of
detectable concentration of products usually requires a relatively
long oxidation time (OH concentration is typically ∼106
molecules cm−3), during which period equilibrium between the
bulk chamber and the surface layer is likely to be achieved.
An idealized kinetic model is useful to describe the interplay

between in situ oxidation and the approach to vapor−wall
equilibrium. Let us assume that the VOC oxidation can be

represented by the first-order reaction →G X
k0 , where G is the

VOC precursor, X is the oxidation product (i.e., the bulk
concentration Cg

b(t) in eq 2), and k0 is an effective first-order rate
constant. Since diffusion in the inner layer of the Teflon film is
sufficiently slow, it is reasonable to ignore the inner layer uptake
of the vapors during the oxidation period, that is, the second term

in eq 4. By multiplying a scaling factor LA
V e to Cs(t) in eq 4, the

system can be represented kinetically by →
−
H IooG X Y

k

k

k0

1

1
, where Y =

L C t( )A
V e s , k1 = vA

V l, and k−1 = v
L K

1
l

e w
. The equilibrium constant for

this system is = =
−

K K LA
Veq

k
k w e

1

1
. By this representation,

vapor-wall partitioning during the VOC oxidation period is
mathematically analogous to a classical equilibrium reaction
system.
The departure from vapor-wall equilibrium at the end of the

reaction period is defined by the normalized deviation

ϵ = =− −Y Y
Y

X X
X K

e 0

e

0 e

e eq
, where X0 and Y0 are the concentrations of

X and Y at the end of the oxidation period, and Xe and Ye are the
concentrations at equilibrium. Thus, a value of ϵ = 0 indicates
that equilibrium has already been reached at the end of the
oxidation period, whereas a value of ϵ close to 1 suggests that
from the measured concentration change of X one can derive the
characteristic time scale and equilibrium constant for vapor−wall
deposition. Note that it is necessary only to focus on species X
since that is the compound being measured. An analytical
solution for the time-dependent dynamics of this kinetic system
is given in SI. III.
For the compounds examined in this study and by Zhang et

al.,10 the oxidation period τox varies from ∼10 s to ∼7 h.
Assuming that 5% of the precursor G is consumed at the end of
the oxidation period, the reaction rate constant k0 follows the
relationship τoxk0 = 0.05. The forward rate constant k1 is
determined by the mixing time scale in the chamber (ke), as well
as the surface accommodation coefficient (αw). Using ke = 0.075
s−1, = × −5 10g

6 m2 s−1, and αw = 10−5 (discussion in SI. II
suggests that most of the compounds studied here are located in
the gas-phase boundary layer diffusion regime, where the critical
αw ∼ 10−6, for simplicity, a fixed value of 10−5 for αw is assumed
here), a value of k1 = 4.02 × 10−4 s−1 is obtained, which is of the
same order of magnitude as the values reported in the wall
deposition study by Krechmer et al.12 A contour plot (Figure 2)

of ϵ as a function of vapor−wall equilibrium constant, K LA
Vw e,

and oxidation period, τox, indicates that the majority (∼75%) of
the compounds studied in Zhang et al.10 had already reached
vapor−wall equilibrium at the end of the relatively lengthy
oxidation period. In such a case, it is reasonable to estimate the

diffusivity in the inner layer by assuming equilibrium between the
bulk chamber and the surface layer. The small value of the wall
accommodation coefficient reported by Zhang et al.10 likely
represents a combination of surface accommodation and inner
layer diffusion. Figure 2 shows explicitly the effect of the length of
the oxidation period on the surface-layer equilibrium process,
since inner-layer diffusion will dominate the dynamics of the
vapor sink in a long-duration oxidation experiment.

Diffusion in Teflon Polymer. The inferred diffusivities eff
of species dissolved in Teflon film obtained by fitting data to the
two-layer model as a function of the molecular saturation
concentration c* are shown in Figure 3A. eff values are in the
range of 10−22 to 10−17 m2 s−1, which is of the order 106 smaller
than those of small organic molecules in polymer film,22,27,43 a
result that is consistent with the higher energy barrier for larger
molecules.17,43 A transition state between solid and liquid
diffusivities of this order of magnitude is well within the range of
those in semisolid organic aerosol particles.27

With the assumption that the molecular diffusivity in the FEP
film can be expressed as a function of molecular volume, we apply
a semiempirical equation to correlate the diffusivity as a function
of vapor molecular volume (θ in cm3 mol−1)44 and vapor
saturation concentration (c* in μg m−3). c* is used as the
parameter that incorporates the contribution from different
functional groups, and as noted earlier, is estimated by the
empirical routine EVAPORATION.23,24 The diffusivities
obtained from the semiempirical eq (Table 1) are shown in
Figure 3B. 95% of the predicted diffusivities lie within an order of
magnitude of those inferred eff . The high order of negative
molecular volume dependence is consistent with the expectation
that the larger the molecule, the smaller the diffusivity. The
critical volume in the semiempirical eq (110.9 cm3 mol−1) can be
viewed as a characteristic “hole” in the film; thus, small molecules

Figure 2.Deviation from equilibrium state at the end of oxidation period
τox as a function of equilibrium constant KW(A/V)Le and oxidation

period τox for the system represented by →
−
H IooG X Y

k

k

k0

1

1
, where k0 = 0.05/

τox (s
−1, assume 5% of G is consumed at the end of oxidation period τox),

k1 = (A/V)vl (s
−1), k−1 = (1/LeKw)vl (s

−1), A/V is the surface area to
volume ratio of the chamber (m−1), vl is the vapor-to-wall mass transport
coefficient (m s−1), Le is the surface layer thickness (m), and Kw is the
dissolution equilibrium constant of vapor molecule in the Teflon film.

The equilibrium constant = =
−

K K Lk
k

A
Veq w e

1

1
.
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only have to overcome the cross-links between polymer chains.
The fitted value of the critical volume is found to exceed those of
most of the molecules studied previously;22,43 thus the
semiempirical relation given in Figure 3B cannot be used for
molecules smaller than the critical volume. The diffusivity is
found to be mildly dependent on vapor saturation concentration,
reflecting the effect of the presence of functional groups (or
molecular shape) on molecular diffusivity.
Diffusivities of vapor molecules in fresh and aged Teflon

chambers have also been investigated. Though the absorption
properties of the surface layer were reported to be unchanged in
either fresh or aged Teflon chambers,3 by fitting experimental
data in the Caltech chamber,10 we found that the inner layer

diffusivity increased with use of chambers, consistent with the
observations by Loza et al.2 Such behavior could be attributed to
alteration of interchain bonds, such that subsequent diffusion is
characterized by internal stress relaxation.17,43 See the discussion
in SI.IV for additional details.

Humidity Effect. For polymer film chambers, permeation of
ubiquitous ambient water vapor through the film is possible given
the small molecular volume and high diffusivity (∼10−12 m2 s−1)
of water in such polymer films.45 The dissolution of water
molecules in the Teflon film can exert an impact on the behavior
of organic molecules therein. For hydrophilic compounds, the
water could facilitate the absorption of the vapors into the film,
while for hydrophobic compounds, it could exert a retarding

Figure 3. (A) Diffusivity in FEP film inferred from measurements by Zhang et al.10 using CIMS and from this study using GC/FID as a function of
saturation concentration (c*) predicted by EVAPORATION.23,24 (B) Comparison between measured and fitted diffusivity ( eff in m

2 s−1) in Teflon
film. Themolecular volume (θ in cm3mol−1) and saturation vapor concentration (c* in μgm−3) dependent fitting equation in panel B is used.Molecular
volume is estimated by summing the characteristic atomic volumes (θ =C× 16.35 +H× 8.71 +O× 12.43 +N× 14.39 cm3mol−1, where C, H,O, andN
represent the number of carbon, hydrogen, oxygen, and nitrogen atoms in the compound).44 Note: this equation applies only for molecules with a
volume exceeding 110.9 cm3 mol−1.

Figure 4. Signal decay after 20 s of in situ generation of isoprene oxidation products: (A) C5H8O2 and (B) C5H9O4N at RH = 5%, 50%, and >90% (with
aqueous film). Because of the signal decay caused by the “memory effect” arising from the sampling tube and instrument inlet,40 the peaks show up ∼5
min after lights off.
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effect. In the high humidity case, in which an aqueous film is
hypothesized to be present on the Teflon surface (panel B of
Figure 1), it is evident that hydrophilic compounds would
dissolve in the aqueous film.
The limited studies of RH-dependent vapor−wall interaction

in chambers that exist report that the vapor−wall loss rate
increases at higher RH (>50%).2,35,37,38 It is notable that the
compounds that have been studied in this regard are either
reactive with water (e.g., IEPOX35,37) or highly water-soluble
(e.g., HCOOH, H2O2,

38 and glyoxal2). These observations are
consistent with the existence of water molecules in the Teflon
film facilitating the absorption of hydrophilic compounds. We
used two experimental strategies to investigate the role of RH in
vapor−wall interaction.
In the first class of experiments, we injected into the chamber

at different RH levels several groups of compounds (alcohols,
alkanes, aromatics, and biogenics) that are not highly water-
soluble and have relatively large molecular volume. A GC/FID
was used to monitor the long-term dark decay of these
compounds. The inferred diffusivities of the alcohols, alkanes,
aromatics, and biogenics in Teflon are shown in Figure S5,
indicating that most of the diffusivities decrease as RH increases.
It is expected that at high RH, more water molecules dissolve in
the Teflon film, such that intrusion of hydrophobic compounds is
hindered.
Second, we carried out the same experimental protocol as that

of Krechmer et al.12 based on an in situ pulse generation of
oxidation products (OH concentration is∼108 molecules cm−3).
The temporal profiles of two isoprene oxidation products
(C5H8O2 and C5H9O4N) are shown in Figure 4. Under dry
conditions (RH ∼ 5%), C5H8O2 and C5H9O4N exhibit
essentially the same diffusivities as those observed by Zhang et
al.10 However, at RH ∼ 50%, the two compounds behave
differently; a faster decay rate is observed for C5H9O4N, which is
likely attributable to hydrolysis of the compound containing a
−ONO2 group.

46 When a water film is introduced intentionally
(RH > 90%), the signals of both compounds decrease rapidly
after the lights are off at almost the same rates, reaching a
constant level for the next 8 h. By fitting the data at RH > 90% in
Figure 4 to the aqueous film model (Figure 1B), a characteristic
time scale is found to be ∼22 min for each compound,
considerably faster than that due to inner layer diffusion under
dry conditions. This value is in the range of vapor−wall
equilibrium time scales (τw) reported by Krechmer et al.12 and
Matsunaga and Ziemann.3 With an estimated chamber eddy
diffusivity of 0.075 s−1,6 the calculated accommodation
coefficients of C5H8O2 and C5H9O4N at the water surface are
3.06 × 10−5 and 1.32 × 10−5, respectively, consistent with gas-
phase boundary layer mass transport being the rate-limiting step
in the fast equilibrium sorption process.
The water film serves as a substantial reservoir given that both

compounds are water active (soluble or reactive). By
comparison, the inferred equilibrium constants, Keq, for both
compounds in the aqueous film exceed those in the dry Teflon
film by factors of 186 and 21, suggesting that the majority of the
vapor molecules remain within the aqueous layer. The results of
this aqueous film experiment are consistent with the conclusion
that in SOA formation experiments under high RH conditions,
the presence of a condensed water film on the wall will exacerbate
vapor−wall loss of hydrophilic oxidation products.
Mechanistic Representation of Vapor−Wall Deposi-

tion. After the introduction of vapors into the chamber (either
by injection or in situ generation), loss due to wall uptake is

generally reported as first order. The experimental results
reported here show that, in addition to the establishment of rapid
equilibrium between the bulk gas phase and the surface layer of
the chamber wall (τsurf ∼ 103 s), inner layer diffusion as well as
chemical reactions (e.g., hydrolysis) can lead to a continuous
decay of the gas-phase vapors in the bulk chamber. This process
can be represented kinetically by the following system:

→ →
−
H Ioosource X Y Z
k

k k

1

1 2 , where “source” represents injection or

in situ oxidation. Species X and Y represent the same compound
in different phases, and species Z is the same compound in the
third phase (e.g., the inner layer in this case). Correspondingly, k2
represents either the first-order chemical reaction rate constant
or the mass transfer coefficient. The forward and backward rate
constants k1 and k−1 govern the approach to phase equilibrium of
X and Y.
When injection or in situ oxidation has ceased, the above

dynamic system can be represented simply as →
−
H IooX Y Z
k

k k

1

1 2 . If

species X and Y have reached equilibrium, and if k2 ≪ k1 + k−1, a
slow decay follows a rapid equilibrium. The time-dependent
analytical solution of this kinetic system is presented in SI. VI.
The apparent first-order decay rate constant, kw

X, of species X

exhibits the long-time asymptote + k
K

K1 2
eq

eq
, where =

−
Keq

k
k

1

1
as

defined above.
The net loss rate constant k2 is a function of diffusivity eff . To

obtain a relationship between k2 and eff , an empirical equation
can be fitted as shown in Figure 5, where k2 and eff both emerge
from fitting experimental data from the equilibrium reaction
model and the two-layer diffusion model. For comparison, k2
values derived from reported apparent first-order loss rates, kw,

by the asymptotic relationship, = +k k
K

Kw 1 2
eq

eq
, and the inferred

diffusivities are shown in Figure 5. Many of these reported data

Figure 5. Empirical relationship between compound molecular
diffusivity eff (m2 s−1) and relative inner layer mass transport rate
constant k2 (s

−1). k2 is derived by fitting the analytical solution in SI.V to
the experimental data, whereas data points from the litera-
ture2,28,30−33,35,36 are calculated by the asymptotic relationship between
kw (reported data) and k2. Diffusivity is predicted by the equation in
Figure 3.

Environmental Science & Technology Article

DOI: 10.1021/acs.est.7b05575
Environ. Sci. Technol. 2018, 52, 2134−2142

2140



points lie within the uncertainty of the empirical relationship.
The small reported k2 values may be the result of different
chamber conditions,30,32,35 or the use of the asymptote, since
some of the data are from the observation within 2 h (as indicated
in SI. VI, in the short time period, the apparent kw is small). Note
that this empirical relationship does not account for the presence
of heterogeneous reactions, which may change the value of k2.
Atmospheric Implications. Teflon-walled laboratory

chambers serve as the predominant system for the study of
atmospheric SOA formation. Clear evidence exists for the
deposition of VOC oxidation products on polymeric Teflon
chamber walls. Such deposition removes products that would
otherwise condense onto particles as SOA. Since the presence of
wall deposition of vapors leads to an underestimate of the
atmospheric SOA-forming potential of the parent VOC, data that
have been influenced by such wall deposition will lead to an
underprediction of SOA formation when extrapolated to the
atmosphere.
The wall deposition process involves transport of vapor

molecules from the core of the chamber to a boundary layer on
the wall of the chamber, through which vapors are transported to
the wall surface by a combination of molecular diffusion and
macroscopic mixing. Vapor molecules diffuse into the Teflon
polymer matrix by a process akin to that of uptake into a
condensed phase. Observed rates of molecular uptake into
Teflon polymer are found to be consistent with a model of the
Teflon film consisting of two layers: (1) a thin surface layer into
which vapor molecules penetrate first through the gas-phase
boundary layer and second across the interface, over a time scale
of order 103 s; and (2) a deeper layer of effectively semi-infinite
extent into which the absorbed vapor molecules diffuse from the
surface layer. The uptake rates by Teflon-walled chamber of over
90 individual organic vapor species are found to depend upon
their molecular saturation vapor concentration (c*) and
molecular size (θ).
Semiempirical equations have been formulated to describe the

absorptive properties (γ∞ and αw) of the surface layer and the
diffusivity in the inner layer of FEP film. Additional studies are
needed to characterize the temperature effect on the vapor
uptake process. Water molecules dissolved in the Teflon film
provide extra sinks on the wall for hydrophilic compounds.
Under sufficiently high RH conditions, where a thin film of
condensed water is present on the Teflon surface, the wall
becomes an increasingly competitive reservoir for hydrophilic
compounds. The challenge is to design VOC oxidation chamber
experiments under different RH levels so as to minimize vapor
transport to the chamber walls. To better constrain the measured
vapor−wall loss rate (e.g., the “apparent” first-order rate constant
kw), recommended parameters and guidelines are given in Table
1, which can facilitate a comprehensive consideration of the sinks
of gas-phase species in a typical SOA formation experiment.
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Abstract. Recent advances in our knowledge of the gas-
phase oxidation of isoprene, the impact of chamber walls on
secondary organic aerosol (SOA) mass yields, and aerosol
measurement analysis techniques warrant reevaluating SOA
yields from isoprene. In particular, SOA from isoprene oxi-
dation under high-NOx conditions forms via two major path-
ways: (1) low-volatility nitrates and dinitrates (LV pathway)
and (2) hydroxymethyl-methyl-α-lactone (HMML) reaction
on a surface or the condensed phase of particles to form 2-
methyl glyceric acid and its oligomers (2MGA pathway).
These SOA production pathways respond differently to re-
action conditions. Past chamber experiments generated SOA
with varying contributions from these two unique pathways,
leading to results that are difficult to interpret. This study
examines the SOA yields from these two pathways inde-
pendently, which improves the interpretation of previous re-
sults and provides further understanding of the relevance
of chamber SOA yields to the atmosphere and regional or
global modeling. Results suggest that low-volatility nitrates
and dinitrates produce significantly more aerosol than previ-
ously thought; the experimentally measured SOA mass yield
from the LV pathway is ∼ 0.15. Sufficient seed surface area
at the start of the reaction is needed to limit the effects of va-
por wall losses of low-volatility compounds and accurately
measure the complete SOA mass yield. Under dry condi-

tions, substantial amounts of SOA are formed from HMML
ring-opening reactions with inorganic ions and HMML or-
ganic oligomerization processes. However, the lactone or-
ganic oligomerization reactions are suppressed under more
atmospherically relevant humidity levels, where hydration of
the lactone is more competitive. This limits the SOA for-
mation potential from the 2MGA pathway to HMML ring-
opening reactions with water or inorganic ions under typ-
ical atmospheric conditions. The isoprene SOA mass yield
from the LV pathway measured in this work is significantly
higher than previous studies have reported, suggesting that
low-volatility compounds such as organic nitrates and dini-
trates may contribute to isoprene SOA under high-NOx con-
ditions significantly more than previously thought and thus
deserve continued study.

1 Introduction

In the atmosphere, submicrometer particulate matter is com-
posed of a significant fraction of organic aerosol (Zhang
et al., 2007). There are two forms of organic aerosol: primary,
which is directly emitted into the atmosphere, and secondary,
which is formed when gas-phase compounds partition to
the particle phase. Processes governing secondary organic

Published by Copernicus Publications on behalf of the European Geosciences Union.
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aerosol (SOA) formation are particularly complex (Kroll and
Seinfeld, 2008; Hallquist et al., 2009). SOA yields, the ratio
of the mass of SOA formed to the mass of the parent volatile
organic compound (VOC) reacted, are measured in environ-
mental chambers and are used in models to reduce the com-
plexity of SOA formation.

Isoprene is the dominant non-methane biogenic VOC
emitted into the atmosphere. Because of the large flux of iso-
prene (∼ 535 Tg yr−1) into the atmosphere (Guenther et al.,
2012), oxidation of isoprene is a significant source of SOA
even though SOA yields measured in chambers are relatively
low (Carlton et al., 2009). Despite numerous experimental
studies of isoprene SOA formation under varying conditions
(Pandis et al., 1991; Edney et al., 2005; Kroll et al., 2005,
2006; Dommen et al., 2006; Kleindienst et al., 2006; Ng
et al., 2006; Paulot et al., 2009; Chan et al., 2010; Chhabra
et al., 2010; Surratt et al., 2010; Nguyen et al., 2011, 2014b,
2015; Zhang et al., 2011, 2012; Lin et al., 2013; Xu et al.,
2014; Krechmer et al., 2015; Lambe et al., 2015; Brégonzio-
Rozier et al., 2015; Clark et al., 2016, etc.), a consensus
on the magnitude of SOA formed from isoprene oxidation
by the hydroxyl radical (OH) is still lacking (Carlton et al.,
2009; Brégonzio-Rozier et al., 2015; Clark et al., 2016). This
lack of consensus in the experimental data leads recent global
modeling studies (Marais et al., 2016; Stadtler et al., 2018) to
implement SOA schemes that produce significantly different
overall isoprene SOA yields. Isoprene SOA yields have been
shown to depend on a variety of factors including RO2 fate,
NO2/NO ratio, relative humidity, degree of oxidation, tem-
perature, seed surface area, particle acidity, and chamber irra-
diation source (Carlton et al., 2009). These experimental con-
ditions have not always been controlled or reported, which
is likely a major reason for the variability seen in past iso-
prene SOA yields. By measuring isoprene SOA yields while
controlling for seed surface area, RO2 fate, NO2/NO ratio,
relative humidity, and temperature, we seek to resolve uncer-
tainties in SOA formation in past yields.

Recent advances have improved our understanding of how
chamber SOA yields should be measured and analyzed. This
includes accounting carefully for particle wall deposition
(Loza et al., 2012), vapor wall deposition (Zhang et al.,
2014; Ehn et al., 2014), and particle coagulation (Nah et al.,
2017). Advances have also taken place in the data process-
ing of aerosol size distribution measurements by the differ-
ential mobility analyzer coupled to a condensation particle
counter (DMA-CPC), the main instrument used to measure
SOA yields (Mai and Flagan, 2018; Mai et al., 2018). Be-
cause isoprene SOA yields tend to be relatively small, the
DMA data inversion technique and correction for CPC re-
sponse time are quite important.

Additionally, there have been major recent advances in our
understanding of isoprene gas-phase oxidation (Wennberg
et al., 2018, and references therein) including theoretical
(e.g., Peeters et al., 2009, 2014; Kjaergaard et al., 2012)
and experimental (e.g., Teng et al., 2017; Nguyen et al.,

2015; Lee et al., 2014; Jacobs et al., 2014) studies. This im-
proved understanding of isoprene gas-phase chemistry influ-
ences the processes governing isoprene SOA formation and
informs the experimental design of the present work. This
work focuses on the production of SOA from OH-initiated
isoprene oxidation under high-NOx conditions, which oc-
curs via two major chemical pathways (Figs. 1 and 2). The
first we define throughout as the low-volatility (LV) path-
way representing all aerosol formed from the equilibrium
gas–particle partitioning of compounds with sufficiently low
volatility, which mostly include functionalized nitrates and
dinitrates (e.g., red compounds in Fig. 1). The second we
define as the 2-methyl glyceric acid (2MGA) pathway rep-
resenting aerosol formed from 2-MGA, its oligomers, its
organosulfates, and its organonitrates (blue compounds in
Fig. 2). There are many definitions for high-NOx condi-
tions (Wennberg, 2013). Here we test two different high-NOx
chemical regimes. Experiments targeting the LV pathway are
designed such that all peroxy radicals including acyl peroxy
radicals dominantly react with NO and experiments targeting
the 2-MGA pathway are designed such that all acyl peroxy
radicals dominantly react with NO2 and all other peroxy rad-
icals dominantly react with NO.

Aerosol from the LV pathway is believed to be composed
largely of isoprene dihydroxy dinitrates, which are produced
from the first-generation hydroxy nitrate reacting with OH
to form a peroxy radical that then reacts with NO. The gas-
phase yield of isoprene dihydroxy dinitrates is quite uncer-
tain (Lee et al., 2014). In general, the nitrate yields from
highly functionalized RO2 radicals have not been well stud-
ied (Wennberg et al., 2018) due mostly to difficulties in
measuring such low-volatility compounds. The formation
of some organic nitrate SOA precursors are summarized in
Fig. 1, which is largely adapted from schemes presented in
Wennberg et al. (2018) with the exception of the isoprene di-
hydroxy nitrooxy alkoxy radical 1,5 H shift. Wennberg et al.
(2018) suggests the importance of a similar peroxy radical
1,5 H shift, which will not form in the present experiments
due to the high levels of NO. However, based on past studies
largely on alkane oxidation (Orlando et al., 2003; Atkinson,
2007), the equivalent alkoxy radical 1,5 H shift is expected
to occur and has the potential to form low-volatility nitrates
as further described in Sect. 5.1.

Throughout the text we use low volatility as a general term
representing gas-phase compounds with a potential to exist
partially in the particle phase. In this work, low-volatility
compounds include the following volatility classes from
Donahue et al. (2012): IVOC (intermediate), SVOC (semi),
LVOC (low), and ELVOC (extremely low). When referring
to specific volatility classes, the acronyms defined above are
used.

Aerosol from the 2MGA pathway forms when
methacrolein is oxidized under high-NO2 conditions to
form methylacryloyl peroxynitrate (MPAN). MPAN re-
acts with OH to form hydroxymethyl-methyl-α-lactone
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Figure 1. Simplified chemical mechanism of isoprene OH-initiated oxidation under high-NO conditions, largely based on schemes in
Wennberg et al. (2018), emphasizing SOA generated from the LV pathway, which includes low-volatility organic nitrates and dinitrates
in red. Compounds detected in the gas phase by the chemical ionization mass spectrometer (CIMS) are highlighted with a blue square.

(HMML), and HMML either decomposes in the gas phase to
form hydroxy acetone or interacts with a wet surface to form
2-methyl glyceric acid (2-MGA) (Kjaergaard et al., 2012;
Nguyen et al., 2015). A minor channel to form methacrylic
acid epoxide (MAE) also exists from methacrolein oxidation
(Lin et al., 2013) but not from pure MPAN oxidation
(Nguyen et al., 2015). Nguyen et al. (2015) demonstrated
that MAE does not easily undergo ring-opening reactions to
form particles. Thus, the yield of MAE from methacrolein
(MACR) oxidation reported in Lin et al. (2013) should be
adjusted to include only MAE detected in the gas phase,
which corresponds to a yield of ∼ 1 %–2 %.

Because SOA formed from the LV and 2MGA pathways is
chemically distinct both in the route of formation and compo-
sition, the experiments reported here probed these chemical
pathways separately. This experimental design is aimed to
resolve inconsistencies associated with previously reported
isoprene SOA yields (Carlton et al., 2009) and improve our
understanding of isoprene SOA formation. Additionally, we
seek to report updated isoprene SOA yields and trace the
SOA yields to known gas-phase SOA precursors.
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Figure 2. Simplified chemical mechanism of methacrolein OH-initiated oxidation under high-NO2 conditions, largely based on schemes in
Wennberg et al. (2018), emphasizing SOA generated from the 2MGA pathway including 2-methyl glyceric acid (2-MGA) and its oligomers
in blue. Aerosol mass spectrometer (AMS) fragments likely corresponding to each compound are boxed in magenta.

2 Experimental methods

Chamber experiments were performed to study SOA for-
mation from isoprene oxidation under high-NOx conditions
from two distinct pathways: (1) low-volatility nitrates and
dinitrates (LV pathway) and (2) 2-MGA and its oligomers
(2MGA pathway). Experiments targeting the LV pathway
were performed using isoprene as the precursor, and an
NO2/NO ratio < 1.5 was maintained throughout the entire
experiment (as verified by the kinetic mechanism) in order to
favor the formation of nitrates and dinitrates and limit the for-
mation of MPAN (Fig. 1). Experiments targeting the 2MGA
pathway were performed using methacrolein as the precur-
sor, and an NO2/NO ratio > 11 was maintained throughout
the entire experiment (as verified by the kinetic mechanism)
with the exception of experiment M9, which maintained an
NO2/NO ratio> 8. This high NO2/NO ratio accentuated the
formation of MPAN, and thereby 2-MGA (Fig. 2), and was
important for reducing variability between the experiments.
If a lower NO2/NO ratio was used, small fluctuations in the
initial NO2 or NO would result in large differences in the

NO2/NO ratio. In order to completely separate the LV and
2MGA pathways, methacrolein had to be used as the VOC
precursor for the 2MGA pathway experiments. If isoprene
was used, even at the high NO2/NO ratios used in the 2MGA
pathway experiments, the SOA precursors from the LV path-
way would form resulting in a mixed regime (i.e., chemistry
in Fig. 1 is not dependent on NO2 concentration). In each
case, the effect of seed surface area, temperature, and humid-
ity on the SOA yield was independently determined.

2.1 Experimental conditions

Experiments (see Table 1) were conducted in the Caltech
dual chamber facility using a 21 m3 Teflon chamber. Prior
to each experiment, the chamber was flushed with dry, puri-
fied air for 24 h. For humid experiments, the chamber was hu-
midified prior to all injections. Ultrapure water (18 M�, Mil-
lipore Milli-Q) at 25 ◦C was recirculated through a Nafion
membrane humidifier (FC200, Permapure LLC) while puri-
fied air flowed through the humidifier and into the chamber.
First, isoprene (99 % purity) or methacrolein (95 % purity)
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Table 1. Initial conditions and SOA yield for all experiments.

Expt [VOC]0 [NO]0 [NO2]0 [CH3ONO]0 [Aer Vol]0 [Aer SA]0 Avg Avg OH SOA
no. (ppb) (ppb) (ppb) (ppb) (µm3 cm−3) (µm2 cm−3) T (◦C) RH (%) (molec. cm−3) Yield

Dry control experiments

C1 NA NA NA NA 37 788 25.1 10.7 NA NA
C2 NA NA NA NA 109 2130 25.2 8.3 NA NA
C3 NA NA NA NA 183 3360 24.7 5.6 NA NA
C4 NA NA NA NA 375 5390 25.5 7.3 NA NA

Experiments optimized for LV pathway (VOC precursor is isoprene)

D1 59 585 6 118 0 0 25.6 5.0 2.6× 106 0
D2 58 526 20 117 54 1170 26.4 5.6 2.5× 106 0.04
D3 57 519 17 117 183 3420 25.9 7.5 2.5× 106 0.17
D4 58 518 18 116 337 5770 26.4 7.9 2.4× 106 0.16
D5 55 506 20 117 159 2830 12.8 16.4 1.7× 106 0.15
D6 56 541 16 118 152 2660 32.4 5.9 2.7× 106 0.16
D7 40 527 18 117 197 3580 25.9 8.1 2.6× 106 0.18
D8 60 519 20 118 109 1790 25.5 44.7 2.3× 106 NA
D9 55 489 20 119 166 2750 25.6 78.1 2.5× 106 NA
D10 58 516 17 111 85 1580 25.8 5.1 2.2× 106 0.04
D11 56 490 17 115 264 4770 25.8 5.2 2.4× 106 0.16

Experiments optimized for 2MGA pathway (VOC precursor is methacrolein)

M1 49 14 376 234 0 0 25.8 6.3 4.3× 106 0.10
M2 48 15 365 235 82 1640 25.9 8.9 4.7× 106 0.34
M3 46 23 345 236 118 2260 25.1 6.8 4.7× 106 0.52
M4 50 17 356 235 50 1040 12.9 12.6 3.4× 106 0.27
M5 58 18 375 235 87 1740 31.8 4.5 5.1× 106 0.34
M6 52 12 334 235 104 1720 25.6 47.1 4.4× 106 NA
M7 53 14 339 233 134 2340 25.6 67.4 4.6× 106 NA
M8 56 18 352 236 141 2510 25.4 81.0 4.3× 106 NA
M9 57 29 298 229 95 1910 25.9 5.1 4.7× 106 0.24

Acronyms are defined as follows: VOC – volatile organic compound; NO – nitric oxide; NO2 – nitrogen dioxide; CH3ONO – methyl nitrite; T – temperature; RH – relative
humidity. OH (hydroxyl radical) is estimated from the VOC decay over the first 3 h of each experiment. [Aer Vol]0 is the particle wall-loss-corrected seed volume at the start of
photooxidation, which is used to determine the uncertainty in the particle wall loss correction as explained in Sect. 4.1. [Aer SA]0 is the surface area of the seed aerosol at the
start of photooxidation not corrected for particle wall loss and is used to understand how the SOA yield changes depending on the surface area of the suspended particles (e.g.,
Fig. 5). The SOA yield is the mass fraction after 10 h of photooxidation.

was injected into a glass bulb using a gas-tight syringe and
was carried by a flow of dry nitrogen into the chamber.

Second, methyl nitrite (CH3ONO) was injected into the
chamber. CH3ONO was synthesized using the technique de-
scribed in Taylor et al. (1980) and Chan et al. (2010) and
was stored in liquid nitrogen. Prior to each experiment, an
evacuated glass bulb was filled with CH3ONO to the desired
pressure, as measured by a capacitance manometer (MKS
Baratron™). This bulb was then backfilled with nitrogen and
flushed into the chamber. The bulb pressure was used to cal-
culate the CH3ONO mixing ratio in the chamber (see Ta-
ble 1). After CH3ONO was injected, pulses of purified air
were added to the chamber to enhance mixing. Once the
chamber was adequately mixed, NO (501 ppm in N2, Scott
Specialty Gases) or NO2 (488 ppm in N2, Scott Specialty
Gases) was injected into the chamber through a calibrated

mass flow controller. Again the chamber was mixed by pulses
of purified air.

Seed particles were generated from an atomizer using
0.06 M (NH4)2SO4 seed solution. The seed aerosol was di-
rected through a soft X-ray neutralizer (TSI Model 3088)
prior to injection into the chamber to ensure a consistent
initial particle charge distribution for all experiments. For
humid experiments, the seed aerosol was directed through
a wet-wall denuder after exiting the neutralizer in order to
ensure the particles were deliquesced. After seed injection,
mixing air was turned on for 1 min to enhance mixing. The
seed aerosol particle number concentration had an approxi-
mately lognormal diameter distribution centered on average
∼ 100 nm.

After injecting all gas-phase precursors and seed aerosol,
photooxidation was delayed by 1 h for experiments with no
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initial seed aerosol and 4 h for experiments with initial seed
aerosol. The rate of particle wall deposition was measured for
each experiment during this 4 h delay. Although NO2 was not
intentionally added for the LV pathway experiments, a mod-
est NO2 signal was observed to form during the 4 h delay and
is reported in Table 1. This “NO2” signal may be NO2 itself
or an interference in the NOx monitor from an NOy com-
pound (e.g., known interferences include organic nitrates, ni-
trous acid, and CH3ONO). The small signal of NO2, or a
different NOy compound, is not expected to influence the re-
sults given the significantly larger initial NO levels (Table 1).
When NO2 or CH3ONO were injected into the chamber, an
NO signal was observed on the NOx monitor. As the NOx
monitor has few interferences for NO, a small fraction of NO
was likely formed from NO2 or CH3ONO photolysis in the
Teflon injection lines. Thus, the slight increase in NO with
the NO2 and CH3ONO injection was assumed and reported
to be initial NO (Table 1).

The Caltech chamber uses ultraviolet (UV) broadband
lights with the main emission peak centered at ∼ 350 nm.
Only 10 % of full light capacity (jNO2 10 % = 4× 10−4 s−1)
was used for these experiments because CH3ONO pho-
tolyzes rapidly, and the lower light intensity minimizes
chamber temperature increases (∼ 0.4 ◦C on average) caused
by the UV lights. In all experiments, OH was produced by the
photolysis of CH3ONO as shown in the following reactions:

CH3ONO+hν→ CH3O+NO, (R1)
CH3O+O2→ CH2O+HO2, (R2)
HO2+NO→ OH+NO2. (R3)

Relative to other OH precursors, CH3ONO has a low Henry’s
law constant (15 M atm−1, calculated by theory) (Sander,
2015). During experiments with high relative humidity (RH),
unlike other OH precursors, CH3ONO is not expected to
enhance OH production in the particle phase beyond atmo-
spherically relevant levels.

2.2 Instrumentation

Temperature and RH were measured using a Vaisala
HMM211 probe. NO and NO2 were monitored using a Tele-
dyne NOx analyzer (T200). Because the Teledyne NOx mon-
itor detects CH3ONO, organic nitrates, and other NOy com-
pounds as NO2, only initial NO2 measurements can be con-
strained with this instrument. For some experiments, NO2
was also monitored using a luminol NO2 and acyl peroxyni-
trate analyzer developed by Fitz Aerometric Technologies.
This instrument separates NO2 via chromatography at room
temperature using a deactivated DB-5 column. NO2 then re-
acts with luminol to produce a chemiluminescence response
(Gaffney et al., 1998). The NO2 measured by the luminol
NO2 and acyl peroxynitrate analyzer compares reasonably
well with the simulated NO2 from the kinetic model (Fig. S3
in the Supplement).

A gas chromatograph with a flame ionization detec-
tor (GC-FID; HP 6890N, column HP-Plot-Q) was used
to measure the decay of isoprene and methacrolein. The
GC-FID was calibrated with ∼ 50–60 ppm of isoprene or
methacrolein generated from analytical standards (Aldrich
95 %–99 % purity) and cross-calibrated by Fourier trans-
form infrared absorption (FT-IR) spectroscopy (pathlength
19 cm) using the absorption cross sections measured by Pa-
cific Northwest National Laboratory (PNNL) for isoprene or
methacrolein (Sharpe et al., 2004). Linearity in the GC-FID
calibration was determined to an error of ∼ 1 % across a fac-
tor of 150 in dilution.

Aerosol organic and inorganic composition was recorded
in situ using a high-resolution time-of-flight aerosol mass
spectrometer (HR-AMS; Aerodyne Research, Inc.). The
HR-AMS switched every 1 min between the high-resolution
W mode and the lower-resolution, higher-sensitivity V
mode. The data were analyzed with Igor Pro (Wave Metrics,
Inc.), utilizing the Squirrel 1.56D and PIKA 1.15D analysis
toolkits (from http://cires1.colorado.edu/jimenez-group/
ToFAMSResources/ToFSoftware/index.html, last access:
14 April 2017). In-line filter runs conducted prior to each
experiment were used to correct for air interferences (Aiken
et al., 2008). Bulk SOA elemental composition was calcu-
lated following the methods and recommendations of Aiken
et al. (2008) and Canagaratna et al. (2015).

Aerosol volume and number concentration were moni-
tored using a differential mobility analyzer (DMA; TSI 3081
column) coupled with a condensation particle counter (CPC;
TSI 3010), which measures all particles with a diameter be-
tween 20 and 800 nm. The voltage scan used by the DMA
was 1 min hold at 15 V, 4 min increase to 9850 V, 1 min hold
at 9850 V, and 0.5 min decrease back to 15 V. Only the up-
scan data were used for the analysis. The longer up-scan and
hold times used here, compared to previous studies (e.g.,
Loza et al., 2012 and Zhang et al., 2014), reduced biases
caused by mixing in the CPC. Such CPC mixing biases par-
ticularly impact the measurement of large particles, which
are important in SOA yield experiments as they contribute
significantly to the total SOA volume.

The DMA data analysis includes an improved data inver-
sion and a correction for particle mixing in the condensa-
tion particle counter, which influences the CPC response time
(Mai and Flagan, 2018; Mai et al., 2018). The inversion tech-
nique is applicable only to particles ≤ 600 nm. Particle con-
centration between 600 and 800 nm was calculated assuming
a nonlinear least squares lognormal fit applied to particles
from 400 to 600 nm. For experiments with no initial seed
aerosol, the inversion inconsistently determined the presence
of particles beyond 400 nm. Such large particles are unlikely
to be the result of nucleation and more likely to represent
an artifact of the inversion; thus, only particles < 400 nm
were used in the analysis of these experiments. Corrections
to the DMA data for coagulation and particle wall loss are
addressed in Sect. 4.1.
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Isoprene oxidation products were measured using a
CF3O− chemical ionization mass spectrometer (CIMS),
which utilizes a custom-modified triple quadrupole mass an-
alyzer (Varian 1200) (St. Clair et al., 2010). CF3O− interacts
with a gas-phase compound (A) to form a complex that is
detected at the molecular weight of A+85 or, in some cases,
to fragment. Various fragmentation products can form as ex-
plained in previous work (e.g., Paulot et al., 2009; Praske
et al., 2015; Schwantes et al., 2017). In this work, the CIMS
results are only used to identify the presence of highly func-
tionalized organic nitrates and not for quantification, so only
signals from the complex (i.e.,A·CF3O−) and not from frag-
mentation are reported.

3 Kinetic mechanism

All relevant reactions included in the Master Chemical
Mechanism (MCM) v3.3.1 (http://mcm.leeds.ac.uk/MCM,
last access: 7 September 2018) were used in the cur-
rent kinetic model (Jenkin et al., 1997; Saunders et al.,
2003). Isoprene oxidation chemistry was recently updated in
MCM v3.3.1 by Jenkin et al. (2015). Additional reactions in-
cluded in the kinetic model but not in MCM v3.3.1 are listed
in Table S1. Updates include inorganic reactions needed for
chamber studies with large NOx levels (e.g., CH3ONO pho-
tolysis) and small changes to the isoprene chemistry based
largely on Wennberg et al. (2018) and consistent with Figs. 1
and 2. As shown in Table S1, these updates include the
first-generation isoprene hydroxy nitrate yields, the rates
and branching ratios for the oxidation of the first-generation
isoprene hydroxy nitrates, and the HMML yield from the
MPAN+OH reaction. In some cases, δ-isoprene hydroxy
alkoxy radicals in MCM v3.3.1 decompose through peroxy
radical H shifts directly to products that would not form un-
der the high-NO conditions in this work. For simplicity, we
change these reactions, so that the δ-isoprene hydroxy alkoxy
radicals form unity yields of hydroxy aldehydes. BOXMOX,
a box-model software package using the Kinetic PreProces-
sor (Knote et al., 2015), was used to simulate the chamber
experiments. As listed in Table 1, the kinetic model was ini-
tialized for each experiment with the measured initial con-
centration of VOC, NO, NO2, and CH3ONO as well as the
measured average temperature and relative humidity.

Saturation mass concentration (C∗) and the fraction of
each compound in the particle phase (FP) at 13, 26, and 32 ◦C
are estimated for relevant organic nitrates and dinitrates pro-
duced in MCM v3.3.1 and listed in Table S2. C∗ was calcu-
lated with the vapor pressure estimated from Nannoolal et al.
(2004, 2008) using the online calculator located at http://
www.aim.env.uea.ac.uk/aim/ddbst/pcalc_main.php (last ac-
cess: 1 March 2019). FP was calculated from the C∗ values
and gas-particle equilibrium theory as further explained in
Sect. S1 (Seinfeld and Pandis, 2016).

As shown in Table 1, the inferred OH concentration was
larger in experiments with higher temperatures. Because the
temperature dependence of the CH3ONO absorption cross
section and quantum yield are not well established, the
CH3ONO photolysis rate constant was calculated from the
CH3ONO decay curve as measured by the GC-FID. Unfor-
tunately, the GC-FID sensitivity to CH3ONO was low, so
only the 2MGA experiments produced a sufficiently large
signal for this approach. The average CH3ONO photoly-
sis rate constant from experiments M1–M3, M4, M5, and
M6–M8 were used for dry ∼ 25 ◦C (1.9× 10−4 s−1), dry ∼
13 ◦C (1.4×10−4 s−1), dry∼ 32 ◦C (2.3×10−4 s−1), and hu-
mid∼ 25 ◦C (1.9×10−4 s−1) experiments, respectively. This
approach accurately captured the reaction of isoprene and
methacrolein with OH in all experiments (Figs. S1 and S2),
which implies that the simulated OH in the kinetic model is
reasonably accurate even over varying temperature. All other
photolysis rate constants are calculated from the absorption
cross sections and quantum yields reported in Burkholder
et al. (2015) and Jenkin et al. (2015). Additionally, the ki-
netic model captures NO and NO2 reasonably well for both
the LV and 2MGA pathway experiments (Fig. S3).

4 Results

First, corrections for particle coagulation and particle wall
deposition, which are required for accurate calculation of
SOA yields, are addressed (Sect. 4.1). Next, SOA produced
from the LV (Sect. 4.2) and 2MGA (Sect. 4.3) pathways is
discussed.

4.1 Corrections for particle coagulation and particle
wall deposition

Past studies reporting particle wall deposition coefficients ap-
ply the measured particle number decay rate in each size bin
to produce a wall deposition coefficient, (β(Dp, t)), that is
a function of particle size (Dp) (Loza et al., 2012). Because
larger seed particle number and surface area concentrations
were used in these experiments, corrections to β(Dp, t) that
account for coagulation are needed (Pierce et al., 2008; Nah
et al., 2017). The current work uses an approach similar to
that of Nah et al. (2017) and Sunol et al. (2018) with updates
to account for electrostatic charges on the chamber walls as
described by Charan et al. (2018). To reduce the experimen-
tal uncertainty associated with these processes, particle wall
deposition was calculated during each experiment. This ap-
proach accounted for the day-to-day fluctuations in particle
coagulation processes, chamber wall charging, and chamber
mixing. We summarize these approaches and describe any
changes required for this analysis in Sect. S2 of the Supple-
ment.

Four particle wall loss experiments were performed under
dry conditions (RH < 10 %) at varying seed surface areas
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Figure 3. Percent change between the corrected aerosol volume
over 10 h and the corrected aerosol volume at the start of pho-
tooxidation (60 min averages) for the following particle wall depo-
sition control experiments: C1 (V = 37 µm3 cm−3; black dot), C2
(V = 109 µm3 cm−3; blue dot), C3 (V = 183 µm3 cm−3; red dot),
and C4 (V = 375 µm3 cm−3; cyan dot), where V is the initial cor-
rected particle volume.

as controls to verify the technique used to correct for parti-
cle wall loss, particle coagulation, and electrostatic charges
on the chamber walls. These particle wall deposition exper-
iments were performed by injecting ammonium sulfate seed
into the chamber, as described in Sect. 2.1. Mixing air was
added, and the ammonium sulfate seed aerosol was moni-
tored in the dark chamber for at least 14 h. These controls
confirmed that the wall loss correction calculated over the
first 3.5 h could be extrapolated for an additional 10 h. Be-
yond 10 h, the wall loss correction was more uncertain, so
only results from the first 10 h of each experiment are re-
ported. The percent change between the aerosol volume over
10 h and the aerosol volume at the start of the control ex-
periment was between +4 % and −6 % for all dry control
experiments (Fig. 3).

The results of these control experiments verified the ro-
bustness of the correction technique and provided an estimate
for the uncertainty. The reported uncertainty for the particle
wall deposition correction is+4 % and−6 % of the corrected
aerosol volume at the start of photooxidation. Experiments
with larger seed aerosol volumes exhibit larger uncertainty
in the reported SOA yield. However, such experiments are
necessary despite the extra uncertainty, as larger seed sur-
face areas minimize low biases in SOA yields due to vapor
wall deposition of low-volatility compounds (Zhang et al.,
2014; Ehn et al., 2014). For experiments with no initial seed
aerosol, particle wall loss corrections were applied assuming
the particles coagulated and deposited similarly to the lowest
aerosol loading control experiment (C1). No uncertainty for
the particle wall deposition correction was added to these ex-
periments because the uncertainty derived here is applicable
only to experiments with initial seed aerosol.

In experiments C1–C4, D1–D9, and M1–M8, electrostatic
charges on the chamber walls were inferred to be present.
After these experiments were completed, new Teflon cham-
bers were acquired with negligible electrostatic charges on
the chamber walls (Charan et al., 2018) likely due to their
smaller volume (18 m3). Three additional new experiments
(D10, D11, and M9) were completed using one of these
new Teflon chambers to confirm that we had accurately cor-
rected for the chamber wall charging effects. For the LV
pathway experiments (Sect. 4.2), results for the new exper-
iments were quite similar and within uncertainties of the old
experiments. The new 2MGA pathway experiment produced
slightly lower SOA yields than the old experiments but not
necessarily because of the chamber wall charging corrections
as described in Sect. 4.3.

Five control experiments were also performed under hu-
mid conditions. The DMA cannot measure hydrated parti-
cles owing to arcing in the DMA column at high RH. Thus,
a Nafion dryer was used to dry particles before measure-
ment. For the coagulation correction, the volume of the hy-
drated seed was calculated based on the dry DMA particle
measurement, the RH in the chamber, and the hygroscopic
growth curve for ammonium sulfate measured by Sjogren
et al. (2007). The percent change for the aerosol volume was
higher and less consistent in the humid control experiments
than in the dry control experiments. Also, the optimized
value of the electric field (E) was higher in many of the hu-
mid experiments than in the dry experiments (Sect. S2, Ta-
ble S3). Increased humidity is expected to decrease the elec-
trostatic charges on the chamber walls (e.g., Ribeiro et al.,
1992), but the inferred E suggests the opposite. Possibly,
the humidifying process enhanced the electrostatic charges
on the chamber walls or nitric acid, which is enhanced in
the particle phase in the humid experiments under high-NOx
conditions, impacts the coagulation or particle wall loss pro-
cesses.

The aerosol mass spectrometer (AMS) data confirm that
during the humid experiments, nitric acid partitioned to the
particle phase and that organic aerosol was produced during
photooxidation for all experiments. Nevertheless, the particle
wall loss corrected volume measured by the DMA decayed
below zero during photooxidation in the humid experiments.
Potentially, this DMA volume decay suggests that nitric acid
present in the particle phase changes the particle coagulation
or wall loss characteristics. Even if we understood the impact
of nitric acid on the particle coagulation or wall loss correc-
tions, assessing how much of the particle growth is due to
nitric acid versus organics would be difficult with the DMA,
which measures only total aerosol volume and not composi-
tion. Further chamber characterization is required in order to
assess isoprene SOA yields measured by the DMA from hu-
mid experiments under high-NOx conditions. Thus, in this
work, only the AMS results will be discussed for the hu-
mid experiments and SOA yields are only reported for ex-
periments performed under dry conditions (Table 1). None
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Figure 4. SOA mass yield (20 min averages) as measured
by the DMA assuming a density of 1.4 g cm−3 for all
LV pathway experiments: seed surface area (SA) – D1
(SA= 0 µm2cm−3; blue dot), D2 (SA= 1170 µm2 cm−3; ma-
genta dot), D3 (SA= 3420 µm2 cm−3; green dot), and D4
(SA= 5770 µm2 cm−3; gray dot); temperature – D5 (13 ◦C; in-
verted cyan triangle) and D6 (32 ◦C; red triangle); isoprene loading
– D7 (initial isoprene 110 µg m−3; yellow square); and new cham-
ber with less wall charging – D10 (SA= 1580 µm2 cm−3, orange
star) and D11 (SA= 4770 µm2 cm−3; teal star).

of the dry experiments exhibited the odd behavior observed
in the humid experiments, and the AMS results confirm that
under dry conditions minimal nitric acid partitioned to the
aerosols (Fig. S10). For the dry experiments, the uncertain-
ties are characterized well by the dry control experiments
presented in Fig. 3.

4.2 SOA formation from the LV pathway

The SOA mass yields from isoprene for all LV pathway
experiments (i.e., experiments targeting low-volatility com-
pounds) are shown in Figs. 4 and 5. To convert aerosol vol-
ume measured by the DMA to aerosol mass, a density of
1.4 g cm−3 was assumed, consistent with past work (Dom-
men et al., 2006; Kroll et al., 2005, 2006; Brégonzio-Rozier
et al., 2015). The kinetic mechanism suggests that in all ex-
periments targeting the LV pathway, the formation of HMML
was < 0.12 ppb even in experiments performed under cold
conditions (13 ◦C). The AMS results also confirm that 2-
MGA and its oligomers are not present in the LV pathway ex-
periments (Sect. 5.2). Thus, the kinetic mechanism and AMS
results verify that the experimental design correctly separates
the two chemical regimes and 2-MGA is not substantially
adding to the aerosol mass in the LV pathway experiments.

Figure 5. SOA mass yield (60 min averages) as a function of initial
seed surface area for all LV pathway experiments. Colors represent
time since lights on in panel (a) and extent of isoprene reacted in
panel (b). Marker size represents time since lights on. Uncertainty
is shown in black lines as described in Sect. 4.1. Marker types in-
dicate 25–26 ◦C (dot), 13 ◦C (inverted triangle), 32 ◦C (triangle),
lower loadings of isoprene (square), and new chamber with less wall
charging (star).

Aerosol growth in the absence of seed aerosols was not
observed in the LV pathway experiments (Fig. 4). As ex-
pected, SOA formed from gas–particle partitioning in the LV
pathway exhibited a large dependence on seed surface area
(Fig. 5). Without sufficient seed aerosol, low-volatility ni-
trates partition primarily to the chamber walls, and the re-
sulting SOA yields are biased low. With the addition of inor-
ganic seed aerosol like ammonium sulfate, vapor species are
expected to partition more to particles relative to the chamber
wall (Zhang et al., 2014). The gas-particle equilibrium is not
expected to be dependent on the concentration of inorganic
seed aerosol but instead is dependent on the concentration
of organic aerosol. Depending on the saturation mass con-
centration (C∗), as the concentration of organic aerosol rises,
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vapors are present more in the particle phase relative to the
gas phase (Seinfeld and Pandis, 2016). C∗ and the fraction
of a compound expected to be in the particle phase (FP) were
estimated for a variety of organic nitrates and dinitrates in
MCM v3.3.1 at 13, 26, and 32 ◦C (Table S2).

Similar to previous studies (e.g., Zhang et al., 2014),
at a certain point increased seed surface area no longer
substantially impacts the SOA yield (i.e., Fig. 5 after
2500 µm2 cm−3). This point will heavily depend on the sys-
tem and the saturation mass concentration (C∗) of the SOA
precursors. As shown in Table S2, the isoprene SOA precur-
sors are mostly classified as IVOCs and SVOCs (Donahue
et al., 2012). Reaching a point where most of the vapors
are in particles relative to the chamber wall is expected for
IVOCs and SVOCs, which have moderate vapor wall losses
in Teflon chambers especially under dry conditions (Zhang
et al., 2014; Huang et al., 2018).

As expected the isoprene dihydroxy dinitrates had the low-
est C∗ values and high FP at all temperatures. Based on the
kinetic model, even assuming all of the isoprene dihydroxy
dinitrates exist in the particle phase, the SOA formed would
be much less than that detected in this study (Fig. S4). This
is likely caused by too low of a production of the isoprene di-
hydroxy dinitrates and/or the importance of other SOA pre-
cursors. There are many additional compounds largely pro-
duced from hydroxy aldehyde oxidation or alkoxy [1,5]-H
shifts (Fig. 1) with FP at 26 ◦C between 0.05 and 0.4 (Ta-
ble S2). The vapor pressures may be overpredicted for these
specific compounds, but past studies suggest that in gen-
eral, vapor pressure estimation methods like Nannoolal et al.
(2004, 2008) underpredict rather than overpredict vapor pres-
sure (Kurten et al., 2016). From the C∗ calculations (Ta-
ble S2), none of the multifunctional organic nitrates are ex-
pected to be appreciably in the particle phase. However, in
a recent study, Lee et al. (2016) detected many multifunc-
tional organic nitrates in aerosols in the ambient atmosphere,
which has lower organic aerosol concentrations than cham-
ber studies. Possibly, MCM underpredicts the formation of
these IVOC and SVOC products (Fig. S4), such that even
if only a fraction exists in the particle phase relative to the
gas phase, an appreciable mass of aerosol still forms and/or
these results suggest that volatility is not the only driver for
aerosol formation from the LV pathway. All of the multifunc-
tional nitrates here with estimated FP at 26 ◦C between 0.05
and 0.4 have at least one hydroxy or aldehyde group (Ta-
ble S2). Alcohols and aldehydes are well known to combine
in particles to produce hemiacetals, whose vapor pressure
is significantly lower than that of the initial reactants (Kroll
and Seinfeld, 2008). Several past studies have confirmed that
NOx in general, but not necessarily linearly, decreases the
volatility of isoprene SOA (Kleindienst et al., 2009; Xu et al.,
2014; D’Ambro et al., 2017). This decrease in volatility is
likely due to accretion reactions. Whether the accretion re-
actions from hemiacetal formation versus those from 2MGA

oligomerization are responsible for the decrease in volatility
is yet unknown.

Differences in the SOA yield at 10 h of photooxidation by
varying temperatures (13–32 ◦C) lie within the experimen-
tal uncertainty. SOA forms earlier (i.e. with less isoprene re-
acted) at 13 ◦C than at 26 or 32 ◦C at comparable seed sur-
face areas. This is consistent with the C∗ values estimated
in Table S2 and the above explanation demonstrating the
likelihood of accretion reactions. Vapors that are only mod-
erately in the particle phase at 26 ◦C (e.g., FP = 0.05–0.4)
will exist more appreciably in the particle phase at 13 ◦C
(e.g., FP = 0.2–0.8). From the above discussion, we expect
that many of these compounds are SOA precursors not based
only on their volatility but also on their potential to react in
the particle phase to form lower-volatility products such as
hemiacetals. Thus, if accretion reactions are the main factor,
reducing temperature is expected to increase the rate of SOA
production but not necessarily to impact the overall SOA
yield.

Clark et al. (2016) have also measured isoprene SOA for-
mation under high-NOx conditions at varying temperatures.
Under the high-NOx conditions of their study, SOA is pro-
duced from both the 2MGA and LV pathways combined.
Similarly to our study, Clark et al. (2016) do not find appre-
ciable differences for temperatures from 27 to 40 ◦C. Con-
trary, to our work, Clark et al. (2016) found that reducing the
temperature to 5 ◦C increases the SOA yield by a factor of
4. Unfortunately, there are no experiments between 5 ◦C and
27 ◦C to determine whether this shift is exponential or linear,
so direct comparison of our results at 13 ◦C is difficult. Un-
der the high-NOx conditions used by Clark et al. (2016), at
colder temperatures MPAN will be more stable and so more
HMML will form, which produces more SOA. Under this
mixed regime, determining how much of the SOA increase is
due to the LV versus the 2MGA pathway for direct compari-
son to this study is difficult. Additionally, Clark et al. (2016)
start with significantly more isoprene than in our experiment,
which enhances the concentration of organic aerosol, which
will increase the fraction of a compound in the particle phase
relative to the gas phase.

While vapor wall losses of LV compounds are expected
to increase at colder temperatures (Zhang et al., 2015;
Schwantes et al., 2017), the organic nitrate yields are also
expected to be enhanced under colder temperatures (Or-
lando and Tyndall, 2012). Thus, the effects of these two
temperature-dependent processes might cancel each other
out. The increase in organic nitrate yield is expected to
be moderate. For example, a ∼ 30 % increase from 32 to
13 ◦C is estimated for the yield of isoprene hydroxy nitrates
(Wennberg et al., 2018). The loss of vapors to the walls could
be much higher at colder temperatures, but this is hard to con-
strain as vapor wall deposition is dependent on the compound
itself and the chamber used. The chamber used by Clark
et al. (2016) (90 m3) is larger than our chamber (21 m3). Va-
por wall losses are expected to be lower in larger chambers,
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which have a lower chamber surface-area-to-volume ratio
(Zhang et al., 2015). Significant seed aerosol is added into
our chamber to reduce the influence of vapor wall deposi-
tion, but vapor wall deposition could certainly explain some
of the differences at cold temperatures between our results
and those from Clark et al. (2016).

Consistent with past work (e.g., Kroll et al., 2005; Ng
et al., 2006), aerosol from the LV pathway is produced only
after most of the isoprene is consumed, implying that aerosol
from the LV pathway largely forms from later-generation
chemistry (Fig. 4). As shown in Fig. 4, generally, SOA for-
mation begins earlier (i.e., with less isoprene reacted) in ex-
periments with larger seed aerosol. This is consistent with
vapors partitioning more to particles relative to the cham-
ber wall when seed aerosol is enhanced. The extent to which
later-generation products are oxidized (i.e., the degree of ox-
idation) impacts the SOA yield as demonstrated by the vary-
ing slope (i.e., SOA yield) during each experiment in Fig. 4.
We tested the OH/isoprene ratio on the SOA yield. Experi-
ment D7 was performed with 40 ppb of isoprene compared to
55–60 ppb used in the other experiments, while the OH pre-
cursor concentration was kept constant. The kinetic model
predicts that the production of important gas-phase SOA pre-
cursors from the LV pathway (e.g., isoprene dihydroxy dini-
trates), when corrected for total isoprene reacted, is similar in
experiment D7 to the other experiments (Fig. S4). The empir-
ical results are consistent with these predictions. Although a
lower isoprene loading decreases the competition of isoprene
with OH, other compounds also react with OH quickly (e.g.,
NO). Under the conditions used in this study, differences in
isoprene loading are not expected to greatly influence the iso-
prene SOA mass yield. However, detailed kinetic modeling
of past experimental conditions would be necessary to under-
stand how the degree of oxidation of later-generation prod-
ucts in this study compares to other studies.

In summary, the results (Fig. 5) suggest that one of the
most important metrics for understanding the variability in
SOA production from the LV pathway in various chamber
experiments may be the initial seed surface area, instead of
temperature or OH/isoprene ratio. Other parameters such as
humidity and seed composition may also be important for
SOA yields but were not tested in this study. Future exper-
iments examining SOA yields should report the initial seed
surface area and use a sufficient seed loading to reduce the
impact of vapor wall deposition.

4.3 SOA formation from the 2MGA pathway

The SOA mass yields from methacrolein for all 2MGA path-
way experiments (i.e., experiments targeting 2MGA and its
oligomers) are shown in Figs. 6 and 7. Results from past
experiments (Chan et al., 2010) have already demonstrated
that fluctuations in the NO2/NO ratio impact SOA formation
through the production of MPAN. In this work, the NO2/NO
ratio is kept as consistent as possible to isolate other influ-

Figure 6. SOA mass yield (20 min averages) as measured by
the DMA assuming a density of 1.4 µg cm−3 for 2MGA path-
way experiments: seed surface area (SA) – M1 (SA= 0 µm2 cm−3;
blue dot), M2 (SA= 1640 µm2 cm−3; magenta dot), and M3
(SA= 2260 µm2 cm−3; green dot), temperature – M5 (13 ◦C; in-
verted cyan triangle) and M6 (32 ◦C; red triangle), and new cham-
ber with less wall charging – M9 (SA= 1910 µm2 cm−3; orange
star).

ences on SOA production. The kinetic model suggests that
the conditions for each experiment produce a consistent level
of HMML (Fig. S4). Interestingly, because the experimental
conditions heavily favored MPAN formation, the level of OH
available to react with MPAN became the limiting reactant
for aerosol formation in each experiment.

Contrary to the LV pathway, SOA in the 2MGA pathway
experiments does not require seed particles to form. The pro-
cess of SOA formation from these two pathways is very dif-
ferent. Lactone SOA precursors may polymerize in the pres-
ence of organics and water, which possibly explains why
SOA from the 2MGA pathway readily forms particles with-
out significant seed surface area, whereas in the LV path-
way experiments volatility-based SOA formation results in
aerosol yields that are particularly impacted by vapor parti-
tioning. For the 2MGA pathway experiments, even though
SOA formation occurred without initial seed aerosol, larger
initial seed loadings still enhanced the SOA yield (Fig. 7).
Possibly, similar to the LV pathway, larger seed surface areas
limit vapor wall loss of HMML or its oligomerization part-
ners. Alternatively, the presence of higher ammonium sul-
fate seed aerosol may also increase organosulfate formation,
which could impact SOA composition and yield.

Temperature was varied between 13 and 32 ◦C. The
NO2/NO ratio used in this work was sufficiently high such
that this temperature change did not greatly influence MPAN
or HMML formation (Fig. S4). Thus, these experiments only
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Figure 7. SOA mass yield (60 min averages) versus initial seed sur-
face area for all 2MGA pathway experiments. Colors represent time
since lights on (a) and extent of methacrolein reacted (b). Marker
size represents time since lights on. Uncertainty is shown in black
lines and described in Sect. 4.1. Markers represent 25–26 ◦C (dot),
13 ◦C (inverted triangle), 32 ◦C (triangle), and new chamber with
less wall charging (star). Two experiments were performed at nearly
the same seed surface area. To enhance viewing, experiment M6
(32 ◦C; triangle) is shifted to the right by 40 µm2 cm−3.

test whether aerosol properties and SOA yields are affected
by temperature, as MPAN thermal decomposition is mini-
mized. At the high NO2/NO ratios used in this work, tem-
perature does not impact SOA mass yield beyond given un-
certainties (Fig. 7). Based on known gas-phase chemistry,
past studies (e.g., Clark et al., 2016) with more moderate
NO2/NO ratios than that used in this work are expected
to measure an enhanced SOA yield under colder tempera-
tures due to a reduction in MPAN thermal decomposition and
thereby an increase in HMML formation.

HMML, based on volatility alone, would exist mostly in
the gas phase, but because HMML is very reactive (e.g.,

oligomerization or reaction with inorganic ions in the par-
ticle phase), HMML quickly produces aerosol (Kjaergaard
et al., 2012; Nguyen et al., 2015). Based on HMML produc-
tion simulated by the kinetic mechanism under the condi-
tions used in these experiments,∼ 0.21 SOA mass yield from
methacrolein is expected purely from the mass contained in
HMML (molecular weight= 102 g mol−1, Fig. S4). At first,
the molecular weight of HMML itself is used because this is
the mass of the majority of the oligomer monomers. This rep-
resents about half of the SOA mass yield (∼ 0.5) measured
from the experiment performed with the highest seed surface
area. The rest of the aerosol is likely comprised of inorganic
or organic compounds that react with HMML in the parti-
cle phase. For example, inorganic compounds such as wa-
ter, nitrate, and sulfate can react with HMML through ring-
opening reactions to produce total methacrolein SOA mass
yields of ∼0.25, ∼ 0.34, and ∼ 0.41, respectively (Fig. 2).
Additionally, HMML can react with 2-MGA and other or-
ganic compounds through oligomerization processes (e.g.,
Chan et al., 2010; Nguyen et al., 2015; Zhang et al., 2011,
2012). Some of these organic oligomerization reactions bring
into the particle phase additional organic compounds (e.g.,
organic acids) that ordinarily would exist primarily in the gas
phase (Fig. 2). The details of these particle-phase reactions
are further discussed in Sect. 5.2.

In general, there is much greater variability in the SOA
mass yields measured from the 2MGA pathway than the
LV pathway. The additional variability is only partially ex-
plained by the initial seed surface area (Fig. 7). Because
the SOA yield is larger for experiments in which less
methacrolein is oxidized (Figs. 6 and 7b), potentially, the
extent of methacrolein oxidization contributes to this vari-
ability. The kinetic model suggests that the formation of gas-
phase HMML is similar for all of the experiments (Fig. S4),
but potentially slight variations in the NO2/NO ratio and/or
OH particularly near the end of each experiment are not well
captured by the model. The kinetic model used here only
simulates gas-phase oxidation. Chemistry occurring on sur-
faces such as the chamber walls or in the particle phase may
be especially important for capturing the variability in the
2MGA pathway experiments. Considering that the 2MGA
pathway experiments are very susceptible to small differ-
ences in chamber conditions, regional and global models
should parameterize SOA formation from the 2MGA path-
way through gas-phase formation of HMML and subsequent
particle-phase reactions.

5 Discussion

The gas-phase compounds measured by the CIMS (Sect. 5.1)
and aerosol composition measured by the AMS (Sect. 5.2)
provide important insight into isoprene SOA chemical com-
position formed from both the LV and 2MGA pathways. Ad-
ditionally, a comparison of the AMS and DMA results lends
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insight into possible biases in the AMS measurements of or-
ganic aerosol in Sect. 5.3. The SOA yields measured in this
study are compared with past measurements in Sect. 5.4, and
the atmospheric contribution of the LV versus 2MGA path-
ways toward SOA formation from isoprene OH-initiated ox-
idation under high-NOx conditions is estimated in Sect. 5.5.

5.1 Specific low-volatility nitrates and dinitrates
detected in the gas phase

Numerous nitrates and dinitrates are detected in the gas phase
by the CF3O− CIMS (i.e., compounds highlighted in blue
boxes in Fig. 1). Many of these nitrates have been identi-
fied in previous studies (e.g., Lee et al., 2014). Yields for the
low-volatility later-generation nitrates are either highly un-
certain or unknown. Quantification is difficult for these low-
volatility compounds due to high losses to sampling lines or
chamber walls and lack of available standards. One study,
Lee et al. (2014), was able to quantify the yield of dinitrates
from the first-generation isoprene hydroxy nitrate standards.
Assuming a sensitivity similar to the isoprene hydroxy ni-
trate standards, Lee et al. (2014) measured a dinitrate yield of
0.03–0.04 from OH-initiated oxidation of the δ-1-hydroxy,4-
nitrate isomer.

Although most past studies have focused on dihydroxy
dinitrates as the main contributor to isoprene high-NO SOA,
other low-volatility nitrates are likely also important. In
Fig. 8, the CIMS signals for the other low-volatility nitrates
are comparable or larger than the dihydroxy dinitrate signal.
The relative sensitivities for these compounds are unknown,
but these results suggest that detection and quantification of
all low-volatility dinitrates and nitrates is important. The per-
oxy radical formed from OH-initiated oxidation of an iso-
prene hydroxy nitrate can undergo a 1,5 or 1,6 α-hydroxy H
shift to form a number of low-volatility nitrates that would
occur in the ambient atmosphere (Wennberg et al., 2018).
The NO concentrations are too high in these experiments for
such shifts to occur. However, similarly, certain isomers of
the alkoxy radical, formed from OH-initiated oxidation of
a isoprene hydroxy nitrate, can undergo a 1,5 α-hydroxy H
shift to form a dihydroxy carbonyl nitrate detected by the
CIMS at m/z (-) 264 (Fig. 1 and 8). Additionally, various
low-volatility nitrates in the gas phase are detected, which
are potentially oxidation products from the δ-isoprene hy-
droxy alkoxy radical as depicted in Fig. 1.

Many multifunctional isoprene-derived organic nitrates
have been detected in ambient aerosol (Lee et al., 2016).
Although these low-volatility nitrates and dinitrates have
low molar yields from isoprene OH-initiated oxidation, their
mass is substantially larger than isoprene and so their con-
tribution to the isoprene SOA mass yield is significant. The
nitrate yield from straight-chain hydrocarbons is reasonably
well understood, but few experimental measurements of the
nitrate yield from highly oxidized compounds exist (Orlando
and Tyndall, 2012; Wennberg et al., 2018). Further measure-

Figure 8. Normalized CIMS signal for known nitrates: C5 hy-
droxy nitrate (m/z (–) 232; blue circle), methyl vinyl ketone or
methacrolein nitrate (m/z (–) 234; red circle), and C5 dihydroxy
dinitrate (m/z (–) 311; black filled circle) and unknown nitrates,
which are postulated in Fig. 1 as C5 dihydroxy nitrate (m/z (–) 248;
green filled circle), unknown (m/z (–) 262; magenta filled circle),
and C5 dihydroxy carbonyl nitrate (m/z (–) 264; cyan filled circle).
As indicated in the legend, signals represented by filled circles are
multiplied by 10.

ments of the yield of these low-volatility nitrates and dini-
trates in the gas phase will be crucial for a better understand-
ing of isoprene SOA formation under high-NO conditions.

5.2 Aerosol composition of high-NO isoprene SOA

Pieber et al. (2016) determined that inorganic aerosol such
as ammonium nitrate or ammonium sulfate causes an inter-
ference on the AMS for the CO+2 ion signal. Although this
interference is small for ammonium sulfate aerosol (< 1 %,
Pieber et al., 2016), a correction may be needed for experi-
ments with high initial seed aerosol loadings. Here organic
signals from the AMS rise when ammonium sulfate seed is
injected into the chamber. We expect that this is due to the
same interferences described in Pieber et al. (2016) and not
due to contamination in ammonium sulfate solution or atom-
ization technique. The background organic signal caused by
the ammonium sulfate is subtracted from the overall results
to produce Figs. 9, 10, and 11.

The AMS spectra from the LV pathway confirm that SOA
formed from the LV pathway is not dominated by 2-MGA
and its oligomers (cyan and red bars in Figs. 9 and S11).
This is an important confirmation that isoprene SOA formed
from the 2MGA and LV pathways are distinct. A small
yield of isoprene epoxydiol (IEPOX) is produced from OH-
initiated oxidation of isoprene hydroxy nitrates (Jacobs et al.,
2014), and IEPOX SOA can be formed when particle liq-
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Figure 9. High-resolution AMS organic mass spectra (averaged
over 10 h of photooxidation – the sulfate background) for experi-
ment D3 (RH= 8 %, panel a) and D9 (RH= 78 %, panel b) in gray.
Fragments are labeled as 2-MGA monomer or dimer (cyan), ester-
ification of 2-MGA with acids (red), isoprene epoxydiol (IEPOX)
tracers (dark green), and examples of organonitrate fragments –
CxHyNOz (purple).

uid water is present (Nguyen et al., 2014a). NO levels re-
mained high (> 100 ppb) throughout all LV pathway exper-
iments (Fig. S3), ensuring that the RO2 fate in these exper-
iments was always RO2+NO. AMS fragments associated
with IEPOX, which were identified by Lin et al. (2012), are
slightly enhanced under humid conditions in the LV pathway
experiments (Fig. 9). Some examples of organonitrate frag-
ments (CxHyNO+z ) are highlighted in Fig. 9. Some of these
organonitrate fragments are enhanced under humid condi-
tions (e.g., CH3NO+). In general, the AMS spectra are sim-
ilar between all LV pathway conditions (i.e. varied humidity
– Fig. 9; varied temperature – Fig. S11).

Prominent peaks in the AMS spectra from the 2MGA
pathway clearly indicate that under dry conditions aerosol
is comprised of various oligomerization products as mecha-
nistically summarized in Fig. 2. These oligomerization pro-
cesses include 2-MGA oligomerization with HMML (cyan
bars in Fig. 10a) and, possibly, esterification of 2-MGA with
carboxylic acids including formic, acetic, and pyruvic acids
(red bars in Fig. 10a), which yield products that have been

Figure 10. High-resolution AMS organic mass spectra (averaged
over 10 h of photooxidation – the sulfate background) for exper-
iment M2 (RH= 9 %, panel a) and M8 (RH= 81 %, panel b) in
gray. Fragments are labeled as 2-MGA monomer or dimer (cyan),
esterification of 2-MGA with acids (red), examples of organosulfate
fragments (dark green), and examples of organonitrate fragments –
CxHyNOz (purple).

detected in numerous studies (Chan et al., 2010; Zhang et al.,
2011, 2012). Based on the AMS spectra, 2-MGA oligomer-
ization appears to be more dominant without the presence of
ammonium sulfate seed aerosol (Fig. S13). Varying tempera-
ture from 13 to 32 ◦C does not appear to substantially change
the extent of 2-MGA oligomerization (Fig. S14).

Past studies have determined that HMML reaction with 2-
MGA to form oligomers decreases under humid conditions,
while HMML ring-opening reactions with water and inor-
ganic ions to form organic nitrates and organic sulfates in-
crease (Zhang et al., 2011, 2012; Nguyen et al., 2015). Con-
sistent with these past studies, the 2-MGA oligomer frag-
ments on the AMS (cyan and red) are no longer prominent
signals for all humid experiments (Figs. 10 and S12). 2-MGA
oligomer fragments are not substantially different at 47 %,
67 %, or 81 % RH, suggesting that the HMML oligomer-
ization processes are impeded as soon as aerosol particles
become deliquesced. Because isoprene is mostly emitted in
regions with relatively high humidity, in the ambient atmo-
sphere, HMML will more likely react with water and inor-

Atmos. Chem. Phys., 19, 7255–7278, 2019 www.atmos-chem-phys.net/19/7255/2019/



R. H. Schwantes et al.: Low-volatility compounds contribute significantly to isoprene SOA 7269

Figure 11. Total organic mass (20 min averages) as measured by
the AMS for LV pathway experiments (a): seed surface area (SA) –
D1 (SA= 0 µm2 cm−3; blue dot) and D3 (SA= 3420 µm2 cm−3;
green dot); temperature – D5 (13 ◦C; inverted cyan triangle)
and D6 (32 ◦C; red triangle); and new chamber with less wall
charging – D10 (SA= 1580 µm2 cm−3; orange star) and D11
(SA= 4770 µm2 cm−3; teal star). Total organic mass as measured
by the AMS for 2MGA pathway experiments (b): seed surface area
– M1 (SA= 0 µm2 cm−3; blue dot) and M2 (SA= 1640 µm2 cm−3;
magenta dot); temperature – M4 (13 ◦C; inverted cyan triangle) and
M5 (32 ◦C; red triangle); and new chamber with less wall charging
– M9 (SA= 1910 µm2 cm−3; orange star).

ganic ions than undergo the various organic oligomerization
reactions summarized in Fig. 2.

5.3 Comparison of AMS and DMA results

Based on the DMA measurements when assuming the same
density, the SOA mass produced from the 2MGA pathway
experiments is ∼ 2 times higher in magnitude than that from
the LV pathway experiments (Figs. 4 and 6). However, the
AMS results (Fig. 11) suggest that the SOA mass produced
from the 2MGA pathway experiments is≥8 times larger than
that from the LV pathway experiments. This implies that the
collection efficiency (CE) and/or the ionization efficiency
of the AMS is quite different between these two regimes.
Because the AMS is significantly more sensitive to aerosol
formed from the 2MGA pathway, and not to SOA formed
from the LV pathway, even ambient organic aerosol mea-
surements have the potential to be impacted. Understand-

ing whether the AMS is systematically underestimating or-
ganic aerosol from organic nitrates and dinitrates in general,
or if this is only relevant to the isoprene system is crucial
as the AMS is used throughout the world to quantify organic
aerosol. Moreover, ambient measurements over the isoprene-
rich southeastern United States of particulate organic nitrates
measured by the AMS are a factor of ∼ 5 lower than those
measured by the thermal dissociation laser-induced fluores-
cence instrument (TD-LIF) (Lee et al., 2016). The relative
CE differences between the LV and 2MGA pathways in this
study and these field campaign results suggest that further
AMS calibration of organic nitrates is necessary.

In this work, a CE of 0.5 is assumed for both regimes con-
sistent with past work (Nguyen et al., 2014b). The exact CE
is not relevant as no mass yields are reported here from the
AMS. Docherty et al. (2013) determined that the CE could
be estimated based on the f44/f57 ratio. The f44/f57 ratio
for all experiments (2MGA and LV) is ≥ 6, which is where
the CE vs. f44/f57 curve plateaus at 0.2. Thus, the CE vs.
f44/f57 relationship developed by Docherty et al. (2013) is
not able to explain the large difference in AMS sensitivity
between aerosol formed from the LV and 2MGA pathways.

5.4 Comparison to previously reported SOA yields

SOA mass yields reported from past environmental cham-
ber studies of OH-initiated oxidation of isoprene under
high-NOx conditions vary over the range of 0.001–0.41
(Brégonzio-Rozier et al., 2015; Clark et al., 2016), suggest-
ing isoprene SOA yields are highly dependent on chamber
conditions (Carlton et al., 2009). In Table 2, past reported
SOA mass yields are summarized along with the chamber
conditions for both isoprene and methacrolein OH-initiated
oxidation under high-NOx conditions. Only experiments that
explicitly measure an SOA mass yield are listed in Table 2.
Overall, our results suggest that the initial seed surface area
has the greatest impact on SOA yield. Unfortunately, the ini-
tial seed surface area was not commonly reported in past
studies. The closest metric is aerosol volume, which can
roughly be used to understand differences.

As shown in Table 2, the range for isoprene SOA yields
under high-NOx conditions even from the two most recent
studies at comparable temperatures spans over an order of
magnitude (0.004 at ∼ 21 ◦C for Brégonzio-Rozier et al.,
2015, and 0.1 at 27 ◦C for Clark et al., 2016). Our results are
most consistent with those of Clark et al. (2016). As shown
in Table 2, a variety of NOx regimes (i.e., non-consistent
NO2/NO ratios) are all labeled as high-NOx in these past
studies. Each study likely produces SOA in varying degrees
from the LV and 2MGA pathways, which greatly compli-
cates direct comparison between these past studies. By vary-
ing a large number of conditions and completely separating
SOA production between the 2MGA and LV pathways, our
results lend insight into the variation in these past experi-
ments.
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Table 2. Reported SOA mass yields and chamber conditions for isoprene and methacrolein OH-initiated oxidation under high-NOx condi-
tions.

Study CV Oxidant [VOC]0 [NO]0 [NO2]0 Light [AS]0 Temp. RH SOA yield
(m3) (ppb) (ppb) (ppb) type (µm3 cm−3) (◦C) (%) (fraction)

Isoprene

Edney et al. (2005)a 14.5 NOx 1610–1680 ∼ 630 0 UV < 0.6–24b 29.7 30 0.002–0.028
Kroll et al. (2005) 28 HONO 25–500 75–138 98–165 UV 10–25 ∼ 20 40–50 0.009–0.03
Dommen et al. (2006) 27 NOx 180–2500 0–700 40–806 X 0 20 < 2–84 0.002–0.053
Kleindienst et al. 14.5 NOx 1600 406–485 7–69 UV 0.1–27b 25 30 0.003–0.018c

(2006)a

Chan et al. (2010) 28 HONO or 33–523 259–316 510–859 UV 11–19 20–22 9–11 0.031–0.074
CH3ONO

Chhabra et al. (2010) 28 HONO 81–286d 518–591 374–434 UV 11–14 NR < 10 0.006–0.015
Zhang et al. (2011) 137 NOx 400–790 138–253 1–9 N 10–30 281–303 15–88 0.007–0.03
Nguyen et al. (2011) 5 H2O2 ∼ 250 600 100 UV 0 22–26 < 2–90 ∼ 0.07
Xu et al. (2014) 10.6 H2O2 101–115 338–738 0 UV 0 ∼ 25 < 5 0.015–0.085
Brégonzio-Rozier et al. 4.2 NOx or 439–846 14–143 < 1–79 X 0–16 16–24 < 5 0.001–0.01
(2015) HONO
Clark et al. (2016) 90 H2O2 250 500 0 UV 0 5–40 dry 0.1–0.41

Methacrolein

Chan et al. (2010) 28 HONO or 20–285 164–725 365–799 UV 11–16 20–22 9–11 0.019–0.392
CH3ONO

Brégonzio-Rozier et al. 4.2 NOx or 396–927 19–123 4–100 X 0–15 19–24 < 5 0.005–0.042
(2015) HONO

CV: chamber volume. Acronyms are defined as follows: NR – not reported; UV – ultraviolet lights; N – natural; X – xenon arc lamps; AS – ammonium sulfate seed aerosol
volume. a Chamber was operated in dynamic mode (residence time= 6 h). b Ammonium sulfate was injected throughout the experiment to generate the lower limit of initial seed
aerosol. SO2 was added in some experiments to generate the upper limit of initial seed aerosol. c Secondary organic carbon is converted to SOA using factor (2.47) reported in
Kleindienst et al. (2007). d VOC reacted was reported and tabulated instead of VOC initial.

Many of the past SOA yield measurements were per-
formed with no seed aerosol. Consistent with past results,
when no seed aerosol was injected into the chamber (ex-
periments D1 and M1), the SOA mass yield for the LV
pathway (0 from isoprene) and 2MGA pathway (0.1 from
methacrolein) were quite low. Past experiments performed
with no seed aerosol only measured SOA from the 2MGA
pathway, which is highly dependent on the NO2/NO ratio
(Chan et al., 2010), which varied greatly between these past
studies. Clark et al. (2016), who measured high SOA yields
(0.1 at 27 ◦C) in unseeded experiments, are the exception.
Possibly, the larger chamber volume (90 m3) used by Clark
et al. (2016) compared to most studies listed in Table 2 re-
duced vapor wall losses and contributed to the enhanced SOA
yield. However, other chamber characteristics might also be
important because Zhang et al. (2011) measured quite low
isoprene SOA yields (0.007–0.03) using a chamber larger
than the one used in the Clark et al. (2016) study.

While the zero or low seed aerosol loading experiments in
this study generally compare well with the past, SOA yields
measured here using higher initial seed surface areas are sub-
stantially greater than most studies, especially for the LV
pathway. The SOA yield from the LV pathway is ∼ 0.15
in this study, while past isoprene SOA yields are largely
≤ 0.07 with the exception of studies optimizing for high
RO2+NO2 reactions (Chan et al., 2010) or mixed regimes

– RO2+HO2/NO (Xu et al., 2014). The SOA yield from
the LV pathway in this work is even larger than the SOA
yield from Clark et al. (2016) (0.1 at 27 ◦C), which includes
SOA from both the LV and 2MGA pathways. Possibly the
larger chamber volume used by Clark et al. (2016) reduces
vapor wall losses but not to the extent that enhanced seed
surface area does in this work. The higher yields measured
in this study are not unexpected given that recent publica-
tions have recognized the importance of using high initial
seed surface areas when measuring SOA yields to reduce the
impact of vapor wall deposition (e.g., Zhang et al., 2014; Ehn
et al., 2014). The methacrolein SOA yields measured in this
study from the 2MGA pathway are comparable to those mea-
sured by Chan et al. (2010) but larger than those measured by
Brégonzio-Rozier et al. (2015).

Brégonzio-Rozier et al. (2015) measured low isoprene
(0.001–0.01) and methacrolein (0.005–0.042) SOA mass
yields and proposed that these lower yields were due to using
xenon arc lamps as a light source, which are more represen-
tative of natural sunlight than the UV lamps used here and in
most other studies. Dommen et al. (2006) also used xenon arc
lamps and reported low yields. However, both of these stud-
ies used chambers with moderate to low chamber volumes
(27–4.2 m3) unlike the chamber used by Clark et al. (2016)
and low levels of initial seed aerosol (0–16 µm3 cm−3) unlike
this work, which could also cause this low bias. Additionally,
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the stainless steel chamber used by Brégonzio-Rozier et al.
(2015) may have higher vapor wall losses than the Teflon
chambers used in other studies. Further work is necessary to
understand how vapor wall losses compare across different
types of environmental chambers.

As discussed by Carlton et al. (2009), isoprene SOA forms
mostly from oxidation of second and later-generation prod-
ucts (e.g., Ng et al., 2006). Towards the end of the ex-
periment, SOA continues to grows even when isoprene is
no longer reacting (e.g., the characteristic hook in Fig. 4).
Differences in the level of oxidation of second and later-
generation products could also explain some of the discrep-
ancies between our results and past results. The isoprene
SOA mass yields from the LV pathway are particularly sen-
sitive to the extent of oxidation. More studies measuring the
gas-phase yields and formation processes of low-volatility
nitrates and dinitrates will be critical for further understand-
ing isoprene SOA.

Many of the previous studies listed in Table 2 report the
VOC/NO ratio when comparing experiments. A more useful
metric is understanding the RO2 fate and RO2 lifetime. Sim-
ply injecting NO and/or NO2 and reporting the initial con-
centrations are not sufficient to confirm that SOA was domi-
nantly produced from the RO2+NO channel or in the case of
HMML formation from the RO2+NO2 channel. For exam-
ple, if NO decreases to zero before the end of the experiment,
SOA has formed in a mixed regime; RO2+NO reactions
dominate in the beginning and RO2+HO2 reactions dom-
inate at the end. If large initial VOC loadings are used in the
beginning of the experiment without comparable increases in
NO, RO2+RO2 reactions may become dominant.

Experiments here are specifically designed to test two dif-
ferent RO2 fates, and the kinetic mechanism is used to con-
firm the fate of the RO2. In the LV pathway experiments, high
NO levels are maintained such that NO2/NO ratio remains
< 1.5 throughout the entire experiment, and RO2 dominantly
and consistently across the experiments reacts with NO. In
the 2MGA pathway experiments, high NO2 levels are used
such that the acyl radical derived from methacrolein domi-
nantly and consistently across experiments reacts with NO2.
By controlling for the RO2 fate, the effects of temperature,
seed surface area, and relative humidity on SOA formation
become easier to resolve. The design of future experiments
should optimize and report the RO2 fate for which the exper-
iment was designed, in addition to key reaction parameters
such as seed surface area, rather than simply reporting an
initial VOC/NO ratio.

5.5 Estimating the atmospheric contribution of the LV
versus 2MGA pathways

This work was not only designed to independently study
SOA formation from the two high-NOx regimes (the 2MGA
and LV pathways) but also to suggest alternative methods
for parameterizing isoprene SOA under high-NOx conditions

in regional and global models. Because obtaining constant
NO2/NO ratios similar to the ambient atmosphere is near
impossible for a chamber study (e.g., temporal variation in
Fig. S3), creating isoprene SOA parameterizations based on
NO2/NO ratio that realistically extrapolate to the ambient at-
mosphere is not realistic. Instead, this work highlights a po-
tential alternative. Aerosol from the 2MGA pathway could
be incorporated directly from gas-phase HMML formation,
and aerosol from the LV pathway could be included either
from the formation of surrogate compounds such as isoprene
dihydroxy dinitrates or with a volatility basis set scheme. By
treating the SOA from these two independent regimes sepa-
rately, this study sets up the experimental basis for such an
approach.

In this study, direct comparison of the results from the
2MGA and LV pathways is difficult due to the differ-
ence in the extent of oxidation between the two regimes
caused by the use of different VOC precursors and the
variation in OH levels (Table 1). Thus, the kinetic model
is used here to estimate the contribution of each path-
way to the total under consistent oxidant levels. A de-
tailed global modeling study is needed to precisely capture
the contribution of the LV versus the 2MGA pathways to-
ward SOA formation from isoprene OH-initiated oxidation
under high-NOx conditions. However, in order to demon-
strate the significance of the new isoprene SOA yield from
the LV pathway measured in this work, we roughly ap-
proximate the contribution of each pathway under typical
atmospheric conditions. We use the same kinetic mecha-
nism described in Sect. 3 but hold the following constant:
RH= 70 %; T = 298 K; NO2= 0.3 ppb; NO= 0.05 ppb; iso-
prene= 5 ppb; OH= 1.5× 106 molec. cm−3; CO= 135 ppb;
O3= 37 ppb; and HO2= 25 ppt (Sanchez et al., 2018; Feiner
et al., 2016; Pajunoja et al., 2016). Then gas-phase HMML
and the gas-phase dinitrate SOA precursors are simulated as
done for the experimental results in Fig. S4.

To estimate the aerosol contribution from the LV pathway,
we assume that SOA production from the LV pathway scales
with the production of isoprene dihydroxy dinitrates. Organic
aerosol concentrations are higher in chamber experiments
than the ambient atmosphere. By using low levels of VOC
precursors compared to previous studies, this study attempts
to reduce the organic aerosol concentrations to produce re-
sults more relevant to the ambient atmosphere. However, due
to limitations in the DMA sensitivity, reducing the organic
aerosol concentrations further to ambient levels is not pos-
sible. The ratio of the measured SOA yield (Fig. 5) versus
the simulated gas-phase dihydroxy dinitrate SOA precursor
yield (Fig. S4) is about 5. FP is decreased by a factor of
2 for the dihydroxy dinitrates when COA is reduced from
∼ 25 µg cm−3 in the chamber to ∼ 4 µg cm−3 measured in
the southeast US (Zhang et al., 2018). Thus, we multiply the
dihydroxy dinitrate SOA precursors by 2.5 and we convert to
mass by multiplying by the molecular weight of dihydroxy
dinitrate. MCM v3.3.1 assumes a nitrate yield of 0.087–
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0.104 from NO reacting with the peroxy radical derived from
OH+ isoprene hydroxy nitrate. Low-volatility nitrates such
as dihydroxy hydroperoxy nitrates form when HO2 reacts
with the peroxy radical derived from OH+ isoprene hydroxy
nitrate. Such products would not form in the chamber con-
ditions used in this work, where NO levels remained above
100 ppb, but would form in the ambient atmosphere. Con-
sidering these low-volatility species from mixed chemical
regimes would further increase the SOA mass generated from
the LV pathway.

For the 2MGA pathway, we convert to mass by multiply-
ing gas-phase HMML by the molecular weight of 2-MGA
(120 g mol−1), 2-MGA nitrate (165 g mol−1), and 2-MGA
sulfate (200 g mol−1), which are the expected condensed-
phase products under the high humidity levels in the atmo-
sphere. Laboratory studies confirm that 2-MGA forms under
humid conditions and some of the 2-MGA partitions to the
gas phase as expected based on its volatility (Nguyen et al.,
2015). For simplicity, we assume most of the HMML forms
2-MGA nitrate and 2-MGA sulfate but acknowledge that fur-
ther experimental and modeling studies are needed to fully
understand HMML and 2-MGA aqueous phase chemistry.

Then based on the gas-phase SOA precursor distribution
from the kinetic model and assumptions above, under typical
atmospheric conditions the fraction of the total SOA mass
from isoprene OH-initiated oxidation under high-NOx con-
ditions is ∼ 0.7 from the LV pathway and ∼ 0.3 from the
2MGA pathway. This assumes that the dihydroxy dinitrates
are valid surrogates for the isoprene SOA. Considering that
many multifunctional isoprene-derived organic nitrates have
been detected in ambient aerosol (Lee et al., 2016), all SOA
precursors in Table S2 with FP > 0.05 at 26 ◦C are combined
and converted to mass. Extrapolating these to ambient or-
ganic aerosol concentrations is more difficult because these
compounds are more likely to exist in the particle phase be-
cause of accretion reactions and not volatility. When these
products are assumed to exist entirely in the particle phase
and no factor is applied to correct for differences in organic
aerosol concentration or for these products only representing
about one-third of the isoprene SOA yield measured in this
study (Fig. S4), the LV pathway is estimated to contribute to
∼ 0.6 of the SOA formed under high-NOx conditions.

Thus, based on the simple calculations summarized above,
the LV pathway may produce moderately more SOA mass
than the 2MGA pathway in the atmosphere and conse-
quently deserves equal attention. The conditions chosen here
represent average atmospheric conditions around noon as
measured during the Southern Oxidant and Aerosol Study
(SOAS) field campaign, which occurred in the isoprene-
rich southeastern United States (Sanchez et al., 2018; Feiner
et al., 2016; Pajunoja et al., 2016). A more complete assess-
ment using global and regional modeling is needed to more
definitively determine the fraction of SOA formed via the
LV versus 2MGA pathways as location, time of day, sea-
son, ambient aerosol concentration, and composition, etc.

will all impact the amount of SOA formed from each path-
way. Additional studies addressing organic nitrate hydroly-
sis and aerosol acidity are also necessary to fully understand
the relative impact of the two pathways on SOA formation.
Additionally, the kinetic model used in this work only es-
timates gas-phase potential SOA precursors. Future analy-
sis using a more complex model that explicitly simulates
both the gas and particle phases would be useful for extrap-
olating the SOA yields measured here to the ambient atmo-
sphere, which typically has lower organic aerosol concentra-
tions than chamber experiments. This would need to be com-
bined with additional analysis of the chemical constituents in
the particle phase. From past work (Kleindienst et al., 2009;
Xu et al., 2014; D’Ambro et al., 2017) demonstrating that
isoprene-derived SOA under high-NOx conditions is lower
in volatility than that derived under low-NOx conditions and
the C∗ values estimated in this work (Table S2), accretion re-
actions appear to be important even in the LV pathway exper-
iments. The degree to which accretion reactions occur in the
LV pathway experiments to form even lower-volatility prod-
ucts is quite uncertain and will greatly impact future analysis
on how best to extrapolate isoprene SOA yields measured in
chambers to the ambient atmosphere.

6 Conclusions

SOA from OH-initiated isoprene oxidation under high-
NOx conditions forms from two major pathways: (1) low-
volatility nitrates and dinitrates (LV pathway) and (2) 2-
methyl glyceric acid and its oligomers (2MGA pathway).
These SOA production pathways respond differently to ex-
perimental conditions, so this work examines the SOA yields
from these two pathways independently. Results suggest that
low-volatility nitrates and dinitrates produce significantly
more aerosol than previously thought, with the isoprene SOA
mass yield from the LV pathway being∼ 0.15. Sufficient ini-
tial seed aerosol is necessary to reduce the impact of vapor
wall losses of low-volatility compounds and accurately mea-
sure the entire SOA mass yield. Even though previous stud-
ies have assumed that isoprene high-NOx SOA largely forms
from 2-MGA and its oligomers (Chan et al., 2010; Zhang
et al., 2011, 2012), results from this study confirm that low-
volatility compounds are also important for isoprene SOA
formed under high-NOx conditions. The fate of isoprene’s
RO2 radicals and the environmental conditions will deter-
mine which pathways are active in the atmosphere at a certain
time and location.

Under dry conditions, substantial amounts of SOA form
from HMML reaction with 2-MGA to produce oligomers.
The AMS results confirm that under humid conditions, these
low-volatility oligomers are diminished in favor of higher-
volatility monomer formation (and potentially subsequent
volatilization of 2-MGA) to reduce the SOA mass. Thus,
under atmospherically relevant humid conditions, aerosol
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formed from the 2MGA pathway is limited to HMML reac-
tion with water or inorganic ions such as nitrate and sulfate.
The importance of SOA from the 2MGA pathway will also
depend on the NO2/NO ratio, while SOA formed from the
LV pathway will be important under all NO2/NO ratios. Un-
der typical atmospheric conditions (RH= 70 %, T = 298 K,
NO2/NO= 6, NO= 0.05 ppb, isoprene= 5 ppb, and OH=
1.5×106 molec. cm−3), based on the simple assumptions dis-
cussed in Sect. 5.5 we now estimate that the LV pathway pro-
duces moderately more SOA mass than the 2MGA pathway
due to the high isoprene SOA yield from the LV pathway
measured in this work.

Given the high isoprene SOA mass yield from the LV
pathway (∼ 0.15) measured here, low-volatility compounds
are as important as 2MGA-based compounds for isoprene
SOA formed under high-NOx conditions. Thus, further stud-
ies investigating the formation rates and yields of these low-
volatility compounds are needed. Consistent with past work
(e.g., Lee et al., 2014), a number of low-volatility nitrates
and dinitrates, which are likely important precursors for SOA
formed from the LV pathway, were detected in the gas phase
by the CF3O− CIMS (Sect. 5.1). These low-volatility com-
pounds are likely derived from OH-initiated oxidation of the
first-generation isoprene hydroxy nitrates. Synthetic path-
ways toward standards of many of the isoprene hydroxy ni-
trates exist (Lee et al., 2014; Teng et al., 2017). Now that
this study has confirmed that low-volatility products con-
tribute significantly to isoprene SOA, measuring SOA mass
yields under varying RO2 fates using these isoprene hy-
droxy nitrate standards as the initial precursor instead of iso-
prene could be particularly valuable for decreasing the un-
certainty in isoprene SOA yields. Additionally, an improved
mechanistic understanding of isoprene SOA is needed. This
would include an improved understanding of gas-phase reac-
tions including measurements of highly functionalized per-
oxy radical isomerization rate constants, quantification of ni-
trate and hydroperoxide yields from highly functionalized
RO2 radicals reacting with NO or HO2, respectively, and ad-
ditional constraints on possible particle-phase accretion re-
actions leading to lower-volatility products (e.g., hemiacetal
formation).

There are some limitations for how results from this study
should be interpreted. In the atmosphere, the RO2 lifetime is
longer than that in chamber experiments from this study and
most past studies measuring SOA yields. Due to limitations
in the sensitivity of the DMA and high NO levels needed to
control the RO2 fate, performing SOA yield chamber experi-
ments at conditions that favor a long RO2 lifetime is difficult.
At longer RO2 lifetimes, the hydroxy nitrate isomer distri-
bution shifts toward a higher percentage of β-isomers over
δ-isomers (Peeters et al., 2014; Teng et al., 2017). Addition-
ally, NOx emissions are decreasing across many regions of
the world due to improvements in emissions controls creat-
ing mixed regimes in the ambient atmosphere where a later-
generation gas-phase product could form from RO2+NO re-

action during the first generation and RO2+HO2 during the
second generation. Field measurements confirm the presence
of such products. For example, Xiong et al. (2015) discuss
the presence of dihydroxy hydroperoxy nitrates detected in
the particle phase by Lee et al. (2016) during SOAS, a field
campaign that took place during the summer in the south-
eastern United States. Dihydroxy hydroperoxy nitrates likely
form when hydroxy nitrates, produced from the RO2+NO
pathway, react with OH and O2 to form a peroxy radical that
then reacts with HO2. Additionally, because isoprene SOA
from the LV pathway only forms once later-generation prod-
ucts become oxidized, the extent of oxidation is important
but also difficult to compare across different studies.

Comparisons of the DMA and AMS results imply that the
collection and/or ionization efficiency on the AMS for SOA
formed from the LV pathway is significantly lower than that
formed from the 2MGA pathway. This could have impor-
tant consequences for the interpretation of ambient organic
aerosol measured by the AMS. Further work calibrating or-
ganic hydroxy nitrates on the AMS is needed to better un-
derstand why the organic fraction analysis varied so signifi-
cantly between the two pathways.

Results from this work combined with past work provide
further insight into how isoprene SOA should be parameter-
ized in global and regional atmospheric chemistry models.
Under humid conditions, SOA formation from the 2MGA
pathway is produced mostly from HMML ring-opening reac-
tions to form monomer compounds 2-MGA, 2-MGA nitrate,
and 2-MGA sulfate, which simplifies the parameterization
of SOA from the 2MGA pathway as the organic oligomer-
ization reactions can be ignored. The particle’s liquid water
and pH will be important to consider, as these metrics shift
the equilibrium of 2MGA and its carboxylate and change the
hydrolysis rates for the 2-MGA nitrate and 2-MGA sulfate.
The gas-phase kinetics for MPAN formation and reaction
with OH to form HMML have been reasonably well stud-
ied (e.g., Orlando et al., 1999, 2002; Nguyen et al., 2015).
HMML formation and generation of SOA in the atmosphere
would be best incorporated into models by directly forming
SOA through the MPAN + OH reaction. This would best pa-
rameterize the effects of temperature and NO2/NO ratio on
MPAN formation and also the influence of OH on HMML
formation. This study confirms the need to perform experi-
ments with adequate seed aerosol to limit vapor wall depo-
sition processes when measuring SOA yields from the LV
pathway. When regional chemical transport models use SOA
yields that account for vapor wall deposition, there are dif-
ferences in the contribution of isoprene to the total SOA bud-
get and improvements in the agreement between simulated
and observed total SOA and diurnal variability (Cappa et al.,
2016). Incorporating the isoprene SOA yields from the LV
pathway measured in this work into models will further im-
prove the accuracy of simulated isoprene SOA. Moreover,
the results from this study along with future experiments
studying the formation of low-volatility nitrates and dini-
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trates on a mechanistic basis will be important for incorporat-
ing more explicit SOA formation into global models as has
recently been done (e.g., Marais et al., 2016; Stadtler et al.,
2018), thus replacing previous parameterizations that were
typically based on a single chamber condition (e.g., Henze
and Seinfeld, 2006; Henze et al., 2008; Heald et al., 2008).

Data availability. We welcome future collaboration with those
who wish to use this data set for additional modeling purposes (e.g.,
creating volatility basis set parameters for global or regional mod-
els or for evaluating the results with a more complex box model that
includes aerosol chemistry). Please contact Rebecca H. Schwantes
(rschwant@ucar.edu).
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Abstract During the Marine Aerosol Cloud and Wildfire Study (MACAWS) in June and July of 2018,
aerosol composition and cloud condensation nuclei (CCN) properties were measured over the N.E.
Pacific to characterize the influence of aerosol hygroscopicity on predictions of ambient CCN and
stratocumulus cloud droplet number concentrations (CDNC). Three vertical regions were characterized,
corresponding to the marine boundary layer (MBL), an above‐cloud organic aerosol layer (AC‐OAL), and
the free troposphere (FT) above the AC‐OAL. The aerosol hygroscopicity parameter (κ) was calculated
from CCN measurements (κCCN) and bulk aerosol mass spectrometer (AMS) measurements (κAMS).
Within the MBL, measured hygroscopicities varied between values typical of both continental environments
(~0.2) and remote marine locations (~0.7). For most flights, CCN closure was achieved within 20% in the
MBL. For five of the seven flights, assuming a constant aerosol size distribution produced similar or
better CCN closure than assuming a constant “marine” hygroscopicity (κ = 0.72). An aerosol‐cloud parcel
model was used to characterize the sensitivity of predicted stratocumulus CDNC to aerosol hygroscopicity,
size distribution properties, and updraft velocity. Average CDNC sensitivity to accumulation mode
aerosol hygroscopicity is 39% as large as the sensitivity to the geometric median diameter in this
environment. Simulations suggest CDNC sensitivity to hygroscopicity is largest in marine stratocumulus
with low updraft velocities (<0.2 m s−1), where accumulation mode particles are most relevant to CDNC,
and in marine stratocumulus or cumulus with large updraft velocities (>0.6 m s−1), where hygroscopic
properties of the Aitken mode dominate hygroscopicity sensitivity.

1. Introduction

Marine stratocumulus (MSc) clouds, commonly observed off the Western coasts of North America, South
America, Africa, and Australia, cover nearly one fifth of the Earth's surface and exert a large impact on its
radiative balance (Wood, 2012). These cloud decks are particularly relevant to global climate due to their
high albedo contrast with the underlying ocean and relatively low altitude, resulting in stronger shortwave
reflectance than longwave absorption (Brenguier et al., 2000; Randall et al., 1984; Wood, 2012). Previous esti-
mates suggest that a ~12% increase in the albedo of these clouds would produce a negative radiative forcing
equivalent in magnitude to that of doubling atmospheric CO2 concentrations (Latham et al., 2008; Stevens &
Brenguier, 2009). Remote sensing, parcel modeling, and large eddy simulation (LES) studies have all estab-
lished that MSc exhibit substantial albedo susceptibility to variations in cloud droplet number concentra-
tions (CDNC) (Berner et al., 2015; Chen et al., 2011; Oreopoulos & Platnick, 2008; Platnick &
Twomey, 1994; Sanchez et al., 2016). Understanding the sensitivity of MSc CDNC to aerosols acting as
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cloud condensation nuclei (CCN) is therefore a critical aspect of reducing uncertainty in climate change pre-
dictions (Seinfeld et al., 2016).

The CDNC and albedo of MSc are substantially influenced by the abundance of below‐cloud CCN. A recent
satellite analysis suggested that variability in below‐cloud CCN concentration may be responsible for ~45%
of the variability in the radiative effect of marine boundary layer clouds (Rosenfeld et al., 2019). This influ-
ence results from the fact that increased CCN abundance enhances cloud reflectivity at constant liquid water
path (Twomey, 1977) and has the potential to reduce MSc precipitation rates, increasing cloud lifetime
(Ackerman et al., 1993; Albrecht, 1989; Goren & Rosenfeld, 2012; Rosenfeld, 2006). As a result, a major com-
ponent of the uncertainty in the estimated indirect aerosol forcing has been attributed to the prediction of
below‐cloud CCN concentrations (Rosenfeld et al., 2014; Sotiropoulou et al., 2007). While the aerosol size
distribution is generally thought to be the most important determinant of CCN activity (e.g., Dusek
et al., 2006; Ervens et al., 2007; McFiggans et al., 2006; Reutter et al., 2009), particle composition has also
been shown to exert a substantial influence (Jimenez et al., 2009; Liu & Wang, 2010; Mei et al., 2013;
Quinn et al., 2008; Sanchez et al., 2016).

The propensity of a given aerosol particle to act as a CCN can be described using Köhler theory
(Köhler, 1936; Seinfeld et al., 2016), provided sufficient information is known regarding particle size and
solute properties (e.g., molecular weight, solubility, density, and activity). A novel framework, κ‐Köhler the-
ory, condenses these solute characteristics into a single parameter κ (the aerosol hygroscopicity) that can be
easily incorporated into large‐scale models (Petters & Kreidenweis, 2007). Substantial effort has, therefore,
been devoted to quantifying κ values in a multitude of environments (Ervens et al., 2010; Gunthe et al., 2009;
Pringle et al., 2010; Rose et al., 2010; Thalman et al., 2017). While κ values characteristic of inorganic aerosol
components are relatively well‐established, atmospheric organic aerosol is composed of numerous, highly
diverse organic compounds, complicating representation of organic hygroscopicity using a single parameter
(Kanakidou et al., 2005). Experimental studies have characterized κ values of secondary organic aerosol
(SOA) (e.g., Asa‐Awuku et al., 2010; Duplissy et al., 2008, 2011; Frosch et al., 2013; Lambe et al., 2011;
Massoli et al., 2010; Zhao et al., 2015), and field studies have characterized the typical range of organic κ
values (κorg) observed in the atmosphere (Chang et al., 2010; Gunthe et al., 2009; Levin et al., 2014; Mei
et al., 2013; Thalman et al., 2017; Wang et al., 2008). Generally, ambient κorg values are found to be 0.1–
0.2 for aged aerosol and primary marine organics and ~0 for freshly emitted combustion aerosol (e.g., soot)
(Kreidenweis & Asa‐Awuku, 2014). A linear relationship has been noted between observed κorg values and
organic aerosol oxygen‐to‐carbon (O:C) ratios in both the laboratory and the field (Chang et al., 2010; Lambe
et al., 2011; Mei et al., 2013; Wang et al., 2019).

Ambient particle hygroscopicity data have been combinedwith aerosol size distributionmeasurements inCCN
closure studies to assess the extent to which Köhler theory can be used to predict ambient CCN concentrations
(e.g., Almeida et al., 2014; Asa‐Awuku et al., 2011; Cubison et al., 2008; Medina et al., 2007; McFiggans
et al., 2006; Moore et al., 2012; Ren et al., 2018; VanReken et al., 2003). Analyzing the accuracy of predicted
CCN concentrations can provide insight into the influence of specific aerosol characteristics on CCN activity
(Bougiatioti et al., 2011; Cubison et al., 2008; Medina et al., 2007; VanReken et al., 2003; Wang et al., 2010).
For instance, size‐resolved compositional (i.e., hygroscopicity) data are often required to accurately reproduce
observed CCN concentrations in locations dominated by organic aerosol (Bhattu & Tripathi, 2015; Medina
et al., 2007; Ren et al., 2018), while aerosol mixing state has been shown to strongly impact total CCN concen-
trations in urban environments (Cubison et al., 2008; Ervens et al., 2010; Quinn et al., 2008). By analyzing data
from five ambient measurement campaigns, Ervens et al. (2010) found that for aerosol measured farther than a
few tens of kilometers from the emission source, CCN activity could be predicted within a factor of two inde-
pendent of either aerosol mixing state (i.e., internal or external) or organic solubility (i.e., insoluble or slightly
soluble).Wang et al. (2010) further demonstrated that CCN concentrations can often be reproducedwithin 20%
assuming internal mixing of aerosol components if the overall κ of the aerosol population is >0.1. The direct
impact of variability in aerosol hygroscopicity on CCN concentrations is often assessed by assuming an invar-
iant chemical composition, represented as a fixed κ, in CCN closure analyses. Field campaigns in continental
environments ranging from polluted megacities to the pristine tropical rainforest have shown that CCN con-
centrations could be reproduced within 20% and 50%, respectively, assuming a constant κ = 0.3 (Gunthe
et al., 2009; Rose et al., 2010), a value representative of average continental conditions (Andreae &
Rosenfeld, 2008; Pringle et al., 2010). However, in coastal regions, MBL aerosol can result from a mixture of
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distinct marine and continental emissions (e.g., Coggon et al., 2014; Mardi et al., 2018; Modini et al., 2015;
Sorooshian et al., 2009),which complicates aerosol representationusing regional or globalmodels. CCNclosure
analysis can provide insight into the uncertainties in CCN concentrations that may result from inaccurate
model representation of aerosol composition in these environments.

Due to the importance of the persistent stratocumulus cloud decks over the N.E. Pacific to global climate,
aerosol characteristics in this region have received considerable attention. However, the diverse range of par-
ticle sources, including shipping exhaust (Coggon et al., 2012; Murphy et al., 2009; Prabhakar et al., 2014;
Wonaschütz et al., 2013), primary and secondary natural marine emissions (Modini et al., 2015;
Prabhakar et al., 2014; Sorooshian et al., 2009), anthropogenic and biogenic continental emissions
(Coggon et al., 2014; Hegg et al., 2010; Moore et al., 2012), wildfire plumes (Brioude et al., 2009; Mardi
et al., 2018), and aged aerosol from the Asian continent (Roberts et al., 2006, 2010), combined with strong
temporal and spatial variability due to variable meteorological conditions, has hindered determination of
general characteristics of the marine atmosphere in this location. This complexity is reflected in the diversity
of hygroscopicity measurements previously reported in the marine boundary layer (MBL) and free tropo-
sphere (FT). For instance, average κ values reported from MBL measurements have varied from ~0.2–0.3
(Moore et al., 2012; Roberts et al., 2010) to ~0.5–0.7 (Royalty et al., 2017; Yakobi‐Hancock et al., 2014).
Measurements in the FT, while sparse, have been even more variable (κ ~0.05–1.0) (Roberts et al., 2006,
2010). While these measurements could largely be reconciled assuming various mixtures of continental
(0.27 ± 0.2) and marine (0.72 ± 0.2) aerosol, determining the major emissions sources and meteorological
patterns dictating these changes is important for improving model representation of the region (Pringle
et al., 2010). CCN‐based measurements of aerosol hygroscopicity and the resulting information about small
particle composition can be especially useful in this regard, as knowledge of small particle composition can
provide substantial insight into particle sources.

While hygroscopicity and mixing state characterization are important components of understanding the
CCN activity of ambient aerosol, the dynamic processes controlling supersaturation, droplet nucleation,
and droplet growth within clouds lead to nonlinear relationships between aerosol properties and CDNC.
As a result, aerosol‐cloud parcel modeling is instrumental to fully understand the role of aerosol hygrosco-
picity and mixing state on CDNC. Reutter et al. (2009) used such a model to distinguish three regimes of
aerosol activation, defined as the aerosol‐limited, updraft‐limited, and transitional regimes, based on the
ratio of updraft velocity to aerosol number concentration at the cloud base. The dependence of CDNC on
aerosol hygroscopicity, while limited relative to other parameters such as particle number concentration
and updraft velocity, was found to vary substantially between regimes. Additional modeling revealed that
CDNC sensitivity to aerosol hygroscopicity is highly dependent on the below‐cloud aerosol size distribu-
tion, with sensitivity increasing substantially with smaller median radii (Ward et al., 2010). Sanchez
et al. (2016) concluded that modeled stratocumulus albedo is insensitive to the assumed hygroscopicity
of the organic aerosol fraction; however, the sensitivity of CDNC to bulk hygroscopicity has yet to be fully
evaluated in this environment.

The present study uses measurements of aerosol composition and CCN activity collected during the Marine
Aerosol Cloud and Wildfire Study (MACAWS), combined with an aerosol‐cloud parcel model, to gain
insight into near‐coastal aerosol hygroscopicity and its influence on prediction of CCN and MSc CDNC.
Hygroscopicity measurements are combined with airmass backward trajectories and meteorological para-
meters to attribute observed particle characteristics to distinct sources when possible. CCN closure analyses
are performed to investigate the impact of compositional and mixing state assumptions on CCN predictions.
Finally, aerosol‐cloud parcel model simulations constrained with MSc microphysical measurements are
used to directly investigate the sensitivity of stratocumulus CDNC to aerosol hygroscopicity, mixing state,
and size distribution properties.

2. Methodology
2.1. MACAWS Field Mission

The 2018Marine Aerosol Cloud andWildfire Study (MACAWS) consisted of 16 research flights operated out
of the Center for Interdisciplinary Remotely‐Piloted Aircraft Studies (CIRPAS) in Marina, California,
during June and July. Measurements were performed on‐board the CIRPAS Navy Twin Otter aircraft
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(Coggon et al., 2012, 2014; Russell et al., 2013; Sorooshian et al., 2019; Wang et al., 2016). The scientific
objectives of individual flights included characterization of marine aerosols and clouds, sampling of
shipping vessel exhaust plumes, and investigation of nearby wildfire emissions. The present study focuses
on seven research flights primarily aimed at characterization of the relationship between marine aerosol
and the overlying stratocumulus cloud deck. Paths of these seven flights are depicted in Figure 1. Flight
strategies typically involved a series of level legs at varying altitudes within the MBL and overlying FT.
Slant or spiral soundings were generally performed before and after a series of level legs.

2.2. Twin Otter Instrumentation

The navigational and meteorological instrumentation utilized by the Twin Otter aircraft is described in
detail by Sorooshian et al. (2018). Ambient aerosol was sampled using a forward‐facing sub‐isokinetic inlet
(Hegg et al., 2005). Aerosol and cloud droplet number concentrations were characterized using a variety of
instruments, including multiple condensation particle counters (CPC, TSI 3010, Dp > 10 nm; ultrafine CPC,
TSI UFCPC,Dp> 3 nm), a passive cavity aerosol spectrometer probe (PCASP,Dp ~0.11–3.4 μm), and forward
scattering spectrometer probe (FSSP, Particle Measuring Systems [PMS],Dp ~1.6–45 μm). Cloud liquid water
content wasmeasured using a PVM‐100A probe (Gerber et al., 1994), and a threshold value of 0.02 gm−3 was
used to distinguish in‐cloud sampling (Dadashazar et al., 2018; MacDonald et al., 2018).

Cloud condensation nuclei (CCN) number concentrations were measured at four supersaturations (SS)
(0.1%, 0.3%, 0.43%, and 0.57%) using a Droplet Measurement Technologies (DMT) dual‐column streamwise
thermal‐gradient cloud condensation nuclei counter (CCNC) (Lance et al., 2006; Roberts & Nenes, 2005).
The CCNC operates by applying a linear temperature gradient to a cylindrical sampling tube with continu-
ously wetted walls. As the thermal diffusivity of water vapor exceeds the diffusivity of air, supersaturated
conditions are produced along the sampling column centerline. For this study, activated droplets grown to
sizes larger than 0.75‐μm diameter were counted and sized by an optical particle counter. The sheath and
sample flows of each column were maintained at 0.45 and 0.05 L min−1, respectively. Instrument pressure
was maintained at 750 mb using a flow orifice and active pressure control system at the instrument inlet.
Each column of the CCNC was calibrated using ammonium sulfate particles following standard methods
as described in Rose et al. (2008). Calibrations were performed before and after the campaign, and observed

Figure 1. (a) Trajectories of the seven MACAWS research flights analyzed in this study. (b) Relative vertical locations of the marine boundary layer, the
above‐cloud organic‐aerosol layer (AC‐OAL), and the free troposphere.
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deviations in applied SS for a given temperature gradient imply uncertainties of ~6%, similar to the 5% value
typical of field campaigns, as reported by Rose et al. (2008).

Aerosol size distributions and number concentrations forDp between ~15 and 800 nmwere measured with a
custom‐built scanning mobility particle sizer (SMPS) consisting of a differential mobility analyzer (DMA,
TSI 3081) coupled to a condensation particle counter (TSI 3010). The DMA is operated in a closed‐system
configuration with a recirculating sheath and excess flow of 2.67 L min−1 and an aerosol flow of
0.515 L min−1. The column voltage was scanned from 15 to 9,850 V over a ~2‐min interval.

Aerosol chemical composition was measured using a high‐resolution time‐of‐flight aerosol mass spectro-
meter (HR‐ToF‐AMS, Aerodyne Research Inc., hereafter referred to AMS) (DeCarlo et al., 2006).
Incoming air enters the AMS through a 100‐μm critical orifice, after which an aerodynamic lens pro-
duces a particle beam that is accelerated under high vacuum. The particle beam is flash‐vaporized on
a resistively heated surface (600°C), and the resulting gases are ionized by electron impaction
(70 eV). Individual ion identity is determined using a high‐resolution time‐of‐flight mass spectrometer.
Due to the limited amount of aerosol mass present over the MBL, data were collected in high‐sensitivity
V‐mode. The ionization efficiency (IE) of the AMS was calibrated using dry, 350‐nm ammonium nitrate
particles before each flight. Data were averaged over 1‐min intervals, and all data were analyzed using
standard AMS software (SQUIRREL v1.57 and PIKA v1.16l) within Igor Pro 6.37. The collection effi-
ciency (CE) was determined using the composition‐dependent calculator within the SQUIRREL and
PIKA software packages (Middlebrook et al., 2012). Elemental H:C and O:C ratios were calculated using
the “Improved‐Ambient” elemental analysis method for AMS mass spectra (Canagaratna et al., 2015).
Positive matrix factorization (PMF) analysis (Paatero & Tapper, 1994) was performed on the
high‐resolution AMS mass spectra in order to distinguish major classes and transformation processes
of measured OA. Three factors were extracted, two of which factors correspond to OA subtypes charac-
teristic of the MBL and above‐cloud organic aerosol layer (AC‐OAL), respectively, and resemble
low‐volatility oxygenated organic aerosol (LV‐OOA). The third factor, which was rarely observed, is
likely a result of primary anthropogenic emissions and resembles hydrocarbon‐like organic aerosol
(HOA). Further discussion of PMF data preparation and factor interpretation is included in the support-
ing information.

2.3. Determination of Aerosol Hygroscopicity

Aerosol hygroscopicity was calculated using two distinct methods based on measurements with the CCNC
and AMS, respectively. Assuming a particle population is internally mixed, the critical activation diameter
(Dp,c) (the diameter at which all larger particles will activate into cloud droplets) produced by a given SS
can be determined by integrating the particle size distribution until the total CN concentration is equivalent
to the measured CCN concentration:

NCCN ¼ ∫
∞
Dp;c

nCNdDp (1)

Knowledge of the critical diameter can then be used to calculate a single parameter representation of aerosol
hygroscopicity from Köhler theory (Petters & Kreidenweis, 2007):

s ¼ D3
wet − D3

p;c

D3
wet − D3

p;c 1 − κCCNð Þ exp
4σMw

RTρwDwet

� �
(2)

where s is the equilibrium supersaturation, Dp,c is the critical activation diameter, Dwet is the droplet dia-
meter, R is the universal gas constant, T is the absolute temperature, ρw is the molar density of water, Mw

is the molecular weight of water, and σ is the surface tension of the droplet at the point of activation.
Following Rose et al. (2010), κ was determined by applying the observed activation diameter and varying
both Dwet and κ until s is equivalent to the applied supersaturation of the CCNC and the maximum of a
Köhler curve of CCN activation. The droplet surface tension is assumed equal to that of water for compar-
ison with other studies (Collins et al., 2013; Petters & Kreidenweis, 2007; Roberts et al., 2010;
Yakobi‐Hancock et al., 2014). Hygroscopicity values calculated using this method are referred to as
“CCN‐derived.” Since the likelihood of particle activation at a given SS tends to be a stronger function
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of size than composition (Dusek et al., 2006), κCCN values correspond to particles with diameters near the
calculated critical diameter.

A Monte Carlo approach was used to estimate the uncertainty in CCN‐derived kappa values (Wang
et al., 2019). A detailed description is provided in the supporting information. For a given measurement
of the aerosol size distribution and CCN number concentration, the distribution of possible κCCN values
calculated by varying these input parameters (i.e., CCN number concentration and size distribution)
within their respective uncertainties is lognormally distributed. As a result, uncertainties attributed to
κCCN are not symmetric about the geometric mean values. In general, we estimate 1σ uncertainties of
+55%/−40% for κCCN calculated at SS = 0.3%, ~+75%/−45% at SS = 0.43%, and +100%/−50% to values
calculated at SS = 0.57%. Due to the low CCN number concentrations observed at SS = 0.1%
(<100 cm−3) and possibility of counting unactivated particles (expected to only be a few per cm−3),
κCCN at SS = 0.1% are not reported, as small absolute deviations in particle number concentration mea-
sured by the CCNC and DMA due to differential inlet losses could strongly influence the resulting κCCN
estimates.

Hygroscopicity estimates can also be made using component volume fractions measured by the HR‐ToF‐
AMS using the following equation (Petters & Kreidenweis, 2007):

κAMS ¼∑
N

i
ϵiκi (3)

where ϵi and κi represent the volume fraction and hygroscopicity of the ith NR‐PM1 component, respec-
tively. While this calculation cannot capture the contribution of refractory components (sea salt, mineral
dust, etc.), further analysis suggests their contribution is minor, as discussed in the supporting informa-
tion. Organic aerosol density was assumed to be 1.4 g cm−3 for volume fraction calculations given the
remote nature of the environments sampled and the oxidized character of the measured organic aerosol
(e.g., O:C ratios of MBL and AC‐OAL PMF factors were 0.91 and 0.76, respectively) (Hallquist
et al., 2009; Roberts et al., 2010). The hygroscopicity of individual inorganic components is calculated
using

κi ¼ Mw

ρw

� �
ρi
Mi

� �
vi (4)

where Mw and ρw are the molar mass and density of water, respectively, and Mi, ρi, and vi are the molar
mass, density, and van't Hoff factor of the inorganic component. Inorganic aerosol was dominated by sul-
fate and ammonium. The relative abundances of ammonium sulfate, ammonium bisulfate, and sulfuric
acid were calculated using the molar ratio of ammonium to sulfate (Asa‐Awuku et al., 2011; Nenes
et al., 1998). Ammonium sulfate and bisulfate were assigned van't Hoff factors of 2.5, while sulfuric acid
was assigned κ = 0.9 to align with previous measurements (Petters & Kreidenweis, 2007). Modifying the
van't Hoff factors of ammonium sulfate and ammonium bisulfate and assumed κ of sulfuric acid within
reasonable limits had a negligible influence on the presented results. Chloride measured by the AMS
was assumed to represent sodium chloride and was assigned a hygroscopicity of 1.28 (Petters &
Kreidenweis, 2007). AMS‐measured nitrate aerosol was assumed to be ammonium nitrate with a hygrosco-
picity of 0.67 (Petters & Kreidenweis, 2007). The hygroscopicity of the organic component (κorg) was
assumed to be either 0 (non‐hygroscopic), 0.1 (slightly‐hygroscopic), or a function OA composition using
a parameterization based on bulk O:C ratios developed in the literature (Lambe et al., 2011). Comparisons
of κCCN and κAMS values, analysis of PMF factor composition, and evaluation of CCN‐closure calculations
are used to evaluate these different κorg estimates.

An uncertainty analysis similar to that described for κCCN values was performed for κAMS values and is
described in detail in the supporting information. For median conditions in the MBL and FT, the relative
uncertainty in κAMS is estimated to be ~10–20%, due primarily to uncertainty in the estimated hygroscopicity
of the organic component (κorg). In the AC‐OAL, the dominant contribution of organic aerosol increases the
relative uncertainty to ~50%; however, due to the low absolute κAMS values observed in the AC‐OAL, the
absolute uncertainty is only ~0.1 or less.
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2.4. Aerosol‐Cloud Parcel Model

The aerosol‐cloud parcel model used in this study employs a user‐specified updraft velocity to induce adia-
batic cooling of an air parcel, leading to water vapor supersaturation. The predicted parcel supersaturation at
each time step is determined by the relative rates of production through adiabatic cooling and loss through
condensation of water vapor onto activated cloud droplets (Pruppacher & Klett, 1997; Seinfeld et al., 2016).
In the present study, meteorological parameters such as ambient pressure, temperature, and lapse rate are
obtained from MACAWS aircraft measurements and are specified before model execution. The
below‐cloud dry size distribution is assumed to contain Aitken and accumulation modes, the characteristics
of which (i.e., number concentration, geometric mean diameter, hygroscopicity) are set by the user. Particles
within each mode can be specified as either internally or externally mixed. Each compositional class, 1
per size mode if internally mixed or 2 per size mode if externally mixed, contains 300 lognormally
spaced bins ranging from 1 nm to 3 μm. Droplet activation is assumed to occur when the ambient
supersaturation of the parcel exceeds the critical supersaturation of the particles in a given size bin,
as determined from κ‐Kohler theory (Petters & Kreidenweis, 2007). Following activation, the growth
of individual cloud droplet bins due to water vapor diffusion is explicitly represented. Additional physi-
cal processes such as droplet coagulation, coalescence, and deposition are not included, as previous par-
cel model studies have demonstrated that these processes have little influence on model predictions for
typical marine stratocumulus conditions (Sanchez et al., 2016). Model execution proceeds until a
user‐specified liquid water content (0.4 g m−3 in this study) has been reached. Activated particle size
bins larger than 1 μm are considered cloud droplets; however, using an alternative size threshold of
2 μm or 0.75 μm has a negligible influence on the results.

2.5. Air Mass Backward Trajectories

Air mass backward trajectories (120 hr) were calculated in the MBL for each flight using the NOAA
HYSPLIT v4.2 model with the global data assimilation system (GDAS) 1° × 1° meteorological data set
(Draxler & Hess, 1997, 1998; Stein et al., 2015). The higher spatial resolution EDAS 40 km × 40 km meteor-
ological data set was not used due to its limited spatial range over the Pacific Ocean. The ending altitude of
each trajectory was the approximate midpoint of the MBL during each flight.

Figure 2. Vertical profiles of (a) RH and LWC, (b) CCN and CN concentrations, and (c) non‐refractory (NR) PM1 component mass loadings for the seven RFs in
Figure 1. Markers represent median values, while horizontal bars span the interquartile range. (d) Vertical contour plot of median size distributions measured
during the seven RFs. The dark grey region in panels a–c represents the average stratocumulus cloud depth (avg. cloud top height ≈ 570 m; avg. cloud bottom
height ≈ 300 m). The lighter grey region represents the standard deviation of cloud top and bottom heights (e.g., avg. cloud top + cloud top height S.D. ≈ 680 m).
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3. Results and Discussion
3.1. Aerosol Characteristics Over the N.E. Pacific

Results from the seven flights analyzed in this study are summarized in Figure 2 and Tables 1–3. In the sub-
sequent analyses, “all flights” refers to these seven. Typical flight patterns included sampling within the
MBL, FT, and, when present, the above‐cloud organic aerosol layer (AC‐OAL). The AC‐OAL is operationally
defined as the narrow altitude band (generally <200m) directly above themarine stratocumulus cloud decks
where OA mass loadings were relatively large (>1.5 μg m−3) and a distinct AC‐OAL PMF factor contributed
>80% of total OA mass (Figure S6). This region occupies a similar location as the commonly referenced
entrainment interface layer (EIL) above cloud decks (Dadashazar et al., 2018; Wood, 2012), but is defined
by the aerosol characteristics described above rather than by turbulence and buoyancy characteristics, as
is common for the EIL (Carman et al., 2012). Median aerosol properties are reported in Tables 1–3 for each
of these three regions, while Figure 2 displays vertical profiles of aerosol and meteorological properties.

Distinct differences in particle properties were observed within each vertical region. Median aerosol number
concentrations observed in the MBL (754 cm−3) exceeded those in the FT (333 cm−3), as expected. Observed
particle concentrations were maximized within the AC‐OAL (1,662 cm−3), where intense actinic fluxes and
elevated concentrations of the hydroxyl radical may drive new particle formation (Dadashazar et al., 2018;
Mauldin et al., 1999). For all measured SS > 0.1%, observed CCN concentrations were also largest within
the AC‐OAL, rather than the MBL or FT, underscoring the importance of understanding the hygroscopicity
of above‐cloud CCN‐active particles (Coggon et al., 2014; Sorooshian, Lu, et al., 2007; Sorooshian et al., 2007;
Wang et al., 2008).

Observed aerosol composition in the MBL was relatively evenly divided between organic aerosol (OA) (43%)
and sulfate (SO4) (48%), with a minor contribution from ammonium (NH4) (~10%) and negligible nitrate
(NO3) (≤1%). Prabhakar et al. (2014) have demonstrated that nitrate is preferentially distributed in
super‐micron particles in this marine environment, in agreement with theminor contribution observed with
the AMS in this study. Using the “clean” versus “perturbed” threshold introduced by Coggon et al. (2012) for
this region (where “clean” is defined by aerosol mass concentrations <1 μg m−3), average MBL conditions
were “perturbed” by shipping vessel emissions or other anthropogenic sources such as continental outflow.
A distinct, highly oxidized MBL PMF factor was extracted from the data set (Figure S6). The oxidized nature
of the MBL factor (O:C = 0.91) precludes the use of marker ions to distinguish individual sources; however,
potential sources include shipping and biogenic emissions, as well as oxidized continental outflow
aerosol (Coggon et al., 2012; Hegg et al., 2010; Sorooshian et al., 2009). In the AC‐OAL, observed aerosol
composition was dominated by organics (80%), as has been previously reported (Coggon et al., 2014;

Table 1
Median Aerosol Number (N) and Cloud Condensation Nuclei (CCN) Concentrations Measured in the Marine Boundary Layer (MBL), Above‐Cloud Organic Aerosol
Layer (AC‐OAL), and Free Troposphere (FT)

Location N (cm−3) CCN: 0.1% (cm−3) CCN: 0.3% (cm−3) CCN: 0.43% (cm−3) CCN: 0.57% (cm−3)

MBL 754 (509–978) 75 (33–106) 194 (146–285) 302 (187–410) 410 (229–522)
AC‐OAL 1,662 (1,303–1,959) 58 (41–84) 363 (260–537) 574 (403–876) 781 (539–1,051)
FT 333 (296–555) 21 (14–35) 115 (89–145) 144 (102–194) 162 (118–240)

Note. Values in parentheses represent the interquartile range. CCN concentrations are provided as a function of the instrument supersaturation (%).

Table 2
Median Mass Loadings of Total Non‐Refractory PM1 (NR‐PM1), and Organic (Org.), Sulfate (SO4), Ammonium (NH4), and Nitrate (NO3) Aerosol Components in
the Marine Boundary Layer (MBL), Above‐Cloud Organic Aerosol Layer (AC‐OAL), and Free Troposphere (FT)

Location NR‐PM1 (μg m
−3) Org. (μg m−3) SO4 (μg m

−3) NH4 (μg m−3) NO3 (μg m
−3)

MBL 2.8 (2.3–2.5) 1.1 (0.8–1.4) 1.5 (0.9–2.0) 0.2 (0.2–0.3) 0.0 (0.0–0.1)
AC‐OAL 5.5 (4.5–7.5) 4.4 (3.2–6.1) 0.7 (0.6–1.1) 0.2 (0.2–0.3) 0.1 (0.0–0.1)
FT 1.5 (1.2–2.1) 0.7 (0.5–1.0) 0.6 (0.4–0.7) 0.1 (0.1–0.2) 0.0 (0.0–0.0)

Note. Values in parentheses represent the interquartile range.
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Hersey et al., 2009; Sorooshian et al., 2007; Sorooshian, Ng, et al., 2007; Wang et al., 2008). A second, distinct
factor displayed large mass loadings (up to 8 μg m−3) within the AC‐OAL (Figure S6) (O:C = 0.76), and the
mass ratio of the AC‐OAL to the MBL PMF factor is used as a tracer of AC‐OAL entrainment into the MBL,
as discussed in section 3.3.2. Possible aerosol production mechanisms in the AC‐OAL include oxidation and
transport of biogenic volatile organic compounds emitted by forested regions in the northwest United States,
cloud droplet evaporation, and oxidation of sparingly soluble organics vented through the stratocumulus
layer (Coggon et al., 2014; Heald et al., 2005; Sorooshian, Lu, et al., 2007). While large eddy simulations
(LES) have demonstrated that the altitude of the top of the stratocumulus cloud deck can undergo diurnal
variations of 10–100 m, providing a potential mechanism for AC‐OAL aerosol production through droplet
evaporation (Chen et al., 2011; Sorooshian, Lu, et al., 2007), the substantially larger mass fraction of organic
aerosol in the AC‐OAL than the MBL suggests that particle production is primarily a result of continental
biogenic sources (Coggon et al., 2014). Observed aerosol mass loadings in the FT were the lowest sampled
(1.5 μg m−3) but agree well with previous aircraft measurements by Wang et al. (2008) off the coast of
Pt. Reyes, CA, at a similar time of year (June–July).

3.2. Overview of Observed Aerosol Hygroscopicity

Figure 3 displays median aerosol number size distributions, κAMS, and κCCN values observed within the
MBL, AC‐OAL, and FT during each flight. For these comparisons, κAMS values are calculated assuming
κorg = 0.1, as is typical for non‐urban regions (Mei et al., 2013; Moore et al., 2011, 2012). However, we note
that using the parameterization developed by Lambe et al. (2011), the calculated κorg values for the MBL and
AC‐OAL PMF factors are 0.19 and 0.17, respectively, due to their highly oxidized nature (Figure S6), suggest-
ing the true κorg values for large particles may be greater than 0.1.

Within the MBL, observed hygroscopicity values appear to cluster into three relatively distinct groups that
span the range of values previously observed in this environment (Roberts et al., 2010; Royalty et al., 2017;
Yakobi‐Hancock et al., 2014). The strong temporal variation observed in both particle number size distribu-
tions and hygroscopicities underscores the complexity involved in accurately modeling CCN in coastal
environments influenced by continental and marine sources. This is further demonstrated in Table 4, which
depicts estimated organic and inorganic volume fractions of Aitken mode particles derived from MBL κCCN
values. Assuming inorganic aerosol is entirely ammonium sulfate for these calculations, estimated organic
fractions vary from effectively zero, as median κCCN during RF13 are larger than that of ammonium sulfate
(κ = 0.61) to as high as 84%. The low hygroscopicities and subsequently large estimated organic fractions
observed during flights RF9 and RF15 are uncharacteristic of remote marine environments and imply a con-
tinental influence on particle characteristics. κAMS values calculated during these flights are ~50–100% larger
than κCCN values, implying addition of particle mass during growth that is more hygroscopic than the Aitken
mode particles. While the difference between κAMS and κCCN values during these flights are nearly within
the uncertainty range of the κCCN calculation, these observations align with those in many continental loca-
tions, where addition of inorganic mass to organic‐rich Aitken mode particles growth is thought to lead to a
positive relationship between particle hygroscopicity and size (Ervens et al., 2010; Kawana et al., 2016; Levin
et al., 2014; Moore et al., 2012; Rose et al., 2011). On the other hand, κAMS and κCCN are quite similar during
the other five flights, with relative deviations on the order of ~25% or less, which is well within the uncer-
tainty of the κCCN measurements. A compilation of data reported by Royalty et al. (2017) suggests that minor
variation of particle hygroscopicity with size is a common feature of remote marine aerosol, which generally
exhibits elevated Aitken mode hygroscopicity. Four individual flights (RF4, RF5, RF13, and RF15) provide

Table 3
Median Values of the AMS‐Derived (κAMS) and CCN‐Derived (κCCN) Hygroscopicity Factor Measured in the Marine Boundary Layer (MBL), Above‐Cloud Organic
Aerosol Layer (AC‐OAL), and Free Troposphere (FT)

Location κAMS κCCN: 0.3% κCCN: 0.43% κCCN: 0.57%

MBL 0.45 (0.35–0.52) 0.39 (0.20–0.61) 0.35 (0.24–0.50) 0.40 (0.27–0.54)
AC‐OAL 0.19 (0.17–0.25) 0.13 (0.08–0.20) 0.19 (0.14–0.25) 0.17 (0.12–0.27)
FT 0.37 (0.30–0.43) 0.32 (0.18–0.65) 0.50 (0.29–0.88) 0.37 (0.21–0.72)

Note. Values in parentheses represent the interquartile range. κCCN are provided as a function of the instrument supersaturation (%).
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specific insight into the combined roles of aerosol sources and meteorological processes in determining
aerosol hygroscopicity in the MBL, and these are discussed in further detail in section 3.3.2.

Within the AC‐OAL, observed aerosol hygroscopicity is remarkably similar from flight‐to‐flight, and little
difference is observed between κCCN and κAMS values. The combination of reduced hygroscopicity (i.e., κ
~0.2) and little variation with particle size suggests that within the AC‐OAL, Aitken mode particles are
organic‐rich and grow through condensation of additional organic vapors, rather than addition of inorganic
mass. Even under the assumption that the organic species in Aitken mode AC‐OAL particles are entirely

Figure 3. Median aerosol size distributions (a–c) and hygroscopicities (κCCN and κAMS) (d–f) measured in the marine boundary layer (MBL), above‐cloud organic
aerosol layer (AC‐OAL), and free troposphere (FT), during the seven RFs. κAMS values are calculated assuming κorg = 0.1 and are plotted at the median of the
cumulative aerosol volume distribution. Vertical bars represent the interquartile range of hygroscopicity measurements. Previously observed values in the
MBL are included for reference in (d), as are typical values for continental and marine environments from Pringle et al. (2010).
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insoluble, total particle volume must be at least 66% organic to pro-
duce a hygroscopicity of 0.2 (assuming ammonium sulfate as the
inorganic component). Chamber studies of monoterpene aerosol
often observe κorg of ~0.1–0.15 for Aitken mode particles (Alfarra
et al., 2013; Zhao et al., 2015), which increases the estimated organic
volume fraction to 80–89%.While the peak in the AC‐OAL size distri-
bution varies considerably between flights, the presence of a domi-
nant Aitken mode in three out of four observations suggests particle
formation may have occurred recently.

Coggon et al. (2014) first demonstrated that expansive dry air masses
originating over the northwestern United States loft biogenic organic
aerosol over the MBL and act as the main particle source to the
AC‐OAL. Our measurements support this conclusion; however, an
additional contribution from organic gases vented through the strato-
cumulus layer cannot be ruled out. Comparing AC‐OAL and MBL
Aitken mode hygroscopicity suggests cloud droplet evaporation is at
most a minor particle source to the AC‐OAL, as during three of the

four flights in which the AC‐OALwas sampled, averageMBL Aitkenmode particles were substantially more
hygroscopic than those in the AC‐OAL (κMBL ~0.4; κAC‐OAL ~0.2). As the most hygroscopic particles in an air
mass are likely to activate into cloud droplets, and as addition of inorganic mass is common during cloud
processing in marine environments (Faloona, 2009; Seinfeld et al., 2016), it is unlikely that residual aerosol
formed from evaporated cloud droplets would be less hygroscopic than the MBL aerosol population.
Observations during RF15, discussed further in section 3.3.2, suggest entrainment during precipitation
events can lead to a major AC‐OAL signature in the MBL, directly demonstrating the importance of under-
standing the source of these particles.

Due to the low aerosol number concentrations in the FT, observed κCCN values vary widely between flights
and exhibit large variability within individual flights. As a result, we hesitate to draw definitive conclusions
based on these data. Other than RF13, average κAMS values from each flight are near or below 0.4, implying a
substantial organic contribution to free tropospheric aerosol. In the absence of continental influence, obser-
vation of aerosols of such low hygroscopicity is unexpected, given that particle formation in the upper FT
over tropical oceans is driven primarily by sulfuric acid nucleation and growth (Clarke, 1993; Clarke
et al., 1998, 1999, 2013). Long range transport of organic aerosol layers from the Asian continent have been
noted previously (Roberts et al., 2006, 2010), but estimates of aerosol hygroscopicity in such layers have var-
ied dramatically. For instance, during the CIFEX experiments (Roberts et al., 2006), average κ attributed to
aged aerosol layers were only ~0.04, whereas our measurements suggest a more moderate value of ~0.4,
while observations by Roberts et al. (2010) indicated a value of 0.93 was more appropriate. While the sub-
stantial difference in particle concentrations in the MBL and FT observed during this campaign suggests
FT aerosol plays a minor role in dictating MBL CCN activity on average, in remote marine environments,
entrainment from the FT is the dominant source of MBL particles (Clarke, 1993; Clarke et al., 1996, 1998,
2013; Raes, 1995), and as such further research into the variability of FT aerosol composition is warranted.

3.3. Observation of Distinct Influences on MBL Particle Characteristics

Observations shown in Figure 3 indicate highly variable flight‐averaged hygroscopicities in the MBL, sug-
gesting that temporal variations in regional meteorology and/or particle source strengths can strongly influ-
ence CCN characteristics in this environment. Further analysis suggests that in four of the seven flights
discussed in this study, specific meteorological patterns and emissions sources influencing particle charac-
teristics can be identified. We discuss these observations to provide insight into the level of physicochemical
detail (both in terms of emissions and atmospheric dynamics) required for atmospheric models to simulate
MBL CCN concentrations with high fidelity.
3.3.1. Shipping Emissions
Aerosol properties measured during RF4 and RF5 suggest a prominent influence of regional shipping emis-
sions on particle characteristics and hygroscopicity in this environment. During these flights, the dominance
of an Aitken mode near ~50–60 nm with much larger concentrations than in the FT suggests relatively

Table 4
Calculated Aitken Mode Organic (forg) and Inorganic (finorg) Volume Fractions
Based on Median κCCN Values Derived From CCNMeasurements at SS = 0.43%
for MBL Measurements During Each Flight

Flight κCCN − SS = 0.43%

Inorg. = (NH4)2SO4 Inorg. = H2SO4

forg finorg forg finorg

RF4 0.41 0.39 0.61 0.61 0.39
RF5 0.46 0.29 0.71 0.55 0.45
RF9 0.18 0.84 0.16 0.90 0.10
RF12 0.50 0.22 0.78 0.50 0.50
RF13 0.76 ~ ~ 0.18 0.82
RF15 0.18 0.84 0.16 0.90 0.10
RF16 0.28 0.65 0.35 0.78 0.22

Note. Values of forg and finorg are calculated assuming the inorganic aerosol
component is either ammonium sulfate ((NH4)2SO4) or sulfuric acid
(H2SO4). Note that the hygroscopicity measured during RF13 cannot be repro-
duced assuming the inorganic component is entirely (NH4)2SO4.
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recent formation from an MBL‐based particle source. While such size distributions could hypothetically
result from continental outflow (Moore et al., 2012), air mass backward trajectories remained over the
ocean and near or within the MBL (<1,000 m) for the previous 5 days (Figure 4). Furthermore,
trajectories transited primarily within the major shipping corridor along the coast, as observed for flights
“perturbed” by shipping vessel emissions by Coggon et al. (2012), rather than recently arriving from the
remote ocean (e.g., RF13). Downward mixing of AC‐OAL particles is also ruled out as an Aitken mode
particle source during these flights due to the distinctly different hygroscopicities observed in the MBL
and AC‐OAL (Figure 3). Finally, average wind speeds within the MBL were ~12 m s−1 and ~9 m s−1

during RF4 and RF5, respectively. Modini et al. (2015) previously noted that primary sea spray emissions
produced particle concentrations of only 12 cm−3 during periods with similar windspeeds (12 m s−1) in
the same marine environment (equivalent to ~2% of particle number concentrations in the MBL during
RF4 and RF5).

Shipping emissions have been previously noted as major contributors to aerosol and cloud properties in the
N.E. Pacific environment (Cappa et al., 2014; Coggon et al., 2012; Lack et al., 2011; Murphy et al., 2009).
Coggon et al. (2012) demonstrated that 70% of cloud residual particles measured in the California shipping
lanes were impacted by nearby shipping emissions. Available compositional data further suggest that ship-
ping emissions could be expected to produce Aitken mode hygroscopicities observed during RF4 and RF5.
For instance, Lack et al. (2011) observed an effective κ value of 0.68–0.73 from exhaust produced by a

Figure 4. (a) 120‐hr air mass backward trajectories calculated using the HYSPLIT model (Stein et al., 2015) from the
approximate midpoint of each flight path at an altitude representative of the marine boundary layer. For six of the
seven flights, the starting altitude was 300 m, while the starting altitude for the RF13 trajectory was 150 m due to the
shallow height of the boundary layer. (b) Air mass altitude during the 120‐hr transit to the measurement site.
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large (96,500 ton) container vessel, while the smaller Research Vessel Atlantis sampled during the same
study produced a value of ~0.2. Hygroscopic growth factor measurements of shipping exhaust emitted by
another large (90,000 ton) container vessel by Murphy et al. (2009) suggest an effective κ = 0.1–0.5.

Direct measurements of a large container vessel exhaust plume during RF7 provide further support for the
attribution of aerosol characteristics to shipping emissions in RF4 and RF5. As shown in Figure 5, the
strong Aitken mode peak in the size distribution measured directly within the plume aligns well with those
measured in RF4 and RF5, while the total magnitude of the flight‐median size distributions agree well with
those measured in the diluted plume more than 20 km downwind. As the plume was relatively narrow
directly behind the ship, κCCN values are not available, but κAMS measurements agree well with those in
RF4 and RF5 (Figure 5c). However, given the variability in the measured κ values of particulate shipping
exhaust just discussed, this agreement cannot be viewed as definitive. Ultimately, while the insights pro-
vided by the size distributions, backward trajectories, and κAMS values would not be definitive on their
own, taken together they support a shipping emission signature on aerosol characteristics during these
flights. This influence highlights the importance of accurate physicochemical representation of shipping
vessel emissions within the California coastal zone. As an example, the implementation of recent regula-
tions on the sulfur content of shipping fuel within coastal waters of the United States (up to 200 miles
off the coast) should increase the organic:inorganic ratio of particulate shipping emissions in major ship-
ping lanes over time (Cappa et al., 2014; Lack et al., 2011). Assuming, as a strictly upper limit estimate, that
all Aitken mode particles observed during RF4 and RF5 are derived from shipping vessel emissions,

Figure 5. (a) Map of the Twin Otter trajectory during repeated sampling of the exhaust plume from a 330‐m shipping vessel during RF7. Points are colored by the
particle concentration measured by the CPC, and individual segments of the flight path are labeled. (b) Aerosol size distributions measured during the labeled
segments in (a) compared to median distributions measured during RF4 and RF5. (c) Comparison of κ values derived from CCN and AMS measurements in
RF4 and RF5 with those derived from AMS measurements during the flight segments shown in (a).
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changing the assumed hygroscopicity of these emissions from the value observed during ambient
measurements in this study (~0.4–0.5) to a value of 0.1 (purely organic, partially hygroscopic), would
change the CCN concentration at SS = 0.3% by 15–36%.
3.3.2. Entrainment From the AC‐OAL
The observation of a single, dominant Aitken mode with reduced hygroscopicity during RF15 suggests an
influence of the AC‐OAL on MBL particle properties. According to Figure 4, the air mass sampled during
RF15 had not recently transited over the continent or within the FT, which has previously shown to occa-
sionally contain distinct layers of reduced hygroscopicity aerosol (Roberts et al., 2006, 2010). Clear evidence
of entrainment from the AC‐OAL is provided in Figure 6, which contrasts size distributions and κAMS values
observed during RF15 and RF4, another flight with a prominent Aitken particle mode and relatively similar
backward trajectory. During RF15, the MBL and AC‐OAL size distributions are remarkably similar, exhibit-
ing peak diameters at ~55 nm and lacking a larger accumulation mode. Liquid water contents measured
within the MBL during RF15 demonstrate a fully developed stratocumulus layer encompassing roughly half
of theMBL. κAMS values vary linearly with altitude from ~0.4 near the ocean surface to ~0.15–0.2 at the top of
the cloud layer, aligning with the hypothesis of downward mixing of AC‐OAL particles into the MBL. These
observations are in stark contrast to those from RF4, where the Aitken mode diameter of the MBL and
AC‐OAL aerosol differ by ~20–25 nm, and importantly, the Aitken mode diameter in the MBL is smaller

Figure 6. (Top) Median aerosol size distributions measured in the marine boundary layer (MBL) and above‐cloud organic aerosol layer (AC‐OAL) during RF4 (a)
and RF15 (b). (Bottom) Vertical profile of AMS‐derived hygroscopicity (κAMS) and liquid water content (LWC) during each flight. Values of κAMS are colored by
the organic volume fraction measured by the AMS to aid interpretation of the figure.

10.1029/2020EA001098Earth and Space Science

SCHULZE ET AL. 14 of 26



than the AC‐OAL, suggesting a distinct particle source in each location. Finally, as the AC‐OAL and MBL
PMF factors are clearly distinguished in each flight where the AC‐OAL layer was observed, the AC‐OAL:
MBL PMF factor mass ratio acts as a tracer for entrainment mixing. During RF15, the median AC‐OAL:
MBL PMF factor mass ratio was 0.81 in the MBL, in contrast to a value of 0.36 measured during RF4 and
a median value of 0.42 in all flights other than RF15 where the AC‐OAL was observed. The information
obtained from the aerosol size distribution (no accumulation mode) and hygroscopicity (similar to the
AC‐OAL) in the MBL suggests that the distinct AC‐OAL signature may result from entrainment following
precipitation scavenging of the preexisting MBL aerosol. As typical AC‐OAL particle concentrations are
~5 times as large as those in the overlying FT, failure to simulate this layer will result in underprediction
of MBL particle concentrations during such distinct precipitation/entrainment events.
3.3.3. Transport From the Remote Pacific Ocean
Hygroscopicity measurements made during RF13 are notably larger than those from the other six flights,
indicating a lack of organic aerosol across the particle size distribution. As expected, backward trajectories
calculated within the MBL during this flight indicate recent arrival from the remote Pacific Ocean, rather
than extended transport through the major shipping lanes along the coast. The boundary layer was substan-
tially compressed (<300 m) and cloud‐free during the flight, suggesting ongoing subsidence of free tropo-
spheric air masses (Figure 7a). As new particle formation through sulfuric acid nucleation is known to be
a notable source of CCN throughout the marine boundary layer (Clarke, 1993; Clarke et al., 1998, 2013),
downwelling and entrainment of such nucleated particles is a possible explanation for the elevated Aitken
mode hygroscopicities observed. While low number concentrations in the FT make κCCN estimates less reli-
able, the values observed in RF13 are relatively similar to those in the MBL, supporting entrainment. While
aerosol size distributionmeasurements in the FT suggest such entrainment was not responsible for increases
in Aitkenmode particles locally, as concentrations directly above theMBL are substantially lower than those
in the MBL, the elevated aerosol concentrations at ~1,000 m suggest entrainment may have produced MBL
Aitken mode particles during transport (Figure 7b). Furthermore, the vertical profile of the aerosol size dis-
tribution in the FT is consistent with past observations of growth of nucleation‐produced Aitken mode par-
ticles during large‐scale subsidence (Clarke et al., 1999).

Due to the compressed height of the MBL during RF13, the potential contribution of primary sea spray aero-
sol to MBL particle characteristics is also enhanced. However, using the size distribution fitting technique
established by Modini et al. (2015), the calculated concentration of primary sea spray aerosol is only
18 cm−3 or ~4% of the average MBL particle concentration during the flight, suggesting sea spray provides
at most a minor contribution.

Figure 7. (a) Measured relative humidity vertical profile during each flight, demonstrating the reduced marine boundary layer (MBL) height during RF13.
(b) Vertical profile of aerosol number size distributions during RF13. (c) Individual aerosol size distributions at different altitudes during RF13.
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3.4. CCN Closure Analysis

Figure 8 shows CCN closure results for the three sampled environments using six different assumptions
regarding aerosol composition and mixing state. Three cases assume internally mixed aerosol components
with composition determined by AMS measurements. These cases are differentiated by their assumptions
regarding organic aerosol hygroscopicity, with κorg increasing from 0 (first case), to 0.1 (second case), and
finally to values predicted from time‐varying measured OA O:C ratios according to the relationship
developed by Lambe et al. (2011) (third case). The final three cases are similar to the internally mixed cases
in their treatment of κorg; however, the organic and inorganic aerosol components are assumed to be exter-
nally mixed. Bulk aerosol mass loadings were too low to obtain robust estimates of size‐resolved composi-
tion, precluding more detailed treatment of composition in CCN closure calculations. Closure was
assessed in terms of the normalized mean bias (NMB = ∑ (CCNpred,i − CCNmeas,i)/ ∑ CCNmeas), similarly
to Asa‐Awuku et al. (2011), which provides a representation of the average CCN prediction error observed
for each flight. Data for the MBL and FT are shown for individual flights, while data from the AC‐OAL
are aggregated from all flights where the layer was observed, as fewer size distributions were obtained from
the AC‐OAL during each flight (and the AC‐OAL was not observed at all during three flights).

For the majority of analyzed flights (five out of seven), closure is obtained within 20% using AMS‐measured
bulk composition and an assumption of either insoluble (κorg = 0) or slightly hygroscopic organics
(κorg = 0.1). While the assumption of insoluble organics disagrees with observed O:C ratios (e.g., the O:C
ratio of the MBL PMF factor is 0.85), CCN closure studies often find this assumption is ideal when assuming
internal mixing (Chang et al., 2007; Lance et al., 2009; Moore et al., 2011; Wang et al., 2008). The lack of
strong dependence on κorg suggests that in non‐urban areas, regional models may be able to assign a single
value to organic aerosol rather than attempt to dynamically model changes in organic aerosol hygroscopicity
with aging (Wang et al., 2008). This is further highlighted by the fact that closure results assuming a constant
κorg value (0.1) are generally more accurate than those produced by parameterizing κorg based on the
observed O:C ratio (Lambe et al., 2011). As larger aerosols are more likely to have undergone cloud‐
processing, parameterizing organic hygroscopicity based on bulk measurements of the organic O:C ratio,
which is biased by the largest particles, may also overpredict the oxidation state of particles near the

Figure 8. Normalized mean bias resulting from CCN closure analysis performed on data from each flight. A value of 0.2 is equivalent to an average overprediction
of 20%. Int. indicates aerosol were assumed internally mixed, while Ext. indicates organic and inorganic aerosol were assumed to be externally mixed. κorg
represents the assumed hygroscopicity of the organic aerosol component, and f(O:C) indicates κorg was calculated based on the bulk aerosol O:C ratio using the
parameterization derived by Lambe et al. (2011).
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critical diameter of CCN activation. Without size‐resolved compositional data, it is difficult to definitively
conclude whether the overprediction observed when κorg is parameterized based on the organic O:C ratio
is due to such variability with size or is the result of a different relationship between O:C and κorg for organic
aerosols in this environment. However, other published parameterizations between O:C and κorg in the lit-
erature either agree well with the Lambe parameterization (Chang et al., 2010; Massoli et al., 2010; Thalman
et al., 2017) or predict more hygroscopic particles at the same O:C ratio (and as a result would lead to further
overprediction if implemented in the CCN closure analysis) (Mei et al., 2013). The overprediction in CCN
observed here when incorporating the Lambe parameterization therefore suggests that small particles near
the critical activation diameter are less hygroscopic than larger particles that dominate the mass size distri-
bution and thereby dictate AMS‐measured composition.

Overall, generally good closure is expected in a semi‐remote environment such as the California coastal
zone, as previous studies have noted that closure is likely to be achieved within 20% when the bulk aerosol
κ exceeds 0.1 (Wang et al., 2010). Furthermore, it is expected that aerosol in this coastal environment can be
modeled as internally mixed, regardless of its true mixing state, due to the substantial contribution of inor-
ganic constituents and distance from emission sources (Ervens et al., 2010; Fierce et al., 2016; Moore et al.,
2012). Fierce et al. (2016) have demonstrated that in semi‐remote environments (i.e., non‐urban locations),
initially externally mixed aerosol becomes internally mixed on a time scale of about 1 day, while the conver-
sion is even faster (on the order of hours) in urban environments, in agreement with the results of Wang
et al. (2010). Notable underpredictions (i.e., >20%) of CCN concentrations are produced when assuming
externally mixed aerosol with insoluble organics, in agreement with the aged nature of the aerosol in this
environment, which should lead to both oxidized organic aerosol and an appreciable amount of internal
mixing.

CCN are strongly overpredicted in the MBL during RF9 (37%) and RF15 (57%) when assuming an internal
mixture with hygroscopic organics. Aerosol composition during these flights was dominated by organic spe-
cies in the MBL (59% and 58% of AMS‐derived aerosol mass, respectively), indicative of a continental influ-
ence on aerosol properties. AMS‐derived hygroscopicities are substantially larger than those derived from
CCN measurements (Figure 3), suggesting that size‐dependent composition may lead to the observed over-
prediction of CCN concentrations when using bulk AMS measurements of aerosol composition.
Comparison of CCN closure results when assuming internal versus external mixing suggests that organic
and inorganic components are externally mixed, implying either distinct particle sources or a lack of signif-
icant aging prior to measurement. In the case of RF15, this external mixing aligns with the hypothesis of
downward mixing from the organic‐rich AC‐OAL. Figure S7 depicts the CCN closure normalized mean bias
resulting from an assumption of internally mixed aerosols with hygroscopic organics as a function of the
CCN‐derived hygroscopicity. In general, CCN closure error increases rapidly as κCCN decreases past ~0.25,
suggesting that detailed mixing state and/or size resolved compositional information is critical for accurate
CCN prediction in this coastal environment during periods of intense organic aerosol intrusion into the
MBL. As the aerosol hygroscopicity calculation used in this study relies on an assumption of internal mixing
of organic and inorganic aerosol components, it is difficult to determine whether CCN closure error when
assuming internal mixing during this flights is a result of externally mixed organic and inorganic aerosol
or a result of variable composition with size. Ultimately, as these atypical organic aerosol‐dominated marine
conditions are the least likely to be accurately reproduced by regional models, further investigation of their
frequency, particle characteristics, and resulting impact on cloud properties is warranted.

The analysis presented in Figure 8 implies that for typical conditions in the MBL (5 out of 7 flights in this
study), mixing state and organic hygroscopicity have relatively little influence on CCN number concentra-
tions. Additional closure analyses were performed assuming a constant κ equivalent to values attributed
to average continental (κ = 0.27) and marine (κ = 0.72) environments (Pringle et al., 2010) (Figure 9).
These results highlight the fact that assuming coastal aerosols have a strictly marine character leads to sub-
stantial errors in CCN prediction (>20% for 8 out of 9 flights) even if size distribution parameters are well
characterized. Furthermore, for five out of the seven analyzed flights (RF4, RF5, RF9, RF13, RF16), assum-
ing a constant marine κ (0.72) results in CCN prediction error similar to or larger than the error produced by
assuming a constant aerosol size distribution derived from the median value measured in the MBL during
this study. This underscores the importance of capturing organic contributions to coastal MBL aerosol,
whether due to continental outflow, downwelling from the AC‐OAL, shipping emissions, or marine biota.
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3.5. Sensitivity of Stratocumulus CDNC to Below‐Cloud
Aerosol Hygroscopicity

In order to directly investigate the sensitivity of N.E. Pacific stratocumulus
CDNC to below‐cloud aerosol properties, droplet activation was simu-
lated using an aerosol‐cloud parcel model constrained with detailed
below‐cloud aerosol measurements obtained from three cloud sampling
passes performed during the campaign. While a number of previous cloud
parcel modeling studies have assumed unimodal size distributions (Chen
et al., 2016; Reutter et al., 2009 ; Ward et al., 2010), observed aerosol size
distributions over the N.E. Pacific were frequently bimodal (Figure 3).
As many current aerosol modules incorporated within global atmospheric
chemistry models involve multiple aerosol size modes (Liu &Wang, 2010;
Pringle et al., 2010; Rothenberg et al., 2018), we carried out parcel model
runs to analyze CDNC sensitivity to properties of the Aitken and accumu-
lation modes separately. Sensitivities were calculated following
McFiggans et al. (2006), where S (Xi)= δlnNCDNC/δlnXi and Xi is the para-
meter under investigation. Standard linear regressions of lnNCDNC versus
lnXi were used to determine S (Xi) values, as is convention (Reutter
et al., 2009; Sánchez‐Gácita et al., 2017; Ward et al., 2010). Measured aero-
sol and meteorological properties utilized as model constraints are sum-
marized in Table 5. Sensitivity to hygroscopicity was computed across
the range of κ = 0.2–0.6. Initial results confirmed that for observed MSc
updraft velocities (w = 0.15–0.3 m s−1), below‐cloud particle number con-

centrations (~500–800 cm−3), and typical hygroscopicities (κ ~ 0.2–0.4), properties of the Aitkenmode have a
minor impact on stratocumulus properties (S (Xi) < 0.05), as minimum simulated activation diameters
exceed 100 nm. Therefore, Figure 10 depicts the sensitivity of stratocumulus CDNC to properties of the accu-
mulation mode and the simulated updraft velocity.

The average sensitivity of CDNC to aerosol hygroscopicity (0.19), while smaller than the sensitivity to size
distribution parameters, is 39% as large as the sensitivity to the geometric mean diameter of the accumula-
tionmode. This agrees with the consensus that particle size distribution properties have a larger influence on
CCN concentration than particle composition (Dusek et al., 2006;McFiggans et al., 2006; Reutter et al., 2009),
but also suggests accurate hygroscopicity reproduction should be included in future model improvement
efforts. Observed below‐cloud particle number concentrations and updraft velocities suggest that CCN acti-
vation occurs in the transitional regime according to the designations defined by Reutter et al. (2009), and
simulated sensitivity to hygroscopicity agrees well with those previously reported for the transition regime

(0.17–0.2) (Reutter et al., 2009; Ward et al., 2010).

Aging processes during transport likely lead to internally rather than
externally mixed aerosol in the MBL. The simulated error in pre-
dicted CDNC when assuming fully externally mixed components is
only 7.6–8.7% for the three modeled cases. This aligns with the obser-
vation of similarly accurate CCN closure results for the MBL when
assuming internally or externally mixed components and a κorg of
0.1 or larger. As the volume fraction of inorganic aerosol in the accu-
mulation mode is likely to increase with increasing distance from the
coast, this predicted mixing‐state‐related error may be an upper
bound for marine conditions in general.

Previous aerosol‐cloud parcel modeling studies have demonstrated
that the sensitivity of predicted CDNC to aerosol hygroscopicity tends
to decrease as bulk hygroscopicity increases, especially for the
aerosol‐limited and transitional aerosol activation regimes (Reutter
et al., 2009; Sánchez‐Gácita et al., 2017). If this is the case, accurate
hygroscopicity characterization in marine regions subject to organic

Figure 9. Normalized mean bias resulting from additional CCN closure
analyses performed on data from each flight. κCont and κMarine refer to
analyses assuming a constant κ equivalent to values representative of
continental (0.27) and marine (0.72) environments (Pringle et al., 2010).
The Constant S.D. case assumes a constant aerosol number size distribution
equivalent to the median value observed in the MBL during the campaign.
Blacked dashed lines indicate closure error of ±20%. Marker size
corresponds to the R2 value computed from a linear fit of observed and
predicted CCN from each flight. Note the split in the y‐axis.

Table 5
Below‐Cloud Aerosol and Meteorological Data Used as Aerosol‐Cloud‐Parcel
Model Constraints for Calculation of CDNC Sensitivities Depicted in Figure 10

Parameter RF5‐1 RF5‐2 RF16

NCN, Aitken (cm−3) 296 301 128
Dpg, Aitken (nm) 55 57 70
σAitken 1.27 1.27 1.24
κAitken 0.36 0.42 0.21
NCN, Accum. (cm

−3) 492 465 406
Dpg, Accum. (nm) 104 109 124
σAccum. 2.21 2.20 1.96
κAccum. 0.37 0.34 0.28
w (m s−1) 0.22 0.26 0.25
w/NCN (m s−1 cm−3) 2.8 × 10−4 3.4 × 10−4 4.7 × 10−4

Activation Regime Trans. Trans. Trans.

Note. “Activation Regime” refers to the classifications of cloud droplet forma-
tion environments developed by Reutter et al. (2009). “Trans.” = transitional.

10.1029/2020EA001098Earth and Space Science

SCHULZE ET AL. 18 of 26



aerosol inputs, which contain aerosol with lower‐than‐average κ
values, may be more important for global CDNC prediction accuracy
than accurate hygroscopicity characterization in remote regions sub-
ject to aerosol sources with different, but elevated, hygroscopicities
(e.g., ammonium sulfate [κ = 0.61] vs. sodium chloride [κ = 1.28]).
To investigate this possibility, we calculated local CDNC sensitivity
to aerosol hygroscopicity for four hypothetical marine aerosol size
distributions. Rather than performing a linear regression on data
obtained from a broad range of hygroscopicities, as was done for
the data shown in Figure 10, local sensitivities refer to calculations
performed on incremental variations in κ (e.g., κ = 0.1 vs. 0.2).
Figure 11 displays the size distributions used as well as the sensitivity
results. In order to span the likely range of size distributions observed
in marine environments, the “Coastal” distribution is similar to med-
ian distributions observed during RF4 and RF5. A “Remote” distribu-
tion was generated using reported size distribution parameters from
measurements over the remote subtropical N. Pacific by Ueda
et al. (2016). Two additional size distributions were produced by
interpolating between the “Coastal” and “Remote” distributions.

Total particle concentrations in the simulations varied between 300 and 800 cm−3 depending on the size dis-
tribution used. Five different updraft velocities were simulated (w = 0.1–0.5 m s−1), corresponding to the
range typically observed within MSc over the Pacific (Zheng et al., 2016).

A few notable trends are evident in the results shown in Figure 11. As has been previously reported, CDNC
sensitivity to aerosol hygroscopicity tends to decrease as hygroscopicity increases. However, even at low
hygroscopicities, calculated sensitivities never exceed 0.3, suggesting that at a maximum, a 50% error in mar-
ine aerosol hygroscopicity should lead to an error of only 15% in predicted CDNC. Sensitivity slightly
increases as the assumed particle concentration increases, and therefore, hygroscopicity is slightly less
important in remote marine environments than in more polluted, coastal locations, as expected. In typical
remote marine conditions (κ ≈ 0.6) for instance, a 50% error in hygroscopicity is associated with only a
~2.5–7.5% error in predicted CDNC, while in coastal environments (κ ≈ 0.35) the error is estimated to be
~7.5–15%.

Figure 10. Sensitivity of calculated CDNC to accumulation mode aerosol
hygroscopicity (κ), below‐cloud aerosol particle number concentration (NCN),
accumulation mode geometric mean diameter (Dpg), accumulation mode
standard deviation (σ), and updraft velocity (w). Data obtained during three
cloud sampling passes were used as model constraints and are listed in Table 5.
Numbers near each group of symbols represent average values from simulations
in this study. Green symbols correspond to values reported by Reutter
et al. (2009) for the transitional activation regime, while those in black
correspond to values reported by McFiggans et al. (2006).

Figure 11. (Left) Aerosol number size distributions used as aerosol‐cloud‐parcel model inputs and (right) local CDNC sensitivities to aerosol hygroscopicity
calculated using five updraft velocities. NCN refers to the aerosol number concentration represented by each aerosol size distribution.

10.1029/2020EA001098Earth and Space Science

SCHULZE ET AL. 19 of 26



When simulating certain combinations of updraft velocity and aerosol size distribution, the sensitivity of
predicted CDNC to aerosol hygroscopicity does not decrease monotonically as hygroscopicity increases.
Furthermore, at a given hygroscopicity value shown in Figure 11, CDNC sensitivity is a non‐monotonic
function of updraft velocity. Here, we demonstrate that these phenomena are a result of activation of the dis-
tinct Aitken aerosol mode. Variation in CDNC sensitivity to hygroscopicity with increasing updraft velocity
is shown in Figure 12 for κ = 0.6–0.8. Local CDNC sensitivity to hygroscopicity initially decreases with
increasing updraft velocity before increasing again at updraft velocities >0.2–0.3 m s−1. This trend is consis-
tent regardless of κ range analyzed; however, the shape of the curve becomes “stretched” horizontally as κ
values decrease (Figure 12). Using a unimodal size distribution, Reutter et al. (2009) demonstrated that
moving from the transitional to the aerosol‐limited regime caused CDNC sensitivity to hygroscopicity to
decline for all κ > 0.05. For the four marine size distributions simulated in this study, increasing the updraft
velocity from 0.1 to 1.0 m s−1 shifts activation from the transitional regime to the aerosol‐limited regime,
implying CDNC sensitivity to hygroscopicity should subsequently decline. Our observation of the opposite
phenomenon is due to the fact that at low (w = 0.1 m s−1) and high (w = 1–1.5 m s−1) updraft velocities,
critical diameters produced within the rising air parcel occur near the peak of the accumulation and
Aitken aerosol modes, respectively (Figure 12b). As the size distribution is peaked at these locations, subtle
changes in aerosol hygroscopicity that induce small changes in the critical diameter result in a relatively
large change in computed CDNC—hence elevated sensitivity to hygroscopicity. In contrast, for moderate
(w ~ 0.2–0.3 m s−1) updraft velocities, minimum critical diameters occur between the peaks of the
Aitken and accumulation modes, and for very strong updraft velocities (w > 1.5–2 m s−1) minimum critical
diameters occur at sizes smaller than the peak of the Aitken mode, leading to lowered sensitivity
(Figure 12b). This implies that in aerosol‐limited environments with bimodal aerosol size distributions,
the sensitivity of CDNC to hygroscopicity cannot necessarily be assumed to be negligible based solely on
the ratio of the updraft velocity to particle number concentration. Ultimately, our results suggest that the
sensitivity of marine CDNC to hygroscopicity is maximized in weak updraft conditions occurring in MSc
(w < 0.2 m s−1), where hygroscopicity of the accumulation, rather than the Aitken, mode is most relevant
to accurate CDNC prediction, and in relatively strong updraft conditions (0.5 < w < 2 m s−1) in either
MSc or marine cumulus (Clarke et al., 1996), where Aitken mode hygroscopicity has a larger influence on
CDNC than that of the accumulation mode.

4. Summary and Conclusions

Measurements of aerosol properties obtained over the N.E. Pacific Ocean during the MACAWS campaign in
June and July 2018 were combined with results from an aerosol‐cloud‐parcel model to gain insight into aero-
sol hygroscopicity and its influence on CCN and MSc CDNC prediction in this environment. Three charac-
teristic vertical regions were characterized, corresponding to the MBL, FT, and AC‐OAL. Within the MBL,

Figure 12. (a) Simulated local CDNC sensitivity to aerosol hygroscopicity in the range κ = 0.6–0.8 and κ = 0.2–0.4 as a function of updraft velocity. (b) Critical
diameters (markers) calculated at the maximum supersaturation predicted by the aerosol‐cloud‐parcel model for five different updraft velocities assuming κ = 0.6.
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flight‐averaged hygroscopicities varied from values typical of continental environments (κ = 0.27), to those
representative of remote marine locations (κ = 0.72) (Pringle et al., 2010). Distinct influences on MBL par-
ticle characteristics, including shipping emissions, entrainment from the AC‐OAL, and transport from the
remote Pacific, were identified through analysis of hygroscopicity data. In the AC‐OAL, observed hygrosco-
picity suggests a dominant contribution of organic aerosol in both the Aitken and accumulation mode size
ranges.

For the majority of flights, measured CCN concentrations could be reproduced within 20% using measure-
ments of the aerosol size distribution, bulk hygroscopicity, and an assumption of either internally or exter-
nally mixed organic and inorganic components, in agreement with past results in non‐urban locations (e.g.,
Ervens et al., 2010). Notably, for five of the seven flights, MBL CCN were better predicted when assuming a
constant aerosol number size distribution derived from the median value measured in the MBL than when
assuming a constant κ typical of remote marine locations (0.72).

Results from an aerosol‐cloud‐parcel model confirm that the sensitivity (S (Xi) = δlnNCDNC/δlnXi) of predicted
CDNC to accumulation mode aerosol hygroscopicity (0.19) is substantially smaller than sensitivity to size dis-
tribution parameters, such as the accumulation mode geometric diameter (0.49) and standard deviation
(−0.64). Simulations using a variety of possibleMBL aerosol size distributions and hygroscopicities suggest that
a 50% error in predicted hygroscopicity should rarely produce a CDNC error greater than 15%.However, model
results further suggest thatCDNCsensitivity to hygroscopicity does notmonotonically decreasewith increasing
updraft velocity. Rather, sensitivity appears to decrease or remain constant with increasing updraft velocities
from low to moderate values (e.g., 0.1–0.3 m s−1) and then increase as updraft velocities increase further
(>0.4 m s−1) due to activation of the distinct Aitken mode of the aerosol size distribution. This phenomenon
is observed despite the fact that at large updraft velocities (>0.4–0.5m s−1), marine conditions generally occupy
the aerosol‐limited regime of cloud droplet activation. Ultimately, CDNC sensitivity to hygroscopicity is pre-
dicted to bemaximized in weak updraft conditions occurring inMSc (<0.2 m s−1) and in strong updraft condi-
tions (>0.5 m s−1) expected to occur in either MSc or marine cumulus.

Data Availability Statement

Airborne field data used in this work can be accessed on the Figshare database (Sorooshian et al., 2017:
https://doi.org/10.6084/m9.figshare.5099983.v10).
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