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ABSTRACT

In this thesis we establish a coarse Jacquet-Zagier trace identity for GL(n). This
formula connects adjoint L-functions on GL(n) with Artin L-functions attached
to certain induced Galois representations. We prove the absolute convergence
when Re(s) > 1, and obtain holomorphic continuation under almost all character
twists. Moreover, as an application, we obtain that holomorphy of certain adjoint L-
functions for GL(n) implies Dedekind conjecture of degree n. Some nonvanishing
results are also proved.
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C h a p t e r 1

INTRODUCTION

1.1 Trace Formula: from Arthur-Selberg to Jacquet-Zagier
Let F be a global field, with adele ring AF . Let G = GL(n).We consider a smooth
function ϕ : G(AF) → C which is left and right K-finite for a compact subgroup
K of G(AF), transforms by a unitary character ω of ZG (AF) , and has compact
support modulo ZG (AF) . Denote byH(G(AF),ω) the set of such functions. Then
ϕ ∈ H(G(AF),ω) defines an integral operator

R(ϕ) f (y) =
∫

ZG(AF )\G(AF )

ϕ(x) f (yx)dx, (1.1)

on the space L2 (
G(F)\G(AF),ω

−1) of functions on G(F)\G(AF) which transform
under ZG(AF) by ω−1 and are square integrable on G(F)ZG(AF)\G(AF). This
operator can clearly be represented by the kernel function

Kϕ(x, y) =
∑

γ∈ZG(F)\G(F)

ϕ(x−1γy).

We will omit the superscript ϕ and simply write K(x, y) for Kϕ(x, y).

It is well known that L2 (
G(F)\G(AF),ω

−1) decomposes into the direct sum of the
subspace L2

0
(
G(F)\G(AF),ω

−1) of cusp forms and spaces L2
Eis

(
G(F)\G(AF),ω

−1)
and L2

Res
(
G(F)\G(AF),ω

−1) defined using Eisenstein series and residues of Eisen-
stein series respectively. Then K splits up as K = K0 +KEis +KRes . The Selberg
trace formula (cf. [Sel56]) gives an expression for the trace of the operator R(ϕ)

restricted to the cuspidal spectrum, and is roughly of the form∫
G(F)Z(AF )\G(AF )

K0(x, x)dx = ΣGeo − ΣEis − ΣRes, (1.2)

where ΣGeo,ΣEis, and ΣRes are contributions from geometric side, continuous spec-
trum, and residual spectrum, respectively. This formula and its generalizations play
important roles in the study of general theory of automorphic representations and
Langlands program. Typically, the right hand side of (1.2) has some convergence
issue, so a truncation is usually needed.
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In [Zag77], Zagier introduced the Rankin-Selberg method into the treatment of
(1.2). Precisely, he considered

Iϕ0 (s) =
∫

GL(2,Q)Z(AQ)\GL(2,AQ)
Kϕ

0 (x, x)E(x, s)dx, (1.3)

where E(x, s) is an Eisenstein series. Note that K0(x, x) is rapidly decreasing and
E(x, s) is slowly increasing outside s = 1, thus the right hand side of (1.3) is well de-
fined as a meromorphic function, which has a simple pole at s = 1. Zagier obtained
a spectral expansion Iϕ0 (s) = ΣGeo(s) − ΣEis(s) − ΣRes(s) with meromorphic contin-
uation, from which he deduced holomorphy of L-function associated to symmetric
square of classical cusp forms.

Zagier’s trace identity (1.3) was further developed by Jacquet and Zagier [JZ87] in
terms of representation theoretical language to give a new proof of holomorphy of
adjoint L-functions on GL(2,AF). They show (after continuation) the contribution
from continuous and residual spectrums is a holomorphic multiple of the Dedekind
zeta function, and the contribution from elliptic regular conjugacy classes gives
certain Artin L-series associated to finitely many quadratic extensions of F . Hence
the holomorphy of adjoint L-functions can be deduced from class field theory, or
more generally, the (twisted) Dedekind conjecture (see Conjecture 3 below). As
another main motivation in loc. cit., studying Iϕ0 (s) provides a new way to derive
the Selberg trace formula by taking the reside at s = 1, avoiding the recourse to
Arthur’s truncation. See [Wu19] for details.

1.2 Statement of the Main Results
Aiming to generalize [JZ87] to higher ranks, we study in this paper a generalization
Iϕ0 (s; τ) of Iϕ0 (s) (defined in (1.3)) for G = GL(n) over a global field F :

Iϕ0 (s, τ) =
∫

G(F)ZG(AF )\G(AF )

Kϕ
0 (x, x)EP(x,Φ, τ; s)dx,

where EP(x,Φ, τ; s) is an Eisenstein series. See (1.6) in Sec. 1.3 for the precise
definition. Note that the cuspidal part of the Arthur-Selberg trace formula can be
realized as the residue of Iϕ0 (s, τ) (with τ = 1) at s = 1. In this paper, we obtain
a coarse geometric and spectral expansion of Iϕ0 (s, τ) and verify their absolute
convergence when Re(s) > 1. We also prove the analytic continuation for almost
all character τ’s. Some of our main results (Theorem E, F, G and H) may be
summarized informally as follows:
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Theorem A. Let notation be as before. Let Re(s) > 1. Let ϕ ∈ H(G(AF),ω). Then
Iϕ0 (s; τ) admits an expansion:

Iϕ0 (s; τ) = IϕGeo,Reg(s, τ) − Iϕ
∞,Reg(s, τ) + IϕSing(s, τ) − IϕWhi(s, τ), (1.4)

where IGeo,Reg(s, τ) is a finite sum of Tate integrals over certain direct sum of Étale
algebras of degree ≤ n; IϕWhi(s, τ) is an infinite sum of Iχ(s, τ, λ) over cuspidal data χ
associated to proper standard parabolic subgroups of G, with each Iχ(s, τ, λ) being
a multiple of Rankin-Selberg period attached to χ; Iϕ

∞,Reg(s, τ) is a multiple of

Λ(s, τ)Λ(2s, τ2) · · ·Λ((n − 1)s, τn−1)Λ(ns, τn)

Λ(s + 1, τ)Λ(2s + 1, τ2) · · ·Λ((n − 1)s + 1, τn−1)
.

Here Λ(s, ·) refers to complete Hecke L-functions. Furthermore, if τk , 1 for
1 ≤ k ≤ n, then (1.4) has a meromorphic continuation to C,with Iϕ

∞,Reg(s, τ)/Λ(s, τ)

and IϕWhi(s, τ)/Λ(s, τ) being holomorphic in Re(s) ≥ 1/2.

Remark 2. (1). The expansion (1.4) generalizes Jacquet and Zagier’s formula for
GL(2) (see [JZ87]) to GL(n). A restricted version was obtained by Flicker
[Fli92] under some choice of test functions ϕ so that only elliptic regular part
of IGeo,Reg(s, τ) shows up on the right hand side of (1.4). New ideas of our
proof are briefly summarized in Section 1.5 below.

(2). ISing(s, τ) is defined geometrically, and it appears essentially when n ≥ 3. For
certain applications, one can eliminate it by choosing discrete and cuspidal
test functions in the sense of [FK88]. Such test functions will be used to
deduce Theorem B (see Section 1.4 below), as an application of Theorem A.
Also, the analytic continuation of IϕSing(s, τ)/Λ(s, τ) is given in [Yan21] when
n ≤ 4.

(3). Each individual Iχ(s, τ, λ) is a period of automorphic forms in the case of
(GL(n) × GL(n),GL(n)) over the diagonal, in parallel to the (GL(n + 1) ×
GL(n),GL(n)) studied in [IY15].

The distribution Iϕ0 (s, τ) and its calculation (4) are interesting for several reasons:
Iϕ0 (s, τ) is the first moment of a family of Rankin-Selberg L-functions; the formula
(4) should involve more information than the Arthur-Selberg trace formula, e.g., one
may take τ to be of order n and evaluate (1.4) at s = 1 to obtain a twisted trace
formula for G = GL(n), which has also been carried out using a different approach
in [Kaz83] when n is a prime; and Theorem 2 of [JZ87] reinterpreted the GL(2)
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case of the twisted trace identity as essentially equivalent to a theorem of Labesse
and Langlands [LL79].

On the other hand, the geometric-spectral expansion (4) of Iϕ0 (s, τ) is quite involved.
When n > 2, the continuous spectrum has not been investigated before. Never-
theless, the expansion turns out to convey some interesting information connecting
L-functions defined analytically and algebraically. In fact, we shall compute the
expansion and deduce from it that holomorphy of certain adjoint L-functions for
G = GL(n) implies the Dedekind conjecture for degree n extensions (see Theorem
B on p. 5). The relation between these two problems has been conjectured for a
long time, e.g., see [JZ87] and [JR97].

Another consequence of studying Iϕ0 (s, τ) is holomorphy of adjoint L-functions
(and their twists) for all cuspidal representations on GL(n), n ≤ 4. This is done in
[Yan21].

1.3 Basic Notation
Denote by S(An

F) the space of Schwartz-Bruhat functions on the vector space An
F

and by S0(A
n
F) the subspace spanned by products Φ =

∏
v Φv whose components at

real and complex places v have the form

Φv(xv) = e−π
∑n

j=1 x2
v, j · Q(xv,1, xv,2, · · · , xv,n), xv = (xv,1, xv,2, · · · , xv,n) ∈ Fn

v ,

where Fv ' R, and Q(xv,1, xv,2, · · · , xv,n) ∈ C[xv,1, xv,2, · · · , xv,n]; and

Φv(xv) = e−2π
∑n

j=1 xv, j x̄v, j · Q(xv,1, x̄v,1, xv,2, x̄v,2, · · · , xv,n, x̄v,n),

where Fv ' C and Q(xv,1, x̄v,1, xv,2, x̄v,2, · · · , xv,n, x̄v,n) is a polynomial in the ring
C[xv,1, x̄v,1, xv,2, x̄v,2, · · · , xv,n, x̄v,n].

Denote by ΞF the set of unitary characters on F×\A×F which are trivial on R×+. For
any ξ ∈ ΞF, denote by Λ(s, ξ) the complete Hecke L-function associated to ξ. Let
Φ ∈ S0(A

n
F). Let τ ∈ ΞF be fixed. Let η = (0, · · · ,0,1) ∈ Fn. Set

f (x,Φ, τ; s) = τ(det x)| det x |s
∫
A×F

Φ(ηt x)τ(t)n |t |nsd×t,

which is a Tate integral (up to holomorphic factors) for the complete L-function
Λ(ns, x.Φ, τn) = L∞(ns, x∞.Φ∞, τn

∞) · Lfin(ns, xfin.Φfin, τ
n
fin). It converges absolutely

uniformly in compact subsets of Re(s) > 1/n. Since the mirabolic subgroup P0 is
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the stabilizer of η. Let P = P0ZG be the full (n− 1,1) parabolic subgroup of G, then
f (x, s) ∈ IndG(AF )

P(AF )
(δ

s−1/2
P τ−n), where δP is the modulus character for the parabolic

P. Then we can define the Eisenstein series

EP(x,Φ, τ; s) =
∑

γ∈P(F)\G(F)

f (x,Φ, τ; s), (1.5)

which converges absolutely for Re(s) > 1. Also, we define the integral:

Iϕ0 (s, τ) =
∫

G(F)Z(AF )\G(AF )

Kϕ
0 (x, x)EP(x,Φ, τ; s)dx. (1.6)

If there is no confusion in the context, we will alway write I0(s) (resp. fτ(x, s) or
f (x, s)) instead of Iϕ0 (s; τ) (resp. f (x,Φ, τ; s)) for simplicity.

1.4 Some Applications
The distribution IGeo,Reg(s, τ) in (1.4) turns out to play a role in certain cases of beyond
endoscopy, see Altuğ’s work [Alt15b], [Alt15a], and [Alt17]. In this section, we
give other applications of (1.4) to some conjectures on holomorphy of L-functions
and nonvanishing problem. First, we recall

Conjecture 3 (τ-twisted Dedekind Conjecture). Let notation be as before. Let E/F

be an extension of global fields. Then Λ(s, τ ◦ NE/F)/Λ(s, τ) is holomorphic when
s , 1, where NE/F is the relative norm.

When τ is trivial, the above conjecture is conventionally called the Dedekind con-
jecture, which is knownwhen E/F is Galois by the work of Aramata and Brauer (see
Chap. 1 of [Mar77]) or has a solvable Galois closure Ẽ/F by the work of Uchida
[Uch75] and van derWaall [Waa75]. Moreover, Dedekind conjecture is the principal
case of Artin’s holomorphy conjecture. The τ-twisted version of Conjecture 3 has
been proved by Murty [MR00] when E/F is either Galois or has a solvable closure.
However, the general case (even general degree 5 extensions) is not yet known.

When n = 2, [JZ87] provides a connection between adjoint L-functions associated
to π ∈ A0(GL(2,F)\GL(2,AF),ω

−1) and Λ(s, τ ◦ NE/F)/Λ(s, τ) when E/F is
quadratic. It was noted in [JR97] that, at least for degree/rank n up to 5, the
two families seem to be related on a nuts-and-bolts level in the theory of integral
representations, in addition to the relationships suggested by [JZ87].

LetAsimp
0 (G(F)\G(AF),ω

−1) be the subspace generated by cuspidal representations
π ∈ A0(G(F)\G(AF),ω

−1) such that π has a supercuspidal component. Following
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[JZ87], Flicker [Fli92] used a simple trace formula to conclude, modulo the key
Lemma 4 in loc.cit., that Conjecture 3 implies holomorphy of adjoint L-functions

Λ(s, π,Ad ⊗τ) =
Λ(s, π × π̃ ⊗ τ)

Λ(s, τ)
, π ∈ A

simp
0 (G(F)\G(AF),ω

−1),

when s , 1. However, this lemma is not correct as pointed out by Flicker himself
(ref. [Fli93], P. 202). Consequently, the asserted implication is not complete. In
this section we will prove an implication in the opposite direction, obtaining

Theorem B. Let notation be as before. Assume the twisted adjoint L-functions
Λ(s, π,Ad ⊗τ) are holomorphic at s , 1 for all π ∈ Asimp

0 (G(F)\G(AF),ω
−1). Then

the τ-twisted Dedekind conjecture holds for all field extensions of E/F of degree n.

Remark 5. (1). This relation provides a new perspective in the study of Dedekind
conjecture, which is currently wide open when the degree is larger or equal
to 5.

(2). Suppose τk , 1, 1 ≤ k ≤ n. We can conclude from Theorem A, Theorem B
and Theorem H (see Sec. 7) that, if ISing(s, τ)/Λ(s, τ) admits a holomorphic
continuation, then the twisted adjoint L-functions L(s, π,Ad ⊗τ) are holomor-
phic at s , 1 for all π ∈ A0(G(F)\G(AF),ω

−1) if and only if the τ-twisted
Dedekind conjecture holds for all fields extensions of E/F of degree n.

In Section 9, we will see the proof of Theorem B would provide a result on the
nonvanishing of L(1/2, π × π̃):

TheoremC. Let notation be as before. Let n ≥ 2. Suppose there exists an extension
E/F with degree [E : F] = n, and ζE (1/2) , 0. Then there exists a π = π(E) ∈

A0(G(F)\G(AF),ω
−1), such that L(1/2, π × π̃) , 0.

Remark 7. Assuming holomorphy of adjoint L-functions, there should be infinitely
many number fields F such that L(1/2, π× π̃) = 0 for all π ∈ A0(G(F)\G(AF),ω

−1).

Indeed, Fröhlich [Frö72] proved that there are infinitely many number fields F such
that ζF(1/2) = 0. Since L(s, π,Ad) is conjectured to be holomorphic, then for all
π ∈ A0(G(F)\G(AF),ω

−1), L(1/2, π × π̃) = 0 conjecturally.

1.5 Idea of Proof and the Structure of the Thesis
Starting with the spectral decomposition

K0(x, x) = K(x, x) − (KEis(x, x) + KRes(x, x)),
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we will further decompose these kernel functions by algebraic and analytic expan-
sion.

Denote by P0 the mirabolic subgroup of G. Let S be the union of p−1γp modulo
the center ZG(F), where γ runs through F-points of standard parabolic subgroups
of G, over all p ∈ P0(F). Then

K(x, y) =
∑

γ∈ZG(F)\G(F)−S

ϕ(x−1γy) +
∑
γ∈S

ϕ(x−1γy). (1.7)

By Proposition 12 in Section 2.1, the set ZG(F)\G(F) − S consists of P0(F)-
conjugacy classes, giving rise to regular G(F)-conjugacy classes.

On the other hand, by Proposition 26 (see Section 3.1), we have the Fourier expansion
for ∞(x, y) = KEis(x, x) + KRes(x, x) :

KEis(x, y) + KRes(x, y) =
∫
[NP]

K(ux, y)du +
n−1∑
k=2
Fk K(x, y) + KWhi(x, y). (1.8)

Thus, combining (1.7) and (1.8) together we then obtain

K0(x, x) = KReg(x) + KConst(x, x) + KSing(x, x) + KWhi(x, x), (1.9)

where

KReg(x, x) =
∑

γ∈ZG(F)\G(F)−S

ϕ(x−1γx),

KConst(x, x) = −
∫
[NP]

∑
γ∈ZG(F)\G(F)−S

ϕ(x−1u−1γx)du,

KWhi(x, x) = −
∑

γ∈N(F)\P0(F)

∫
[N]

K∞(uγx, x)θ(u)du,

KSing(x, x) =
∑
γ∈S

ϕ(x−1γy) −

∫
[NP]

∑
γ∈S

ϕ(x−1u−1γx)du −
n−1∑
k=2
Fk K(x, x).

One then substitutes (1.9) into (1.6) to obtain formally

I0(s, τ) = IReg(s, τ) + IConst(s, τ) + ISing(s, τ) + IWhi(s, τ), (1.10)

where IWhi(s, τ) turns out to be an infinite sum of general Rankin-Selberg periods
involving Whittaker functions.
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As will be seen in Section 2, stabilizers of elements in ZG(F)\G(F) −S are direct
sums of Étale algebras over F of degree less or equal to n. Hence the corresponding
distribution IReg(s, τ) would be a sum of certain Artin L-series associated to these
Étale algebras. This has been treated in Theorem E in Section 2.2.

In Section 3 we prove Fourier expansion of automorphic forms on P0(F)\G(AF),

which implies the decomposition (1.8).

In Section 4.1, we find explicitly representatives of ZG(F)\G(F) − S as P0(F)-
conjugacy classes. Then, very roughly, we develop a geometric reduction (in GL(2)
case, this is amounts to using Poisson summation, which is not available for GL(n),
n ≥ 3), to relate IConst(s, τ) to certain intertwining operators. Hence the convergence
and analytic properties follow from theory of intertwining operators. The results
are summarized in Theorem F in Section 4.2.

Then the rest of this thesis (Section 5 through 10) is devoted to the distribution
IWhi(s, τ),which is purely the spectral side. It turns out that Arthur’s approach with
modified truncation operators is not quite suitable for our situation. The reason is
that when we unfold the Eisenstein series and take the Fourier expansion of K∞,
it leads to the loss of G(F)-stability. We instead provide a different manipulation,
reducing IWhi(s, τ) to a Mellin transform of the Kuznetsov relative trace formula,
which in turn is majorized by a finite sum of gauges (see Proposition 36). Therefore,
we obtain that IWhi(s, τ), when Re(s) is large enough, is an absolute convergent
infinite sum of Mellin transforms of certain Rankin-Selberg convolution for non-
discrete automorphic representations. Concrete statements are given in Theorem G
in Section 5.

In Section 6, we prove some properties of Rankin-Selberg periods for non-discrete
representations. These resultswill be used in Section 7 to show absolute convergence
of IWhi(s, τ) in the strip 0 < Re(s) < 1, and thus get a holomorphic function
therein, see Theorem H in Section 8 for details. So IWhi(s, τ) is holomorphic when
0 < Re(s) < 1 and Re(s) > 1. However, for τ such that τk = 1 for some 1 ≤ k ≤ n,

the function IWhi(s, τ) has singularities on the whole boundary Re(s) = 1. So we
need to find ameromorphic continuation for IWhi(s, τ). This is investigated in Section
8, where we obtain continuation of each individual summand of IWhi(s, τ) to some
zero-free region of Rankin-Selberg L-functions, proving Theorem I, which will be
of independent interest, e.g., it will be used in [Yan21]. Further continuation to
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some open region containing Re(s) ≥ 1/2 are obtained for GL(n), n ≤ 4, in the
Appendix 10.

In Section 9, we gather Theorems E, F, G andH to deduce TheoremA. Furthermore,
applying some special test functions ϕ into Theorem A and dealing with some
generalized Tate integral, we then prove Theorems B and C.

1.6 Further Relevant Results
When n = 2, ISing(s, τ) has no Fourier part, and has been dealt with in [JZ87].
For general n ≥ 3, combining Theorems E, F, G, H and the functional equation
of Eisenstein series, we conclude that ISing(s, τ) is uniformly convergent when
Re(s) > 1, and that it admits a meromorphic continuation to the whole s-plane
if τk , 1 for 1 ≤ k ≤ n. Nevertheless, the distribution ISing(s, τ) is rather involved.
We will handle it for general τ and G = GL(n), n ≤ 4, in [Yan21] by developing
different methods from here. The treatment of ISing(s, τ) in [Yan21], together with
main results in this thesis, verifies some unknown cases (i.e., n = 3,4) of the Selberg
conjecture:

Conjecture 8. Let notation be as before. Then the complete adjoint L-function
Λ(s, π,Ad) = Λ(s, π × π̃)/Λ(s, τ) for GL(n) admits an analytic continuation to the
whole complex plane.

More preciselywe prove, in conjunctionwith TheoremB, that for n ≤ 4,holomorphy
of (twisted) adjoint L-function is equivalent to Dedekind conjecture for degree n.

As a consequence, we show in [Yan21] the following:

Theorem D. Let notation be as before. Let n ≤ 4. Then the complete L-function
Λ(s, π,Ad ⊗τ) is entire, unless τ , 1 and π ⊗ τ ' π, in which case Λ(s, π,Ad ⊗τ) is
meromorphic with only simple poles at s = 0,1. In particular, Conjecture 8 holds
for any cuspidal representation π when n ≤ 4.

Remark 10. If F is a function field over a finite field Fq, by using the cohomology
of stacks of shtukas and the Arthur-Selberg trace formula, L. Lafforgue showed
the Langlands correspondence between cuspidal automorphic representations π of
GLn(AF) and irreducible n-dimensionalQl representations ρ of the absolute Galois
group over F (see [Laf02]), with l - q. Then Theorem D follows from the identity
Λ(s, π,Ad ⊗τ) = Λ(s,Ad ρ ⊗ τ) and analytic properties of Λ(s,Ad ρ ⊗ τ), which is
well known by Weil [Wei74]. Our proof works for an arbitrary global field F . So
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it provides a new proof in the function field case. We shall however focus on the
case that F is a number field, where such a global Langlands correspondence is not
available.

Remark 11. If we admit Piatetski-Shapiro’s strong conjecture on converse theorem
(e.g. see Chap. 10 in [Cog04]), Theorem D would imply that for any cuspidal
representation π of GL(n,AF), there exists an adjoint lifting Ad(π), which will be
an isobaric automorphic representation of GL(n2 − 1,AF), in the sense of [GJ78].
Hence, in principle, Theorem D will play a role in Langlands functoriality for the
adjoint transfer.
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C h a p t e r 2

CONTRIBUTIONS FROM GEOMETRIC SIDES

Let H (G(AF)) be the Hecke algebra of G(AF) and ϕ ∈ H (G(AF)) . For any
character ω of A×F/F

×. Let ϕ ∈ C∞c (ZG(AF)\G(AF)) ∩ H (G(AF)) be of central
character ω. Denote by V0 the Hilbert space

L2
0

(
G(F)\G(AF),ω

−1
)
=

⊕
π

Vπ,

where π ∈ A0
(
G(F)\G(AF),ω

−1) , the set of irreducible cuspidal representation of
G(AF) with central character ω and Vπ is the corresponding isotypical component.
By multiplicity one, the representation of G(AF) on Vπ is equivalent to π. For each
π, we choose an orthonormal basis Bπ of Vπ consisting of K-finite vectors. Let
K0(x, y) be the kernel function for the right regular representation R(ϕ) on V0. Then
we have the decomposition

K0(x, y) =
∑
π

Kπ(x, y), where Kπ(x, y) =
∑
φ∈Bπ

π(ϕ)φ(x)φ(y). (2.1)

All the functions in the summands are of rapid decay in x and y. The sum of Kπ(x, y)

converges in the space of rapidly decaying functions, by the usual estimates on the
growth of cusp forms. The sum over Bπ is finitely uniformly in x and y for a given
ϕ because of the K-finiteness of ϕ.

2.1 Structure of G(F)-Conjugacy Classes
Let B be the subgroup of upper triangular matrices of G, and T the Levi component
of B. Let N be the unipotent radical of B. Let W = Wn be Weyl group of G with
respect to (B,T). Then one can take W to be the subgroup consisting of all n × n

matrices which have exactly 1 in each row and each column, and zeros elsewhere.
Let ∆ = {α1,2, α2,3, · · · , αn−1,n} be the set of simple roots, and for each simple root
αk,k+1, 1 ≤ k ≤ n − 1, denote by wk the corresponding reflection. Explicitly, for
each 1 ≤ k ≤ n − 1,

wk =
©­­«
Ik−1

S

In−k−1

ª®®®¬ , where S =

(
1

1

)
. (2.2)
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For each 1 ≤ k ≤ n − 1, let Wk be the subgroup generated by elements wi,

i ∈ {1, · · · ,n − 1} \ {k}. Write Qk = BWk B. Then Qk is a standard maximal
parabolic subgroup ofG corresponding to the simple rootαk,k+1.And everymaximal
parabolic subgroup is conjugate to some Qk, 1 ≤ k ≤ n − 1. Clearly, under this
notation, one has P = Qn−1. Denote by

Qk(F)P(F) = {pqp−1 : p ∈ P(F), q ∈ Qk(F)}, 1 ≤ k ≤ n − 1.

The main results in this section is the following two propositions:

Proposition 12. Let C be a regular G(F)-conjugacy classes in G(F). Then there
exists a P(F)-conjugacy class C0 such that

C = C0
∐ n−1⋃

k=1
C ∩Qk(F)P(F). (2.3)

Proposition 13. Let C be an irregular G(F)-conjugacy class, then one has

C =

n−1⋃
k=1
C ∩Qk(F)P(F). (2.4)

To prove (2.3) and (2.4), we need rational canonical forms of g ∈ G(F), which
is an analogue of Jordan canonical forms of matrices over C (of course F is not
algebraically closed). The decomposition is given below:

Lemma 14. Let V be a n-dimensional vector space over F, and A ∈ End(V). Then
there exist invariant subspaces Vl ⊆ V , 1 ≤ l ≤ r, such that

V = V1 ⊕ V2 ⊕ · · · ⊕ Vr, (2.5)

and for each i, both of the minimal polynomial and characteristic polynomial of
AVl = A |Vl are of the form ℘(λ)k, where k ∈ N≥1 and ℘(λ) ∈ F[λ] is a irreducible
polynomial over F . Furthermore, for each l, there exists a basis αl = {αl1, · · · , αlm}

of Vl such that under αl,AVl has the following quasi-rational canonical form

J

(
℘(λ)k

)
:=

©­­­­­«
C(℘)

N C(℘)
. . .

. . .

N C(℘)

ª®®®®®¬
, (2.6)
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where C(℘) is the companion matrix of ℘(λ) and N =

©­­­­­«
1

0
. . .

0

ª®®®®®¬
.

Proof. Let m(λ) (resp. f (λ)) be the minimal polynomial (resp. characteristic
polynomial) of A . Consider their primary decompositions over F :

m(λ) =
∏

i

℘i(λ)
e′i and f (λ) =

∏
i

℘i(λ)
ei,

where ℘(λ)′is are distinct irreducible monic polynomials over F, 0 ≤ e′i ≤ ei, ∀ i.

Take Ui = ker ℘i(A )
e′i . Then Ui is A -invariant. By cyclic decomposition theorem

(which holds for general fields), we have

Ui = F[A ]αi,1 ⊕ F[A ]αi,2 ⊕ · · · ⊕ F[A ]αi,ri,

where each F[A ]αi,j is a cyclic subspace of Ui . Then one has the decomposition
(2.5) and both of the minimal polynomial and characteristic polynomial of AVij =

A |F[A ]αi, j are powers of ℘i(λ).

For any i and 1 ≤ j ≤ ri, we may assume that the minimal polynomial of AVij on
F[A ]αi,j is ℘i(λ)

e′i, j with some 0 ≤ e′i,j ≤ e′i .Write ℘i(λ) = λ
di−cdi−1λ

di−1−· · ·−c0.

Define
αsdi+t = A t−1

Vij
℘i(AVij )

sαi,j, 1 ≤ s ≤ e′i,j, 1 ≤ t ≤ di .

Note that for any 1 ≤ s ≤ e′i,j,

AVijαsdi = A di
Vij
℘i(AVij )

s−1αi,j

=
(
A di

Vij
− ℘i(AVij )

s−1
)
℘i(AVij )

s−1αi,j + ℘i(AVij )
sαi,j

= c0α(s−1)di+1 + c1α(s−1)di+2 + · · · + cdi−1αsdi + αsdi+1.

Therefore, under the basis {αsdi+t : 1 ≤ s ≤ e′i,j, 1 ≤ t ≤ di}, AVij is represented

by J
(
℘(λ)e

′
i, j

)
defined in (2.6). �

To prove (2.3) we need some further preparation. Given arbitrarily an k ∈ N≥1,

denote by H(F) = Hk(F) = GLk(F). Let γ ∈ H(F) be regular and denote by
f (λ) = ℘1(λ)

e1 · · · ℘mk
(λ)emk its characteristic polynomial, where ei ≥ 1, ℘i is

monic and irreducible over F, 1 ≤ i ≤ mk . Let di = deg ℘i . Set F(γ) = F[λ]/( f (λ))

be the polynomial algebra generated by γ, and denote by F(γ)× the set of invertible
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elements in F(γ). Let PH
0 (F) be the mirabolic subgroup of H(F). Also, for any

δ ∈ H(F), we always write Hδ(F) for the centralizer of δ in H(F). We will always
use these notation henceforth.

Lemma 15. Let γ ∈ H(F) be regular elliptic, then for any (a1,a2, · · · ,ak) ∈ Fk,

there exists a unique element x ∈ F(γ) such that the last row of x is exactly
(a1,a2, · · · ,ak).

Proof. Since γ is regular, Hγ(F) = F(γ), and dim F(γ) = k . Let η = (0, · · · ,0,1) ∈
Fk . Consider the linear map:

τ : F(γ) → Fk, x 7→ τ(x) = ηx.

Since γ is elliptic, F(γ) is a field, so any nonzero element is invertible. Consequently,
the map τ is injective, and hence surjective. Thus τ is an isomorphism of k-
dimensional F-vector spaces. Then the lemma follows. �

Remark 16. Let γ ∈ H(F) be regular elliptic, we have H(F) = PH
0 (F)F(γ)

×. In
fact, since τ is a bijection, given g ∈ H(F), there exists h ∈ H(F) such that ηg = ηh

which implies that gh−1 ∈ PH
0 (F), the isotropy subgroup of η, i.e., g ∈ PH

0 (F)F(γ)
×.

Lemma 17. Let γ ∈ H(F) be regular. Assume further that the characteristic
polynomial of γ has only one irreducible factor. Then one can find γ′ ∈ H(F)

conjugate to γ such that for any (a1,a2, · · · ,ak) ∈ Fk, there exists a unique element
x ∈ F(γ′) such that the last row of x is exactly (a1,a2, · · · ,ak). In particular, one
can take γ′ to be the quasi-rational canonical form of γ.

Proof. Let f (λ) = ℘(λ)e be the characteristic polynomial of γ, where ℘(λ) =

λd + cd−1λ
d−1 + · · · + c1λ + c0 ∈ F[λ] is irreducible. Then de = k. By definition,

F[γ] = F[λ]/(℘(λ)e) . Consider the filtration

℘(λ)i−1F[λ]/
(
℘(λ)i

)
⊇ ℘(λ)iF[λ]/

(
℘(λ)i+1

)
, 1 ≤ i ≤ e − 1.

Pick the basis for F[γ] over F as in the proof of Lemma 15, i.e., {λi℘(λ) j : 0 ≤ i ≤

d, 0 ≤ j ≤ e−1}.With respect to this basis, each element of F[γ] has the following
type

Sγ =

{
A =

©­­­­­­­­«

A0

A1 A0

A2 A1 A0
...

. . .
. . .

. . .

Ae−1 . . . A2 A1 A0

ª®®®®®®®®¬
, Ai ∈ Md×d(F), 0 ≤ i ≤ e − 1

}
, (2.7)
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and under this basis, and the assumption that γ is regular, γ has the quasi-rational
canonical form

J =

©­­­­­«
C

N C
. . .

. . .

N C

ª®®®®®¬
∈ GLk(F), (2.8)

i.e., γ is conjugate to J ,where C = C(℘) be the companion matrix of ℘(λ), i.e.,

C =

©­­­­­«
0 −c0

1 0
. . .

. . .

1 −cd−1

ª®®®®®¬
, and N =

©­­«
1

. . .

0

ª®®®¬ ∈ GLd(F).

Since elements in the same G(F)-conjugacy class have the same characteristic
polynomial, we may assume that γ = J is a quasi-rational canonical form.

Then necessarily if A ∈ F[γ] of the form in (2.7), then it commutes with γ. Indeed,
since γ is regular, i.e., the minimal polynomial of γ coincides with its characteristic
polynomial, any nonsingular matrix commuting with γ must lie in F[γ]×. Thus
F[γ]× = {A ∈ Sγ ∩ GLk(F) : Aγ = γA}.

Now we consider the equation Aγ = γA, A ∈ Sγ . Clearly this is equivalent to a
system of Sylvester equations

CA0 = A0C

NA0 + CA1 = A1C + A0N
...

NAe−2 + CAe−1 = Ae−1C + Ae−2N.

(2.9)

Since A0 ∈ F[C]×, and C is regular elliptic, A0 commuting with C implies that there
exists some h0(λ) ∈ F[λ], such that A0 = h0(C).Wemay assume that d0 = deg h0 ≤

d − 1. Let η = (0, · · · ,0,1) and write ηCi = (b(i)d,1, b
(i)
d,2, · · · , b

(i)
d,d), 1 ≤ i ≤ d − 1, for

the last row of Ci . Define

X(i) =

©­­­­­­­­­«

0 b(i)d,1 b(i)d,2 · · · b(i)d,d−1

0 0 b(i)d,1
. . .

...
...

. . .
. . .

. . . b(i)d,2
...

. . .
. . . b(i)d,1

0 . . . . . . 0 0

ª®®®®®®®®®¬
∈ GLd(F).
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Claim 18. Let notation be as before, then for any 1 ≤ i ≤ d − 1, X = X(i) is a
solution to the Sylvester equation

NCi + CX = XC + CiN.

Write A0 = h0(C) = c′d0
Cd0 + c′d0−1Cd0−1 + · · · + c′1C + c′0Id, c′d0

, 0. Define

Asp
h0
= c′d0

X(d0) + c′d0−1X(d0−1) + · · · + c′1X(1).

Clearly A1 = Asp
h0
gives a special solution of the equation NA0 +CA1 = A1C + A0N

(the superscript ‘sp’ refers to ‘special’). Given A0 = h0(C) as above, one then claims
that

A1 = {A
sp
h0
+ h1(C) : h1 ∈ F[λ], deg h1 ≤ d − 1}

gives all solutions to the equation NA0 + CA1 = A1C + A0N. In fact, on the one
hand, elements in A1 obviously satisfies the equation; on the other hand, let A′1 be
any solution to the equation, then Asp

h0
− A′1 commutes with C, thus it is a polynomial

of C, namely, A′1 ∈ A1. This proves the claim.

Note that NAsp
h0
= Asp

h0
N = 0, when substitute A1 = Asp

h0
+ h1(C) into the equation

NA1 + CA2 = A2C + A1N, to get Nh1(C) + CA2 = A2C + h1(C)N. Write h1(λ) =

c′′d1
λd1 + c′′d1−1λ

d1−1 + · · · + c′′1λ + c′′0 , and set

Asp
h1
= c′′d1

X(d1) + c′′d1−1X(d1−1) + · · · + c′′1 X(1).

Then A2 = {A
sp
h1
+ h2(C) : h2 ∈ F[λ], deg h2 ≤ d − 1} gives all solutions to

the equation NA1 + CA2 = A2C + A1N. Generally we define Ai, 1 ≤ i ≤ e − 1
similarly, and set A0 = {h0(C) : h0 ∈ F[λ], deg h0 ≤ d − 1}. These Ai’s describe
the structure of F[γ]×.

Therefore, given any a = (a1,a2, · · · ,ak) ∈ Fk, by Lemma 15 one can find uniquely
an A0 ∈ F[C] such that ηA0 = (ak−d+1,ak−d+2, · · · ,ak). Denote the sections of a by
ai = (a(i−1)d+1,a(i−1)d+2, · · · ,aid), 1 ≤ i ≤ e − 1. Let 1 ≤ i0 ≤ e − 1, assume that for
any 0 ≤ i < i0 one can find uniquely an element Ai ∈ Md×d(F) such that the last row
of Ai is exactly ae−i, then let hi0(C) ∈ F[C]× be the unique element whose last row
is ae−i0, take Ai0 = Asp

hi0
+ hi0(C). Then ηAi0 = ηhi0(C) = ae−i0 . Moreover, such an

Ai0 is actually unique. Let A′i0 be another matrix satisfying that ηA′i0 = ae−i0 . Since
A′i0 is a solution of NAi0−1 +CX = XC + Ai0−1N, Ai0 − A′i0 commutes with C. Thus
Ai0 − A′i0 ∈ F[C]. Note that the last row of Ai0 − A′i0 is 0, so by the uniqueness from
Lemma 15, Ai0 − A′i0 = 0. This shows the uniqueness of Ai0 .
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Therefore, the proof ends with an induction on i0 and the following proof of Claim
18. �

Proof of Claim 18. We give a proof based on induction, although one might verify
the claim by brute force computation (which is pretty complicated). Note that the
case i = 1 is trivial, since X(1) = N. Now we assume that there exists an i0 such
that 1 < i0 ≤ d − 1, and for any 1 ≤ i < i0, X = X(i) is a solution to the Sylvester
equation NCi + CX = XC + CiN. Write C j =

(
b( j)s,t

)
1≤s,t≤d

, 1 ≤ j ≤ d − 1, then
a straightforward expansion implies that X = X(i0) is a solution to the Sylvester
equation NCi0 + CX = XC + Ci0N if and only if the following system of linear
equations holds

b(i0)d,d = −c1b(i0)d,1 − c2b(i0)d,2 · · · − cd−1b(i0)d,d−1,

b(i0)d,d−1 = −c2b(i0)d,1 − c3b(i0)d,2 − · · · − cd−1b(i0)d,d−2 + b(i0)2,1 ,

b(i0)d,d−2 = −c3b(i0)d,1 − c4b(i0)d,2 − · · · − cd−1b(i0)d,d−3 + b(i0)3,1 ,
...

b(i0)d,2 = −cd−1b(i0)d,1 + b(i0)d−1,1.

(2.10)

Comparing entries on both sides of Ci0 = Ci0−1C leads to the recurrence relations
b(i0)d,j = b(i0−1)

d,j+1 , 1 ≤ j ≤ d − 1,

b(i0)d,d = −c0b(i0−1)
d,1 − c1b(i0−1)

d,2 − · · · − cd−1b(i0−1)
d,d .

(2.11)

Since i0 ≤ d − 1, i0 − 1 < d − 1, then b(i0−1)
d,1 = 0. Therefore, relations (2.11) implies

that
b(i0)d,d = −c0b(i0−1)

d,1 − c1b(i0)d,1 − c2b(i0)d,2 · · · − cd−1b(i0)d,d−1,

which is exactly the first equation in (2.10). By other assumption, the system of
relations (2.10) holds when i0 replaced by i0 − 1. Therefore, for any 1 ≤ j ≤ d − 2,
one has

b(i0−1)
d,d− j+1 = −c j b

(i0−1)
d,1 − c j+1b(i0−1)

d,2 − · · · − cd−1b(i0−1)
d,d− j + b(i0−1)

j,1 .

Note that b(i0−1)
j,1 = b(i0)j+1,1, 1 ≤ j ≤ d − 2, b(i0−1)

d,1 = 0, and thus (2.11) implies that

b(i0)d,d− j = −c j+1b(i0)d,1 − c j+2b(i0)d,2 − · · · − cd−1b(i0)d,d− j−1 + b(i0)j+1,1,

which is exactly the (1 + j)-th equation in (2.10). Hence the proof follows from
induction. �
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Lemma 19. Let γ ∈ G(F) be regular. Then there exists a finite set of elements
Γreg = {γi ∈ G(F) : 0 ≤ i ≤ m0} such that

1. G(F) =
⋃

0≤i≤m0 P0(F)γiF(γ), where P0 is the mirabolic subgroup of G;

2. There are at most one γi ∈ Γreg satisfying that

γiF(γ)γ−1
i *

n−1⋃
k=1

Qk(F).

Proof. Denote by f (λ) = ℘1(λ)
e1 · · · ℘m(λ)

em the characteristic polynomial of γ ∈
G(F), where ei ≥ 1, ℘i’s are distinct monic and irreducible polynomials over F,

1 ≤ i ≤ m. Let di = deg ℘i . Then d1e1 + d2e2 + · · · + dmem = deg f = n. Set

F(γ) = F[λ]/( f (λ)) =
m⊕

i=1
F[λ]/(℘i(λ)

ei )

be the polynomial algebra generated by γ, and denote by F(γ)× the set of invertible
elements in F(γ). Since γ is regular, then by Lemma 14, γ is G(F)-conjugate to a
matrix of the form

γ∗ =

©­­­­­«
J(℘e1

1 )

J(℘e2
2 )

. . .

J(℘em
m )

ª®®®®®¬
∈

©­­­­­«
G(1)(F)

G(2)(F)
. . .

G(m)(F)

ª®®®®®¬
,

where G(1)(F) := GLdiei (F), 1 ≤ i ≤ m. We may assume γ = γ∗. Write ki = diei,

1 ≤ i ≤ m. For any a = (a1,a2, · · · ,an) ∈ Fn, let η = (0,0, · · · ,0,1) and η̃i :
Fn −→ Fki, such that

η̃i (a) = (ak1+···+ki−1+1, · · · ,ak1+···+ki−1+ki ), 1 ≤ i ≤ m.

Also, for convenience we write η(ei) (a) for the last di components of η̃i (a) , namely
η(ei) (a) = (ak1+···+ki−1+(ei−1)di+1,ak1+···+ki−1+(ei−1)di+2, · · · ,ak1+···+ki−1+ki ), 1 ≤ i ≤ m.

We then split G(F) into a disjoint union of sets following the conditions on the ai’s
and show that each of the sets is a P0(F)γiF(γ)× for a specific γi .

Let S0 = {δ ∈ G(F) : ηδ = a = (a1,a2, · · · ,an) ∈ Fn, such that for 1 ≤ i ≤

m, η(ei) (a) , 0}. Let ηi = (0,0, · · · ,0,1) ∈ Fki, 1 ≤ i ≤ m. Denote by

γ0 =

©­­­­­­«
Ik1
...

. . .
... Ikm−1

η1 . . . ηm−1 Ikm

ª®®®®®®¬
.
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Then applying Lemma 17 to each η̃i (a) ∈ Fki, we find for each 1 ≤ i ≤ m, for any
δ ∈ S0, a unique xi ∈ F[J(℘ei

i )]
×, such that ηxi = η̃iδ. (Write xi in the form in (2.7),

the definition of S0 implies that A0 , 0, thus A0 ∈ F[C]×, so xi ∈ F[J(℘ei
i )]
×.)

Let x = diag(x1, · · · , xm), then η(γ0x) = ηδ. Consequently, δ(γ0x)−1 ∈ P0(F), i.e.,
δ ∈ P0(F)γ0F(γ)×. Moreover, one has P0(F) ∩ γ0F(γ)×γ−1

0 = {In}. To see this,
look at the last row of γ0xγ−1

0 . A straightforward computation shows that

η̃i

(
γ0xγ−1

0

)
= ηi xi − ηi, 1 ≤ i ≤ m − 1,

and η̃m

(
γ0xγ−1

0

)
= ηm. Then by uniqueness part of Lemma 17, it follows that

xi = Iki, 1 ≤ i ≤ m.

For any 1 ≤ l ≤ m − 1 and 1 ≤ i1 < · · · < il ≤ m, let S(l)
(i1,··· ,il)

= {δ ∈ G(F) :
ηδ = a = (a1,a2, · · · ,an) ∈ Fn, such that η(ej ) (a) = 0 iff j ∈ {i1, · · · , il}}. For any
1 ≤ i ≤ m, 1 ≤ e ≤ ei − 1, define ηe

i = (0, · · · ,0,1,0, · · · ,0) ∈ Fki, where the only
nonzero entry (i.e. 1) occurs in the edi-position, namely, there are (ei − e)di zeros
on the right hand side of the entry 1. Let vl denote the l-th element of ηe

i , define

η∗i = (0, · · · 0, vdi+1, vdi+2, · · · , vki−di, v1, v2, · · · , vdi ).

For any 1 ≤ i ≤ m and 1 ≤ s < t ≤ m, define the Weyl elements w(1)i and w
(2)
s,t as

w
(1)
i =

©­­­­­­­­­­­­­«

Ik ′i
0 · · · Idi

Idi
...

. . .
...

Idi

Idi · · · 0
Ik ′′i

ª®®®®®®®®®®®®®¬
,

where k′i = k1 + · · · ki−1, k′′i = ki+1 + · · · + km, ∀ 1 ≤ i ≤ m; and

w
(2)
s,t =

©­­­­­­­­­­­­­«

Ik ′s

0 · · · Ikt

Iks+1
...

. . .
...

Ikt−1

Iks · · · 0
Ik ′′t

ª®®®®®®®®®®®®®¬
.
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We write simply that w(2)s,t = In if s = t.

Given δ ∈ S(l)
(i1,··· ,il)

, let ηδ = a = (a1,a2, · · · ,an) ∈ Fn. Then η(ej ) (a) = 0 if and
only if j ∈ {i1, · · · , il}. If η̃ j(a) , 0, let e0

j ≤ e j − 1 be the maximal integral
such that (ak1+···+(e0

j−1)dj+1,ak1+···+k j−1+(e0
j−1)dj+2, · · · ,ak1+···+k j−1+e0

j dj
) , 0. Then by

Lemma 17, for each such j, one can find an element x j of the form in (2.7) such that
the e0

j d j-row of x j is exactly

(ak1+···+k j−1+1,ak1+···+k j−1+1, · · · ,ak1+···+k j−1+e0
j dj
) , 0.

If η̃ j(a) = 0, then take x j to be an arbitrary element in F(J(℘ej
j ))
×. Since η(ei) (a) , 0

for any i < {i1, · · · , il}, we can pick uniquely elements xi ∈ F(J(℘ei
i ))
× such that

their last row is η̃ia, i ∈ {1,2, · · · ,m} \ {i1, · · · , il}. Let x = diag(x1, x2, · · · , xm).

Apply the transposition
∏

1≤ j≤l( j, i j) ∈ Sn on the ordered n-set (1,2, · · · ,n) to get
another ordered n-set (i1, · · · , il, i′l+1, · · · , i

′
m). Then clearly η(ei′m )(a) , 0, hence by

our choice, the last row of xi′m is exactly ηi′m(a). Thus we can define the element
γ(i1,··· ,il) ∈ G(F) as

©­­­­­­­­­­­­­­­­­­­­«

Iki1
Iki2

. . .

Ikil
... Iki′

l+1

Iki′
l+2

. . .

Iki′
m−1

η∗i1 η∗i2 · · · η∗il ηi′
l+1

ηi′
l+2
· · · ηi′

m−1
Iki′

m−1

ª®®®®®®®®®®®®®®®®®®®®¬

·

l∏
j=1

w
(1)
j w

(2)
j,ij
.

Then by our setting, ηγ(l)
(i1,··· ,il)

x = a = ηδ. Then δ ∈ P0(F)γ(i1,··· ,il)F(γ)
×. Given any

x ∈ F(γ)×,, one checks directly that

l∏
j=1

w
(1)
j w

(2)
j,ij

x ©­«
l∏

j=1
w
(1)
j w

(2)
j,ij

ª®¬
−1

∈ Qdi1 (F).

Therefore, γ(i1,··· ,il)xγ−1
(i1,··· ,il)

∈ Qdi1 (F), i.e., γ(i1,··· ,il)F(γ)
×γ−1
(i1,··· ,il)

⊆ Qdi1 (F).

Now we consider S(m) = {δ ∈ G(F) : ηδ = a = (a1,a2, · · · ,an) ∈ Fn −

{0}, η(ej ) (a) = 0, 1 ≤ j ≤ m}. Let δ ∈ S(m) such that ηδ = a = (a1,a2, · · · ,an) ∈
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Fn−{0}. For each 1 ≤ j ≤ m such that η̃ j(a) , 0, denote by e0
j ≤ e j −1 the maximal

integral such that

(ak1+···+(e0
j−1)dj+1,ak1+···+k j−1+(e0

j−1)dj+2, · · · ,ak1+···+k j−1+e0
j dj
) , 0.

Likewise, for each such j, one can find an element x j of the form in (2.7) such that
the e0

j d j-row of x j is exactly (ak1+···+k j−1+1,ak1+···+k j−1+1, · · · ,ak1+···+k j−1+e0
j dj
). For

the remaining j’s, take arbitrary x j ∈ F(J(℘ej
j ))
×. Let x = diag(x1, · · · , xm).

Now we pick arbitrarily a j0 such that η̃ j0(a) , 0. Let j′0 , j0 be another integer.
Denote by

w
(1)
j0,ej0
=

©­­­­­­«
Ik ′j0

0 I(ej−ej0 )dj0

Iej0 dj0
0

Ik ′′j0

ª®®®®®®¬
.

Let

γm =

©­­­­­­­­­­­­­­«

Ik j ′0
. . .

Ik1
...

. . .

Ikm
. . .

η∗i1 · · · η1 . . . ηm · · · Ik j0

ª®®®®®®®®®®®®®®¬
· w
(1)
j ′0
w
(2)
1,j ′0

w
(1)
j0,ej0

w
(2)
j0,m

.

Then ηγmx = ηδ. So δ ∈ P0(F)γmF(γ)×. Moreover, for any x′ ∈ F(γ)×, γmx′γ−1
m ∈

Qdj ′0
(F), the standard maximal parabolic subgroup of type ( j′0,n − j′0).

In all, we see that

G(F) = S0
∐ m−1⋃

l=1

⋃
1≤i1<···<il≤m

S
(l)
(i1,··· ,il)

∐
S(m)

= P0(F)γ0F(γ)×
⋃ ⋃

1≤l≤m−1
1≤i1<···<il≤m

P0(F)γ(i1,··· ,il)F(γ)
×
⋃

P0(F)γmF(γ)×,

where γmF(γ)×γ−1
m and each γ(i1,··· ,il)F(γ)×γ−1

(i1,··· ,il)
are contained in some standard

maximal parabolic subgroup, and P0(F) ∩ γ0F(γ)×γ−1
0 = {In}. �

Now we prove the result on the structure of conjugacy classes:
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Proof of Proposition 12. By Lemma 19 we have G(F) =
⋃

0≤i≤m0 P0(F)γiF(γ),

where P0 is the mirabolic subgroup of G, and γ ∈ C. If δ ∈ G(F), there exists
p ∈ P0(F) and i ∈ {0,2, · · · ,m0} and x ∈ F(γ)×, such that δ = pγi x. So one has

δγδ−1 = pγi xγx−1γ−1
i p−1 = pγiγγ

−1
i p−1.

If i ≥ 1, then δγδ−1 ∈ C∩Q j(F)P(F), for some standardmaximal parabolic subgroup
Q j of type ( j,n − j), 1 ≤ j ≤ n − 1. And for i = 0, δγδ−1 = pγ0γγ

−1
0 p−1. Take

γ′ = γ0γγ
−1
0 . Then C0 = {pγ′p−1 : p ∈ P(F)}. This proves the result. �

Note that we have a bijectionWn−1\W/Wn−1 ←→ {1,wn−1}. By Bruhat decompo-
sition

G(F) = P(F)
⋃

P(F)wn−1P(F). (2.12)

Repeating (2.12) we then obtain

G(F) = P(F)
⋃ n−1⋃

j=1
P(F)wn−1wn−2 · · ·w j Nj(F), (2.13)

where Nj(F) := (w jw j+1 · · ·wnN(F)wnwn−1 · · ·w j∩N(F))\N(F) is of codimension

n − j in N(F). Let N− be the unipotent subgroup of the form

©­­­­­«
1
...

. . .

0 . . . 1
∗ . . . ∗ 1

ª®®®®®¬
, i.e.,

the lower triangle matrix with entries vanishing outside the diagonal or the bottom.

Proof of Proposition 13. Let g ∈ C be an representative. Set m(λ) (resp. f (λ)) to
be its minimal polynomial (resp. characteristic polynomial) over F. Consider their
primary decompositions over F :

m(λ) =
∏
i∈I

℘i(λ)
e′i and f (λ) =

∏
i∈I

℘i(λ)
ei,

where ℘(λ)′is are distinct irreducible monic polynomials over F, I is a finite index
set such that ei > 0, ∀ i ∈ I . Write di = deg ℘i(λ), ∀ i ∈ I . We may assume that
d1 ≤ d2 ≤ · · · ≤ d#I . Also, write d0 = 0. Since the conjugacy class C is irregular,
m(λ) is a proper factor of f (λ). Thus we have the following cases:

Case I Suppose #I = 1. Then m(λ) = ℘(λ)e
′

, f (λ) = ℘(λ)e, and 0 < e′ < e = d−1
1 n.

Let C be the companion matrix of m(λ). Then by Lemma 14, g is G(F)-
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conjugate to some element g̃ = diag(g1, · · · ,gm) with

g j = Jj =

©­­­­­«
C

N C
. . .

. . .

N C

ª®®®®®¬
being the quasi-rational canonical form, and m > 1. Let r j := rank g j,

1 ≤ j ≤ m.We may assume r1 ≤ r2 ≤ · · · ≤ rm.

For any h ∈ G(F), if h ∈ P(F), then clearly hg̃h−1 ∈ hQr1(F)h
−1; if h ∈

G(F) − P(F), it can be written as h = pwn−1 · · ·wkuk,where p ∈ P(F) and uk

is of the form

©­­«
Ik−1

1 ∗

In−k

ª®®®¬ ∈ Qk(F).

Suppose k > r1. Then wn−1 · · ·wkuk ∈ diag(GLr1,GLn−r1). So hg̃h−1 ∈

Qr1(F)
P(F). Hence, we may assume k ≤ r1.

Note that there exist a Weyl element w ∈ GL(rm) such that

w

©­­­­­«
C

N C
. . .

. . .

N C

ª®®®®®¬
w−1 =

©­­­­­­­­­­­­­­­­«

C N
N C

. . .
. . .

N C

C N
. . .

. . .

C N
C

ª®®®®®®®®®®®®®®®®¬

, (2.14)

where the left hand side of (2.14) represents wgmw
−1 and in the right hand

side the upper-left block is a r1 × r1-matrix, which is precisely g1. Namely,
one can find a Weyl element w ∈ GL(rm) such that

wgmw
−1 =

(
g1 B′

A′

)
∈ GL(rm,F), (2.15)

for some matrices A′ and B′. Let w′ = diag(w, In−rm). Denote by w′′ =

wr1−1wr1−2 · · ·wk if k < r1, and set w′′ = In if k = r1. Let g′′1 = w′′g1w
′′−1.
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Then there exists a Weyl element w0 ∈ P0(F) such that

w0wn−1wn−2 · · ·wk g̃wk · · ·wn−2wn−1w
−1
0 =

©­­­­­­­­«

gm

g2
. . .

gm−1

g′′1

ª®®®®®®®®¬
.

(2.16)

Let w̃ = w′′w′w0wn−1wn−2 · · ·wk . Then by (2.15) and (2.16) one has

w̃g̃w̃−1 =
©­­«
g′′1 B′′

A′′

g′′1

ª®®®¬ (2.17)

for some matrices A′′ and B′′. Note that w′′w′w0 ∈ P0(F). So N−(F) is stable
under the conjugation by w′′w′w0. Also, wn−1 · · ·wkukwk · · ·wn−1 ∈ N−(F).

Then w̃uk w̃
−1 is of the form u′′k

©­­«
Ir1

0 In−2r1

U 0 Ir1

ª®®®¬ , where u′′k lies inside the

intersection of Qr1(F) and N−(F), and U is a r1 × r1-matrix with the first
r1 − 1 rows vanishing. Since g′′1 is regular, by Lemma 17 there exists a unique
r1 × r1-matrix γ ∈ F(g′′1 ) such that the last row of γ coincides with the last
row of U. So

w̃uk w̃
−1 = u′′k p′

©­­«
Ir1

0 In−2r1

γ 0 Ir1

ª®®®¬ , (2.18)

for some p′ ∈ P0(F). Observe that p′−1u′′k p′ = u′′k and

©­­«
Ir1

0 In−2r1

γ 0 Ir1

ª®®®¬
©­­«
g′′1 B′′

A′′

g′′1

ª®®®¬
©­­«
Ir1

0 In−2r1

γ 0 Ir1

ª®®®¬
−1

∈ Qr1(F) (2.19)

as γ ∈ F(g′′1 ). Then we have, by (2.17), (2.18) and (2.19), that

w̃uk g̃u−1
k w̃−1 ∈ Qr1(F)

P0(F). (2.20)

Recall that h = pwn−1 · · ·wkuk . Note that p′′ := w′′w′w0 ∈ P0(F). Then it
follows form (2.20) that

hg̃h−1 = pp′′−1w̃uk g̃u−1
k w̃−1p′′p−1 ∈ Qr1(F)

P(F).
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Case II Suppose #I > 1. Then g is G(F)-conjugate to some g̃ = diag(g̃1, · · · , g̃m),

where each g̃i is of the form diag(gi,1, · · · ,gi,mi ),with

gi,j =

©­­­­­«
Ci,j

N Ci,j
. . .

. . .

N Ci,j

ª®®®®®¬
and Ci,j is elliptic regular; and g̃i has characteristic polynomial ℘i(λ)

ei . Since
g is irregular, so is g̃. Hence there must be some 1 ≤ i ≤ m such that
g̃i is irregular. We may assume g̃1 is irregular and rank g1,1 ≤ rank g1,2 ≤

· · · rank g1,m1 . Then a similar argument as in the Case I shows that hg̃h−1 ∈

Qr1(F)
P(F),where r1 = rank g1,1.

Proposition 13 thus follows. �

2.2 Contributions from Nonsingular Conjugacy Classes
Let s > 1. Consider the well defined distribution

I0(s, τ) =
∫

G(F)ZG(AF )\G(AF )

K0(x, x)E(x,Φ; s)dx. (2.21)

Unfolding the Eisenstein series (cf. (1.5)) we then obtain

I0(s, τ) =
∫

G(F)ZG(AF )\G(AF )

K0(x, x)
∑

γ∈P(F)\G(F)

f (x, s)dx,

=

∫
P(F)ZG(AF )\G(AF )

K0(x, x) f (x, s)dx.

LetQk be the standard parabolic subgroup of GL(n) of type (k,n− k). In Proposition
12 we show that for any regular G(F)-conjugacy classes C in G(F), there exists a
P(F)-conjugacy class C0 such that

C = C0
∐ n−1⋃

k=1
C ∩Qk(F)P(F).

Moreover, such a C0 is uniquely determined by C. When C is a non-regular G(F)-
conjugacy class, then by Proposition 13, we have

C =

n−1⋃
k=1
C ∩Qk(F)P(F).
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Take C0 to be empty set in this case. Denote by

S =

n−1⋃
k=1
(ZG(F)\Qk(F))P0(F) . (2.22)

Following the approach in [JZ87], we will treat I(s) via the decomposition

K0(x, x) =
∑
C

KC(x, x) + KGeo,Sing(x, x) + K∞(x, x),

where C runs through all conjugacy classes in G(F)/ZG(F) and

KC(x, y) =
∑
γ∈C0

ϕ(x−1γy) =
∑

γ∈C−G

ϕ(x−1γy), KGeo,Reg(x, y) =
∑
C

KC(x, y),

KGeo,Sing(x, y) =
∑
γ∈G

ϕ(x−1γy), K∞(x, y) = KEis(x, y) + KRes(x, y).

Note that KC(x, x) and KGeo,Sing(x, x) are not G(F)-invariant, but they are P(F)-
invariant. Then it make sense to integrate them over ZG(AF)P(F)\G(AF) against
f (x, s). So correspondingly, integrating these partial kernels against the f (x, s)

implies that I0(s, τ) can be decomposed (at least formally) as

I0(s, τ) = IGeo,Reg(s, τ) + IGeo,Sing(s, τ) − I∞(s, τ), Re(s) > 1. (2.23)

We will show, under certain geometric restriction of test functions, that IGeo,Reg(s, τ),

IGeo,Sing(s, τ) and I∞(s, τ) all converge absolutely in Re(s) > 1, then the formula
(2.23) would be rigorous.

When G = GL(2), Jacquet and Zagier (see [JZ87]) computed the distributions
IGeo,Reg(s, τ), IGeo,Sing(s, τ) and I∞(s, τ) for general test function ϕ, and verified the
convergence. Note that the contribution from IGeo,Reg(s, τ) would give Artin L-
functions of degree less or equal to n. We shall deal with IGeo,Reg(s, τ) in this
section, and leaving the computation of IGeo,Sing(s, τ) and I∞(s, τ) in the following
parts. For each C, let (at least formally)

IC(s, τ) :=
∫

P(F)ZG(AF )\G(AF )

KC(x, x) f (x, s)dx.

Then by definition, IC(s, τ) = 0 unless C is regular. To describe these conjugacy
classes, we introduce the classification of them by factorization of their characteristic
polynomials.
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Let C be a conjugacy class in G(F).Denote by P(λ;C) the characteristic polynomial
of C. Factorize it into irreducible ones with multiplicities as

P(λ;C) =
g∏

i=1
℘i(λ;C)ei,

where ℘i(λ;C) ∈ F[λ] is an irreducible polynomial of degree fi . We may assume
f1 ≥ · · · ≥ fg . Denote by f = ( f1, · · · , fg) ∈ Z

g
≥1 and e = (e1, · · · , eg) ∈ Z

g
≥1. Then

〈f,e〉 =
∑

fiei = n.

Definition 20. Let notation be as before. We say C is of type (f,e; g). Let Γf,e;g be
the collection of regular G(F)-conjugacy classes of type (f,e; g).

With the above definition, we have the decomposition:⊔
C regular

C =
⊔

f, e∈Zg
≥1

〈f,e〉=n

Γf,e;g . (2.24)

A useful observation is that if C is a regular conjugacy class in G(F) of type
( f1, · · · , fg; e1, · · · , eg), and γ ∈ C, then the centralizer of γ in G(F) can be described
by the algebra ⊕1≤i≤gEei

i , where Ei is a field extension of F with [Ei; F] = fi; and
⊕1≤i≤gEei

i denotes the direct sum of ei copies of Ei .

Let C ∈ Γf,e;g . Let γC ∈ C be a fixed element. Let λf,e;g ∈ G(F) be defined by

λf,e;g =

©­­­­­­­­­­­­­­«

I f1
. . .

I f1
. . .

I fg
. . .

η f1 · · · η f1 · · · η fg · · · I fg

ª®®®®®®®®®®®®®®¬

−1

, (2.25)

where for each integer m, ηm = (0, · · · ,1) ∈ Fm, the row vector with the last entry
being 1 and the rest being 0; and Im is the identity matrix of rank m.

Then by Proposition 12 and unfolding E(s,Φ; s), we have, when Re(s) > 1, that

IC(s, τ) =
∫

ZG(AF )G(F)\G(AF )

∑
p∈P0(F)

ϕ(x−1p−1λ−1
f,e;gγCλf,e;gpx)

∑
δ∈P(F)\G(F)

f (δx, s)dx.
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Then switching the sums and changing variables we then obtain

IC(s, τ) =
∫

ZG(AF )P0(F)\G(AF )

∑
p∈P0(F)

ϕ(x−1p−1λ−1
f,e;gγCλf,e;gpx) f (x, s)dx

=

∫
ZG(AF )\G(AF )

ϕ(x−1γCx) f (λ−1
f,e;gx, s)dx,

supposing the above integrals converge absolutely. Combing this with (2.24) we
then deduce (at least formally) that, when Re(s) > 1,∑

C

IC(s, τ) =
∑

f, e∈Zg
≥1

〈f,e〉=n

∫
ZG(AF )\G(AF )

∑
C∈Γf,e;g

ϕ(x−1γCx) f (λ−1
f,e;gx, s)dx. (2.26)

Moreover, (2.26) would be rigorous if the right hand side converges absolutely,
which is indeed the case. To verify, we will consider each type (f,e; g) separately in
the following subsections.

Type (n; 1)
We treat the conjugacy classes of type (f,e; g) = ((n), (1); 1) first, these are exactly
elliptic regular conjugacy classes. Denote by

Ir .e.(s, τ) = Iϕr .e.(s, τ) =
∑

C regular elliptic
IC(s, τ).

Proposition 21. Let notation be as before. Then for every field extension E/F of
degree n, there is an analytic function QE (s) such that

Ir .e.(s, τ) =
1
n

∑
[E:F]=n

QE (s)Λ
(
s, τ ◦ NE/F

)
, (2.27)

where the summation is taken over only finitely many E’s, depending implicitly only
on the test function ϕ.

Proof. Since Γr .e. (G(F)/Z(F)) is invariant under P(F)-conjugation, we have

Ir .e.(s, τ) =
∫

P(F)ZG(AF )\G(AF )

∑
γ∈Γr .e.(G(F)/Z(F))

ϕ(x−1γx) · f (x, s)dx.

Denote by {Γr .e.} a set of representatives for the regular elliptic conjugacy classes in
Γr .e. (G(F)/Z(F)) . For any γ ∈ {Γr .e.}, the centralizer of γ in G(F)/Z(F) is exactly
F[γ]×. Then we have∑

γ∈Γr .e.(G(F)/Z(F))

ϕ(x−1γx) =
∑

γ∈{Γr .e.}

∑
δ∈F[γ]×ZG(F)\G(F)

ϕ(x−1δ−1γδx). (2.28)
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By Lemma 15 and the Remark after it, one has G(F) = P(F)F[γ]×. Since P(F) ∩

F[γ]× = ZG(F), every element δ ∈ ZG(F)\G(F) can be written unique as δ = pν,

where p ∈ ZG(F)\P(F) and ν ∈ F[γ]×. Hence the inner sum of (2.28) could be
taken over p ∈ ZG(F)\P(F). Therefore, substituting these into the expression of
Ir .e.(s) one will obtain

Ir .e.(s, τ) =
∫

YG

∑
γ∈{Γr .e.}

∑
p∈ZG(F)\P(F)

ϕ(x−1p−1γpx) f (x, s)dx, (2.29)

where YG = P(F)ZG(AF)\G(AF). For the given F, let E/F be a field extension of
degree n. Fix an algebraic closure F̄ of F, then E embeds into F̄, we look at the
contribution from all the regular elliptic conjugacy classes together. We say that a
conjugacy class belongs to an extension E of F if it consists of the conjugates of
some element γ ∈ E×/F×−{1}with the usual identification. We have to distinguish
between two cases:

(a) E/F is Galois.

(b) E/F is not Galois.

The idea is to replace the summation over γ ∈ {Γr .e.} by summation over extensions
E/F of degree n; and inside, summation over elements of E .

Case (a) When γ varies over E×/F× we get each conjugacy class belonging to E

exactly n times.

Case (b) When γ varies over E×/F× we get each conjugacy class belonging to E

once; but the sets of conjugacy classes belonging to the n embeddings of E

in F̄ are identical.

So in either case, we can rewrite the integral in (2.29) as

Ir .e.(s, τ) =
1
n

∫
ZG(AF )\G(AF )

∑
[E:F]=n

∑
γ∈E×/F×−{1}

ϕ(x−1γx) f (x, s)dx (2.30)

where the right hand summation is over all extensions E/F of degree n. Note that
(2.30) is the same as (2.26). Note that the sum over E/F such that [E : F] = n is
actually finite, as the summation in (2.28) is finite, as a consequence of the fact that
ϕ is compactly supported.
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Moreover, since the coefficients of the characteristic polynomial of every γ ∈ E×/F×

are rational, and lie in a compact set depending on supp ϕ (and a discrete subset of
a compact set is finite), the sum over γ ∈ E×/F× − {1} is a finite sum. Thus we can
interchange integrals in (2.30) to get

Ir .e.(s, τ) =
1
n

∑
[E:F]=n

∑
γ∈E×/F×
γ,1

∫
G(AF )

ϕ(x−1γx)Φ(ηx)τ(det x)| det x |sdx, (2.31)

where η = (0, · · · ,0,1) ∈ An
F . Let IE (s) be the inner integral in (2.31), then

IE (s) =
∫

Gγ(AF )\G(AF )

ϕ(x−1γx)
∫

Gγ(AF )

Φ[(0, · · · ,0,1)t x]τ(det t x)| det t x |sdtdx,

where Gγ is the centralizer of γ in G. Hence, Gγ(AF) ' A
×
E . If we identify Gγ(AF)

with A×E, det |E×: E× → F× with the norm map NE/F, t 7→ | det t |AF with the idele
norm in E, and S(An

F) with S(AE ), we see that the inner integral is just the Tate
integral for Λ

(
s, τ ◦ NE/F

)
. So there is some elementary function Q(s) of s such

that IE (s) = Q(s)Λ
(
s, τ ◦ NE/F

)
, where Λ

(
s, τ ◦ NE/F

)
is the complete L-function

attached to E .

Consequently, IE (s) itself converges normally for Re(s) > 1 and its behavior is given
by Q(s)LE

(
s, τ ◦ NE/F

)
. This also given the meromorphic continuation of IE (s) to

the entire s-plane. Since

Ir .e.(s, τ) =
∑

C of type ((n), (1))

IC(s) =
1
n

∑
[E:F]=n

∑
γ∈E×/F×−{1}

IE (s),

where the sums are finite, then Ir .e.(s, τ) is well defined when Re(s) > 1, admits a
meromorphic continuation to s ∈ C,moreover, (2.27) holds. �

Type (f,e; 1)
In this subsection, we deal with orbital integrals of general type (f,e; g). Note that
one of the key ingredients to handle the elliptic regular case is that

x 7→
∑

λ∈E×/F×−{1}

ϕ(x−1λx) (2.32)

has compact modulo Gγ(AF). However, the function (2.32) is not compactly sup-
ported for general type (f,e; g). For example, (2.32) has no compact support for
regular unipotent conjugacy classes. So we must proceed differently from the
elliptic regular case in Subsection 2.2.
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In this section, we handle the case g = 1. This will, in conjunction with proof of
Proposition 21, play a role in the treatment of general types in the next section.

Let C be of type (f,e; 1).Wemay choose a representative γ ∈ C0 in its quasi-rational
canonical form:

γ =

©­­­­­­­­«

C

N C

N C
. . .

. . .

N C

ª®®®®®®®®¬
,

where C ∈ GL( f ) and there are e such C’s in the partitioned matrix above. Then
the stabilizer of γ is studied in Lemma 17. In particular, let A be a stabilizer of γ,
then A must be of the form:

A =

©­­­­­­­­«

A0

A1 A0

A2 A1 A0
...

. . .
. . .

. . .

Ae−1 . . . A2 A1 A0

ª®®®®®®®®¬
, (2.33)

with Ai ∈ M f× f (F), 1 ≤ i < e, and A0 ∈ F(C). Let Pf,e;1 be the transpose of standard
parabolic subgroup of G of type ( f , f , · · · , f ), i.e., it is a lower triangle matrix group.
Let Kf,e;1 be a compact subgroup such that G(AF) = Pf,e;1(AF)Kf,e;1(AF).

Therefore, we can decompose Gγ(AF)\G(AF) as: for x ∈ Gγ(AF)\G(AF),write

x = B

©­­­­­­­­«

I f

D1

D2D1
. . .

De−1 · · ·D1

ª®®®®®®®®¬

©­­­­­­­­«

T0

T1

T2
. . .

Te−1

ª®®®®®®®®¬
k, (2.34)

where each D j ∈ GC(AF),which is the stabilizer of C, 1 ≤ j ≤ e − 1; and

B =

©­­­­­­­­«

I f

I f

B3,2 I f
...

. . .
. . .

Be,2 . . . Be,e−1 I f

ª®®®®®®®®¬
; (2.35)



32

and Tj ∈ GC(AF)\GL( f ,AF), 0 ≤ j ≤ e − 1; and k ∈ Kf,e;1(AF). Denote by
D = diag(I f ,D1, · · · ,De−1 · · ·D1) and T = diag(T0,T1, · · · ,Te−1). Note that the de-
composition (2.34) follows from Iwasawa decomposition and the unipotent termB is
of the form (2.35) because it’s first f -columns can be absorbed by left multiplication
of some stabilizer A ∈ Gγ(AF) of shape (2.33). Write

B−1 =

©­­­­­­­­«

I f

I f

B3,2 I f
...

. . .
. . .

Be,2 . . . Be,e−1 I f

ª®®®®®®®®¬

−1

=

©­­­­­­­­«

I f

I f

B′3,2 I f
...

. . .
. . .

B′e,2 . . . B′e,e−1 I f

ª®®®®®®®®¬
.

For each B′i,j,we write B̃′i,j = B′i,jC − CB′i,j . Let B be the group of such B’s.

By definition, the contribution from conjugacy classes of type (f,e; 1) is

If,e;1(s) =
∫

ZG(AF )\G(AF )

∑
C∈Γf,e;1

ϕ(x−1γCx) f (λ−1
f,e;1x, s)dx. (2.36)

For two meromorphic functions h1(s) and h2(s), we denote by h1(s) ∼ h2(s) if
h1(s)/h2(s) admits an analytic continuation to the whole complex plane. We will
keep this notation "∼" henceforth. In this subsection, we will show

Proposition 22. Let notation be as before. Then If,e;1(s) converges absolutely when
Re(s) > 1 and

If,e;1(s) ∼
e∏

j=1

∑
[Ej :F]= f

QEj (s)ΛEj ( js − j + 1, (τ ◦ NE/F)
j),

where the sum over number fields E j’s is finite and QEj is an entire function of s.

Remark 23. The function QEj is the ratio of the Tate integral and the L-functions.
Hence it is entire.

Proof. Write (2.36) simply as

If,e;1(s) =
∫

ZG(AF )\G(AF )

∑
γ

ϕ(x−1γx) f (x, s)dx,

where γ runs over regular elements of type (f,e; 1). Then similar as the discussion
in Proposition 21, the sum over γ is finite, depending only on the support of ϕ.We
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then switch the sum to get

If,e;1(s) =
∑
γ

Iγ(s),

where

Iγ(s) :=
∫

Gγ(AF )\G(AF )

ϕ(x−1γx)
∫

Gγ(AF )

Φ[(0, · · · ,0,1)t x]τ(det t x)| det t x |sdtdx.

Substituting the decomposition (2.34) into the above integral, we obtain

Iγ(s) =
∫

k

∫
(GC (AF ))

e−1

∫
(GC (AF )\G(AF ))

e

∫
B

ϕ(k−1T−1D−1B−1γBDTk)
∫

Gγ(AF )

· · · ,

where the integral relative to k is over Kf,e;1(AF).

According to the preceding discussion we have

IE (s) =
∫

k

∫
(GC (AF ))

e−1

∫
(GC (AF )\G(AF ))

e

∫
B

ϕ(k−1T−1D−1MDTk)
∫

Gγ(AF )

· · · ,

where M = B−1γB is of the form

©­­­­­­­­«

C

N C

B′3,2N B̃′3,2 + N C
...

...
. . .

. . .

B′e,2N B̃′e,2 + B′e,3N + B̃′e,3µe,2(Bi,j,N,C) + λe,2(Bi,j,N,C) . . . B̃′e,e−1 + N C

ª®®®®®®®®¬
,

where a typical entry of the above matrix is of the form

B̃′l,k + B′l,k+1N + B̃′l,k+1µl,k(Bi,j,N,C) + λl,k(Bi,j,N,C)

with µl,k(Bi,j,N,C) and λl,k(Bi,j,N,C) are polynomials of Bi,j,N, andC,with i ≤ l−1
and j ≥ k + 2.

A straightforward computation shows that if the first column of B′i,j is determined,
then B̃′i,j = B′i,jC − CB′i,j is completely determined by its last f − 1 columns.
Therefore, when B′l,kN is fixed, then B̃′l,k + B′l,k+1N is an f × f matrix, linearly
determined by the last f − 1 columns of B′l,k and the first column of B′l,k+1, and
this correspondence is one to one. So B 7→ M gives a one-to-one continuous
correspondence. The set of M’s which contribute is contained in a compact region
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by our choice of ϕ. Then, by a change of variable we see the integral relative to B
has compact support in B. Then

Iγ(s) =
∫

k

∫
(GC (AF ))

e−1

∫
(GC (AF )\G(AF ))

e

∫
B

ϕ(k−1T−1D−1MDTk)δPf,e;1(AF )(T)
−1∫

Gγ(AF )

Φ[(0, · · · ,0,1)ABDTk]τ(det ADT)| det ADT|sdAdBdDdTdk,

where δPf,e;1(AF )(T) is themodular character associated to Pf,e;1(AF).Change variable
B 7→ DTBT−1D−1 we then obtain

Iγ(s) =
∫

k

∫
(GC (AF ))

e−1

∫
(GC (AF )\G(AF ))

e

∫
B

ϕ(k−1B−1T−1D−1γDTBk)∫
Gγ(AF )

Φ[(0, · · · ,0,1)ADTBk]τ(det ADT)| det ADT|sdAdBdDdTdk .

Then D−1γD is equal to

©­­­­­­­­«

C

D−1
1 N C

0 D−1
1 D−1

2 ND1 C
...

...
. . .

. . .

0 ∗ . . . D−1
1 · · ·D

−1
e−2D−1

e−1NDe−2 · · ·D1 C

ª®®®®®®®®¬
.

We can identify D−1
j Nwith an element x j in E×j /F

×−1, 1 ≤ j ≤ e−1,where E j is a
field extension of F with [E j : F] = f . Conjugate of D−1

j N under this identification
becomes a Galois action on x j . Therefore, we have

Iγ(s) =
1

f e−1

e−1∏
j=1

∑
xj∈E×j /F

×−1
[Ej :F]= f

∫
A×Ej

e−1∏
j=1

τ j(NEj/F(x j))NEj/F(x j)
js− j+1

∫
k

∫
(GC (AF )\G(AF ))

e

∫
B

ϕ(k−1B−1T−1γDTBk)| det A0 |
1−e∫

Gγ(AF )

Φ[(0, · · · ,0,1)ATBk]τ(det AT)| det AT|sdAdBdTdkdx1 · · · dxe−1,

where the sum over x j’s is finite and

γD =

©­­­­­­­­«

C

D−1
1 N C

0 D−1
2 N C

...
...

. . .
. . .

0 ∗ . . . D−1
e−1N C

ª®®®®®®®®¬
=

©­­­­­­­­«

C

x1 C

0 x2 C
...

...
. . .

. . .

0 ∗ . . . xe−1 C

ª®®®®®®®®¬
.
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Similar analysis from the proof of Proposition 21 shows the integral relative to T
actually is over a compact set since ϕ has compact support. Hence, the function

(x1, · · · , xe−1) 7→

∫
k

∫
(GC (AF )\G(AF ))

e

∫
B

ϕ(k−1B−1T−1γDTBk)| det A0 |
1−e∫

Gγ(AF )

Φ[(0, · · · ,0,1)ATBk]τ(det AT)| det AT|sdAdBdTdk

is Schwartz; and the function∫
Gγ(AF )

Φ[(0, · · · ,0,1)ATBk]τ(det AT)| det AT|s | det A0 |
1−edA

is the Tate integral for Λ(es, (τ ◦ NE/F)
e). Therefore, Proposition 22 follows. �

Orbital Integrals of General Type
Denote by

If,e;g(s) =
∫

ZG(AF )\G(AF )

∑
C∈Γf,e;g

ϕ(x−1γCx) f (λ−1
f,e;gx, s)dx,

where g ≥ 1, f,e ∈ Zg
≥1, 〈f,e〉 = n; and Re(s) > 1. We may write f = ( f1, · · · , fg)

with f1 ≥ · · · ≥ fg; and e = (e1, · · · , eg).

Let E be a finite extension of F . Let χ be an idele class character of A×E . Let j be a
positive integer. Denote by

ΛE [ j](s, χ) := ΛE ( js − j + 1, χ j), (2.37)

where Λ(s, χ) is the complete Hecke L-function associated to χ.

Proposition 24. Let notation be as before. Then If,e;g(s) converges absolutely when
Re(s) > 1 and

If,e;g(s) ∼
g∏

i=1

ei∏
j=1

∑
[Ei, j :F]= fi

QEi, j (s)ΛEi, j [ j]
(
s, τ ◦ NEi/F

)
, (2.38)

where for each i, the innermost summation is taken over only finitely many fields
Ei,j’s, depending implicitly only on the test function ϕ; and each QEi, j (s) is an entire
function.
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Proof. Let C be a regular conjugacy class of type (f,e; g). By Lemma 14 and proof
of Lemma 17, we can write C = {γ},with a typical element γ given by

γ =

©­­­­­­­­­­­­­­­­­­­­­«

α1
. . .

αm

αm+1
...

. . .

∗ · · · αm+1
. . .

αg
...

. . .

∗ · · · αg

ª®®®®®®®®®®®®®®®®®®®®®¬

.

Using this expression and the definition of λ−1
f,e;g (cf. (2.25)) one then sees that

Proposition 24 follows from combining analysis in the proof of Proposition 21 with
that in Proposition 22. �

Combining (2.24) and Proposition 24 we then obtain

Theorem E. Let notation be as before. Let Re(s) > 1. Then

IGeo,Reg(s, τ) ∼
n∑

g=1

∑
f, e∈Zg

≥1
〈f,e〉=n

g∏
i=1

1
f ei
i

∑
[Ei :F]= fi

QEi (s)
ei∏

j=1
ΛEi [ j]

(
s, τ ◦ NEi/F

)
,

where for each i, the innermost summation is taken over only finitely many fields
Ei’s, depending implicitly only on the test function ϕ; and each QEi (s) is an entire
function. Moreover, the right hand side of IGeo,Reg(s, τ) in the above formula gives a
meromorphic continuation of IGeo,Reg(s, τ) to the whole s-plane, with only possible
poles at s ∈ {1,1/2,2/3, · · · ,1 − 1/n}.
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C h a p t e r 3

MIRABOLIC FOURIER EXPANSION OF K∞(S)

Take a test function ϕ as before, then by the definition of EP(x,Φ; s) we have

I∞(s, τ) = Iϕ∞(s, τ) = −
∫

G(F)ZG(AF )\G(AF )

K∞(x, x)
∑

γ∈P(F)\G(F)

f (γx, s)dx.

where K∞(x, y) = KEis(x, y) + KRes(x, y) is left N(F)-invariant. Then

I∞(s, τ) = −
∫

ZG(AF )P(F)\G(AF )

K∞(x, x) f (x, s)dx. (3.1)

Nowwe proceed to compute (3.1) by considering the Fourier expansion of K∞(x, y).

3.1 Mirabolic Fourier Expansions of Automorphic Forms
Fourier expansions of automorphic forms of GLn are well known (see [Pia75]).
Following the idea of Piatetski-Shapiro in [Pia75], we give a new form of Fourier
expansions of weak automorphic forms in terms of generalizedmirabolic subgroups,
via which a further decomposition of I∞(s, τ) is obtained. Here we call a function
f ∈ C (G(AF)) a weak automorphic form if it is slowly increasing on G(AF), right
K-finite and P0(F)-invariant, where P0 is the mirabolic subgroup of G = GLn .

Fix an integer n ≥ 2. Themaximal unipotent subgroup ofG(AF),denoted by N(AF),

is defined to be the set of all n × n upper triangular matrices in G(AF) with ones
on the diagonal and arbitrary entries above the diagonal. Let ψF/Q(·) = e2πi TrF/Q(·)

be the standard additive character, then for any α = (α1, · · · , αn−1) ∈ Fn−1, define a
character ψα : N(AF) → C by

ψα(u) =
n−1∏
i=1

ψF/Q
(
αiui,i+1

)
, ∀ u = (ui,j)n×n ∈ N(AF).

Write ψk = ψ(0,··· ,0,1,··· ,1) (where the first n − k components are 0 and the remaining
k components are 1) and θ = ψ(1,··· ,1), the standard generic character used to define
Whittaker functions.

For 1 ≤ k ≤ n − 1, let Bn−k be the standard Borel subgroup (i.e. the subgroup
consisting of nonsingular upper triangular matrices) of GLn−k ; let Nn−k be the
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unipotent radical of Bn−k . For any i, j ∈ N, let Mi× j be the additive group scheme of
i × j-matrices. Define the unipotent radicals

N(k,1,··· ,1) =
{ (

Ik B

D

)
: B ∈ Mk×(n−k), D ∈ Nn−k

}
, 1 ≤ k ≤ n − 1 .

For 1 ≤ k ≤ n − 1, set the generalized mirabolic subgroups

Rk =

{ (
A C

0 B

)
: A ∈ GLk, C ∈ Mk×(n−k), B ∈ Nn−k

}
.

For 2 ≤ k ≤ n − 1, define subgroups of Rk by

R0
k =

{ ©­­«
A B′ C

0 a D

0 0 B

ª®®®¬ :

(
A B′

a

)
∈ GLk,

(
C

D

)
∈ Mk×(n−k), B ∈ Nn−k

}
.

Also we define R0 = R0
1 = N(0,1,··· ,1) := N(1,1,··· ,1) to be the unipotent radical of

the standard Borel subgroup of GLn . For simplification, we will denote by [H] :=
H(F)\H(AF) for an algebraic group H over F .

Proposition 26 (Mirabolic Fourier Expansion). Let h be a continuous function on
P0(F)\G(AF). Then we have

h(x) =
n∑

k=1

∑
δk∈Rk−1(F)\Rn−1(F)

∫
[N(k−1,1, · · · ,1)]

h(uδk x)ψn−k(u)du (3.2)

if the right hand side converges absolutely and locally uniformly.

Proof. For 1 ≤ k ≤ n,we define

M0
k =

{ (
A 0
0 In−k

)
: A ∈ GL(k,F)

}
,

M∞k =
{ ©­­«

A b 0
0 c 0
0 0 In−k

ª®®®¬ : A ∈ GL(k − 1,F), b ∈ Fk−1, c ∈ F×
}
,

where In−k is the unit matrix of dimension n − k . For the sake of simplicity, write

Jk h(x) =
∑

δk∈Rk−1\Rn−1

∫
[N(k−1,1, · · · ,1)]

h(nδk x)ψn−k(n)dn,
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where ψ0 ≡ 1. Let N1 ⊂ N be the subgroup consisting of elements of the form

n
(1)(un) =

©­­­­­­«
1 u1,n

1
...

. . . un−1,n

1

ª®®®®®®¬
, where un = (u1,n, · · · ,un−1,n) ∈ A

n−1
F .

Since N1 is abelian, h has the Fourier expansion with respect to N1 :

h(x) =
∑

α(1)=(α1,n,··· ,αn−1,n)∈Fn−1

∫
[N1]

h(n(1)(un)x)
n−1∏
i=1

ψF/Q
(
αi,nui,n

)
dun.

Denote the inner integral by W1
α(1)

h(x). Since h is P0(F)-invariant, then

W1
(0,0,··· ,αn−1,n)

h(γx) =
∫
[N1]

h(n(1)(un)γx)ψF/Q
(
αn−1,nun−1,n

)
dun

=

∫
[N1]

h
(
γ−1

n
(1)(un)γx

)
ψF/Q

(
αn−1,nun−1,n

)
dun,

for any γ = diag(A,1), where A ∈ GL(n − 1,F). An easy computation shows
that γ−1n(1)(un)γ = n

(1)(u′n), where u′n = A−1un. Write A = (ai,j)(n−1)×(n−1), then
un−1,n = an−1,1u′1,n + · · · + an−1,n−1u′n−1,n. This implies that for any such γ,

W1
(0,0,··· ,αn−1,n)

h(γx) = W1
(an−1,1αn−1,n,an−1,2αn−1,n,··· ,an−1,n−1αn−1,n)

h(x).

Hence one has

h(x) =
∑

γn−1∈M∞
n−1\M

0
n−1

αn−1,n∈F×

W1
(0,0,··· ,αn−1,n)

h(γn−1x) +W1
(0,0,··· ,0)h(x). (3.3)

For any αn−1,n ∈ F×, let an−1,n = diag(1, · · · ,1, αn−1,n,1) ∈ R0
n−1\Rn−1. Since h is left

invariant by an−1,n, M∞n−1\M
0
n−1 = R0

n−1\Rn−1 and

©­­­­­­«
1 u1,n

1
...

. . . αn−1,nun−1,n

1

ª®®®®®®¬
= an−1,n

©­­­­­­«
1 u1,n

1
...

. . . un−1,n

1

ª®®®®®®¬
a
−1
n−1,n,

W1
(0,0,··· ,αn−1,n)

h(γn−1x) =
∫
[N(n−1,1)]

h(na−1
n−1,nγn−1x)ψ(un−1,n)dn.
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Note that W1
(0,0,··· ,0)h(x) = Jnh(x) and R0

n−1/Rn−2 = GL(1), (3.3) then becomes

h(x) =
∑

δn−1∈Rn−2\Rn−1

∫
N(n−1,1)(F)\N(n−1,1)(AF )

h(nδn−1x)ψ1(n)dn + Jnh(x). (3.4)

Let N2 ⊂ N be the subgroup consisting of elements of the form

n
(2)(un−1) =

©­­­­­­­­«

1 u1,n−1

1
...

. . . un−2,n−1

1
1

ª®®®®®®®®¬
, un−1 = (u1,n, · · · ,un−2,n−1) ∈ A

n−2
F .

Since N2(F) ⊂ M∞n−1, W1
(0,0,··· ,αn−1,n)

h(un−1x) = W1
(0,0,··· ,αn−1,n)

h(x), ∀ un−1 ∈ Fn−1.

Then we have the Fourier expansion of W1
(0,0,··· ,αn−1,n)

h(x) with respect to N2 :

W1
(0,0,··· ,αn−1,n)

h(x) =
∑

α(2)=(α1,n−1,··· ,αn−2,n−1)∈Fn−2

W2
α(2)

h(x),

where W2
α(2)

h(x) = W2
(α1,n−1,α2,n−1,··· ,αn−2,n−1)

h(x) is defined to be∫
[N2]

W1
(0,0,··· ,αn−1,n)

h
(
n
(2)(un−1)x

) n−2∏
i=1

ψF/Q
(
αi,n−1ui,n−1

)
dun−1.

Likewise, we obtain

W1
(0,0,··· ,αn−1,n)

h(x) =
∑

γn−2∈M∞
n−2\M

0
n−2

αn−2,n−2∈F×

W2
(0,0,··· ,αn−2,n−1)

h(γn−2x) +W2
(0,··· ,0)h(x),

where, by a direct computation, one has

W2
(0,··· ,0)h(x) =

∫
[N(n−2,1,1)]

h(nx)ψ(un−1,n)dn,

W2
(0,0,··· ,αn−2,n−1)

h(γn−2x) =
∫

h(na−1
n−2,n−1γn−2x)ψ(αn−1,nun−1,n + un−2,n−1)dn,

where the integral is taken over [N(n−2,1,1)]. Moreover, noting that R0
n−2/Rn−3 =

GL(1), then substituting the above computation into (3.3) implies that

h(x) =
∑

δn−2∈Rn−3\Rn−1

∫
[N(n−2,1,1)]

h(nδn−2x)ψ2(n)dn + Jn−1h(x) + Jnh(x).

Then clearly the expansion (3.2) follows from repeating this process n − 2 more
times. �
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3.2 Decomposition of I∞(s, τ)

Applying Proposition 26 to the kernel function K(x, y) viewed as a function of x,

we thus obtain a formal decomposition of the distribution I∞(s) when Re(s) > 1. In
fact, by the spectral decomposition of the kernel function K∞(x, y) (cf. Lemma 2
on p. 263 of [Art79]), one has

K∞(x, y) =
∑
χ

∑
P

n(A)−1
(

1
2πi

)dim(A/ZG) ∫
iaG

∑
φ∈BP,χ

EP,χ(x, y; φ,λ)dλ,

where χ runs over proper cuspidal datum, P runs over all standard parabolic sub-
groups that are not equal to G; BP,χ is an orthonormal basis of the automorphic
representation induced from P by χ; aG is the root space which can be identified
with Rn−1; and

EP,χ(x, y; φ,λ) = E(x,IP(λ)φ,λ)E(y, φ, λ),

with IP the operator defined on p. 254 of loc. cit.(cf. line -4); and the integrals on
the right hand side converges absolutely.

Since for any m ∈ MP(F),we have

E(my, φ, λ) =
∑

δ∈P(F)\G(F)

φ(δmy)e(ρ+λ)HP(δmy) = E(y, φ, λ),

where HP is the log homomorphism defined by

HP(m) = (n−1
1 log | det m1 |, · · · ,n−1

r log | det mr |) (3.5)

for P of type (n1, · · · ,nr) and diag(m1, . . . ,mr) ∈ MP(AF).

Hence K∞(x, y) is MP(F)-invariant with respect to both variables. Then we can
apply Proposition 26 with respect to the first variable of K∞(x, y) to get, at least
formally, that

I∞(s, τ) =
n∑

k=1

∫
Xk

∫
[N∗

k
]

∫
[N ′

k
]

K∞(n∗n1x, x)θ(n1)dn1dn∗ f (x, s)dx, (3.6)

where the generic character θ = ψ(1,1,··· ,1) is defined right before Proposition 26,
Xk = ZG(AF)Rk−1(F)\G(AF), and N′k = N(k,1,··· ,1) and

N∗k =
{ ©­­«

Ik−1 C

1
In−k

ª®®®¬ : C ∈ Gk−1
a

}
.
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Moreover, when both sides of (3.6) converge absolutely, the identity is rigorous.

However, there are usually convergence problem with the decomposition (3.6). In
fact, for 1 ≤ k ≤ n, if we write I(k)∞ (s) for the above (formal) integral, namely,

I(k)∞ (s) =
∫

ZG(AF )Rk−1(F)\G(AF )

∫
[N∗

k
]

∫
[N ′

k
]

K∞(n∗n1x, x)θ(n1)dn1dn∗ f (x, s)dx.

Then in fact I(k)∞ (s) might diverge when 2 ≤ k ≤ n, if ϕ does not support in elliptic
regular sets. Nevertheless, we can show IWhi(s, τ) actually converges absolutely
when Re(s) > 1, and thus it defines a holomorphic function therein.

To start with, the first observation is that one can replace K∞ by K in the definition
of I(k)∞ (s), 2 ≤ k ≤ n. Denote by V ′k = diag(Ik−1,Nn−k+1). Let Vk be the unipotent
radical of the standard parabolic subgroup of type (k − 1,n − k + 1). Then for any
function φ on G(AF) one has, for any x ∈ G(AF), that∫

[N∗
k
]

∫
[N ′

k
]

φ(n∗nx)θ(n)dndn∗ =
∫
[V ′

k
]

∫
[Vk ]

φ(uu′x)duθ(u′)du′.

Since Vk is a unipotent radical, then one has∫
[N∗

k
]

∫
[N ′

k
]

φ(n∗nx)θ(n)dndn∗ = 0, ∀ φ ∈ A0 (G(F)\G(AF)) . (3.7)

Then by (3.7) and the discrete spectral decomposition (2.1) one has∫
[N∗

k
]

∫
[N ′

k
]

K0(n∗n1x, x)θ(n1)dn1dn2dn∗ = 0. (3.8)

Since K = K∞ +K0, then by (3.8), for 2 ≤ k ≤ n, one sees that (at least formally)

I(k)∞ (s) =
∫

ZG(AF )Rk−1(F)\G(AF )

∫
[N∗

k
]

∫
[N ′

k
]

K(n∗n1x, x)θ(n1)dn1dn∗ · f (x, s)dx

=

∫
ZG(AF )Rk−1(F)\G(AF )

∫
[V ′

k
]

∫
[Vk ]

K(uu′x, x)duθ(u′)du′ · f (x, s)dx.

In fact, since K0(x, x) is rapidly decreasing, the contribution from K0 in the above
integral is well defined, i.e, it converges absolutely.

Let n ≥ 2. Recall thatS is the union of (ZG(F)\Qk(F))P0(F) . Let

K(n)
∞,Sing(x, y) =

∫
NP(F)\NP(AF )

∑
γ∈S

ϕ(x−1u−1γy)du,

K(n)
∞,Reg(x, y) =

∫
NP(F)\NP(AF )

K(ux, y)du − K(n)
∞,Sing(x, y);

K(k)∞ (x, y) =
∑

δk∈Rk−1(F)\Pn−1(F)

∫
[V ′

k
]

∫
[Vk ]

K(uu′δk x, y)duθ(u′)du′,
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where 2 ≤ k < n. Define

KSing(x, y) := KGeo,Sing(x, y) − K(n)
∞,Sing(x, y) −

n−1∑
k=2

K(k)∞ (x, y). (3.9)

Let Re(s) > 1. Correspondingly, we define the distributions by

IGeo,Reg(s, τ) =
∫

ZG(AF )P0(F)\G(AF )

KGeo,Reg(x, x) · f (x, s)dx;

I∞,Reg(s, τ) =
∫

ZG(AF )P0(F)\G(AF )

K(n)
∞,Reg(x, x) · f (x, s)dx;

ISing(s, τ) =
∫

ZG(AF )P0(F)\G(AF )

KSing(x, x) · f (x, s)dx;

IWhi(s, τ) =
∫

ZG(AF )P0(F)\G(AF )

K(1)∞ (x, x) · f (x, s)dx;

where
K(1)∞ (x, y) :=

∑
δ∈N(F)\P0(F)

∫
[N]

K∞(nδx, δy)θ(n)dn, (3.10)

with N = R0 = N′1 being the unipotent radical of the Borel of G.

Since K0(x, y) = K(x, y) − K∞(x, y) = K(x, y) −
∑n

j=1 K(k)∞ (x, y), then

K0(x, y) = KGeo,Reg(x, y) − K(n)
∞,Reg(x, y) + KSing(x, y) − K(1)∞ (x, y).

Therefore, (at least formally) we have

I0(s, τ) = IGeo,Reg(s, τ) − I∞,Reg(s, τ) + ISing(s, τ) − IWhi(s, τ). (3.11)

The analytic behavior of IGeo,Reg(s, τ) has been investigated in Theorem E. In the
following sections we will deal with I∞,Reg(s, τ) and IWhi(s, τ), and the analytic be-
havior of ISing(s, τ) would follow from spectral expansion and functional equation.
As we will see, I∞,Reg(s, τ) will be handled by Langlands-Shahidi’s method after
applying some geometric auxiliary results (see Section 2.1); and IWhi(s, τ) can be
reduced to an infinite sum of Rankin-Selberg convolutions of irreducible generic
non-cuspidal representations of GL(n,AF) (see Section 5). We also obtain a mero-
morphic continuation of IWhi(s, τ) in Section 6 and Section 7. Hence the expansion
(1.4) is well defined on both sides for Re(s) > 1, and can be regarded as an identity
between their continuations when s ∈ C is arbitrary and τ is such that τk , 1, ∀
1 ≤ k ≤ n.
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C h a p t e r 4

CONTRIBUTIONS FROM I∞,REG(S, τ)

Now we start with handling the distribution I∞,Reg(s, τ). Our approach is some
geometric computation. Recall that, by definition,

I∞,Reg(s, τ) =
∫

ZG(AF )P0(F)\G(AF )

∫
NP(F)\NP(AF )

K(n)
∞,Reg(ux, x)du f (x, s)dx

=

∫
ZG(AF )P0(F)\G(AF )

∫
[NP]

∑
γ∈ZG(F)\G(F)−S

ϕ(x−1u−1γx)du f (x, s)dx.

To simplify I∞,Reg(s, τ), we will write ZG(F)\G(F) = tC as a disjoint union of
G(F)-conjugacy classes modulo ZG(F), and further decompose each class C into
a disjoint union of P(F)-conjugacy classes. Then we will find representatives
of these P(F)-conjugacy classes explicitly. So eventually one can get rid of the
factor P0(F) = ZG(F)\P(F) in the domain; moreover, one can now apply Iwasawa
decomposition to the domain ZG(AF)\G(AF) to compute this integral.

4.1 P(F)-conjugacy Classes
For any G(F)-conjugacy class C, denote by CP(F)

r .e. the component C0 given in (2.3)
if C is regular, and take CP(F)

r .e. to be an empty set if C is irregular. Since CP(F)
r .e. does

not intersect any standard maximal parabolic subgroups and is nontrivial only when
C is regular, for convenience, we call CP(F)

r .e. the regular elliptic component of C,
despite of the fact that it might not be elliptic.

Let CP(F)
r .e. be the union of regular elliptic components of all G(F)-conjugacy classes

in G(F). Then CP(F)
r .e. is a disjoint union of P(F)-conjugacy classes in G(F) by

Proposition 12. Moreover, Proposition 13 and Proposition 12 give a decomposition
of G(F) as P(F)-conjugacy classes

G(F) = CP(F)
r .e.

∐ n−1⋃
k=1

Qk(F)P(F). (4.1)

For any 2 ≤ k ≤ n, let Pk be the standard maximal parabolic subgroup of GLk of
type (k − 1,1). In the following, we identify Pk with diag(Pk, In−k) when view it
as a subgroup of G = GLn. Write Wk the Weyl group of GLk with respect to the
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standard Borel subgroup and its Levi component. Let ∆k be the set of simple roots.
Let Sk be the subgroup of symmetric groups Sn generated by permutations among
{1,2, · · · , k} ⊂ {1,2, · · · ,n}. For any α ∈ ∆k, via the isomorphisms and natural
inclusionWk

∼
−→ Sk ↪→ Sn

∼
−→ Wn,we identify it with its natural extension in∆, the set

of simple roots for G(F) = GLn(F).Henceforth, write∆k = {αi,i+1 : 1 ≤ i ≤ k−1},
and for each simple root αi,i+1,write wk

i for the corresponding simple reflection and
identify it with wi by the natural embedding.

Denote by CPk (F)
r .e. the union of regular elliptic components of all G(F)-conjugacy

classes in GLk(F),2 ≤ k ≤ n. LetRk be a set consisting of exactly all representatives
of the Pk(F)-conjugacy classes CPk (F)

r .e. .

To compute I∞,Reg(s, τ), an explicit choice of representatives of CP(F)
r .e. in Bruhat

normal form needs to be taken. We will find at the end of this section that for each
2 ≤ k ≤ n, there exists a particular choice of each Rk, such that Rk is determined
by Rk−1. Thus a desired Rn could be obtained by induction. This will be illustrated
in Proposition 29, to prove which, we start with the following result to narrow the
candidates of representatives for CP(F)

r .e. .

Lemma 27. Let notation be as before. Set RP = {wn−1wn−2 · · ·w1b : b ∈ B(F)}.

Denote by RP(F)
P the union of P(F)-conjugacy classes of elements in RP . Then one

has
C

P(F)
r .e. = R

P(F)
P . (4.2)

Proof. By Bruhat decomposition, one has

G(F) = P(F)
∐

P(F) · wn−1 · P(F).

For any g1 ∈ P(F) and g2 ∈ P(F) · wn−1 · P(F), since different Bruhat cells do not
intersect, the P(F)-conjugacy class of g1 does not intersect with that of g2. Also
note that P(F)-conjugacy classes of P(F) lie in P(F), so they are not regular elliptic.
Hence we reject all representatives in P(F), and see clearly that P(F)-conjugacy
classes in CP(F)

r .e. are represented by elements in wn−1P(F).

For any g = wn−1

(
An−1 b

dn

)
∈ wn−1P(F) ∩ CP(F)

r .e. , by Bruhat decomposition,

either An−1 ∈ Pn−1(F) or An−1 ∈ Pn−1(F)wn−2Pn−1(F), where Pn−1 is the standard
maximal parabolic subgroup of GLn−1(F) of type (n − 2,1). If An−1 ∈ Pn−1(F),

then g ∈ Qn−2(F) ⊂
⋃

1≤k≤n−1 Qk(F)P(F). Thus g < C
P(F)
r .e. . Therefore, An−1 ∈
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Pn−1(F)wn−2Pn−1(F). For any 1 ≤ k ≤ n − 1, write R∗k the standard parabolic
subgroup of G = GLn of type (k,1, · · · ,1). So we can write

g(0) = g = wn−1
©­­«
In−2 c b1

1 b2

1

ª®®®¬wn−2
©­­«

An−2 cn−2

dn−1

dn

ª®®®¬ ∈ wn−1R∗n−1(F),

which is conjugate by wn−2
©­­«

An−2 cn−2

dn−1

dn

ª®®®¬ ∈ P(F) to

g(1) = wn−2
©­­«

An−2 cn−2

dn−1

dn

ª®®®¬wn−1
©­­«
In−2 c b1

1 b2

1

ª®®®¬
= wn−2wn−1

©­­«
An−2 cn−2

dn

dn−1

ª®®®¬
©­­«
In−2 c b1

1 b2

1

ª®®®¬ ∈ wn−2wn−1R∗n−2(F).

Again, apply Bruhat decomposition to GLn−2(F) ↪→ GLn(F) to see either An−2 ∈

Pn−2(F) or An−2 ∈ Pn−2(F)wn−3Pn−2(F), where Pn−2 is the standard maximal
parabolic subgroup of GLn−2(F) of type (n − 3,1). If An−2 ∈ Pn−2(F), then g(1) ∈

Qn−3(F) ⊂
⋃

1≤k≤n−1 Qk(F)P(F). Thus g(1) < CP(F)
r .e. . Therefore,

An−2 ∈ Pn−2(F)wn−3Pn−2(F).

So we can write

g(1) = wn−2wn−1

©­­­­­«
In−3 c′ c(1)n−2 b′1

1 c(2)n−2 b′2
1 b′3

1

ª®®®®®¬
wn−3

©­­­­­«
An−3 cn−3

dn−2

dn

dn−1

ª®®®®®¬
,
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which is conjugate by wn−3

©­­­­­«
An−3 cn−3

dn−2

dn

dn−1

ª®®®®®¬
∈ P(F) to

g(2) = wn−3

©­­­­­«
An−3 cn−3

dn−2

dn

dn−1

ª®®®®®¬
wn−2wn−1

©­­­­­«
In−3 c′ c(1)n−2 b′1

1 c(2)n−2 b′2
1 b′3

1

ª®®®®®¬
= wn−3wn−2wn−1

©­­­­­«
An−3 cn−3

dn

dn−1

dn−2

ª®®®®®¬
©­­­­­«
In−3 c′ c(1)n−2 b′1

1 c(2)n−2 b′2
1 b′3

1

ª®®®®®¬
.

Clearly, g(2) ∈ wn−3wn−2wn−1R∗n−3(F). Continue this process inductively to see that
g is P(F)-conjugate to some element g(n−2) ∈ w1w2 · · ·wn−1R∗1(F).

Therefore, CP(F)
r .e. ⊆ {γ

P(F) : γ ∈ w1w2 · · ·wn−1R∗1(F)}. So we have

{g−1 : g ∈ C
P(F)
r .e. } ⊆ {γ

P(F) : γ ∈ R∗1(F)wn−1 · · ·w2w1}

= {γP(F) : γ ∈ wn−1wn−2 · · ·w1B(F)},

since R∗1(F) = B(F) ⊆ P(F). Denote by ι : G(F)
∼
−→ G(F), g 7→ g−1, the inversion

isomorphism. ThenCP(F)
r .e. is stable under ι, since

⋃
1≤k≤n−1 Qk(F)P(F) is stable under

ι. Hence,

C
P(F)
r .e. = {g

−1 : g ∈ C
P(F)
r .e. } ⊆ {γ

P(F) : γ ∈ wn−1wn−2 · · ·w1B(F)} = RP(F)
P .

Now we show that RP(F)
P ∩

⋃
1≤k≤n−1 Qk(F)P(F) = ∅, which implies by (4.1) that

R
P(F)
P ⊆ C

P(F)
r .e. . Therefore, C

P(F)
r .e. = R

P(F)
P .

Assume that RP(F)
P ∩ Qk(F)P(F) , ∅ for some 1 ≤ k ≤ n − 1. If k = n − 1, then

Qk(F)P(F) = P(F). Then the assumption forces that wn−1wn−1 · · ·w1 ∈ P(F),which
is obviously a contradiction. Thus we may assume that 1 ≤ k ≤ n − 2. Then by
Bruhat decomposition, one has

P(F) =
∐

w∈Wn−1

N(F)wB(F), and Qk(F) =
∐

w′∈Wk

N(F)w′B(F).

For w ∈ Wn, denote by C(w) = B(F)wB(F), the Bruhat cell with respect to w. Then
the assumption RP(F)

P ∩Qk(F)P(F) , ∅ leads to that

C(w)C(wn−1wn−2 · · ·w1)C(w−1) ∩ C(w′) , ∅. (4.3)
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However, Lemma 28 below shows that for any 1 ≤ k ≤ n − 2, any (w,w′) ∈
Wn−1 ×Wk, the intersection in the left hand side of (4.3) is always empty, which
gives a contradiction and thus ends the proof. �

Lemma 28. Let notation be as before, 1 ≤ k ≤ n − 2, then one has

C(w)C(wn−1wn−2 · · ·w1)C(w−1) ∩ C(w′) = ∅, ∀ w ∈ Wn−1, w
′ ∈ Wk .

Proof. Recall that for any w ∈ Wn and α ∈ ∆,we have (see [Spr09], Lemma 8.3.7)

C(sα)C(w) =


C(sαw) if l(sαw) = l(w) + 1,

C(w) t C(sαw) if l(sαw) = l(w) − 1,
(4.4)

where l : W → Z is the length function. Also, a similar computation shows that

C(w)C(sα) =


C(wsα) if l(wsα) = l(w) + 1,

C(w) t C(wsα) if l(wsα) = l(w) − 1.
(4.5)

Then by (4.4) and (4.5), one obtains that

C(w)sα =



C(sαwsα), if l(sαwsα) = l(w) + 2;

C(sαw) t C(sαwsα), if l(sαw) < l(w), l(sαwsα) > l(sαw);

C(wsα) t C(sαwsα), if l(wsα) < l(w), l(sαwsα) > l(wsα);

C(w) t C(sαw) t C(wsα) t C(sαwsα), otherwise,

(4.6)

where we use C(w)sα to denote by C(sα)C(w)C(sα).

Let w′ ∈ Wk and w ∈ Wn−1. Let l(w) be the length of w. Then w could be written
as a products of l(w) simple reflections si, 1 ≤ i ≤ n − 2, and each si corresponds to
the associated reflection of some simple roots in Wn−1.

• Assume that l(wn−1 · · ·w2w1w
−1) = l(wn−1 · · ·w2w1) + l(w−1). Take w =

sl(w) · · · s2s1 to be a reduced representation by simple reflections and apply
(4.4) and (4.5) inductively one then sees that

C(w)C(wn−1wn−2 · · ·w1)C(w−1) = C(wwn−1wn−2 · · ·w1w
−1).

We will simply identify Weyl elements in Wn with translations on the set
{1,2, · · · ,n} under the isomorphism Wn

∼
−→ Sn. Then the cycle type de-

composition of wwn−1wn−2 · · ·w1w
−1 is the same as that of wn−1wn−2 · · ·w1,

which is an n-cycle. However, since elements in Wk can never be n-cycles,
C(wwn−1wn−2 · · ·w1w

−1) ∩ C(w′) = ∅, ∀ w′ ∈ Wk .
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• Assume that l(wn−1 · · ·w2w1w
−1) < l(wn−1 · · ·w2w1) + l(w−1). Denote by

D(w) the set of all possible reduced representations of w′ by simple reflec-
tions. Then by our assumption, one can take a reduced representation of
w = s′l(w) · · · s

′
2s′1 such that s′1 = w1. Hence one can well define

jw := max
1≤ j≤l(w)

{
sl(w) · · · s2s1 ∈ D(w) : si = wi, 1 ≤ i ≤ j

}
.

Letw = sl(w) · · · s2s1 be a reduced representation such that si = wi,1 ≤ i ≤ jw .

Then w−1 = s1s2 · · · sl(w). Also, by (4.4) or (4.5) we have

C(w) = C(sl(w)) · · ·C(s2)C(s1), andC(w−1) = C(s1)C(s2) · · ·C(sl(w)),

so

C(w)C(w̃)C(w−1) = C(sl(w)) · · ·C(s2)C(s1)C(w̃)C(s1)C(s2) · · ·C(sl(w)),

where we denote by w̃ = wn−1wn−2 · · ·w1 for convenience. According to
(4.6), a brute force computation shows that

C(w)C(w̃)C(w−1) = C(w∗)
∐ ∐

1≤i≤ jw

C(w(i)),

where w∗ = wwn−1 · · ·w jw+2w jw+1s jw+1 · · · sl(w), and for 1 ≤ i ≤ jw, w(i) =

wwn−1 · · ·wi+1wiwi+1 · · ·w jw s jw+1 · · · sl(w).

Let w( jw) = sl(w) · · · s jw+1, w
∗
( jw)
= w jw · · ·w1wn−1 · · ·w jw+2w jw+1. Then w∗

( jw)

is an n-cycle, and thus w∗ = w( jw)w
∗
( jw)

w−1
( jw)

is also an n-cycle. So w∗ < Wk,

implying that C(w∗) ∩ C(w′) = ∅, ∀ w′ ∈ Wk .

For each 1 ≤ i ≤ jw, let

w∗
(i) = wi−1 · · ·w1wn−1wn−2 · · ·wi+1,

w(i) = sl(w) · · · s jw+1w jw · · ·wi . Then w(i) = w(i)w
∗
(i)w
−1
(i) . One can check that

w∗
(i) = (1,2, · · · , i)(i + 1, · · · ,n), i.e. the cycle type of w∗

(i) is (i,n − i). So w(i)

also has cycle type (i,n − i). Since elements in Wk can never have type of
the form (i,n − i), w(i) < Wk . Therefore, C(w∗) ∩ C(w(i)) = ∅, ∀ 1 ≤ i ≤ jw,

w′ ∈ Wk .

This completes the proof. �
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Now we consider P(F)-conjugation among elements in RP = {wn−1wn−2 · · ·w1b :
b ∈ B(F)} to determine representatives of RP(F)

P . Define a relation R on the set{
wn−1wn−2 · · ·w1tu : t ∈ T (F×) , u ∈ N(F)

}
such that wn−1wn−2 · · ·w1tu is related

to wn−1wn−2 · · ·w1t
′u′ if and only if u = u′ and det t = det t′,which is equivalent to

that there are elements a1, · · · ,an = a0 ∈ F× such that

a0t1a−1
1 = t′1

a1t2a−1
2 = t′2
...

an−1tna−1
n = t′n.

(4.7)

One can check easily that RP(F)
P forms an equivalence relation.

Proposition 29. Let notation be as before. Set

R̃P =

{
wn−1wn−2 · · ·w1tu : t ∈ T

(
F×

)
, u ∈ NP(F)

}
/R .

Then R̃P forms a family of representatives of RP(F)
P .

Proof. Let wn−1wn−2 · · ·w1b and wn−1wn−2 · · ·w1b′ be two elements in RP, and
write b = tnu, b′ = t′nu

′, the corresponding Levi decomposition. Assume that there
exists some pn ∈ Pn(F) = P(F) such that

pnwn−1wn−2 · · ·w1bp−1
n = wn−1wn−2 · · ·w1b′. (4.8)

Then wn−1pnwn−1 = wn−2 · · ·w1b′pnb−1w1 · · ·wn−2 ∈ P(F) = Qn−1(F). Since pn ∈

P(F), it is necessary of the following form

pn =
©­­«

An−2 cn−1 cn

an−1 0
an

ª®®®¬ ∈
©­­«
GLn−2(F) ∗ ∗

F× 0
F×

ª®®®¬ ⊂ Qn−2(F).

Hence, wn−2wn−1pnwn−1wn−2 = wn−3 · · ·w1b′pnb−1w1 · · ·wn−3 ∈ Qn−2(F), i.e.,

wn−2
©­­«

An−2 cn cn−1

an 0
an−1

ª®®®¬wn−2 ∈
©­­«
GLn−2(F) ∗ ∗

F× 0
F×

ª®®®¬ ⊂ Qn−2(F).
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Then An−2 must lie in a maximal parabolic subgroup of GLn−2(F) of type (n− 3,1),
and the last component of cn must be vanishing. Thus we can write

pn =

©­­­­­«
An−3 cn−2 c

(n−3)
n−1 c

(n−3)
n

an−2 cn−2,n−1 0
an−1 0

an

ª®®®®®¬
∈

©­­­­­«
GLn−3(F) ∗ ∗ ∗

F× ∗ 0
F× 0

F×

ª®®®®®¬
,

where for any column vector ci = (c1,i, c2,i, · · · , cm,i)
T, any 1 ≤ k ≤ m, write c(k)i =

(c1,i, c2,i, · · · , ck,i)
T, namely, the first k-entries. Now a similar analysis on the identity

wn−3wn−2wn−1pnwn−1wn−2wn−3 = wn−4 · · ·w1b′pnb−1w1 · · ·wn−4 ∈ Qn−3(F)

leads to cn = c(n−4)
n , namely, the last 4 elements of cn are all zeros. Likewise, continue

this process (n − 4)-more times to get cn = 0. Now (4.8) becomes

©­­­­­­­­«

an 0 0 . . . 0
a1 c1,2 · · · c1,n−1

. . .
...

an−2 cn−2,n−1

an−1

ª®®®®®®®®¬
b

©­­­­­­­­«

a1 c1,2 · · · c1,n−1 0
a2 · · · c2,n−1 0

. . .
...

...

an−1 0
an

ª®®®®®®®®¬

−1

= b′. (4.9)

When expanded, (4.9) becomes (4.13), which will be investigated below. Before
seeking for a solution to (4.9), we will simplify it by taking showing that one can
actually only consider some special b and b′. This is justified by Claim 30 below.

Write tn = diag(t1, · · · , tn), and set ti,j = tit−1
j ; for any n − 2 ≤ k ≤ n − 1, define

nn−k(F) =

{ ©­­«
Ik uk

1
In−k−1

ª®®®¬ : uk ∈ Mk×1(F)

}
.

Let un−k = u ∩ nn−k(F), n − 2 ≤ k ≤ n − 1. Then u = u1u2.

Claim 30. For any b ∈ B(F), there exists a unique u ∈ n2(F) ⊂ P(F), such that
u−1wn−1wn−2 · · ·w1bu ∈ wn−1wn−2 · · ·w1T(F)n1(F).

So we only need to consider the P(F)-conjugacy of among elements in R =
{wn−1wn−2 · · ·w1tu : t ∈ T (F×) , u ∈ NP(F)}.

Let wn−1wn−2 · · ·w1tnu1, wn−1wn−2 · · ·w1t
′
nu
′
1 ∈ R be P(F)-conjugate. Then there

exists some pn = diag(b,an) ∈ diag(B(F),F×) such that

pnwn−1wn−2 · · ·w1tnu1p−1
n = wn−1wn−2 · · ·w1t

′
nu
′
1. (4.10)
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Write b = diag(a1,a2, · · · ,an−1)u,where we identity u with diag(u,1) ∈ n2(F). Then
comparing the Levi components of both sides in (4.10) leads exactly the system of
relations (4.7); while the unipotent radical gives the equation (4.13) with c0

i,j = 1,
1 ≤ i < j ≤ n − 1. By the uniqueness of solution (shown in the proof of Claim 30),
u = In. Therefore, u1 = u

′
1 ∈ n1(F) = NP(F). Then the proof follows. �

Proof of Claim 30. Let notation be as in the proof of Proposition 29. Let u =
{ui,j}1≤i,j≤n ∈ n2(F), and c = {ci,j}1≤i,j≤n = w1 · · ·wn−1u

−1wn−1 · · ·w1tnut
−1
n . De-

note by u× = {u′i,j}1≤i,j≤n ∈ n2(F). Then one has, for any 1 ≤ i < j ≤ n, that

ui,j + u′i,i+1ui+1,j + u′i,i+2ui+2,j + · · · + u′i,j−1u j−1,j + u′i,j = 0. (4.11)

Also, an elementary computation shows that for any 1 ≤ i < j ≤ n, one has

ci,j = tit−1
j ui,j + ti+1t−1

j u′i−1,iui+1,j + · · · + t j−1t−1
j u′i−1,j−2u j−1,j + u′i−1,j−1. (4.12)

Now fix c0
i,j, 1 < i < j < n, and tn, then we show by a double induction that there

exists uniquely ui,j, 1 < i < j < n, such that ci,j = c0
i,j, 1 < i < j < n, i.e., we want

to solve the system of equations, for fixed t1, · · · , tn,

tit−1
j ui,j + ti+1t−1

j u′i−1,iui+1,j + · · · + t j−1t−1
j u′i−1,j−2u j−1,j + u′i−1,j−1 = c0

i,j . (4.13)

When n ≤ 4, one can check directly by hand that the solution to (4.13) exists and is
unique. So from now on we assume that n > 4. Let Di = {Di,j = u j+1,j+i+1 : 1 ≤
j ≤ n − 2 − i}, 1 ≤ i ≤ n − 3. By (4.12), c1,j = t1t−1

j u1,j, so to make c1,j = c0
1,j,

one takes u1,j = t−1
1 t jc0

1,j, 1 ≤ j ≤ n − 1. Also, by (4.11), u′i,i+1 = −ui,i+1, so (4.12)
shows that ci,i+1 = ui,i+1 + u′i−1,i = ui,i+1 − ui−1,i, 2 ≤ i ≤ n− 2. Let ci,i+1 = c0

i,i+1, then
ui,i+1 = ui−1,i + c0

i,i+1, 2 ≤ i ≤ n − 2. Since u12 = t−1
1 t2c0

1,2, then a simple induction
shows that elements in D1 are uniquely determined by the equation ci,j = c0

i,j,

1 < i < j < n.

Now, let 1 < i0 ≤ n − 3, assume that Di are uniquely solved out by (4.13) for
any 1 < i < i0. By our assumption and (4.11), u′1,i are now uniquely determined,
1 ≤ i ≤ i0 − 1. Then according to (4.12), Di0,1 = ui0+1,i0+2 = c0

i0+1,i0+2 + u1,i0+1 +

u′1,2u3,i0+2 + u′1,3u4,i0+2 + · · ·+ u′1,i0ui0+1,i0+2,where ui,i0+2 ∈ Di0+2−i, 3 ≤ i ≤ i0 + 1. So
Di0,1 is uniquely determined. Assume that we have solved out all Di0,j, j < j0, inDi0 .

Then by (4.12), Di0,j0 = u j0+1,j0+i0+1 completely depends on u′j0,j, j0+1 ≤ j ≤ j0+ i0,

and u j0+k,j0+i0+1 ∈ Di0+1−k, 2 ≤ k ≤ i0. Again, by (4.11), we can inductively
compute each u′j0,j in terms of ui′,j ′, j0 ≤ i′ < j′ ≤ j such that (i′, j′) , ( j0, j).
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By our inductive assumption, all these ui′,j ′’s and u j0+k,j0+i0+1 have been solved out
uniquely. Then Di0,j0 is thus obtained. By induction, elements in Di0 are uniquely
determined. Therefore, by induction on the index i0, one verifies that the solution to
(4.13) does exist and in fact is unique.

Denote by u0 = uc0,tn ∈ n2(F) the solution to (4.13). Then u0 depends only on
c0 = {c0

i,j}1≤i,j≤n and tn, where we define c0
i,n = δi,n, 1 ≤ i ≤ n, here δ is the

Kronecker symbol. Let b = u2u1tn be an arbitrary element in B(F). Take c0 = u2,

u0 ∈ n2(F) the solution to (4.13), and define nP = u0t
−1
n u1tnu

−1
0 ∈ n1(F). Then the

following conjugacy equation holds:

u
−1
0 wn−1wn−2 · · ·w1tnnPu0 = wn−1wn−2 · · ·w1u2u1tn.

Therefore, one can take representatives of P(F)-conjugacy classes RP(F)
P in the set

R = {wn−1wn−2 · · ·w1tu : t ∈ T (F×) , u ∈ NP(F)}. �

Remark 31. Let γ = wn−1wn−2 · · ·w1tu ∈ GLn(F), t ∈ T (F×) , u ∈ N(F), then the
P(F)-conjugacy class of γ is thoroughly determined by det γ and u ∩ NP(F).

Now we consider for our purpose the decomposition of ZG(F)\G(F) into P(F)-
conjugacy classes. By (4.1) one has the following decomposition

ZG(F)\G(F) = ZG(F)\C
P(F)
r .e.

∐ n−1⋃
k=1
(ZG(F)\Qk(F))P(F) . (4.14)

Corollary 32. Let notation be as before. Set (F×)n = {tn : t ∈ F×}, and let

R̃∗P =

{
w1w2 · · ·wn−1

©­­«
In−3

t

I2

ª®®®¬ u : t ∈ F×/
(
F×

)n
, u ∈ NP(F)

}
. (4.15)

Then R̃∗P forms a family of representatives of ZG(F)\C
P(F)
r .e. .

Proof. By Lemma 27 and Proposition 29,{
wn−1wn−2 · · ·w1

©­­«
In−2

t 0
1

ª®®®¬ u : t ∈ F×/
(
F×

)n
, u ∈ NP(F)

}
(4.16)

forms a family of representatives of ZG(F)\C
P(F)
r .e. . Then the inverse of elements in

the set defined in (4.16) also form a family of representatives of ZG(F)\C
P(F)
r .e. . Note

that these inverses are bijectively P0(F)-conjugate to R̃∗P, then the proof follows. �
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4.2 Holomorphic Continuation
Let P0(F) be the mirabolic subgroup of G(F), then by definition we have P0(F) =

Rn−1(F). For any γ ∈ G(F), write γP0(F) for the P0(F)-conjugacy class of γ, which
is the same as P(F)-conjugacy class of γ. Then by Corollary 32 one can decompose
ZG(F)\G(F) as

ZG(F)\G(F) =
∐
γ∈R̃∗P

γP0(F)
∐ n−1⋃

k=1
(ZG(F)\Qk(F))P0(F) . (4.17)

By the decomposition (4.17), one can write K(x, y) = KGeo,Reg(x, y)+KGeo,Sing(x, y),

where

KGeo,Reg(x, y) =
∑
γ∈R̃∗P

∑
p∈P0(F)

ϕ(x−1p−1γpy),

KGeo,Sing(x, y) =
∑

γP0(F)∈P

∑
p∈P0(F)

ϕ(x−1p−1γpy).

Hence we have the decomposition

I∞,Reg(s, τ) =
∫

Xn

∫
[NP]

KGeo,Reg(nx, x)dn f (x, s)dx.

where Xn = ZG(AF)Rn−1(F)\G(AF) = ZG(AF)P0(F)\G(AF) and

P =
{
γP(F) : γ ∈ ZG(F)\Qk(F) for some 1 ≤ k ≤ n − 1

}
.

Note that f (x, s) is P(F)-invariant, then by (4.17) and a similar trick of changing
variables and interchanging integrals one has formally that

I∞,Reg(s, τ) =
∫

Xn

∫
[NP]

∑
γ∈R̃∗P

∑
p∈P0(F)

ϕ(x−1n−1p−1γpx)dn f (x, s)dx

=

∫
ZG(AF )\G(AF )

∫
NP(F)\NP(AF )

∑
γ∈R̃∗P

ϕ(x−1n−1γx)dn f (x, s)dx

=

∫
ZG(AF )NP(AF )\G(AF )

∫
[NP]

∫
NP(AF )

∑
γ∈R̃∗P

ϕ(x−1u−1n−1γux)dndu f (x, s)dx

=

∫
ZG(AF )NP(AF )\G(AF )

∫
[NP]

∫
NP(AF )

∑
γ∈R̃∗P

ϕ(x−1u−1γnx)dndu f (x, s)dx.

In this section, we will prove the following:
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Theorem F. Let notation be as before, then I∞,Reg(s, τ) converges absolutely and
locally normally in the domain Re(s) > 1.Moreover, I∞,Reg(s, τ) admits a meromor-
phic continuation. Precisely, one has

I∞,Reg(s, τ) ∼
Λ(s, τ)Λ(2s, τ2) · · ·Λ((n − 1)s, τn−1)Λ(ns, τn)

Λ(s + 1, τ)Λ(2s + 1, τ2) · · ·Λ((n − 1)s + 1, τn−1)
. (4.18)

Proof. Recall that for any 2 ≤ k ≤ n, any v ∈ ΣF,we have defined

N∗k =

{ ©­­«
Ik−1 uk

1
In−k

ª®®®¬ : uk ∈ M(k−1)×1

}
.

Let N∗k (AF) be the restricted product of N∗k (Fv)’s, over v ∈ ΣF . Then

N(AF) =

n∏
k=2

N∗k (AF) = N∗n (AF)N∗n−1(AF) · · · N∗2 (AF), and N(F) =
n∏

k=2
N∗k (F).

Write NP =
∏n−1

k=2 N∗k . Then one can write that N(AF) = NP(AF)NP(AF) and
N(F) = NP(F)NP(F). Apply Iwasawa decomposition:

X′(AF) := ZG(AF)NP(AF)\G(AF) = ZG(AF)\T(AF)NP(AF)K,

where T ' (Gm)
n is the maximal split torus and K is a maximal compact subgroup.

Set T∗(AF) = ZG(AF)\T(AF) for convenience. For any γ ∈ R̃∗P, write it uniquely

as γ = w1w2 · · ·wn−1
©­­«
In−2

t 0
1

ª®®®¬ u, with t ∈ F×/(F×)n , and u ∈ N(F). Set w̃ =

w1w2 · · ·wn−1. There exist unique uP ∈ NP(F) and uP ∈ NP(F) such that u = uPu
P .

Let ρT∗ be the half-sum of positive roots of T∗, and set δT∗(t) = t2ρT∗ to be the
modular character, explicitly, for any t = diag(t1, t2, · · · , tn−1,1) ∈ T∗(F), δT∗(t) =
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i=1 |ti |

n−2i+1
AF

. Substitute these into the expression of I∞,Reg(s) to get

I∞,Reg(s, τ) =
∫

X ′(AF )

f (x, s)
∫

NP(AF )

∫
NP(F)\NP(AF )

∑
t∈F×/(F×)n

∑
u∈NP(F)

ϕ
©­­­«x−1u−1w̃

©­­«
In−2

t

1

ª®®®¬ unx
ª®®®¬ dndudx

=

∫
K

∫
NP(AF )

∫
T∗(AF )

f (nP
tk, s)

d×t
δT∗(t)

dnPdk
∫

NP(AF )

∑
t

∫
[NP]∑

uP∈NP(F)

ϕ
©­­­«k−1

t
−1(nP)−1u−1w̃

©­­«
In−2

t

1

ª®®®¬ uPnnP
tk

ª®®®¬ dndu

=

∫
K

∫
NP(AF )

∫
T∗(AF )

f (tnPk, s)d×tdnPdk
∫

NP(AF )

∑
t∈F×/(F×)n

×

∫
NP(AF )

ϕ
©­­­«k−1(nP)−1u−1

t
−1w̃

©­­«
In−2

t

1

ª®®®¬ ntnPk
ª®®®¬ dndu,

where the factor δT∗(t) comes from the Jacobian of change of variables.

Recall that f (x, s) is defined by

f (x, s) = τ(det x)| det x |sAF

∫
A×F

Φ[(0, · · · , t)x]τn(t)|t |nsd×t, (4.19)

which is a Tate integral for the complete L-function Λ(ns, τn).

Then f (tnPk, s) = τ(det t)| det t |s f (k, s), where we identify T∗(AF) with the sub-
group {diag(t1, · · · , tn−1,1) : ti ∈ A×F, 1 ≤ i ≤ n − 1}. Therefore one has

I∞,Reg(s, τ) =
∫

K
f (k, s)dk

∫
NP(AF )

dnP
∫

T∗(AF )

∫
NP(AF )

∑
t

τ(det t)| det t |s+1
AF

×

∫
NP(AF )

ϕ
©­­­«k−1(nP)−1u−1

t
−1w̃

©­­«
In−2

t

1

ª®®®¬ tnnPk
ª®®®¬ dndud×t,

where t runs through F×/(F×)n .



57

Given any u′ ∈ NP(AF), and any t′ ∈ T(AF), we consider the following system of
equations with respect to variables ci,j, 1 ≤ i < j ≤ n − 1, and u ∈ NP(AF),

©­­­­­­­­«

1 c1,2 · · · c1,n−1 0
1 · · · c2,n−1 0

. . .
...

...

1 0
1

ª®®®®®®®®¬

−1

· t′ ·

©­­­­­­­­«

1 0 0 . . . 0
1 c1,2 · · · c1,n−1

. . .
...

1 cn−2,n−1

1

ª®®®®®®®®¬
= t′u′u. (4.20)

One sees easily that equation (4.20) is equivalent to (4.9) or the system of equations
(4.13). By the existence of solutions to equation (4.9) (with fixed initial datum), we
can find some u = u0 ∈ NP(AF), and ci,j = c0

i,j ∈ AF, 1 ≤ i < j ≤ n − 1, such that
(4.20) holds. Therefore, one can always find some element c ∈ NP(AF) such that

c
−1
t
−1w̃

©­­«
In−2

t

1

ª®®®¬ tc = t
−1w̃

©­­«
In−2

t

1

ª®®®¬ tu0u
′. (4.21)

Hence for any u′ ∈ NP(AF), one can rewrite I∞,Reg(s, τ) = IReg
∞ (u

′; s),where

IReg
∞ (u

′; s) =
∫

K
f (k, s)dk

∫
NP(AF )

dnP
∫

T∗(AF )

∫
NP(AF )

∑
t

τ(det t)| det t |s+1
AF

×

∫
NP(AF )

ϕ
©­­­«k−1(nP)−1u−1

t
−1w̃

©­­«
In−2

t

1

ª®®®¬ tnu
′nPk

ª®®®¬ dndud×t.

Let cP = vol
(
NP(F)\NP(AF)

)
. By (4.21), IReg

∞ (u
′; s) is NP(AF)-invariant, hence

one can integrate IReg
∞ (u

′; s) over the compact domain NP(F)\NP(AF) to see that
I∞,Reg(s, τ) is equal to

1
cP

∫
K

f (k, s)dk
∫

NP(AF )

dnP
∫
[NP]

∫
T∗(AF )

∫
NP(AF )

∑
t

τ(det t)| det t |s+1
AF

×

∫
NP(AF )

ϕ
©­­­«k−1(nP)−1u−1

t
−1w̃

©­­«
In−2

t

1

ª®®®¬ tnu
′nPk

ª®®®¬ dndud×tdu′

=
1
cP

∫
K

f (k, s)dk
∫

N(AF )

du
∫
[NP]

∫
T∗(AF )

∑
t∈F×/(F×)n

τ(det t)| det t |s+1
AF

×

∫
NP(AF )

ϕ
©­­­«k−1

ut
−1w̃

©­­«
In−2

t

1

ª®®®¬ tw̃
−1 · w̃nu′k

ª®®®¬ dnd×tdu′.
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After a changing of variables one obtains

I∞,Reg(s, τ) =
1
cP

∫
K

f (k, s)dk
∫

N(AF )

du
∫
[NP]

du′
∫

NP(AF )

dn
∑

t∈F×/(F×)n
∆
(1)
s,τ(t)

×

∫
A×F

· · ·

∫
A×F

ϕ

©­­­­­­­­«
k−1

u

©­­­­­­­­«

1
t−1
2

. . .

t−1
n−1

tn
1 t

∏n−1
i=2 ti

ª®®®®®®®®¬
w̃nu′k

ª®®®®®®®®¬
d×t,

where d×t = d×t1d×t2 · · · d×tn−1, and for any t = diag(t1, t2, · · · , tn−1,1) ∈ T∗(AF),

∆
(1)
s,τ(t) = τ(t1)

n(n−1)
2 |t1 |

n(n−1)
2 (s+1)

AF

n−1∏
i=2

τ(tn−i
i )|ti |

(n−i)(s+1)
AF

.

Depending on the purity of n, we can further simplify I∞,Reg(s, τ). Recall the test
function ϕ has the central character ω, Ξ is the set of idele class characters on AF,

which is trivial on the archimedean places. Denote by Ξω,n the subset {χ ∈ Ξ :
χn = ω} ⊂ Ξ. Also, let Ξn

τ,2 = {ξ ∈ Ξ : ξ2 = τ} if n is even, and set Ξn
τ,2 to be the

empty set if n is odd. Then both #Ξn
τ,2 < ∞ and #Ξn

τ,2 < ∞.

When n is odd, we have, by the computation above, that I∞,Reg(s, τ) is equal to

1
cP

∫
K

f (k, s)dk
∫

N(AF )

du
∫
[NP]

du′
∫

NP(AF )

dn
∑

χ∈Ξω,n

∫
A×F

∆
od
s,τ,χ(t)d

×t1

×

∫
A×F

· · ·

∫
A×F

ϕ

©­­­­­­­­«
k−1

u

©­­­­­­­­«

1
t−1
2

. . .

t−1
n−1

t1

ª®®®®®®®®¬
w̃nu′k

ª®®®®®®®®¬
d×t2 · · · d×tn−1,

where we use the fact that
(
A×F

)n
· F×/(F×)n = F× ·

(
F×\A×F

)n
, and τ | · |AF is

F×-invariant, and

∆
od
s,τ,χ(t) = χ̄(t1)τ(t1)

n−1
2 |t1 |

(n−1)(s+1)
2

AF

n−1∏
i=2

τ(t
n+1

2 −i
i )|ti |

[ n+1
2 −i](s+1)

AF
.
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When n is even, one has a similar simplification as follows

I∞,Reg(s, τ) =
1
cP

∫
K

f (k, s)dk
∫

N(AF )

du
∫
[NP]

du′
∫

NP(AF )

dn
∑

χ∈Ξω,n

∑
ξ∈Ξn

τ,2

∆
en
s,τ,χ,ξ(t)

×

∫
A×F

· · ·

∫
A×F

ϕ

©­­­­­­­­«
k−1

u

©­­­­­­­­«

1
t−1
2

. . .

t−1
n−1

t1

ª®®®®®®®®¬
w̃nu′k

ª®®®®®®®®¬
d×t1 · · · d×tn−1,

where the weighted character ∆en
s,τ,χ,ξ is defined to be

∆
en
s,τ,χ,ξ(t) = χ̄(t1)ξ(t1)τ(t1)

n−2
2 |t1 |

(n−1)(s+1)
2

AF

n−1∏
i=2

ξ(ti)τ(t
n
2−i

i )|ti |
[ n+1

2 −i](s+1)
AF

.

Let T∗(A×F) = {diag(1, t1, t2, · · · , tn−1) ∈ T(AF) : ti ∈ A×F, 1 ≤ i ≤ n − 1}. Set

ι : T∗(A×F) −→ T∗(A×F), t 7→ t
ι = diag(1, t−1

2 , t−1
3 , · · · , t−1

n−1, t1).

For any n ∈ N≥2, define Fχ,ξ(x; k, s) = Fχ,ξ(x; k, s, ϕ,Φ, τ) by

Fχ,ξ(x; k, s) =
∫

N(AF )

du
∫
[NP]

du′
∫

T∗(A×F )
ϕ

(
k−1

ut
ιxu′k

)
∆s,τ,χ,ξ,n(t)d×t,

where we write δn = −
1+(−1)n

2 and denote by ∆s,τ,χ,ξ,n(t) the following character

χ̄(t1)ξ(t1)−δnτ(t1)
n−1−δn

2 |t1 |
(n−1)(s+1)

2
AF

n−1∏
i=2

χ(ti)ξ(ti)δnτ(ti)
n+1−δn

2 −i |ti |
[ n+1

2 −i](s+1)
AF

.

Since [NP] = NP(F)\NP(AF) is compact and ϕ is compactly supported, the integral
over N(AF) converges absolutely; hence the functionFχ,ξ(x; k, s) is well defined for
any χ, ξ and Re(s) > 1.

Let b = ut ∈ B(AF),where u ∈ N(AF), t = diag(t1, t2, · · · , tn) ∈ T(AF). Then

Fχ,ξ(bx; k, s) =
n∏

i=1
χ(ti)ξ(ti)δnτ(ti)

n+1−δn
2 −i |ti |

[ n+1
2 −i](s+1)

AF
·Fχ,ξ(x; k, s). (4.22)

Since the modular character of T(AF) is δT(AF )(t) =
∏n

i=1 tn+1−2i
i , so one has

Fχ,ξ(x; k, s) ∈ IndG(AF )

B(AF )

(
χξδnτλ1 | · |

λ1s
AF
, · · · , χξδnτλn−1 | · |

λn−1s
AF

, χξδnτλn | · |λns
AF

)
,
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where for 1 ≤ i ≤ n, λi =
n+1−δn

2 − i. Denote by

Gχ,ξ(x; s) = Gχ,ξ(x; s, ϕ,Φ, τ) =
1
cP

∫
K

f (k, s)Fχ,ξ(x; k, s)dk .

Then at least formally one can write I∞,Reg(s, τ) as a finite sum:

I∞,Reg(s, τ) =
∑

χ∈Ξω,n

∑
ξ∈Ξn

τ,2

∫
NP(AF )

Gχ,ξ(w̃n; s)dn, Re(s) > 1. (4.23)

Let F1,1,+(x; k, s) = F1,1(x; k, s, |ϕ|, |Φ|,1) and G1,1,+(x; s) = G1,1(x; s, |ϕ|, |Φ|,1).
Then the above interchanging orders of integrals is justified by Fubini’s theorem on
integral of nonnegative functions. One then has

I+∞,Reg(s, τ) =
∑
χ∈Ξ1,n

∑
ξ∈Ξn

1,2

∫
NP(AF )

G1,1,+(w̃n; s)dn,

where the sums are finite. Then
∫

NP(AF )
G1,1,+(w̃n; s)dn converges absolutely in

Re(s) > 1 according to Langlands’ theory on intertwining operators. Therefore, by
dominant control theorem,

∫
NP(AF )

Gχ,ξ(w̃n; s)dn converges absolutely in Re(s) > 1.
It is thus a well defined intertwining operator. By Langlands’ theory (cf. [Lan71]
or [Sha84]) on intertwining operators, we have∫

NP(AF )

Gχ,ξ(w̃n; s)dn ∼
Λ(s, τ)Λ(2s, τ2) · · ·Λ((n − 1)s, τn−1)Λ(ns, τn)

Λ(s + 1, τ)Λ(2s + 1, τ2) · · ·Λ((n − 1)s + 1, τn−1)
,

where the last factorΛ(ns, τn) on the numerator comes from the Tate integral f (k, s)

(cf. (4.19)).

So (4.23) is well defined. Then (4.18) follows since the sums in (4.23) is finite. �

Remark 34. InGL(2) case one can also prove TheoremF by Poisson summation (cf.
[JZ87]). However, the approach in loc. cit. does not generalize to higher rank case
because of a lack of Poisson summation formula. We take advantage of P-conjugacy
classes in G to show I∞,Reg(s, τ) can be written as a finite sum of certain auxiliary
intertwining operators, and then apply general theory on intertwining operators.
This approach steers clear of Poisson summation.



61

C h a p t e r 5

CONVERGENCE OF THE SPECTRAL SIDE

We will deal with the spectral side

IWhi(s, τ) =
∫

ZG(AF )N(F)\G(AF )

∫
N(F)\N(AF )

K∞(n1x, x)θ(n1)dn1 f (x, s)dx, (5.1)

where K∞(x, y) = K(x, y) − K0(x, y) is the non-cuspidal part of the kernel function
relative to a general test function ϕ ∈ H (G(AF),ω) . The main concern in this
section is the absolute convergence of IWhi(s, τ) when Re(s) is large.

Typically one needs certain suitable regularization or truncation for K∞, which is
slowly increasing. In the GL(2) case this can be handled by the techniques in
[Sel56] or [Zag81]. Also, Arthur (e.g., cf. [Art78], [Art79], [Art80] and [Art81])
develops a truncation approach to regularize the trace formula on general reductive
groups successfully. Arthur’s truncation operators and their variants (e.g., [Lap06])
provides a powerful toolkit to manipulate the convergence problem in the (relative)
trace formula.

However, these truncation operators seem to be incompatible with the distribution
(5.1). One of the main barriers is that the domain is not the usual automorphic quo-
tient ZG(AF)G(F)\G(AF) but the larger region ZG(AF)N(F)\G(AF). In particular,
the kernel in (5.1) is not G(F)-invariant now, which makes the usual truncation oper-
ators not work well here. One can appeal to the spectral expansion of K∞ and apply
Arthur’s truncation ΛT to the second Eisenstein series and show it can be integrated
over a Siegel domain. With further covering process by Weyl elements conjugation,
one can show (5.1) converges absolutely with K∞(x, y) replaced by ΛT

2 K∞(x, y),
whereΛT

2 means the operatorΛT is applied to the y-variable. This will be discussed
in Section 5.4. Nevertheless, taking Fourier coefficients in the first variable makes
the geometric truncation difficult to control, since it is not G(F)-invariant. So it is
not clear how to compute the spectrally truncated distribution as a polynomial of the
parameter T and show ultimately that this polynomial is indeed a constant. (Here
the letter ‘T’ is a conventional notation for the truncation parameter, while we use
‘T’ to denote the torus elsewhere.)

We will propose an alternative way to show convergence of (5.1). Our strategy is to
reduce (5.1) to a Mellin transform of the Kuznetsov relative trace formula, which is
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majorized by a gauge. So that one obtains convergence of (5.1) for all ϕ when Re(s)
is large enough.

Then substituting the spectral expansion (5.7) of K∞(x, y) into (5.1), then IWhi(s, τ)

can be written as∫
XG

∑
χ∈X

∑
P∈P
P,G

1
cP

∫
Λ∗

∑
φ1

∑
φ2

〈IP(λ, ϕ)φ2, φ1〉W1(x; λ)W2(x; λ)dλ f (x, s)dx, (5.2)

where XG = ZG(AF)N(AF)\G(AF) and X is the (infinite) set of cuspidal data, and
W j’s are the Whittaker functions. See (5.10) below for details. We then summarize
the final result on the absolute convergence of (5.2) as Theorem G at the end of this
section.

5.1 Reduce to the Kuznetsov Relative Trace Formula

Lemma 35. Let ϕ ∈ H (G(AF),ω) . Let K = Kϕ, K0 = Kϕ and K∞ = Kϕ
∞ be the

corresponding kernel functions. Then

K0(x, y) =
∑

δ∈N(F)\P0(F)

∫
[N]
(K(nδx, δx) − K∞(nδx, δx)) θ(n)dn. (5.3)

Proof. By the spectral decomposition of K0(x, y) we see it is cuspidal as a function
of x. Applying Proposition 26 to the first variable of K0(x, y) and take y = x we
then obtain

K0(x, y) =
∑

δ∈N(F)\P0(F)

∫
[N]

K0(nδx, x)θ(n)dn.

Then (5.3) follows from the spectral decomposition K0(x, y) = K(x, y) − K∞(x, y)
and the automorphy of these functions relative to the second variable. �

Let Re(s) > 1 in this section. We then plug Lemma 35 into

I0(s, τ) =
∫

ZG(AF )G(F)\G(AF )

K0(x, x)E(x, s)dx

and unfold the Eisenstein series E(x, s) to obtain

I0(s, τ) = IKl(s, τ) − IWhi(s, τ),

where
IKl(s, τ) =

∫
ZG(AF )N(F)\G(AF )

∫
[N]

K(nx, x)θ(n)dn f (x, s)dx. (5.4)
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SinceK0 is rapidly decaying, then to show IWhi(s, τ) iswell defined, it suffices to show
IKl(s, τ) converges. We will show IKl(s, τ) converges for all ϕ ∈ H (G(AF),ω) and
Re(s) large enough. Then by Cauchy inequality and the convolution decomposition
of ϕ we get the absolute convergence of IWhi(s, τ).

By a change of variable one has

IKl(s, τ) =
∫

ZG(AF )N(AF )\G(AF )

JKuz(ϕ, x) f (x, s)dx,

where

JKuz(ϕ, x) =
∫
[N]

∫
[N]

K(n1x,n2x)θ(n1)θ(n2)dn1dn2

is a relative trace formula of Kuznetsov type. Hence, IKl(s, τ) is a (multiple)
Mellin transform of a Kuznetsov relative trace formula JKuz(ϕ, x) since f (x, s) is
essentially | det x |s . Then in principle IKl(s, τ) is a sum of Kloosterman sum zeta
functions, which should converge when Re(s) is large enough. We verify this
intuition by showing that JKuz(ϕ, x) is majorized by a gauge. Recall that, for
x = diag(x1 · · · xn−1, · · · , x1x2, x1,1) ∈ A(AF), a gauge G is a positive function of
the form

G(x) = ξ(x1, x2, · · · , xn−1) · |x1x2 · · · xn−1 |
−M

with M ≥ 0 and ξ is a Schwartz-Bruhat function on (A×F)
n−1.

Proposition 36. Let notation be as above. Then as a function of x ∈ A(AF) =

ZG(AF)\T(AF), JKuz(ϕ, x) is a majorized by a finite sum of gauges on A(AF).

Proof. By definition of the kernel function K(x, y) we have

JKuz(ϕ, x) =
∫
[N]

∫
[N]

∑
γ∈ZG(F)\G(F)

ϕ(x−1n−1
1 γn2x)θ(n1)θ(n2)dn1dn2,

which converges absolutely since K(x, y) is continuous and [N] is compact.

Then we consider the double coset ZG(AF)N(F)\G(F)/N(F), whose element is of
the form wa,where w is a Weyl element and a ∈ ZG(F)\T(F). Let

Hwa :=
{
(n1,n2) ∈ N × N : n−1

1 wan2a−1w−1 ∈ ZG
}

be the stabilizer relative to the representative wa. Then

JKuz(ϕ, x) =
∑
wa∈Φ

∫
Hwa(F)\N(AF )×N(AF )

ϕ(x−1n−1
1 wan2x)θ(n1)θ(n2)dn1dn2,
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where Φ is a set of complete representatives for ZG(AF)N(F)\G(F)/N(F). Then

JKuz(ϕ, x) =
∑
wa∈Φ

Cwa

∫
Hwa(AF )\N(AF )×N(AF )

ϕ(x−1n−1
1 wan2x)θ(n1)θ(n2)dn1dn2,

where
Cwa =

∫
[Hwa]

θ(n′1)θ(n
′
2)dn′1dn′2.

Call wa ∈ Φ relevant if Cwa , 0, i.e., θ(n′1)θ(n
′
2) is trivial on Hwa(AF). Denote

by Φ∗ the set of relevant elements in Φ. By [JR92] (Prop 1 on p. 272) one
can take the following realization: Φ∗ consists of wa, where w is the longest
Weyl element inside a stantard parabolic subgroup P ⊆ G of type (k1, · · · , kr),

and a ∈ ZG(F)\ diag(Tk1(F), · · · ,Tkr (F)) (modulo some further relations), with Tk j

being the maximal split torus of GL(k j). For instance, when P = B the Borel, then
w = In and a = In and Hwa = N . Therefore,

JKuz(ϕ, x) =
∑

wa∈Φ∗
vol([Hwa])JKuz(ϕ, x;wa),

where

JKuz(ϕ, x;wa) =
∫

Hwa(AF )\N(AF )×N(AF )

ϕ(x−1n−1
1 wan2x)θ(n1)θ(n2)dn1dn2.

By definition ofΦ∗ each w corresponds to a unique (i.e., the minimal one) parabolic
subgroup P containing w. Suppose w , In. Then by Levi decomposition it suffices
to consider the extreme case where P = G and w is the longest.

Recall that the test function ϕ is K-finite. Hence there is some compact subgroup
K0 ⊂ G(AF,fin) such that ϕ is right K0-invariant. Let K0 =

∏
v<∞ K0,v . Note that

JKuz(ϕ, x;wa) =
∏

v≤∞ JKuz,v(ϕv, xv;wa),where

JKuz,v(ϕv, xv;wa) =
∫

Hwa(Fv)\N(Fv)×N(Fv)

ϕv(x−1
v n−1

1 wan2x)θv(n1)θv(n2)dn1dn2.

Then for each finite place v, JKuz,v(ϕv, xv;wa) is right K0,v-invariant. So there exists
a compact subgroup N0,v ⊆ K0,v ∩ N(Fv), depending only on ϕv, such that

JKuz,v(ϕv, xvuv;wa) = JKuz,v(ϕv, xv;wa), for all xv ∈ A(Fv) and uv ∈ N0,v .

On the other hand, JKuz,v(ϕv, xvuv;wa) = θ(xvuvx−1
v )JKuz,v(ϕv, xv;wa). But then,

there exists a constant Cv depending only on N0,v and θ such that θ(xvuvx−1
v ) = 1

if and only if |αi(xv)|v ≤ Cv, where αi’s are the simple roots of G(F) relative to B.



65

Note that for all but finitely many v < ∞, K0,v = G(OF,v). Thus we can take the
corresponding Cv = 1. Hence for any xv ∈ A(Fv), JKuz,v(ϕv, xv;wa) , 0 implies that
|αi(xv)|v ≤ Cv, 1 ≤ i ≤ n − 1, and Cv = 1 for all but finitely many finite places v.
Denote the compact set by

Aϕ,fin =
{
a = (av) ∈ A(AF,fin) : |αi(av)|v ≤ Cv, 1 ≤ i ≤ n − 1

}
.

Then supp JKuz(ϕ, x;wa) ⊆ A(AF,∞)Aϕ,fin.

For any y = ⊗v(yi,j,v) ∈ G(AF).We define ‖yv ‖v = maxi,j |yi,j,v |v if v < ∞; and

‖yv ‖v =
[∑

i,j

|yi,j,v |
2
v

]1/2
, if v | ∞.

Then ‖yv ‖v = 1 for almost all v. The height function ‖y‖ =
∏

v ‖yv ‖v is therefore
well defined by a finite product. Also, by supp JKuz(ϕ, x;wa) ⊆ A(AF,∞)Aϕ,fin and
the compactness of supp ϕv, we have ‖w−1xvwxva‖v ≤ C′v for some constant C′v
depending only on ϕv, v < ∞, and C′v = 1 for almost all v’s.

Now we investigate the archimedean JKuz,v(ϕv, xv;wa), i.e., v | ∞. Note that ϕv
is a compactly supported on ZG(Fv)\G(Fv). Then JKuz(ϕv, xv;wa) = 0 unless
n−1

1,vyvwn2,v ∈ supp ϕv, where yv = x−1
v waxvw−1. Hence ‖n−1

1,vyvwn2,vw
−1‖v ≤ Cv

for some constant Cv depending only on ϕ. A straightforward computation shows
that ‖n1,v ‖v + ‖n2,v ‖v + ‖yv ‖v ≤ C′v for some constant C′v depending only on
ϕ. So ϕv(n1,vyvwn2,v) has compact support relative to n1,v and n2,v . Therefore,
JKuz(ϕv, xv;wa) = 0 unless n1,v, n2,v run through a compact set of N(Fv) and ‖y‖v is
bounded.

Similar to (??) we define an additive character for x ∈ A(AF) :

ψx(u) =
n−1∏
i=1

ψF/Q
(
xiui,i+1

)
, ∀ u = (ui,j)n×n ∈ N(AF).

Then JKuz(ϕ, x;wa) is equal to

δw(x)2
∫

Hwa(AF )\N(AF )×N(AF )

ϕ(n−1
1 x−1waxn2)θx(n1)θx(n2)dn1dn2,

where δw is the modular character of the parabolic subgroup associated to w.

Since n1 and n2 lie in a compact set determined by supp ϕ, then for a fixed y ∈ A(AF),

v | ∞, the v-th component of∫
Hwa(AF )\N(AF )×N(AF )

ϕ(n−1
1 ywn2)θx(n1)θx(n2)dn1dn2
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is a Schwartz function of x since it is the Fourier transform of a compactly supported
smooth function. Hence, JKuz(ϕ, x;wa) is majorized by a nonnegative Schwartz-
Bruhat function Ξ(x−1waxw−1, x) on A(AF)

2 with

x−1waxw−1 ∈ A∗ := {b ∈ A(F) : ‖b‖ ≤
∏
v

C′v .}

By properties of the height ‖ · ‖ (e.g., see [Art05] p. 70) one has

#
(
w−1x · A∗ · wx−1

)
≤ C · (|x1 · · · xn−1 |

M + |x1 · · · xn−1 |
−M),

for some constants C and M depending on supp ϕ. Therefore,∑
a∈A(F)

|JKuz(ϕ, x;wa)| ≤
∑
a∈A∗

Ξ(w−1xwxa, x) =
∑

a∈w−1 x·A∗·wx−1

Ξ(a, x),

which ismajorized by |x1 · · · xn−1 |
−M ·ξ(x1, · · · , xn−1) for some M ≥ 0 and Schwartz-

Bruhat function ξ.

The remaining case is that w = In, i.e., P = B. In this case∑
a∈A(F)

|JKuz(ϕ, x;wa) = δw(x)
∫

N(AF )

ϕ(an)θx(n)dn

is the Fourier transform of a Schwartz-Bruhat function. So it is majorized by a
gauge. Then Proposition 36 follows. �

As a consequence of Proposition 36 and the Iwasawa decomposition, we have
IKl(s, τ) converges absolutely when Re(s) is large enough. Therefore, IWhi(s, τ)

converges when Re(s) is large enough.

To show the absolute convergence of IWhi(s, τ) and thus to obtain meromorphic
continuation, we need to analyze properties of K∞ by its spectral expansion.

5.2 Spectral Decomsition of the Kernel Function
In this subsection, we review briefly the spectral theory of automorphic represen-
tation of reductive groups, and then apply the results to the non-cuspidal kernel
function K∞. Denote by H a general reductive group and P a standard parabolic
subgroup of H. Let MP (resp. NP) be the Levi component (resp. unipotent radical)
of P.

Let H1(AF) = {g ∈ H(AF) : |λ(g)|AF = 1, ∀ λ ∈ X(H)F}, where X(H)F is space
set of F-rational characters of H. Let aH = HomZ(X(H)F,R). Let a∗H = X(H)F ⊗R.
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Denote by aP = aMP and a∗P = a
∗
MP
. Let P0 be a fixed minimal parabolic subgroup

of H over F . Write a0 (resp. a∗0) for aP0 (resp. a∗P0
). These notations concur with

those used by Arthur, e.g., see p.20-31 of [Art05].

Then by spectral theory (e.g., cf. p. 256 and p. 263 of [Art79]), the decompo-
sition of the Hilbert space L2 (ZH(AF)NP(AF)MP(F)\H(AF)) into right H(AF)-
invariant subspaces is determined by the spectral data χ = {(M, σ)}, where the
pair (M, σ) consists of a Levi subgroup M of H and a cuspidal representation
σ ∈ A0

(
ZH(AF)\M1(AF)

)
, where M1 is defined in a similar way to H1; the class

(M, σ) derives from the equivalence relation (M, σ) ∼ (M′, σ′) if and only if M is
conjugate to M′ by a Weyl group element w, and σ′ = σw on ZH(AF)\M1(AF). Let
X be the set of equivalence classes χ = {(M, σ)} of these pairs, we thus have

L2 (P) := L2 (ZH(AF)NP(AF)MP(F)\H(AF)) =
⊕
χ∈X

L2 (P)χ , (5.5)

where L2 (P)χ consists of functions φ ∈ L2 (ZH(AF)NP(AF)MP(F)\H(AF)) such
that: for each standard parabolic subgroup Q of G, with Q ⊂ P, and almost all
x ∈ H(AF), the projection of the function

m 7→ x.φQ(m) =
∫

NQ(F)\NQ(AF )

φ(nmx)dn

onto the space of cusp forms in L2
(
ZH(AF)MQ(F)\M1

Q(AF)

)
transforms under

M1
Q(AF) as a sum of representations σ, in which (MQ, σ) ∈ χ. If there is no such

pair in χ, x.φQ will be orthogonal toA0

(
ZH(AF)MQ(F)\M1

Q(AF)

)
. Denote byHP

the space of such φ’s. LetHP,χ be the subspace ofHP such that for any (M, σ) < χ,

with M = MP1 and P1 ⊂ P,we have∫
M(F)\M(AF )

1

∫
NP1 (F)\NP1 (AF )

ψ0(m)φ(nmx)dn = 0,

for any ψ0 ∈ L2
0
(
M(F)\M(AF)

1)
σ , and almost all x. This leads us to Langlands’

result to decomposeHP as an orthogonal direst sumHP =
⊕

χ∈XHP,χ . Let BP be
an orthonormal basis ofHP, then we can choose BP =

⋃
χ∈X BP,χ,where BP,χ is an

orthonormal basis of the Hilbert space HP,χ . We may assume that vectors in each
BP,χ are K-finite and are pure tensors.

5.3 Spectral Expansion of IWhi(s, τ)

By definition, we have

IWhi(s, τ) =
∫

ZG(AF )N(AF )\G(AF )

∫
[N]

∫
[N]

K∞(n1x,n2x)θ(n1)θ̄(n2)dn1dn2 f (x, s)dx.
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Denote by K̂∞(x, y) the Fourier expansion of K∞(x, y), namely,

K̂∞(x, y) :=
∫
[N]

∫
[N]

K∞(n1x,n2y)θ(n1)θ̄(n2)dn1dn2. (5.6)

For our particular purpose here, we take in Section 5.2 that H = G. By spectral
theory, one can expand K∞(x, y) as∑

χ∈X

∑
P∈P

1
kP!(2π)kP

∫
ia∗P/ia

∗
G

∑
φ∈BP,χ

E(x,IP(λ, ϕ)φ,λ)E(y, φ, λ)dλ, (5.7)

where P is the set of standard parabolic subgroups which are not G; and for any such
P, kP is the number of blocks of the Levi part of P. Also, (5.7) converges absolutely
(cf. Lemma 2 on p.263 of [Art79]). Since [N] = N(F)\N(AF) is compact, K̂∞(x, y)
is then well defined.

Lemma 37. Let notation be as before. Then one can interchange the integrals in
the definition of K̂∞(x, y), namely, one has

K̂∞(x, y) =
∑
χ∈X

∑
P∈P

1
kP!(2π)kP

∫
ia∗P/ia

∗
G

∑
φ∈BP,χ

WEis,1(x; λ)WEis,2(y; λ)dλ, (5.8)

where the Fourier coefficient WEis,1(x; λ) = WEis(x,IP(λ, ϕ)φ,λ) is defined by

WEis(x,IP(λ, ϕ)φ,λ) :=
∫

N(F)\N(AF )

E(n1x,IP(λ, ϕ)φ,λ)θ(n1)dn1;

and similarly, WEis,2(y; λ) = WEis(y, φ, λ) is given as

WEis(y, φ, λ) :=
∫

N(F)\N(AF )

E(n2y, φ, λ)θ(n2)dn2.

Proof. The main idea of the proof is similar to that in [Art78] (see p. 928-934). For
any P ∈ P, let cP = kP!(2π)kP . Substitute (5.7) into (5.6) to get a formal expansion
of K̂∞(x, y),which is clearly dominated by the following formal expression∫
[N]

∫
[N]

∑
χ∈X

∑
P∈P

1
cP

∫
ia∗P/ia

∗
G

∑
φ∈BP,χ

��E(n1x,IP(λ, ϕ)φ,λ)E(n2y, φ, λ)
��dλdn1dn2.

Denote by JG(ϕ; x, y) the above integral. We will show JG(ϕ; x, y) is finite, hence
(5.8) is well defined. One can write the test function ϕ as a finite linear combina-
tion of convolutions ϕ1 ∗ ϕ2 with functions ϕi ∈ Cr

c (G(AF)) , whose archimedean
components are differentiable of arbitrarily high order r . Then one applies Hölder
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inequality to it. Clearly it is enough to deal with the special case that ϕ = ϕ j ∗ ϕ
∗
j,

where ϕ∗j (x) = ϕ j(x−1), and x = y. Define for g ∈ G(AF) that

JG(ϕ j,g) =

∫
[N]

K∞(ng,ng)dn.

Then JG(ϕ j,g) is well defined since [N] is compact and K∞ is continuous. By (5.7)
we can expand JG(ϕ j, x) as∫

[N]

∑
χ∈X

∑
P∈P

1
cP

∫
ia∗P/ia

∗
G

∑
φ∈BP,χ

E(nx,IP(λ, ϕ j)φ,λ)E(nx,IP(λ, ϕ j)φ,λ)dλdn.

Note that the summands are nonnegative. In fact, the integral over λ and sum over
χ, P and φ can be expressed as an increasing limit of nonnegative functions, each of
which is the kernel of the restriction of R(ϕ j ∗ ϕ

∗
j ), a positive semidefinite operator,

to an invariant subspace. Since this limit is bounded by the continuous nonnegative
function

K(x, x) =
∑

γ∈Z(F)\G(F)

ϕ j ∗ ϕ
∗
j (x
−1γx) =

∑
γ∈Z(F)\G(F)

ϕ(x−1γx),

we then obtain

JG(ϕ j, x) ≤
∫
[N]

K(nx,nx)dn < ∞

since the domain [N] = N(F)\N(AF) is compact.

Note that BP,χ is finite due to the K-finiteness assumption, and Eisenstein series
holomorphic on λ, hence the integrand becomes∑
φ∈BP,χ

E(x,IP(λ, ϕ)φ,λ)E(y, φ, λ) =
∑

φ∈BP,χ

E(x,IP(λ, ϕ j)φ,λ)E(y,IP(λ, ϕ j)φ,λ).

Then by Cauchy inequality one has JG(ϕ; x, y) ≤
√

JG(ϕ j, x)JG(ϕ j, y) < ∞. Hence,
K̂∞(x, y) converges absolutely. Then (5.8) follows from a straightforward computa-
tion. �

Let φ2 ∈ BP,χ . Then IP(λ, ϕ)φ2 can be expanded by a linear combination of vectors
in BP,χ . As a consequence,

E(x,IP(λ, ϕ)φ2, λ) =
∑

φ1∈BP,χ

〈IP(λ, ϕ)φ2, φ1〉E(x, φ1, λ),
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where the sum is finite due to the K-finiteness of ϕ.

For 1 ≤ i ≤ 2, define the Whittaker function associated to φi parameterized by
λ ∈ ia∗P/ia

∗
G as

Wi (x, λ) = Wi (x, φα, λ) :=
∫

N(AF )

φi(w0nx)e(λ+ρP)HP(w0nx)θ(n)dn, (5.9)

where w0 is the longest element in the Weyl group Wn.

Since the residual spectrum is degenerate, that is, has no Whittaker model, the
integral is zero unless the representation is cuspidal. Hence, unfolding the Eisen-
stein series and by Bruhat decomposition on G(F) one can write the non-constant
terms WEis,i(x; λ) in terms of Wi (x, λ) , e.g., cf. p.123-124 of [Sha10]. Set
XG = ZG(AF)N(AF)\G(AF), cP = kP!(2π)kP, and Λ∗ = ia∗P/ia

∗
G . Then by (5.8)

one can rewrite (at least formally) IWhi(s, τ) as∫
XG

∑
χ∈X

∑
P∈P

1
cP

∫
Λ∗

∑∑
φ1,φ2

〈IP(λ, ϕ)φ2, φ1〉W1(x; λ)W2(x; λ)dλ f (x, s)dx, (5.10)

where φi ∈ BP,χ, 1 ≤ i ≤ 2.

Theorem G. Let notation be as before. Then there exists a constant cϕ depending
only on ϕ such that IWhi(s, τ) converges absolutely for Re(s) > cϕ. Moreover, when
Re(s) > cϕ, IWhi(s, τ) is equal to∑

χ

∑
P∈P

1
cP

∑
φ1∈BP,χ

∑
φ2∈BP,χ

∫
Λ∗
〈IP(λ, ϕ)φ2, φ1〉

∫
XG

W1(x; λ)W2(x; λ) f (x, s)dxdλ,

where χ runs over the proper cuspidal data, i.e., χ is not of the form {(G, π)}.
Particularly, as a function of s, IWhi(s, τ) is analytic in the right half plane {z :
Re(z) > cϕ}.

Proof. For x ∈ ZG(AF)N(AF)\G(AF) we write it into the Iwasawa coordinates:
x = ak,where a ∈ A(AF) and k ∈ K . Then

f (x, s) := f (x,Φ, τ; s) = τ(det a)| det a|s
∫
A×F

Φ(ηtk)τ(t)n |t |nsd×t.

Therefore, | f (x, s)| = | det a|Re(s)h(k, s),where

h(k, s) :=
��� ∫

A×F

Φ(ηtk)τ(t)n |t |nsd×t
���
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is a nonnegative continuous function of k and converges absolutely when Re(s) >
1/n. Let ϕ ∈ H (G(AF),ω) . Then by Proposition 36,∫

XG

JKuz(ϕ, x) · | f (x, s)|dx =
∫

K

∫
A(AF )

JKuz(ϕ,ak) · | det a|Re(s)δ(a)d×ah(k, s)dk

converges when Re(s) is large. By Lemma 35 we have

J(ϕ, s) :=
∫

XG

K̂∞(x, x)| f (x, s)|dx =
∫

XG

JKuz(ϕ, x) · | f (x, s)|dx − G(s),

where

J0(ϕ, s) =
∫

ZG(AF )G(F)\G(AF )

K0(x, x)
∑

δ∈P(F)\G(F)

| f (δx, s)|dx.

Since the series
∑
δ∈P(F)\G(F) | f (δx, s)| is slowly increasing and K0(x, x) decays

rapidly on ZG(AF)G(F)\G(AF), then J0(ϕ, s) converges absolutely. Hence J(ϕ, s)

converges and is well defined.

Take test functions of the form ϕ0∗ϕ
∗
0,where ϕ

∗
0(x) = ϕ0(x−1). Plugging the spectral

expansion Lemma 37 into J(ϕ, s) to get the convergence of∫
XG

∑
χ

∑
P∈P

1
cP

∑
φ∈BP,χ

∫
Λ∗

��W(x;IP(λ, ϕ0)φ,λ)
��2 | f (x, s)|dλdx (5.11)

where χ runs over the proper cuspidal data and

W(x;IP(λ, ϕ0)φ,λ) =

∫
N(AF )

(IP(λ, ϕ0)φ) (w0nx)e(λ+ρP)HP(w0nx)θ(n)dn,

with w0 being the longest element in the Weyl groupWn. Hence (5.11) is convergent
and also nonnegative. So it converges absolutely.

For arbitrary test function ϕ ∈ H (G(AF),ω) , one can write ϕ as a finite linear
combination of convolutions ϕ j,1 ∗ ϕ j,2 with functions ϕ j,i ∈ Cr

c (G(AF)) , whose
archimedean components are differentiable of arbitrarily high order r, 1 ≤ i ≤ 2,
and j ∈ J is a finite set. Then one applies Hölder inequality to it to see∑

χ∈X

∑
P∈P

∑
φ1∈BP,χ

∑
φ2∈BP,χ

∫
Λ∗

∫
XG

���〈IP(λ, ϕ)φ2, φ1〉W1(x; λ)W2(x; λ) f (x, s)
���dxdλ

≤
∑
j∈J

2∏
i=1

[ ∑
χ∈X

∑
P∈P

∑
φ∈BP,χ

∫
Λ∗

∫
XG

W j,i(x; λ)Wi,j(x; λ) ·
�� f (x, s)��dxdλ

]1/2

< ∞,

where W j,i(x; λ) = W(x;IP(λ, ϕ j,i)φ,λ), for any 1 ≤ i ≤ 2, and j ∈ J . This proves
the first part of Theorem G. �
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Remark 39. If the base field F is a function field, then it has no archimedean places.
Thus supp Wi(x; λ) |A(AF )⊆ Aϕ,fin, ∀ λ ∈ ia∗P/ia

∗
G, 1 ≤ i ≤ 2, namely, the support of

K̂∞(x, x) is compact. Also, in the function field case the cuspidal datums have no
infinitesimal characters, so the sum over χ’s is only finite. Therefore, Theorem G is
clear.

Note that for any χ and P, the space BP,χ depends only on the support and K-finite
type of the test function ϕ.Hence, given any λ◦P = (λ

◦
1, λ
◦
2, · · · , λ

◦
r ) ∈ a

∗
P(C) = a

∗
P⊗C,

the function ϕ(·) exp〈λ◦P,HMP (·)〉 shares the same support and K-finite type with the
test function ϕ. Hence, one can replace ϕ in Theorem G with ϕ(·) exp〈λ◦,HMP (·)〉

to get that

Corollary 40. Let notation be as before. Let s ∈ C be such that Re(s) > 1; and
for any standard parabolic subgroup P, let λ◦P = (λ

◦
1, λ
◦
2, · · · , λ

◦
r ) be a fixed point in

a∗P(C). Let YG = ZG(AF)N(AF)\G(AF). Then the following integral∑
χ∈X

∑
P∈P

∑
φ1,φ2∈BP,χ

∫
Λ∗

∫
XG

���〈IP(λ + λ
◦
P, ϕ)φ2, φ1〉W1(x; λ)W2(x; λ) f (x, s)

���dxdλ

is finite, and is uniformly bounded if s lies in some compact subset of the right half
plane {z : Re(z) > 1}.

Remark 41. Let notation be as before, and let ϕ ∈ C0(G(AF)), to apply Theorem G,
one still needs to verify that the function ϕ(·) exp〈λ◦,HMP (·)〉 lies in H(G(AF),ω)

as well. Noting that they have the same support, one then concludes that for
any ϕ ∈ H(G(AF),ω), the function ϕ(·) exp〈λ◦,HMP (·)〉 ∈ H(G(AF),ω). Then
Corollary 40 follows from Theorem G.

To obtain a further holomorphic continuation of IWhi(s, τ), we shall study∫
ZG(AF )N(AF )\G(AF )

W1(x; λ)W2(x; λ) f (x, s)dx, (5.12)

which is a Rankin-Selberg convolution for (non-cuspidal) automorphic represen-
tations of G(AF). Note that [IY15] constructed a regularized global integral to
compute these Rankin-Selberg periods in the case of GL(n + 1) ×GL(n). However,
such a truncation has not been established in the case of GL(n) × GL(n). Never-
theless, we investigate the analytic behavior of local factors of (5.12) in Section 6,
proving (5.12) is a holomorphic multiple of an L-function Λ(s, πλ ⊗ τ × π̃−λ). See
Proposition 60 below for details. Although (5.12) only converges when Re(s) > 1,
we will obtain its meromorphic continuation to the whole complex plane by analytic
properties of Λ(s, πλ ⊗ τ × π̃−λ).
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5.4 Discussion on Arthur’s Truncation Operator
In this section we discuss Arthur’s truncation operators in our case. We will use the
conventional notations on p.24-29 of [Art05]. For any parabolic subgroup P of G,

let τ̂P be the characteristic function of the subset {t ∈ aP : $(t) > 0, ∀$ ∈ ∆̂P} of
aP . Let a+0 be the set of positive coroots. Let T ∈ a+0 , we say T is suitably regular if
α(T) is large, for each simple root α. For any suitably regular point T ∈ a+0 and any
function φ ∈ Bloc (ZG(AF)G(F)\G(AF)) , define the truncation function ΛTφ to be
the function in Bloc (ZG(AF)G(F)\G(AF)) such that

Λ
Tφ(x) =

∑
P

(−1)dim(AP/AG)
∑

δ∈P(F)\G(F)

τ̂P (HP(δx) − T)
∫
[NP]

φ(nδx)dn. (5.13)

The inner sum may be taken over a finite set depending on x,while the integrand is
a bounded function of n.

Before moving on, we still need to choose a nonnegative function ‖ · ‖ on G(AF) to
describe properties of the truncation operator ΛT quantitatively.

Let x = (xv)v ∈ G(AF). Recall that ‖xv ‖v = maxi,j |xi,j,v |v if v < ∞; and

‖xv ‖v =
[∑

i,j

|xi,j,v |
2
v

]1/2
, if v | ∞.

Then ‖xv ‖v = 1 for almost all v. The height function ‖x‖ =
∏

v ‖xv ‖v is therefore
well defined by a finite product. Then one has ‖xy‖ ≤ ‖x‖ · ‖y‖, ∀ x, y ∈ G(AF).

Also one can check that there is some absolute constants C0 and N0 such that for
any x ∈ G(AF),we have ‖x‖−1 ≤ C0‖x‖N0, and

#{x ∈ G(F) : ‖x‖ ≤ t} ≤ C0tN0, t ≥ 0.

Note that the test function ϕ is compactly supported. Let

‖x · supp ϕ · y−1‖ := max
g∈supp ϕ

‖xgy−1‖.

Then one sees that

|K(x, y)| = |Kϕ(x, y)| ≤
∑

γ∈ZG(F)\G(F)
‖γ‖≤‖x·supp ϕ·y−1‖

sup
g∈ZG(AF )\G(AF )

|ϕ(g)|.

Hence |K(x, y)| �ϕ #{γ ∈ G(F) : ‖γ‖ ≤ ‖x · supp ϕ · y−1‖} �ϕ ‖x‖N
′
0 · ‖y‖N

′
0,

where N′0 is some absolute constant, i.e., independent of the choice of test function
ϕ. Thus there exists some constant c(ϕ) such that |K(x, y)| ≤ c(ϕ)‖x‖N

′
0 · ‖y‖N

′
0 .
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Nowwe consider derivatives of the kernel K(x, y). Suppose X andY are left invariant
differential operators on G(AF,∞) of degrees d1 and d2. Suppose also that the test
function ϕ ∈ Cr

c (G(AF)) , for some large positive r . For any cuspidal datum χ ∈ X,

define the corresponding kernel function as

Kχ(x, y) =
∑
P∈P

1
kP!(2π)kP

∫
ia∗P/ia

∗
G

∑
φ∈BP,χ

E(x,IP(λ, ϕ)φ,λ)E(y, φ, λ)dλ, (5.14)

which is convergent absolutely. By [Art79] there exists some function ϕX,Y ∈

Cr−d1−d2
c (G(AF)) such that its corresponding kernel function Kχ,ϕX ,Y (x, y) is equal

to XY Kχ(x, y), for all x, y ∈ G(AF). Then one can apply the above estimate for
kernel functions to obtain∑

χ

���XY Kχ(x, y)
��� ≤ c(ϕX,Y )‖x‖N

′
0 · ‖y‖N

′
0, ∀ x, y ∈ G(AF). (5.15)

Also, for any function H(x, y) in Bloc
(
(G(F)\G(AF)

1) × (G(F)\G(AF)
1)
)
, define

the partial Fourier transform of H(x, y) with respect to the x-variable as

F1H(x, y) :=
∫

N(F)\N(AF )

H(n1x, y)θ(n1)dn1. (5.16)

Let w be a matrix in K∞, the maximal compact subgroup of G(AF,∞), representing a
Weyl element. Regard w as a matrix in K by setting its components to be the trivial
matrix at finite places. Define similarly

F w
1 H(x, y) :=

∫
N(F)\N(AF )

H(w−1n1wx, y)θ(n1)dn1. (5.17)

This is well defined since H(x, y) is G(F)-invariant on the x-variable, and the
quotient N(F)\N(AF) is compact.

Let AF,∞ = ZG(AF,∞)\T(AF,∞), where T(AF,∞) is the AF,∞-points of the torus
isomorphic to (Gm)

n. For any c > 0, let Ac,∞ be set consisting of all

a =

©­­­­­­­­«

a1a2 · · · an−1

a1a2 · · · an−2
. . .

a1

1

ª®®®®®®®®¬
∈ AF,∞ (5.18)

with |ai |∞ ≥ c for 1 ≤ i ≤ n − 1. Clearly Ac,∞ ( ZG(AF,∞)\T(AF,∞), ∀ c > 0.

A Siegel set Sc for c > 0 is defined to be the set of elements of the form nak,

n ∈ Ω ⊆ N(AF), compact, such that N(F)Ω = N(AF); k ∈ K, and a ∈ A≥c = {a ∈
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A(AF) : |αi(a)| ≥ c, 1 ≤ i ≤ n − 1}. Then from reduction theory (see [Bor69]),
there exists some c0 > 0 such that G(AF) = ZG(AF)G(F)Sc0 . Denote by S0 = Sc0,

and we may assume that 0 < c0 < 1. Let R be a function on ZG(AF)G(F)\G(AF),

we say that R is slowly increasing if there exists some r > 0 and C > 0 such that
R(x) ≤ C‖x‖r, ∀ x ∈ G(AF); we say R is rapidly decreasing if for any positive
integer N and any Siegel set Sc for G(AF), there is a positive constant C such that
|R(x)| ≤ C‖x‖−N for every x ∈ Sc.

We will apply the truncation operator ΛT to the second variable of kernel functions
Kχ(x, y) and show that it is absolutely integrable twisted by any slowing increasing
functions over Ah,∞Aϕ,fin · K for some h > 0,where Aϕ,fin be a compact subgroup of
Afin = ZG(AF,fin)\T(AF,fin) depending on ϕ.

Lemma 42. Let notation be as above. Then
∑
χ

���F1Λ
T
2 Kχ(x, x)

��� is rapidly decreas-
ing on S0.Moreover, let R be a slowly increasing function on ZG(AF)G(F)\G(AF).

Then we have ∫
S0

∑
χ

���F1Λ
T
2 Kχ(x, x) · R(x)

���dx < ∞, (5.19)

where χ runs over all the equivalent classes of cuspidal datum and the truncation
operator ΛT acts on the second variable of kernel functions Kχ . Moreover, (5.19)
holds when F1 is replaced by F w

1 (defined in (5.17)), where w is a Weyl element.

Proof. Clearly for any given x ∈ G(AF), F1 Kχ(x, y) is a well defined function
(with respect to y) in Bloc (ZG(AF)G(F)\G(AF)) . Then according to Lemma 1.4 in
[Art80] (or a more explicit version given by Proposition 13.2 in [Art05], p.71) one
sees that given a Siegel set S, positive integers M and M1, and an open compact
subgroup K0 ofG(AF,fin),one can choose a finite set {Xi} of left invariant differential
operators on ZG(AF,∞)\G(AF,∞) and a positive integer r with the property that if
(Ω, dω) is a measure space and φ(ω) 7→ φ(ω, x) is any measurable function from Ω

to Cr (ZG(AF)G(F)\G(AF)/K0) , then

sup
x∈S

(
‖x‖M

∫
Ω

|ΛTφ(ω, x)|dω
)
≤ sup

x∈G(AF )
1

(
‖x‖−M1

∑
i

∫
Ω

|Xiφ(ω, x)|dω

)
.

(5.20)
In particular, {Xi} is independent of (Ω, dω).

Since our test functions lie in the Hecke algebra, we may assume that ϕ is biinvariant
under K0, where K0 is an open compact subgroup of G(AF,fin). Also, set M1 = M′0
and M large, then we can find a finite set {Yi} of left invariant differential operators
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on G(AF,∞) such that (5.20) holds for the measure space (Ω, dω) = (X, d),whereX is
the set of cuspidal datum and d = dx is a discrete measure depending on x ∈ G(AF).

Under our current particular choices (5.20) becomes

sup
y∈S0

(
‖y‖M

∑
χ

���ΛT
2 Kχ(x, y)

���) ≤ sup
y∈G(A)

(∑
χ

‖y‖−M1
���∑

i

(Yi)2 Kχ(x, y)
���)

≤ sup
y∈G(A)

(∑
i

‖y‖−M1
∑
χ

���(Yi)2 Kχ(x, y)
���) ,

where (Yi)2 above indicates that the differential operator acts on the y-variable; and
each Yi is independent of x. By the estimate (5.15), the right hand side of the above
inequality is bounded by

sup
y∈G(A)

(∑
i

‖y‖−N1c(ϕI,Yi )‖x‖
N ′0 · ‖y‖N

′
0

)
≤

∑
i

c(ϕI,Yi )‖x‖
M1, (5.21)

for any x ∈ S0, where I refers to the trivial identity operator. Denote by V0 =

vol([N]). Then by mean value theorem there exists some n0 ∈ [N] such that∑
χ

���F1Λ
T
2 Kχ(x, x)

��� ≤ V0
∑
χ

���ΛT
2 Kχ(n0x, x)

���. (5.22)

Substituting (5.21) into the right hand side of (5.22) we then obtain∑
χ

���F1Λ
T
2 Kχ(x, x)

��� ≤ V0
∑

i

c(ϕI,Yi )‖x‖
M1−M,

for any x ∈ S0,where χ runs over all the equivalent classes of cuspidal datum. Also,
since R(x) is slowly increasing, then by taking M to be large enough we conclude
that

∑
χ

���F1Λ
T
2 Kχ(x, x)

��� · |R(x)| is a bounded function on S0, hence it is integrable.
Note that the above argument still works when F1 is replaced by F w

1 . Then Lemma
42 follows. �

Let Sn be the permutation group on n letters. Let σ ∈ Sn. For any a ∈ AF,∞,

write it in its Iwasawa normal form given in (5.18). Let a′i = a1a2 · · · an−i, 1 ≤
i ≤ n − 1; and set a′n = 1. For any 1 ≤ i ≤ n, let ai = a−1

1 · · · a
−1
σ(n)a

′
i . Set

aσ = diag(aσ(1),aσ(2), · · · ,aσ(n)). Clearly aσ(n) = 1, and each aσ(i) is a rational
function of a1, · · · ,an−1. Moreover, each aσ(i) is a monomial, 1 ≤ i ≤ n − 1. Note
that aσ is of the form in (5.18). So σ induces a well defined map AF,∞ −→ AF,∞,

a 7→ aσ . Denote by ισ this map. Then ισ is actually a bijection from AF,∞ to itself.
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Write aσ(i) = aσ(i)(a1,a2, · · · ,an−1) to indicate that aσ(i) is a fractional function of
a1,a2, · · · an−1. For any c > 0, let

H c
σ =

{
(a1,a2, · · · ,an−1) :

��� aσ(i)(a1,a2, · · · ,an−1)

aσ(i+1)(a1,a2, · · · ,an−1)

���
∞
≥ c, 1 ≤ i ≤ n − 1

}
.

Let Sreg
n := {σ ∈ Sn : σ(i) ≤ σ(i + 1), 3 ≤ i ≤ n − 1}. Let 0 < c ≤ 1. Denote by

ι(AF,∞)
reg =

{
(a1,a2, · · · ,an−1) ∈ Gm(AF,∞)

n−1 :
��ai

��
∞
≥ c, 1 ≤ i ≤ n − 3

}
.

Lemma 43. Let notation be as above. Let n ≥ 4. Then one has

ι(AF,∞)
reg ⊆

⋃
σ∈Sregn

H c
σ . (5.23)

Proof. For any σ ∈ Sreg
n , if σ(2) < σ(3), then define iσ = 2; if σ(i0) < σ(2) <

σ(i0 + 1) for some 3 ≤ i0 ≤ n − 1, then define iσ = i0; if σ(2) > σ(n), then define
iσ = n. Since such an i0 (if exists) is unique, then iσ is well defined. It induces an n

to 1 surjection ιreg : Sreg
n → {2,3, · · · ,n}, given by σ 7→ iσ . For 2 ≤ i ≤ n, let Sreg

n,i

be the fibre at iσ = i, i.e., Sreg
n,i = ιreg(i)−1. Then⋃
σ∈Sregn

H c
σ =

n⋃
i=2

⋃
σ∈Sregn,i

H c
σ . (5.24)

Let ι2(AF,∞)
reg =

{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg :
��an−2

��
∞
≥ c

}
. Denote by

ιn(AF,∞)
reg =

{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg :
��a1a2 · · · an−2

��
∞
≤ 1/c

}
. De-

fine, for any 3 ≤ i ≤ n − 1, that ιi(AF,∞)
reg =

{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg :��an−ian−i+1 · · · an−2
��
∞
≥ c,

��an−i+1an−i+2 · · · an−2
��
∞
≤ 1/c

}
. Note that, for any

2 ≤ i ≤ n, ιi(AF,∞)
reg is well defined.

Claim 44. Let notation be as before. Then one has, for any 2 ≤ i ≤ n, that

ιi(AF,∞)
reg ⊆

⋃
σ∈Sregn,i

H c
σ . (5.25)

A straightforward combinatorial analysis shows that ι(AF,∞)
reg is contained in the

union of ιi(AF,∞)
reg over 2 ≤ i ≤ n. Hence (5.23) comes from (5.24) and (5.25):

ι(AF,∞)
reg ⊆

n⋃
i=2

ιi(AF,∞)
reg ⊆

n⋃
i=2

⋃
σ∈Sregn,i

H c
σ =

⋃
σ∈Sregn

H c
σ .

�
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Proof of Claim 44. For any 2 ≤ i ≤ n and any σ ∈ Sreg
n,i , recall thatH

c
σ is equal to{

(a1,a2, · · · ,an−1) ∈ ι(AF,∞)
reg :

��� aσ(i)(a1,a2, · · · ,an−1)

aσ(i+1)(a1,a2, · · · ,an−1)

���
∞
≥ c, i ≤ n − 1

}
.

Case 1 Let i = 2 and σ ∈ Sreg
n,i . If σ(2) + 1 < σ(1) < n, then there exists

a unique jσ such that σ( jσ) < σ(2) < σ( jσ + 1). In this case H c
σ is

equal to
{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg : |an−2 |∞ ≥ c, |an− jσ · · · an−1 |∞ ≥

c, |an− jσ+1 · · · an−1 |∞ ≤ 1/c
}
. If σ(1) = n, then H c

σ =
{
(a1,a2, · · · ,an−1) ∈

ι(AF,∞)
reg : |an−i · · · an−2 |∞ ≥ c, |a1 · · · an−1 |∞ ≤ 1/c

}
. If σ(1) = σ(2) +

1, then H c
σ is equal to

{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg : |an−2an−1 |∞ ≥

c, |an−1 |∞ ≤ 1/c, |an−1an−2 |∞ ≤ 1/c
}
. If σ(1) = σ(2) − 1, then H c

σ is
equal to

{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg : |an−2 |∞ ≥ c, |an−1 |∞ ≥ c
}
.

Now one sees clearly that the union of H c
σ over σ ∈ Sreg

n,i does cover the
sets

{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg :
��an−2

��
∞
≥ c, |an−1 |∞ ≥ c

}
and{

(a1,a2, · · · ,an−1) ∈ ι(AF,∞)
reg :

��an−2
��
∞
≥ c, |an−1 |∞ ≤ 1/c

}
. Therefore it

covers ι2(AF,∞)
reg . Hence (5.25) holds in the case where i = 2.

Case 2 Let 3 ≤ i ≤ n − 1 and σ ∈ Sreg
n,i . If σ(2) + 1 < σ(1) < n, then there exists a

unique jσ such that σ( jσ) < σ(2) < σ( jσ + 1). In this caseH c
σ is equal to{

(a1,a2, · · · ,an−1) ∈ ι(AF,∞)
reg : |an−i · · · an−2 |∞ ≥ c, |an−i+1 · · · an−2 |∞ ≤

1
c
,

|an− jσ · · · an−1 |∞ ≥ c, ‖an− jσ+1 · · · an−1 |∞ ≤ 1/c
}
.

If σ(1) = n, thenH c
σ is equal to{

(a1,a2, · · · ,an−1) ∈ ι(AF,∞)
reg : |an−i · · · an−2 |∞ ≥ c,

|an−i+1 · · · an−2 |∞ ≤ 1/c, |a1 · · · an−1 |∞ ≤ 1/c
}
.

If σ(1) = σ(2) + 1, thenH c
σ is equal to{

(a1,a2, · · · ,an−1) ∈ ι(AF,∞)
reg : |an−i · · · an−2an−1 |∞ ≥ c,

|an−1 |∞ ≤ 1/c, |an−i+1 · · · an−2 |∞ ≤ 1/c
}
.

If σ(1) = σ(2) − 1, thenH c
σ is equal to{

(a1,a2, · · · ,an−1) ∈ ι(AF,∞)
reg : |an−i · · · an−2 |∞ ≥ c,

|an−1 |∞ ≥ c, |an−i+1 · · · an−1 |∞ ≤ 1/c
}
.
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If 1 < σ(1) < σ(2)−1, then there exists a unique jσ such that σ( jσ) < σ(2) <
σ( jσ + 1). In this caseH c

σ is equal to{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg : |an−i · · · an−2 |∞ ≥ c, |an−i+1 · · · an−2 |∞ ≤ c−1,

|an− jσ · · · an−2an−1 |∞ ≥ c, |an− jσ+1 · · · an−1 |∞ ≤ 1/c
}
.

If σ(1) = 1, then

H c
σ =

{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg : |an−ian−i+1 · · · an−2 |∞ ≥ c,

|an−i+1 · · · an−2 |∞ ≤ c−1, c ≤ |an−2an−1 |∞
}
.

Now one sees clearly that the union ofH c
σ over σ ∈ Sreg

n,i does cover the sets{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg :
��an−ian−i+1 · · · an−2

��
∞
≥ c,��an−i+1an−i+2 · · · an−2

��
∞
≤ 1/c, |an−1 |∞ ≥ c

}
and {

(a1,a2, · · · ,an−1) ∈ ι(AF,∞)
reg :

��an−ian−i+1 · · · an−2
��
∞
≥ c,��an−i+1an−i+2 · · · an−2

��
∞
≤ 1/c, |an−1 |∞ ≤ 1/c

}
.

Therefore, it covers ιi(AF,∞)
reg . Hence (5.25) holds.

Case 3 Let i = n and σ ∈ Sreg
n,i . If σ(1) = σ(2) + 1, then H c

σ =
{
(a1,a2, · · · ,an−1) ∈

ι(AF,∞)
reg : |an−1 |∞ ≤ 1/c, |a1a2 · · · an−2 |∞ ≤ 1/c

}
. If σ(1) = σ(2) − 1, then

H c
σ is equal to{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg : |an−1 |∞ ≥ c, |a1a2 · · · an−1 |∞ ≤ 1/c
}
.

If 1 < σ(1) < σ(2) − 1, then there exists a unique jσ such that σ( jσ) <
σ(2) < σ( jσ + 1). In this case H c

σ is equal to
{
(a1, · · · ,an−1) ∈ ι(AF,∞)

reg :
|a1 · · · an−2 |∞ ≤ 1/c, |an− jσ · · · an−1 |∞ ≥ c, |an− jσ+1 · · · an−1 |∞ ≤ 1/c

}
. If

σ(1) = 1, then H c
σ =

{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg : |an−i+1 · · · an−2 |∞ ≤

1/c, |a1a2 · · · an−2an−1 |∞ ≥ c
}
. Now one sees clearly that the union of

H c
σ over σ ∈ Sreg

n,i does cover the sets
{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg :��a1a2 · · · an−2
��
∞
≤ 1/c, |an−1 |∞ ≥ c

}
and

{
(a1,a2, · · · ,an−1) ∈ ι(AF,∞)

reg :��a1a2 · · · an−2
��
∞
≤ 1/c, |an−1 |∞ ≤ 1/c

}
. Therefore, it covers ιn(AF,∞)

reg .

Hence (5.25) holds for i = n.

Therefore, Claim 44 follows from the above discussions. �
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Proposition 45. Let notation be as before. Let ι : AF,∞ −→ Gm(AF,∞)
n−1 be the

isomorphism given by a 7→ (a1,a2, · · · ,an−1). Then for any 0 < c ≤ 1, one has

ι(AF,∞) ⊆
⋃
σ∈Sn

H c
σ . (5.26)

Proof. When n = 2, (5.26) is immediate. When n = 3, there are six different
H c
σ’s. In this case, one can verify by brute force computation that the union of

these hyperboloids does cover ι(AF,∞). Hence (5.26) holds for n = 3. From now
on, we may assume n ≥ 4. For any m ∈ Z, let τm : Z → Z be the shifting map
defined by j 7→ j + m, ∀ j ∈ Z. Set Sn−2[2] := {τ2 ◦ σ ◦ τ−2 : σ ∈ Sn−2} as a
set of bijections from the set {3,4, · · · ,n} to itself. Regard naturally Sn−2[2] as the
stabilizer of {1,2} of Sn. Then clearly Sn−2[2] is isomorphic to Sn−2. Denote by % the
natural isomorphism Sn−2

∼
−→ Sn−2[2], σ 7→ τ2 ◦σ ◦ τ−2. Note that #Sreg

n = n(n− 1),
then we have a bijection:

Sn−2 × Sreg
n

1:1
−−→ Sn, (σ,σ

′) 7→ %(σ) ◦ σ′. (5.27)

Assume that (5.26) holds for any n0 ≤ n − 2. Let (a1,a2, · · · ,an−1) ∈ ι(AF,∞).

Let a ∈ AF,∞ be such that ι(a) = (a1,a2, · · · ,an−1). Then (a1,a2, · · · ,an−3) ∈

ι≤n−2(AF,∞), where ι≤n−2 : AF,∞ −→ Gm(AF,∞)
n−3 is the map given by a 7→

(a1,a2, · · · ,an−3). Then by our induction assumption, there exists some σ ∈ Sn−2

such that (a1,a2, · · · ,an−3) ∈ H
c
σ%, where σ% := %−1(σ). Note that for each 1 ≤

i ≤ n − 3, aσ%(i)(a1,a2, · · · ,an−1) is independent of an−2 and an−1, we may write
aσ%(i)(a1,a2, · · · ,an−1) = aσ%(i)(a1,a2, · · · ,an−3),1 ≤ i ≤ n−3.Let b2 = a1a2 · · · an−2·

aσ%(1)(a1,a2, · · · ,an−3)
−1, b1 = a1a2 · · · an−2an−1 · b

−1
2 , and bn = 1. Let bi+2 =

aσ%(i)(a1,a2, · · · ,an−3), 1 ≤ i ≤ n − 3. Set b = diag(b1,b2, · · · ,bn). Then clearly
b = aσ% . Hence b ∈ AF,∞ and ι(b) = (b1, b2, · · · , bn−1), where bi = bn−i · b

−1
n−i+1,

1 ≤ i ≤ n − 1. By our definition of b, one sees that ι(b) ∈ ι(AF,∞)
reg . Then by

Lemma 43 there exists some σ′ ∈ Sreg
n such that ι(b) ∈ H c

σ′ . Therefore,

|bσ′(i)(b1, b2, · · · , bn−1)|∞ ≥ c · |bσ′(i+1)(b1, b2, · · · , bn−1)|∞, 1 ≤ i ≤ n − 1.

Since b = aσ%, the above system of inequalities becomes, for 1 ≤ i ≤ n − 1, that

|a%(σ)◦σ′(i)(a1,a2, · · · ,an−1)|∞ ≥ c · |a%(σ)◦σ′(i+1)(a1,a2, · · · ,an−1)|∞.

Then according to (5.27), ι(a) ∈ H c
σ̃ for σ̃ = %(σ) ◦σ′ ∈ Sn. Hence (5.26) holds for

n0 = n. Since it holds for n0 = 2 and n0 = 3, Proposition 45 follows by induction on
initial cases. �
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Proposition 46. Let notation be as above. Let Aϕ,fin be a compact subgroup of
ZG(AF,fin)\T(AF,fin) depending only on ϕ and F . Let R(x) be a slowly increasing
function on S0. Then we have∫

K

∫
[N]

∫
AF ,∞Aϕ,fin

∑
χ

���F1Λ
T
2 Kχ(nak,nak) · R(nak)

���d×adndk < ∞, (5.28)

where χ runs over all the equivalent classes of cuspidal datum.

Proof. Let AσF,∞ = {a ∈ AF,∞ : ι(a) ∈ H c
σ}. Then Proposition 45 implies that

AF,∞ =
⋃
σ∈Sn

AσF,∞. (5.29)

The decomposition (5.29) implies that the left hand side of (5.28) is not more than

Jc :=
∑
σ∈Sn

∫
K

∫
[N]

∫
AσF ,∞Aϕ,fin

∑
χ

���F1Λ
T
2 Kχ(nak,nak) · R(nak)

���d×adndk .

Note that for any σ ∈ Sn, let a ∈ AσF,∞, then aσ ∈ Sc. Let w ∈ K∞ be the matrix
representation of the Weyl element corresponding to σ so that aσ = w−1aw. Then

F1Λ
T
2 Kχ(nak,nak) = F w

1 Λ
T
2 Kw

χ(w
−1nwaσafinw

−1kw,w−1nwaσafinw
−1kw),

where Kw
χ refers to the kernel function relative to the test function ϕw defined by

ϕw(x) = ϕ(wxw−1).

Let ι(a) = (a1,a2, · · · ,an−1), and ι(aσ) = (aσ,1,aσ,2, · · · ,aσ,n−1), then a straightfor-
ward computation shows that each ai is a rational monomial Pσ of the variables
aσ,1,aσ,2, · · · ,aσ,n−1. Since such a monomial is at most polynomially increasing on
Sc, one then changes variables to see∫

K

∫
[N]

∫
AσF ,∞Aϕ,fin

∑
χ

���F1Λ
T
2 Kχ(nak,nak) · R(nak)

���d×adndk

is bounded by the integral over K, N(F)\N(AF) of∫
AσF ,∞Aϕ,fin

∑
χ

���F w
1 Λ

T
2 Kw

χ(X,X) · R(naσafink)Pσ(aσ)
���d×aσd×afin, (5.30)

where X = w−1nwaσafinw
−1kw,w−1nwaσafinw

−1kw. Note that (5.30) is bounded
by the integral over Aϕ,fin of Gσ(n,a∞, k),where Gσ(n,a∞, k) is defined to be∫

AF ,∞∩Sc

∑
χ

���F w
1 Λ

T
2 Kw

χ(X
′,X′) · R(na∞afink)Pσ(a∞)

���d×a∞,
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where X′ = w−1nwa∞afinw
−1kw. Since the function a∞ 7→ R(na∞afink)Pσ(a∞) is

slowly increasing on AF,∞ ∩Sc, Lemma 42 implies that Gσ(n,a∞, k) is well defined
and thus it is continuous. So∫

K

∫
[N]

∫
Aϕ,fin

Gσ(n,a∞, k)d×afindndk < ∞, ∀ σ ∈ Sn.

Therefore, (5.28) follows from the estimate below:

Jc ≤
∑
σ∈Sn

∫
K

∫
N(F)\N(AF )

∫
Aϕ,fin

Gσ(n,a∞, k)d×afindndk < ∞.

Then Proposition 46 follows. �

Corollary 47. Let notation be as above. Let R(x) be a slowly increasing function
on ZG(AF)N(F)\G(AF). Then we have∫

ZG(AF )N(F)\G(AF )

∑
χ

���F1Λ
T
2 Kχ(x, x) · R(x)

���dx < ∞, (5.31)

where χ runs over all the equivalent classes of cuspidal data.

Proof. To handle F1Λ
T
2 Kχ(x, y) we can substitute the definitions of F1 and ΛT into

the expansion of Kχ (cf. (5.14)). Note that (5.14) is convergent absolutely and ΛT

is a finite sum for given x and y. One can thus apply the operators F and ΛT inside
the integral over ia∗P/ia

∗
G to obtain explicitly that

F1Λ
T
2 Kχ(x, y) =

∑
P∈P

1
cP

∫
ia∗P/ia

∗
G

∑
φ∈BP,χ

F E(x,IP(λ, ϕ)φ,λ)Λ
T E(y, φ, λ)dλ.

This an easier analogue of Lemma 37. Then as before, the non-constant Fourier
coefficient F E(x,IP(λ, ϕ)φ,λ) of E(x,IP(λ, ϕ)φ,λ) becomes a Whittaker function
W(x; λ).

Recall that our test function ϕ is K-finite. Hence there is some compact sub-
group K0 ⊂ G(AF,fin)

1 such that ϕ is right K0-invariant. Then for φ ∈ BP,χ,

F E(x,IP(λ, ϕ)φ,λ)Λ
T E(y, φ, λ) = 0 unless φ is right K0-invariant. Let K0 =∏

v<∞ K0,v . Note that the Whittaker functions are decomposable, i.e.,

W(x; λ) =
∏
v∈ΣF

Wv(x; λ).

Then for each finite place v,Wv(x; λ) is rightK0,v-invariant. So there exists a compact
subgroup N0,v ⊆ K0,v ∩ N(Fv), depending only on ϕ, such that

Wv(tvuv; λ) = Wv(tv; λ), for all tv ∈ T(Fv) and uv ∈ N0,v .



83

On the other hand, Wv(tvuv; λ) = θtv (uv)Wv(tv; λ), where θtv (nv) = θ(tvnvt−1
v ), for

any nv ∈ N(Fv). But then, there exists a constant Cv depending only on N0,v and θ
(hence not on λ) such that θtv (uv) = 1 if and only if |αi(tv)| ≤ Cv,where αi’s are the
simple roots of G(F). Note that for all but finitely many v < ∞, K0,v = GLn(OF,v),

thus we can take the corresponding Cv = 1. Hence for any tv ∈ T(Fv),Wv(tv; λ) , 0
implies that |αi(tv)| ≤ Cv, 1 ≤ i ≤ n − 1, and Cv = 1 for all but finitely many finite
places v. Set A = ZG\T, and

Aϕ,fin =
{
a = (av) ∈ A(AF,fin) : |αi(av)| ≤ Cv, 1 ≤ i ≤ n − 1

}
.

Then supp W(x; λ) |A(AF )⊆ A(AF,∞)Aϕ,fin, ∀ λ ∈ ia∗P/ia
∗
G, 1 ≤ i ≤ 2. So after

applying Iwasawa decomposition, we see that the integrand in (5.31) are supported
in [N]·A(AF,∞)Aϕ,fin ·K, independent of χ.Therefore, (5.31) follows from (5.28). �
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C h a p t e r 6

RANKIN-SELBERG CONVOLUTIONS FOR GENERIC
REPRESENTATIONS

By Theorem G, we see that when Re(s) > 1, IWhi(s, τ) is equal to∑
χ

∑
P∈P

1
cP

∑
φ1∈BP,χ

∑
φ2∈BP,χ

∫
Λ∗
〈IP(λ, ϕ)φ2, φ1〉ΨP,χ (s,W1,W2; λ) dλ, (6.1)

where ΨP,χ (s,W1,W2; λ) =
∫

ZG(AF )N(AF )\G(AF )
W1(x; λ)W2 (x; λ) f (x, s)dx, and the

Whittaker functionWi (x, λ) =
∫

N(AF )
φi(w0nx)e(λ+ρP)HP(w0nx)θ(n)dn,1 ≤ i ≤ 2, and

w0 is the longest Weyl element.

For our purpose, we need to show that IWhi(s, τ) is a holomorphic multiple of L(s, τ).

So we have to compute (6.1) explicitly (up to an entire factor), then continue it to
a meromorphic function which is a holomorphic multiple of L(s, τ) as we desired.
To achieve that, we start with computing each ΨP,χ (s,W1,W2; λ) associated to a
standard parabolic subgroup P and a cuspidal datum χ = (MP, σ) ∈ X.

Let P be a standard parabolic subgroup of G of type (n1,n2, · · · ,nr), 1 ≤ r ≤ n,

with n1 + n2 + · · · nr = n. Let χ ∈ X be represented by (MP, σ). Let BP,χ be an
orthonormal basis of the Hilbert space HP,χ . For φi ∈ BP,χ, 1 ≤ i ≤ 2, define the
Whittaker function associated to φi parameterized by λ ∈ ia∗P/ia

∗
G by

WP,χ,i (x, λ) = W (x, φi, λ) :=
∫

N(AF )

φi(w0nx)e(λ+ρP)HP(w0nx)θ(n)dn,

where w0 is the longest element in the Weyl group Wn. Define

ΨP,χ (s,W1,W2; λ,Φ) =
∫

ZG(AF )N(AF )\G(AF )

WP,χ,1(x; λ)WP,χ,2 (x; λ) f (x, s)dx.

From now on, we fix such a standard parabolic subgroup P of type (n1, · · · ,nr)

and a cuspidal datum χ = (MP, σ) ∈ X, where σ is a unitary representation of M

of central character ω. Then there exist r cuspidal representations πi of GLni (AF),

1 ≤ i ≤ r, such that σ ' π1 ⊕ π2 ⊕ · · · ⊕ πr . Let π = IndG(AF )

P(AF )
(π1, π2 · · · , πr) . For

any λ = (λ1, λ2, · · · , λr) ∈ ia∗P/ia
∗
G, denote by

πλ = IndG(AF )

P(AF )

(
π1 ⊗ | · |

λ1
AF
, π2 ⊗ | · |

λ2
AF
, · · · , πr ⊗ | · |

λr
AF

)
. (6.2)
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Then πλ is also a unitary automorphic representation of G(AF). Fix φ1, φ2 ∈ BP,χ

and a point λ = (λ1, λ2, · · · , λr) ∈ ia∗P/ia
∗
G . Write Wi (x, λ) = WP,χ,i (x, λ) , and

Ψ (s,W1,W2; λ,Φ) = ΨP,χ (s,W1,W2; λ,Φ) . Since λ ∈ ia∗P/ia
∗
G, λ = −λ̄, one has

Ψ (s,W1,W2; λ,Φ) =
∫

ZG(AF )N(AF )\G(AF )

W1(x; λ)W2
(
x;−λ̄

)
f (x, s)dx. (6.3)

SinceW1(x; λ) andW2
(
x;−λ̄

)
are dominant by some gauge, and f (x, s) is slowly in-

creasing when Re(s) > 1, thenΨ (s,W1,W2; λ,Φ) converges absolutely and normally
whenRe(s) > 1.Note that πi = ⊗

′
vπi,v, 1 ≤ i ≤ r,where, for each v ∈ ΣF, πi,v is a uni-

tary irreducible representation of GLni (Fv), of Whittaker tape. Then for each v ∈ ΣF

and λ = (λ1, λ2, · · · , λr) ∈ ia∗P/ia
∗
G, denote by πv = IndG(Fv)

MP(Fv)

(
π1,v, π2,v, · · · , πr,v

)
and

πλ,v = IndG(Fv)

MP(Fv)

(
π1,v ⊗ | · |

λ1
Fv
, π2,v ⊗ | · |

λ2
Fv
, · · · , πr,v ⊗ | · |

λr
Fv

)
.

Then π = ⊗′vπv and πλ = ⊗′vπλ,v . Recall that f (x, s) =
∏

v fv(xv, s),where

fv(xv, s) = τv(det xv)| det xv |sFv

∫
ZG(Fv)

Φv[(0, · · · , tv)xv]τn
v (tv)|tv |

ns
Fv

d×tv,

if Φ = ⊗′vΦv . Since φ1 and φ2 both have central character ωλ = ω,which is unitary.
So is W1(x; λ) and W2(x; λ). Hence one can rewrite Ψ (s,W1,W2; λ,Φ) as∫

N(AF )\G(AF )

W1(x; λ)W2
(
x;−λ̄

)
Φ(ηx)τ(det x)| det x |sAF

dx, (6.4)

where η = (0, · · · ,0,1) ∈ Fn. According to the definition we can write φi = ⊗
′
vφi,v,

1 ≤ i ≤ 2. Thus one can factor Wi(x; λ) as
∏

v∈ΣF Wi,v(xv; λ),where

Wi,v(xv; λ) =
∫

N(Fv)

φi,v(w0nxv)e(λ+ρP)HP(w0nxv)θ(n)dn, xv ∈ Fv, 1 ≤ i ≤ 2.

We may assume Φ = ⊗′vΦv and φi = ⊗
′
vφi,v, i = 1,2. Then one has

Ψ
(
s,W1,v,W2,v; λ,Φ

)
=

∏
v∈ΣF

Ψv

(
s,W1,v,W2,v; λ,Φv

)
,

where each local factor Ψv

(
s,W1,v,W2,v; λ,Φv

)
is defined to be∫

N(Fv)\G(Fv)

W1,v(xv; λ)W2,v
(
xv;−λ̄

)
Φv(ηxv)τ(det xv)| det xv |sFv

dxv, (6.5)

where Wi,v(xv; λ) =
∫

N(Fv)
φi,v(w0nx)e(λ+ρP)HP,v(w0nx)θ(n)dn, 1 ≤ i ≤ 2. Since

W1,v(x; λ) andW2,v
(
x;−λ̄

)
are dominant by some local gauge, and fv(xv, s) is slowly

increasing when Re(s) > 1, then Ψ
(
s,W1,v,W2,v; λ,Φv

)
converges absolutely and

normally when Re(s) > 1, for any v ∈ ΣF .
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6.1 Local Theory for Ψv

(
s,W1,v,W2,v; λ,Φv

)
In this section, we shall compute each local integral representationΨv

(
s,W1,v,W2,v; λ,Φv

)
defined via (6.5). Let v ∈ ΣF be a place of F . Note that v may be archimedean or
nonarchimedean. Let u = (u j,l)1≤ j,l≤n ∈ N(Fv), the unipotent of GLn, we denote by
N0

j (u) the matrix

©­­­­­­­­­­­­­­­­­­«

1 u12 · · · · · · u1,n− j+2 u1,n− j+3 · · · · · · u1,n

1 · · · · · · u2,n− j+2 u2,n− j+3 · · · · · · u2,n
. . .

...
...

...
...

...
...

1 un− j+1,n− j+2 un− j+1,n− j+3 · · · · · · un− j+1,n

1 0 · · · · · · 0
1 · · · · · · un− j+3,n

. . .
...

...

1 un−1,n

1

ª®®®®®®®®®®®®®®®®®®¬
associated to u. Denote by N1

j (u) the matrix

©­­­­­­­­­­­­­­­­­­«

1 u12 · · · · · · u1
1,n− j+2 u1,n− j+3 · · · · · · u1,n

1 · · · · · · u1
2,n− j+2 u2,n− j+3 · · · · · · u2,n

. . .
...

...
...

...
...

...

1 0 un− j+1,n− j+3 · · · · · · un− j+1,n

1 0 · · · · · · 0
1 · · · · · · un− j+3,n

. . .
...

...

1 un−1,n

1

ª®®®®®®®®®®®®®®®®®®¬



87

associated to u, where u1
l,n− j+2 = ul,n− j+2 − ul,n− j+1un− j−1,n− j+2, 1 ≤ l ≤ n − j . For

any 2 ≤ j ≤ n,we denote by N0
j (u
∗) the matrix

©­­­­­­­­­­­­­­­­­­«

1 u12 · · · u1,n− j+1 u1,n u1,n− j+2 · · · · · · u1,n−1

1 · · · u2,n− j+1 u2,n u2,n− j+2 · · · · · · u2,n−1
. . .

...
...

...
...

...
...

1 un− j+1,n un− j+1,n− j+2 · · · · · · un− j+1,n−1

1 0 · · · · · · 0
1 · · · · · · un− j+2,n−1

. . .
...

...

1 un−2,n−1

1

ª®®®®®®®®®®®®®®®®®®¬

;

and for u = (u j,l)1≤ j,l≤n ∈ N(Fv),we let N0
j+2(u

′′) represent the matrix

©­­­­­­­­­­­­­­­­­­«

1 u12 · · · u1,n− j−1 u1,n u′1,n− j · · · · · · u1,n−1

1 · · · u2,n− j−1 u2,n u′2,n− j · · · · · · u2,n−1
. . .

...
...

...
...

...
...

1 un− j−1,n u′n− j−1,n− j · · · · · · un− j−1,n−1

1 0 · · · · · · 0
1 · · · · · · un− j,n−1

. . .
...

...

1 un−2,n−1

1

ª®®®®®®®®®®®®®®®®®®®¬

,

with u′k,n− j = uk,n− j + sn− j,nuk,n− j−1, 1 ≤ k ≤ n − j − 1.

Let w j be the simple root of GLn corresponding to the permutation ( j, j + 1),
1 ≤ j ≤ n − 1. Let τn be the longest element in the Weyl group Wn of GLn, n ≥ 2.
Then τn = wn−1wn−2wn−1w · · ·w1w2 · · ·wn−1, for any n ≥ 2. Recall that we write w0

for the longest element for G; when we highlight the rank n we then use τn instead.
The τn is only used in this section.

Fix a nontrivial additive character θ = θv on Fv . This notation in only used in
this section and should not be thought as a local version of notations in Sec. 3.1.
Let α = (α1, α2, · · · , αn−1) ∈ Fn−1

v . Denote by θα the character on Fn−1
v such that

θα(x1, · · · , xn−1) = θ(α1x1 + · · · + αn−1xn−1). Extending θα to a character on N(Fv)

by θα(u) = θ(α1u12 +α2u23 + · · ·+αn−1un−1,n),where u = (uk,l)1≤k,l≤n ∈ N(Fv). Let
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φv ∈ πv . Define the Whittaker function associated to φ and α by

Wv(α,λ) =

∫
N(Fv)

φv (τnu) e(λ+ρ)HB(τnu)θα(u)du.

Let πv,λ = IndGLn(Fv)

B(Fv)

(
χv,1 | · |

λ1, · · · , χv,n | · |
λn

)
be a principal series. Let un−1 =

(u1,u2, · · · , cn−1) ∈ Fn−1
v . For any α = (α1, α2, · · · , αn−1) ∈ Fn−1

v ,we set

Wv,j(α̃n−1; λ̃) =
∫

Nn−1(Fv)

φv (τn−1u) e(λ+ρ)HBn−1 (τn−1u)θα̃n−1(u)du,

with α̃n−1 = (a(u1)
−1a(u2)α1, · · · ,a(un−2)

−1a(un−1)αn−2) ∈ Fn−2
v . Hence the func-

tionWv,j(α̃n−1; λ̃) is a Whittaker function on GLn−1 associated to the principal series
representation IndGLn−1(Fv)

Bn−1(Fv)

(
χv,2 | · |

λ2, · · · , χv,n | · |
λn

)
and parameter α̃n−1 ∈ Fn−2

v .

Let χur
v,l = | · |

iνl
v , νl ∈ R, 1 ≤ l ≤ n. Denote by zk,l = λk − λl + iνk − iνl ∈ C,

1 ≤ k < l ≤ n.

Let xv ∈ Fv . If v is an archimedean place, then define the functions a and s on Fv as
follows:

a(xv) =

(1 + |xv |2v )−1/2, s(xv) = xva(xv), if Fv ' R;

(1 + |xv |v)−1/2, s(xv) = xva(xv), if Fv ' C.

If v is a nonarchimedean place, then define the functions a and s on Fv as follows:

a(xv) =


1, if xv ∈ OFv ;

x−1
v , otherwise;

s(xv) =


0, if xv ∈ OFv ;

1, otherwise.

Lemma 48. Let notation be as above. Assume that πv is right Kv-finite. Let v ∈ ΣF

be an arbitrary place and let πv = IndGLn(Fv)

B(Fv)

(
χv,1, · · · , χv,n

)
be a principal series.

Then the Whittaker function Wv(α; λ) is equal to∑
j∈J

∫
Fn−1
v

Wv,j(α̃n−1; λ̃)θ̃n(u1, · · · ,un−1)

n∏
l=2
|a(un−l+1)|

1+z1,l
v

n−1∏
j=1

du j, (6.6)

where j runs over a finite index set depending only on the Kv-type of φv; and

θ̃n(u1, · · · ,un−1) =θ(αn−1un−1 − αn−2c(un−1)un−2 − αn−3c(un−2)un−3

− · · · − αn− jc(un− j+1)un− j − · · · − α1c(u2)u1).

Proof. Assume that v is an archimedean place. Let r ∈ R and β ∈ [0,2π). Then by
a straightforward computation we have the Iwasawa decomposition(

1 reiβ

1

)
=

(
1

re−iβ
1+r2 1

) (
e−iβ
√

1 + r2

eiβ√
1+r2

) (
eiβ√
1+r2

re2iβ
√

1+r2

− re−2iβ
√

1+r2
e−iβ√
1+r2

)
. (6.7)
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If v is a nonarchimedean place of F .We then fix an uniformizer $v of F×v . For any
u ∈ Fv, one can write u = u◦$m

v , for some m ∈ Z, where u◦ ∈ O×Fv
. If m ≥ 0, then

u ∈ OFv, implying that

(
1 u

1

)
∈ GL(n,OFv ). If m < 0, then one has that

(
1 u

1

)
=

(
1

u−1 1

) (
u

u−1

) (
u−1 1
1 0

)
. (6.8)

Let v be arbitrary and u ∈ Fv . For any 2 ≤ j ≤ n, 1 ≤ l ≤ 4, let Ml(u) = Ml,j(u) be
the matrix defined by

M1(u) =

©­­­­­«
In− j

1 u

1
I j−2

ª®®®®®¬
, M2(u) =

©­­­­­«
In− j

a(u)−1

s(u) a(u)

I j−2

ª®®®®®¬
;

M3(u) =

©­­­­­«
In− j

a(u)−1

a(u)

I j−2

ª®®®®®¬
, M4(u) =

©­­­­­«
In− j

1
c(u) 1

I j−2

ª®®®®®¬
,

where c(u) = a(u)s(u). Let τn,j = wn−1 · · ·wn− j+1, 2 ≤ j ≤ n.

Denote by w0 = Idn, the identity element. Then one has N0
2 (u) = u, and for

any j ≥ 2, N0
j (u) = N1

j (u)M1(un− j+1,n− j+2) and wn− j+1N1
j (u)wn− j+1 = N0

j+1(u
′),

where u′ = (u′k,l)1≤k,l≤n ∈ N(Fv) is defined by u′k,l = uk,l−1 if l = n − j + 2;
u′k,l = uk,l+1 if l = n − j + 1; u′k,l = uk+1,l if k = n − j + 2; and u′k,l = uk,l, other-
wise. Now applying (6.8) one then has that M1(un+1− j,n− j+2) = M2(un+1− j,n− j+2)k =

M4(un+1− j,n− j+2)M3(un+1− j,n− j+2)k, where k ∈ K(Fv), the maximal compact sub-
group of GL(n,Fv). Consequently, we have τnN0

j (u) = τnN1
j (u)M1(un− j+1,n− j+2) =

τnwn− j+1N0
j+1(u

′)wn− j+1M1(un− j+1,n− j+2),which is equal to

τnwn− j+1N0
j+1(u

′)wn− j+1M4(un+1− j,n− j+2)M3(un+1− j,n− j+2)k .

Note that we have wn− j+1M4(un+1− j,n− j+2) = M1(un+1− j,n− j+2)wn− j+1 and

N0
j+1(u

′)M1(un+1− j,n− j+2) = M1(un+1− j,n− j+2)N0
j+1(ũ),

where ũ = (ũk,l)1≤k,l≤n ∈ N(Fv) is defined by ũk,l = u′k,l + un+1− j,n− j+2u′k+1,l if
k = n− j+1; ũk,l = u′k,l +un+1− j,n− j+2u′k,l−1 if l = n− j+2; and ũk,l = u′k,l otherwise.
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Therefore,

τnN0
j (u) = τnwn− j+1M1(un+1− j,n− j+2)N0

j+1(ũ)wn− j+1M3(un+1− j,n− j+2)k

= M′1(un+1− j,n− j+2)τnwn− j+1N0
j+1(ũ)M3(un+1− j,n− j+2)

−1wn− j+1k,

where M′1(un+1− j,n− j+2) = τnwn− j+1M1(un+1− j,n− j+2)wn− j+1τ
−1
n . Then one has that

M′1(un+1− j,n− j+2) ∈ N(Fv). Let 2 ≤ j ≤ n and φv,λ = φve(λ+ρ)HB(·)). Then

Wv(α; λ) =
∫

N(Fv)

φv

(
τnN0

2 (u)
)

e(λ+ρ)HB(τnN0
2 (u))θα(u)du

=

∫
N(Fv)

φv,λ

(
M′1(un−1,n)τnwn−1N0

3 (ũ)M3(un−1,n)
−1wn−1k

)
θα(u)du

=

∫
N(Fv)

φv,λ

(
Mτn

3 (un−1,n)τnwn−1N0
3 (u
∗)wn−1k

)
θ
(2)
α (u)du,

where Mτn
3 (un−1,n) = diag(a(un−1,n),a(un−1,n)

−1, In−2); θ(2)α (u) = θ(α1u12 + · · · +

αn−3un−3,n−2 + αn−2a(un−1,n)un−2,n−1 + αn−1un−1,n) · θ(−αn−2c(un−1,n)un−2,n).

Denote by Mτn
2 (u) = In. Let j ≥ 3 and Ml, 3 ≤ l ≤ j, be matrices. Denote by∏ j

l=2 Ml the matrix M2 · · ·Mj . Define the matrix

Mτn
j (u) =

j∏
l=3

©­­­­­«
a(un−l+2,n)

Il−3

a(un−l+2,n)
−1

In−l+1

ª®®®®®¬
.

Write ak,l for a(uk,l); and ck,l for c(uk,l). Let βk(u) = a−1
k,nak+1,n. Denote by θ

( j)
α (u)

the product of

θ(α1u12 + · · ·+αn− j−1un− j−1,n− j + αn− jan− j+1,nun− j,n− j+1

+ αn− j+1βn− j+1(u)un− j+1,n− j+2 + · · · + αn−2βn−2(u)un−2,n−1)

and θ(αn−1un−1,n − αn−2cn−1,nun−2,n − αn−3cn−2,nun−3,n − · · · − αn− jcn− j+1,nun− j,n), for
any 2 ≤ j ≤ n − 1; and θ(n)α (u) = θ(α1β1(u)u12 + · · · + αn− j βn− j(u)un− j,n− j+1 +

· · ·+αn−2βn−2(u)un−2,n−1) · θ(αn−1un−1,n −αn−2cn−1,nun−2,n −αn−3cn−2,nun−3,n − · · · −

αn− jcn− j+1,nun− j,n − · · · − α1c2,nu1,n). Let

W ( j)v (α; λ) =
∫

N(Fv)

φv,λ

(
Mτn

j+1(u)τnτn,j N0
j+1(u

∗)k j+1(u)
)
θ
( j)
α (u)

j∏
l=2

a2−l
n−l+1,ndu.

where k j+1(u) = τ−1
n,j k j(u) and k2(u) = k . Then Wv(α; λ) = W (2)v (α; λ). Let

N∗j+1(u
∗) = (u′′k,l)1≤k,l≤n such that u′′k,l = 0 if (k, l) = (n − j + 1,n); and u′′k,l = u∗k,l
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otherwise. Let M4 = M4(un− j+1,n),M3 = M3(un− j+1,n). Then a changing of variables
leads to that W ( j)v (α; λ) is equal to∫

N(Fv)

φv,λ

(
Mτn

j+1(u)τnτn,j N∗j+1(u
∗)M4M3k j+1(u)

)
θ
( j)
α (u)

j∏
l=2

a2−l
n−l+1,ndu =∫

N(Fv)

φv,λ

(
Mτn

j+1(u)M
′
4τnτn,j+1N0

j+2(u
′′)wn− j M3k j+1(u)

)
θ
( j)
α (u)

j∏
l=2

a2−l
n−l+1,ndu,

where W′4 ∈ N(Fv). Since φv,λ is left N(Fv)-invariant, the right hand side of the
above equality is equal to∫

N(Fv)

φv,λ

(
Mτn

j+1(u)τnM3τn,j+1N0
j+2(u)wn− j k j+1(u)

)
θ
( j+1)
α (u)

j∏
l=2

a2−l
n−l+1,ndu,

implying that for any 2 ≤ j ≤ n − 2, one has W ( j)v (α; λ) = W ( j+1)
v (α; λ). By our

definition of θ(n)α , a similar computation to the above shows that W (n−1)
v (α; λ) =

W (n)v (α; λ), namely, one has that Wv(α; λ) is equal to∫
N(Fv)

φv,λ

(
Mτn

n+1(u)τnτn,nN0
n+1(u

∗)kn+1(u)
)
θ
(n)
α (u)

n∏
l=2

a2−l
n−l+1,ndu. (6.9)

By definition, one has, for any φv,λ ∈ πv,λ, that

φv(tvxv) =
n∏

j=1
χv,j(tv,j)|tv,j |

n+1
2 − j+λj

v · φv(xv), xv ∈ GL(n,Fv). (6.10)

Substituting (6.10) into (6.9) one then sees that Wv(α; λ) is equal to∫
N(Fv)

φv,λ

(
τnτn,nN0

n+1(u
∗)kn+1(u)

)
θ
(n)
α (u)

n∏
l=2

χ1,l(an−l+1,n)a
1+λ1−λl
n−l+1,n du, (6.11)

where χ1,l(an−l+1,n) = χv,1(an−l+1,n)χv,l(an−l+1,n)
−1. Since πv is right Kv-finite, one

then sees, according to (6.11), that Wv(α; λ) is equal to∑
j∈J

∫
N(Fv)

φ
( j)
v,λ

(
τnτn,nN0

n+1(u
∗)

)
θ
(n)
α (u)

n∏
l=2

χ1,l(an−l+1,n)a
1+λ1−λl
n−l+1,n du, (6.12)

where J is a finite set of indexes, whose cardinality depends only on theKv-finite type
of πv; and each φ

( j)
v,λ ∈ πv,λ. Let Wv,j(α; λ) be the summand of (6.12) corresponding

to the index j ∈ J . Let λ̃ j = λ j +λ1/(n−1), 2 ≤ j ≤ n. Denote by Bn−1 the standard
Borel subgroup of GLn−1 and Nn−1 the unipotent of Bn−1. Then a change of variables
implies that Wv,j(α; λ) is equal to∫

Fn−1
v

Wv,j(α̃n−1; λ̃)θ̃n(u1, · · · ,un−1)

n∏
l=2

χ1,l(an−l+1)|an−l+1 |
1+λ1−λl
v

n−1∏
j=1

du j .

Then Lemma 48 follows. �
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Let v ∈ ΣF be a fixed nonarchimedean place, let π̃λ,v be the contragredient of πλ,v .
Let $v be a uniformizer of OF,v, the ring of integers of Fv . Let qv = NFv/Qp

($v),

where p is the rational prime such that v is above p. Denote by

Rv(s,W1,v,W2,v; λ) :=
Ψv

(
s,W1,v,W2,v; λ,Φv

)
Lv(s, πλ,v ⊗ τv × π̃−λ,v)

, Re(s) > 1.

Proposition 49 (Nonarchimedean Case). Let notation be as before. Let s ∈ C be
such that Re(s) > 1.Then we have

(a) Rv(s,W1,v,W2,v; λ) is a polynomial in {qs
v,q
−s
v ,q

λi
v ,q

−λi
v : 1 ≤ i ≤ r}.

(b) We have the local functional equation

Ψv

(
s,W1,v,W2,v; λ,Φv

)
Lv(s, πλ,v ⊗ τv × π̃−λ,v)

= ε(s, πλ,v × π̃−λ,v, θ) ·
Ψv(1 − s,W̃1,v,W̃2,v;−λ̄, Φ̂v)

Lv(1 − s, π̃−λ̄,v ⊗ τ̄v × πλ,v)
,

where ε(s, πλ,v × π̃−λ,v, θ) is a polynomial in {qs
v,q
−s
v ,q

λi
v ,q

−λi
v : 1 ≤ i ≤ r}.

Proof. We shall only prove Part (a), since Part (b) will follow form [JS81].

Let T(Fv) be the maximal torus of G(Fv), and for any m ∈ Z, let T (m)(Fv) = {t ∈

T(Fv) : | det t |Fv = q−m
v }. Using Iwasawa decomposition and the fact that Wi,v and

Φv are right G(OF,v)-finite, we can rewrite Ψv

(
s,W1,v,W2,v; λ,Φv

)
as∑

j∈J

∫
T(Fv)

W ( j)1,v (av; λ)W
( j)
2,v

(
av;−λ̄

)
Φ j,v(ηav)τv(det av)δ−1

T (av)| det av |sFv
dav,

where the sum over a finite set J, W ( j)i,v (av; λ) is a Whittaker function associated
to some smooth functions in HP,χ, 1 ≤ i ≤ 2, and Φ j,v is some Schwartz-Bruhat
function. Note that for 1 ≤ i ≤ 2 and j ∈ J,W ( j)i,v (xv; λ) is right G(OF,v)-finite. So
there exists a compact subgroup N0,v ⊆ G(OF,v) ∩ N(Fv), depending only on ϕ, such
that W ( j)i,v (tvuv; λ) = W ( j)i,v (tv; λ), for all tv ∈ T(Fv) and uv ∈ N0,v . On the other hand,
W ( j)i,v (tvuv; λ) = θtv (uv)W

( j)
i,v (tv; λ), where θtv (nv) = θ(tvnvt−1

v ), for any nv ∈ N(Fv).

But then, there exists a constant Cv depending only on N0,v and θ (hence not on λ)
such that θtv (uv) = 1 if and only if |αi(tv)| ≤ Cv, where αi’s are the simple roots
of G(F). Thus each W ( j)i,v (xv; λ) is compactly supported for a fixed λ ∈ iaP/iaG .

Therefore, for a fixed λ, Ψv

(
s,W1,v,W2,v; λ,Φv

)
is a formal Laurent series in q−s

v .

Indeed, one can chose some nonnegative integer M independent of λ (but depending
on π and ϕ), such that

Ψv

(
s,W1,v,W2,v; λ,Φv

)
=

∑
m≥−M

Ψ
(m)
v

(
W1,v,W2,v; λ,Φv

)
· q−ms

v ,
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where Ψ(m)v

(
s,W1,v,W2,v; λ,Φv

)
is defined by the integral∑

j∈J

∫
T (m)(Fv)

W ( j)1,v (av; λ)W
( j)
2,v

(
av;−λ̄

)
Φ j,v(ηav)τv(det av)δ−1

T (av)dav .

Apply the above analysis on supp Wi,v(av; λ),we see similarly that

supp W ( j)i,v (av; λ) ⊆ {t ∈ T (m)(Fv) : |αl(t)|Fv ≤ C( j)v , 1 ≤ l ≤ n − 1}

for some constants C( j)v . Hence, for each j ∈ J, m ≥ −N and av ∈ T (m)(Fv), the
function av 7→ W ( j)1,v (av; λ)W

( j)
2,v

(
av;−λ̄

)
is analytic and is a formal Laurent series in

{q−λiv : 1 ≤ i ≤ r} by (2.5.2) of [JS81], and the function

av 7→ W ( j)1,v (av; λ)W
( j)
2,v

(
av;−λ̄

)
Φ j,v(ηav)τ(det av)δ−1

T (av)

is locally constant. Therefore, Ψ(m)v

(
W1,v,W2,v; λ,Φv

)
is an analytic function of λ

and is a formal Laurent series in {q−λiv : 1 ≤ i ≤ r}.

Since πλ,v is of Whittaker type, we can use Theorem 2.7 of [JS81] to see that, for
fixed λ ∈ iaP/iaG,Ψv

(
s,W1,v,W2,v; λ,Φv

)
· Lv(s, πλ,v ⊗ τv × π̃−λ,v)−1 is a polynomial

in {qs
v,q
−s
v } with coefficients functions of λ. Moreover, Lv(s, πλ,v ⊗ τv × π̃−λ,v)−1 is

a polynomial in {qs
v,q
−s
v ,q

λi
v ,q

−λi
v : 1 ≤ i ≤ r}. So we can write

Lv(s, πλ,v ⊗ τv × π̃λ,v)−1 =
∑
|l |≤N

Ql(λ)q−ls
v ,

where N is a positive integer and Ql(λ) are polynomials in {qλiv ,q
−λi
v : 1 ≤ i ≤ r}.

Then for λ ∈ iaP/iaG, Ψv

(
s,W1,v,W2,v; λ,Φv

)
· L(s, πλ,v ⊗ τv × π̃−λ,v)−1 is equal to

the sum over m ≥ −N − M of Rm
(
s,W1,v,W2,v; λ,Φv

)
q−ms
v ,where

Rm
(
s,W1,v,W2,v; λ,Φv

)
=

∑
i+ j=m

|i |≤N,j≥−M

Qi(λ)Ψ
(m)
v

(
W1,v,W2,v; λ,Φv

)
.

Since the sum on the right hand side is finite, Rl
(
s,W1,v,W2,v; λ,Φv

)
is analytic in

λ.Moreover, it is a formal Laurent series in {qλiv ,q
−λi
v : 1 ≤ i ≤ r}. Therefore, part

(a) of Proposition 49 follows from Claim 50 below. �

Claim 50. There exists some M0 ∈ Z, independent of λ ∈ iaP/iaG, such that
Rm

(
s,W1,v,W2,v; λ,Φv

)
= 0 for all m ≥ M0 and for all λ ∈ iaP/iaG . Moreover, for

each m ∈ Z, Rm
(
s,W1,v,W2,v; λ,Φv

)
is a polynomial in {q±s

v ,q
±λi
v : 1 ≤ i ≤ r}.
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Proof of Claim 50. Let l ∈ Z. One then defines

Λl =
{
λ ∈ iaP/iaG : Rm

(
s,W1,v,W2,v; λ,Φv

)
= 0 for all m ≥ l

}
.

Then each Λl is closed since Rm
(
s,W1,v,W2,v; λ,Φv

)
= 0 are analytic (hence con-

tinuous) in λ. Since Rv(s, λ) =
∑

m Rm
(
s,W1,v,W2,v; λ,Φv

)
q−ms
v ∈ C[qs

v,q
−s
v ], for

fixed λ ∈ iaP/iaG, there exists some M(λ) such that Rm
(
s,W1,v,W2,v; λ,Φv

)
= 0

as long as m ≥ M(λ). Therefore, iaP/iaG is covered by the union of all Λl . Not-
ing that iaP/iaG ' Rr−1 is a Banach space, by Baire category theorem there ex-
ists some Λl0 having nonempty interior, Int(Λl0), say. Then for any λ ∈ Int(Λl0),

Rm
(
s,W1,v,W2,v; λ,Φv

)
= 0 for any m ≥ l0. Since Rm

(
s,W1,v,W2,v; λ,Φv

)
is analytic

for any l ∈ Z, Rm
(
s,W1,v,W2,v; λ,Φv

)
= 0 for all λ ∈ iaP/iaG, proving the first part.

For the remaining part, we consider the functional equation (see [JS81]):

Ψv

(
s,W1,v,W2,v; λ,Φv

)
Lv(s, πλ,v ⊗ τv × π̃−λ,v)

= ε(s, πλ,v × π̃−λ,v, θ) ·
Ψv(1 − s,W̃1,v,W̃2,v;−λ̄, Φ̂v)

Lv(1 − s, π̃−λ̄,v ⊗ τ̄v × πλ,v)
,

where ε(s, πλ,v × π̃−λ,v, θ) is a polynomial in {qs
v,q
−s
v ,q

λi
v ,q

−λi
v : 1 ≤ i ≤ r}.

We can interpret the functional as an identity between formal Laurent series in
{qλiv ,q

−λi
v : 1 ≤ i ≤ r}. The left hand side are formal Laurent series of the

form
∑

m1≥−M1 qm1λi
v , while the right hand side are formal Laurent series of the

form
∑

m2≥−M2 q−m2λi
v . Since they are equal, they must be both polynomials in

{qs
v,q
−s
v ,q

λi
v ,q

−λi
v : 1 ≤ i ≤ r}. Then the proof of Claim 50 follows. �

One will see that Proposition 49 is insufficient for our continuation in next few
sections. Hence we need to compute Rv(s,W1,v,W2,v; λ) more explicitly. We will
do principal series case below since this is the only case we need for the particular
purpose of this thesis.

Lemma 51. Let v be a nonarchimedean place of F . Let πv be a principal series
characters χv,1, χv,2, · · · , χv,n. Assume that πv is right Kv-finite. Let α ∈ Gm(Fv)

n−1

and let Wv(α,λ) be a Whittaker function associated to πv,λ and α. Then Wv(α,λ) is
of the form Bv(α,λ)Lv(λ), where Bv(α,λ) is a holomorphic function, and

Lv(λ) =
∏

1≤i<r

∏
i< j≤r

Lv(1 + λi − λ j, χv,i χv,j)
−1.

Proof. It follows from Lemma 48 and induction that Lemma 51 holds for any n if it
holds for n = 2 case. Now we show that Lemma 51 holds for n = 2.
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We may assume that χ1,2 = χv,1χ
−1
v,2 is unramified. Otherwise, the local L-function

L(s, χ1χ2) is trivial, and Lemma 51 follows from Part (a) of Proposition 49. Ac-
cording to (6.8) and the Kv-finiteness condition, one has

Wv(α,λ) =
∑
j∈J

∞∑
l=1

c j

∫
$−lv O

×
v

χ12(a(u))|a(u)|
1+λ1−λ2
v θ(αu)du +W◦v (α,λ),

W◦v (α,λ) =
∑
j∈J

c j

∫
Ov

χ12(a(u))|a(u)|
1+λ1−λ2
v θ(αu)du =

∑
j∈J

c j

∫
Ov

θ(αu)du,

where j runs over a finite set J and c j’s are constants; moreover, J and c j’s relay
only on the Kv-type of πv . For u ∈ F×v , write u = u◦$l

v, where u◦ ∈ O×v = O
×
Fv
, and

l ∈ Z. Write α = α◦$k
v , where α◦ ∈ O×v . Recall that by definition the one sees that

the conductor of θ is precisely the inverse different of Fv,which isD−1
Fv
= {xv ∈ Fv :

trFv/Qp
(xv) ∈ Zp},where p is the characteristic of residue field of Ov . Note thatD−1

Fv

is a Zp-module of Fv and thus has the representationD−1
Fv
= $−d

v Ov,where d ∈ N≥0.

Hence one sees that

I =
∫
Ov

θ(αu)du =
∫
Ov

θ(α◦uϕk
v )du =

∫
Ov

θ(u$k
v )du

is vanishing if k ≤ −d − 1. Clearly I = 1 if k ≥ −d. Note that∫
$−lv O

×
v

χ12(a(u))|a(u)|
1+λ1−λ2
v θ(αu)du = χ12($v)

l |$v |
(1+λ1−λ2)l
v

∫
$−lv O

×
v

θ(αu)du

is vanishing if l ≥ k + d + 2. Let qv = |$v |
−1
v . Then one sees that

Wv(α,λ) = C + C
k+d∑
l=1
(1 − q−1

v )χ12($v)
lq−(λ1−λ2)l

v + C ·Wre, (6.13)

where C is a constant depending only on F and Kv-type of φv and

Wre = χ12($v)
k+d+1q−(k+d+1)(1+λ1−λ2)

v

∫
$−k−d−1

v O×v

θ(u$k
v )du. (6.14)

Since θ is nontrivial on$−d−1
v Ov, then

∫
$−k−d−1

v Ov
θ(u$k

v )du = 0.Note that$−k−d−1
v O×v =

$−k−d−1
v Ov \$

−k−d
v Ov . Then one has that∫

$−k−d−1
v O×v

θ(u$k
v )du =

∫
$−k−d−1

v Ov

θ(u$k
v )du −

∫
$−k−dv Ov

θ(u$k
v )du

= −

∫
$−k−dv Ov

θ(u$k
v )du = − vol($−k−d

v Ov) = −qk+d
v .
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Then it follows form (6.13) and (6.14) that Wv(α,λ) is equal to C multiplying

L = 1 +
k+d∑
l=1
(1 − q−1

v )χ12($v)
lq−(λ1−λ2)l

v − χ12($v)
k+d+1q−(k+d+1)(λ1−λ2)−1

v .

An elementary computation leads to the identity

L = (1 − χ12($v)q
−(1+λ1−λ2)
v ) · P(χ12($v)q

−(λ1−λ2)
v ), (6.15)

where P(z) = (1 − zk+d+1) · (1 − z)−1 = 1 + z + · · · + zk+d ∈ C[z].

Therefore, one has thatWv(α,λ) = CQ(χ12($v)q
−(λ1−λ2)
v )·Lv(1+λ1−λ2, χ12),where

Q(z) = P(z) if k ≥ −d; Q(z) ≡ 0, otherwise. Taking Bv(α,λ) to be the function
CQ(χ12($v)q

−(λ1−λ2)
v ) we then obtain Lemma 51 in n = 2 case. The general case

follows from this and induction, since integral with respect to χl,j is exactly the
same as above, 1 ≤ l < j ≤ n. �

Proposition 52 (Principal SeriesCase: nonarchimedean). Let v be a nonarchimedean
place of F . Let πv be a principal series characters χ1,v, χ2,v, · · · , χn,v. Assume that πv
is right Kv-finite. Then the function Rv(s,W1,v,W2,v; λ) is of the form Qv(s, λ)Lv(λ),

where the function Qv(s, λ) ∈ C[q±s
v ,q

±λi
v : 1 ≤ i ≤ n]; and Lv(λ) is defined to be∏

1≤i<r

∏
i< j≤r

Lv(1 + λi − λ j, χi,v χ j,v)
−1 · Lv(1 − λi + λ j, χi,v χj,v)

−1.

Proof. By Lemma 51 the function

Wv(xv; φ1,v, λ)
∏

1≤i<r

∏
i< j≤r

Lv(1 + λi − λ j, χi,v χ j,v) ∈ C[q
±λj
v : 1 ≤ j ≤ n].

Then applying expansions in [JS81] and changing orders of summations we see that

Rv(s,W1,v,W2,v; λ)
∏

1≤i<r

∏
i< j≤r

Lv(1 + λi − λ j, χi,v χ j,v) · Lv(1 − λi + λ j, χi,v χj,v)

lies in C[q±s
v ,q

±λi
v : 1 ≤ i ≤ n]. Done. �

Corollary 53. Let v ∈ ΣF,fin be a finite place such that πv is unramified andΦv = Φ
◦
v

is the characteristic function of G(OF,v). Assume that φ1,v = φ2,v = φ
◦
v be the unique

G(OF,v)-fixed vector in the space of πv such that φ0
v(e) = 1. Then Rv(s,W1,v,W2,v; λ)

is equal to∏
1≤i<r

∏
i< j≤r

Lv(1 + λi − λ j, πi,v × π̃ j,v)
−1 · Lv(1 − λi + λ j, π̃i,v × π j,v)

−1.

In particular, Rv(s, λ) is independent of s.
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Proof. Fix λ ∈ iaP/iaG . LetW◦i,v be the G(OF,v)-invariant vectors such thatW◦i,v(e) =

1, 1 ≤ i ≤ 2. Then by the computation from [JS81], we know that

Ψv

(
s,W◦1,v,W

◦
2,v; λ,Φ

◦
v

)
/Lv(s, πλ,v ⊗ τv × π̃−λ,v) = 1,

where Φ◦v is the characteristic function of On
F,v . Then Corollary (53) follows from

induction and unramified computations of nonconstant Fourier coefficients of Eisen-
stein series (see Chap. 7 of [Sha10]). �

Now we move to the archimedean case. In the current state of affairs the local
L-functions L∞(s, πλ × τ × π̃−λ) =

∏
v |∞ Lv(s, πλ,v × τv × π̃−λ,v) are not defined

intrinsically through the integrals as nonarchimedean case, but rather extrinsically
through the Langlands correspondence and then related to the integrals. Let ΓR(s) =
π−s/2Γ(s/2) and ΓC(s) = 21−sπ−sΓ(s). Then by Langlands classification (e.g. see
[Kna94]), each archimedan L-function Lv(s, πλ,v × τv × π−λ,v) is of the form∏

i∈I

ΓR(s + µi)
∏
j∈J

ΓC(s + µ′j), (6.16)

where I and J are finite set of inters satisfying #I + #J ≤ n; µi, µ
′
j ∈ C.

Combining results from [Jac09] and well known estimates on archimedean Satake
parameters one concludes the following result.

Proposition 54 (Archimedean Case). Let notation be as before. Let v ∈ ΣF,∞ be an
archimedean place. Then we have

(a) Ψv

(
s,W1,v,W2,v; λ,Φv

)
converges absolutely and normally in the right half plane

{s ∈ C : Re(s) > 1 − 2/(n2 + 1)}, uniformly in λ ∈ iaP/iaG . Moreover, it is
bounded at infinity in any strip of finite width.

(b) The function Rv(s,W1,v,W2,v; λ) is a holomorphic function of s and λ. Hence,
Ψv

(
s,W1,v,W2,v; λ,Φv

)
= Rv(s,W1,v,W2,v; λ)Lv(s, πλ,v ⊗ τv × π̃−λ,v) admits a

meromorphic continuation to the whole complex plane.

(d) We have the local functional equation

Ψv

(
s,W1,v,W2,v; λ,Φv

)
Lv(s, πλ,v ⊗ τv × π̃−λ,v)

= ε(s, πλ,v × π̃−λ,v, θ) ·
Ψv(1 − s,W̃1,v,W̃2,v;−λ̄, Φ̂v)

Lv(1 − s, π̃−λ̄,v ⊗ τ̄v × πλ,v)
,

where ε(s, πλ,v × π̃−λ,v, θ) is a holomoprhic function.
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Remark 55. It follows from Lemma 5.4 in [Jac09] that if both π is tempered, then
the Rankin-Selberg convolution Ψv

(
s,W1,v,W2,v; λ,Φv

)
converges absolutely and

normally in the right half plane {s ∈ C : Re(s) > 0}, uniformly in λ ∈ iaP/iaG .

We need a more explicit description of the polynomial Qv(s, λ) in Proposition 54
when πv is a principal series. To start with, we recall the definition of archimedean
L-function associated to a unitary Hecke character. If Fv ' R, then the only possible
choices for a unitary Grössencharacter are xv 7→ sgn(xv)k |xv |iνv for k ∈ {0,1} and
ν ∈ R. If Fv ' C, then the only possible choices for a unitary Grössencharacter
are xv 7→ (xv · |xv |

−1/2
v )k |xv |iνv for k ∈ Z and ν ∈ R. Furthermore, since the units

are killed by such a character, then the sum of those ν’s must be 0. The Gamma
factors at the real infinite places are Γ((s + iν + k)/2) and at the complex places are
Γ(s + iν + |k |/2). To prove Proposition 58, we need some preparation.

Lemma 56. Let v be an archimedean place of F . Let πv be a principal series
characters χv,1, χv,2, · · · , χv,n. Assume that πv is right Kv-finite. Let α ∈ Gm(Fv)

n−1

and let Wv(α,λ) be a Whittaker function associated to πv,λ and α. Then Wv(α,λ) is
of the form Bv(α,λ)Lv(λ), where Bv(α,λ) is a holomorphic function, and

Lv(λ) =
∏

1≤i<r

∏
i< j≤r

Lv(1 + λi − λ j, χ
ur
v,i χ

ur
v,j)
−1,

where for any χv,l, 1 ≤ l ≤ n, χur
v,l = χv,l ◦ | · |

1/[Fv :R]
v is the unramified part of χv,l .

Proof. It follows from (6.6) and induction that Lemma 56 holds for any n if it holds
for n = 2 case. Now we show that Lemma 56 holds for n = 2.

By (6.7) it suffices to show that for any α, z ∈ C, one has∫
Fv

|a(u)|zvθv(αu)du ∼ ΓFv (z + 1)−1. (6.17)

Since the proof is similar, we only consider real places. Let Fv ' R. Then

ΓR(z + 1)
∫

Fv

|a(u)|zvθv(αu)du =
∫ ∞

0

∫
R

e−tt
z+1

2 ·
e2πiαu

(1 + u2)
z+1

2
du

dt
t

=

∫ ∞

0

∫
R

e−t(1+u2)+2πiαut
z+1

2 du
dt
t

= π
z+1

2 |α |z/2
∫ ∞

0
e−π |α |(t+t−1)tz/2 dt

t
.
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Since the function g(t) = e−π |α |(t+t−1) is Schwartz, then its Mellin transform∫ ∞

0
g(t)tz/2d×t

is entire. Hence one has a continuation ofWhittaker functions and proves (6.17). �

Remark 57. Note that in the proof of Lemma56,
∫ ∞

0 g(t)tz/2d×t , 0 for anyα, z ∈ C.
Hence

∫
Fv
|a(u)|zvθv(αu)du never vanishes. Then by induction one concludes that

Wv(α,λ)/Lv(λ) , 0, for any α and λ.

Combining Lemma 56 and [JS81] one then concludes the following result.

Proposition 58 (Principal Series Case: archimedean). Let v be an archimedean
place of F . Let πv be a principal series characters χv,1, χv,2, · · · , χv,n. Then the
function Rv(s,W1,v,W2,v; λ) is of the form Qv(s, λ)Bv(λ)Lv(λ), where Qv(s, λ) is a
polynomial in s and λ j, 1 ≤ j ≤ n; Bv(λ) is a holomorphic function, and

Lv(λ) =
∏

1≤i<r

∏
i< j≤r

Lv(1 + λi − λ j, χ
ur
v,i χ

ur
v,j)
−1 · Lv(1 − λi + λ j, χ

ur
v,i χ

ur
v,j)
−1.

Remark 59. Let v ∈ ΣF,∞ be an archimedean place such that πv is unramified and
Φv = Φ

◦
v is the characteristic function of G(OF,v). Assume that φ1,v = φ2,v = φ

◦
v be

the unique G(OF,v)-fixed vector in the space of πv such that φ0
v(e) = 1. Applying the

result in [Sta02] we then have that Ψv

(
s,W1,v,W2,v; λ,Φv

)
is equal to∏

1≤i<r

∏
i< j≤r

Lv(s, πλ,v ⊗ τv × π̃−λ,v)
Lv(1 + λi − λ j, πi,v × π̃ j,v) · Lv(1 − λi + λ j, π̃i,v × π j,v)

.

In particular, Rv(s, λ) is independent of s.

6.2 Global Theory for Ψ (s,W1,W2; λ)
In this section, we shall compute the global integral representationΨ (s,W1,W2; λ,Φ)
defined via (6.4).

Let π̃λ,v be the contragredient of πλ,v . Let $v be a uniformizer of OF,v, the ring of
integers of Fv . Let qv = NFv/Qp

($v), where p is the rational prime such that v is
above p. Denote by

R(s,W1,W2; λ) :=
∏
v∈ΣF

Ψv

(
s,W1,v,W2,v; λ,Φv

)
Lv(s, πλ,v ⊗ τv × π̃−λ,v)

, Re(s) > 1. (6.18)

Then R(s,W1,W2; λ) is holomorphic for any λ ∈ ia∗P/ia
∗
G . Putting the local compu-

tations together in the last section, we get
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Proposition 60 (Global Case). Let notation be as before. Let s ∈ C be such that
Re(s) > 1.Then

(a) The integral Ψ (s,W1,W2; λ,Φ) converges absolutely in Re(s) > 1.

(b) We have the global functional equation for Re(s) > 1 :

Ψ

(
1 − s,W̃1,W̃2; λ, τ−1, Φ̂

)
= Ψ (s,W1,W2; λ, τ,Φ) .

(c) For any fixed λ ∈ ia∗P/ia
∗
G, R(s,W1,W2; λ) can be continued to an entire function.

Remark 61. By Proposition 52, we see that if the irreducible representation π =
IndG(AF )

P(AF )
(π1, · · · , πn) is a principal series which is K-finite, then

Ψ f (s,W1,W2; λ,Φ)
L(s, πλ ⊗ τ × π̃−λ)

= H f (s, λ)
∏∏
1≤i,j≤n

i, j

1
L(1 + λi − λ j, πi × π̃ j)

, (6.19)

where Ψ f (s,W1,W2; λ,Φ) is the finite component of Ψ (s,W1,W2; λ,Φ) andH f (s, λ)

is a finite product of polynomials, depending on the K-type of π.

According to Proposition 58 we have, for each irreducible representation π =

IndG(AF )

P(AF )
(π1, · · · , πn) is a principal series which is K-finite, that

Ψ∞ (s,W1,W2; λ,Φ)
L∞(s, πλ ⊗ τ × π̃−λ)

= H ∗∞(s, λ)
∏∏
1≤i,j≤n

i, j

1
L∞(1 + λi − λ j, π

ur
i × π̃

ur
j )
, (6.20)

where H ∗∞(s, λ) is a product of polynomials and Mellin transform of Schwartz
functions. Moreover, H ∗∞(s, λ) is nonvanishing when Re(s) ≥ 1 − 2/(n2 + 1).
Let v be an archimedean place. Let Σ1 be the set of archimedean places such
that Fv ' R and πv,i π̃v,j is ramified. Then for any v ∈ Σ1, one has L∞(1 + λi −

λ j, π
ur
i × π̃

ur
j )L∞(1 + λi − λ j, πi × π̃ j)

−1 = ΓR(1 + λi − λ j) · ΓR(2 + λi − λ j)
−1. Let

Σ2 be the set of archimedean places such that Fv ' C and πv,i π̃v,j is ramified, then
for any v ∈ Σ2, one has L∞(1 + λi − λ j, π

ur
i × π̃

ur
j )L∞(1 + λi − λ j, πi × π̃ j)

−1 =

ΓC(1+ λi − λ j) · ΓC(kv + 1+ λi − λ j)
−1 =

∏kv−1
l=0 (l + 1+ λi − λ j)

−1,where kv ∈ N≥1.

LetH∞(s, λ) be the product ofH ∗∞(s, λ) and the function∏∏
1≤i,j≤n

i, j

∏
v2∈Σ2

kv2−1∏
l=0
(l + 1 + λi − λ j)

∏
v1∈Σ1

Γ

(
2 + λi − λ j

2

)
Γ

(
1 + λi − λ j

2

)−1
.
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Then H∞(s, λ) is holomorphic with respect to s ∈ C and with respect to λ =

(λ1, · · · , λn) in the domain |λi − λ j | < 2, 1 ≤ i, j ≤ n.

LetH(s, λ) = H∞(s, λ)H f (s, λ). Then by (6.19) and (6.20) we have

Ψ (s,W1,W2; λ,Φ)
Λ(s, πλ ⊗ τ × π̃−λ)

= H(s, λ)
∏∏
1≤i,j≤n

i, j

1
Λ(1 + λi − λ j, πi × π̃ j)

. (6.21)

Let notation be as before, we then define, for λ ∈ ia∗P/ia
∗
G and φ2 ∈ BP,χ, that

Rϕ(s, λ; φ2) =
∑

φ1∈BP,χ

〈IP(λ, ϕ)φ1, φ2〉 ·
Ψ(s,W1,W2; λ)

Λ(s, πλ ⊗ τ × π̃−λ)
, Re(s) > 1, (6.22)

where Λ(s, πλ ⊗ τ × π̃−λ) is the complete L-function, defined by
∏

v∈ΣF Lv(s, πλ,v ⊗

τv × π̃−λ,v). Write ϕ as a finite sum of convolutions ϕα ∗ ϕβ. Since BP,χ is finite
dimensional, we have, when Re(s) > 1, that∑

φ1∈BP,χ

〈IP(λ, ϕ)φ1, φ〉 ·
Ψ(s,W1,W2; λ)

Λ(s, πλ ⊗ τ × π̃−λ)
=

∑
α

∑
β

Ψ(s,Wα,Wβ; λ)
Λ(s, πλ ⊗ τ × π̃−λ)

, (6.23)

where Wβ(x; λ) = W(x,IP(λ, ϕβ)φ; λ) and Wα(x; λ) is the Whittaker function de-
fined by Wα(x; λ) = W(x,IP(λ, ϕα)φ; λ). Then we have Ψ(s,Wα,Wβ; λ) equal to∏
Ψv(s,Wα,v,Wβ,v; λ), Re(s) > 1; and each Ψv(s,Wα,v,Wβ,v; λ) is a finite sum of

Ψv(s,W1,v,W2,v; λ). Then according to Proposition 49 and Proposition 54 we see
that, when Re(s) > 1, Ψv(s,Wα,v,Wβ,v; λ)Λv(s, πλ,v ⊗ τv × π̃−λ, v)−1 are independent
of s for all but finitely many places v, and as a function of s, is a finite product of
holomorphic function in Re(s) > 0. Hence both sides of (6.23) are well defined and
is meromorphic in Re(s). Then after continuation we have, for Re(s) > 0, that

Rϕ(s, λ; φ) =
∑

φ1∈BP,χ

〈IP(λ, ϕ)φ1, φ〉R(s,W1,W2; λ) =
∑
α,β

R(s,Wα,Wβ; λ). (6.24)

Then clearly by Theorem G we have that, for Re(s) > 1, IWhi(s, τ) is equal to∑
χ

∑
P∈P

1
cP

∑
φ∈BP,χ

∫
Λ∗

Rϕ(s, λ; φ)Λ(s, πλ ⊗ τ × π̃−λ)dλ.

Note that the integrands make sense in the critical strip 0 < Re(s) < 1. To continue
IWhi(s, τ) to a meromorphic function in the right half plane Re(s) > 0, we need
to show that the summation expressing IWhi(s, τ) in Theorem G in fact converges
absolutely in the strip S(0,1) = {s ∈ C : 0 < Re(s) < 1}, which we call the critical
strip.



102

C h a p t e r 7

ABSOLUTE CONVERGENCE IN THE CRITICAL STRIP S(0,1)

Let 1 ≤ m ≤ n be an integer and π ∈ A0(GLm(F)\GLm(AF)) be a cuspidal
representation of GLm over F . For v ∈ ΣF,fin, let f (πv) be the conductor of πv, set
C(πv) = q f (πv)

v ,where qv is the cardinality of the residual field of Fv, then C(πv) = 1
for all but finitely many finite places v. For v ∈ ΣF,∞, then Fv ' R or Fv ' C. Let
Lv(s, πv) =

∏
j ΓFv (s + µπv,j) be the associated L-factor of πv . Denote in this case

by C(πv; t) =
∏

j(2 + |it + µπ,j |Fv )
[Fv :R], t ∈ R, and set C(πv) = C(πv; 0).

Definition 62 (Analytic Conductor). Let notation be as above, denote by C(π; t) =∏
v∈ΣF C(πv; t), t ∈ R.We call C(π) = C(π; 0) the analytic conductor of π. Note that

it is well defined.

To prove our Theorem H, we need an explicit upper bound for Rankin-Selberg
L-functions in the critical strip in terms of the corresponding analytic conduc-
tors. Nevertheless, the standard convexity bound L(1/2, σ ⊗ τ × σ′) �ε C(σ ⊗

τ × σ′)1/2+ε is unknown unconditionally for general cuspidal representations σ ∈
A0(GLm(F)\GLm(AF)) and σ′ ∈ A0(GLm′(F)\GLm′(AF)). To remedy this, we
prove a preconvex estimate (which is sufficient for our purpose) for L(s, σ ⊗ τ ×σ′)

in the critical strip 0 < Re(s) < 1.

Lemma 63 (Preconvex bound). Let 1 ≤ m,m′ ≤ n be two integers. Let σ ∈
A0(GLm(F)\GLm(AF)) andσ′ ∈ A0(GLm′(F)\GLm′(AF)). Let βm,m′ = 1−1/(m2+

1) − 1/(m′2 + 1). Then for s ∈ C such that 0 < Re(s) < 1, we have

L(s, σ ⊗ τ × σ′) �F,ε

(
1 + |s(s − 1)|−1

)
C(σ ⊗ τ × σ′; s)

1+βm,m′−Re(s)
2 +ε, (7.1)

where the implies constant is absolute, depending only on ε and the base field F .

Proof. By definition, τ extends to a character on G(AF) via composing with the
determinant map, i.e., by setting τ(x) = τ(| det x |AF ), for any x ∈ G(AF). Thus τ is
automorphic and invariant on N(AF). Hence σ ⊗ τ is also cuspidal. We may write
the cuspidal representations as σ⊗ τ = ⊗v(σv ⊗ τv) and σ′ = ⊗′vσ′v . For prime ideals
p at which neither σp or σ′p is ramified, let {Stσ⊗τ,i(p)}mi=1 and {Stσ′,j(p)}m

′

j=1 be the
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respective Satake parameters of σ ⊗ τ and σ′. The Rankin-Selberg L-function at
such a p (there are all but finitely many such primes) is defined to be

Lp(s, σp ⊗ τp × σ′p) =
m∏

i=1

m′∏
j=1

(
1 − Stσ⊗τ,i(p)Stσ′,j(p)NF/Q(p)

−s)−1
.

Since τ is unitary, by [LRS99] we have
�� logNF/Q(p)

|Stσ⊗τ,i(p)| ≤ 1/2 − 1/(m2 + 1),
and

�� logNF/Q(p)
|Stσ′,j(p)| ≤ 1/2 − 1/(m′2 + 1). For the remaining places p, The

Rankin-Selberg L-function at such a p can be written as

Lp(s, σp ⊗ τp × σ′p) =
m∏

i=1

m′∏
j=1

(
1 − Stσ⊗τ×σ′,i,j(p)NF/Q(p)

−s)−1
,

with
�� logNF/Q(p)

|Stσ⊗τ×σ′,i,j(p)|
�� ≤ �� logNF/Q(p)

|Stσ⊗τ,i(p)| +
�� logNF/Q(p)

|Stσ′,j(p)|,

which is bounded by βm,m′ = 1 − 1/(m2 + 1) − 1/(m′2 + 1). Then an easy esti-
mate implies that for any s such that β = Re(s) > 1 + βm,m′,we have��L(s, σ ⊗ τ × σ′)�� =∏

p

��Lp(s, σp ⊗ τp × σ′p)�� ≤∏
p

m∏
i=1

m′∏
j=1

��1 − NF/Q(p)
βm,m′−β

��−1

=
∏
p

��1 − NF/Q(p)
βm,m′−β

��−mm′
= ζF(β − βm,m′)

mm′,

where ζF(s) is the Dedekind zeta function associated to F/Q. In particular,��L(β + iγ,σ ⊗ τ × σ′)
�� ≤ ζF(β − βm,m′)

mm′ = Oβ0(1), β ≥ β0 > 1 + βm,m′ . (7.2)

Also, at each infinite place v | ∞, there exists a set of mm′ complex parameters
{µσ⊗τ×σ′;v,i,j : 1 ≤ i ≤ m, 1 ≤ j ≤ m′} such that each local L-factor at v is

Lv(s, σv ⊗ τv × σ
′
v) = Qv(s)

m∏
i=1

m′∏
j=1

ΓFv

(
s + µσ⊗τ×σ′;v,i,j

)
,

where Qv(s) is entire. Likewise, we have
��µσ⊗τ×σ′;v,i,j �� ≤ βm,m′, according to loc.

cit. Moreover, since �σv ⊗ τv = σ̃v ⊗ τ̃v, the finite set {µσ⊗τ×σ′;v,i,j : 1 ≤ i ≤ m, 1 ≤
j ≤ m′} is equal to {µσ̃⊗τ̃×σ̃′;v,i,j : 1 ≤ i ≤ m, 1 ≤ j ≤ m′} for any v ∈ ΣF,∞. Note
that by Stirling’s formula one has, for s = β + iγ,where β < 1 − βm,m′, that

Γ (1 − s + µ̄/2) · Γ (s + µ/2)−1 �β (1 + |iγ + µ|)1/2−β ,

for any µ ∈ C such that Re(µ) > −1 + βm,m′ . Then combining these with the
duplication formula ΓC(s) = ΓR(s)ΓR(s+1)we have, for s = β+iγwith β < 1−βm,m′,
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that ∏
v |∞

Lv(1 − s, σ̃v ⊗ τ̃v × σ̃′v)

Lv(s, σv ⊗ τv × σ
′
v)

�β

∏
v |∞

C(σv ⊗ τv × σ
′
v; γ)

1/2−β.

Hence together with the functional equation we have

L(β + iγ,σ ⊗ τ × σ′) = O
(
C(σ ⊗ τ × σ′; γ)1/2−β

)
, β ≤ β0 < −βm,m′ . (7.3)

If σ ⊗ τ � σ′, then according to [JS81], L(s, σ ⊗ τ × σ′) is entire. Then combining
the nice analytic properties of L(s, σ⊗τ×σ′) (see loc. cit.) and Phragmén-Lindelöf
principle with (7.2) and (7.3) we obtain the following preconvex bound in the interval
−βm,m′ ≤ β ≤ 1 + βm,m′ :

L(β + iγ,σ ⊗ τ × σ′) �ε C(σ ⊗ τ × σ′; γ)
1+βm,m′−β

2 +ε . (7.4)

If σ ⊗ τ ' σ′, then according to loc. cit., L(s, σ ⊗ τ×σ′) has simple poles precisely
at s = 1 and possibly at s = 0. Consider instead the function f (s) = s(s − 1)(s +
2)−(5+βm,m′−β)/2L(s, σ ⊗ τ × σ′). Then clearly f (s) is holomorphic and of order 1 in
the right half plane Re(s) > −βm,m′ . Hence by (7.2), (7.3) and Phragmén-Lindelöf
principle we have that f (s) is bounded by Oε

(
C(σ ⊗ τ × σ′; γ)(1+βm,m′−β)/2+ε

)
in

the strip −βm,m′ ≤ Re(s) ≤ 1 + βm,m′, leading to the estimate

L(β+ iγ,σ ⊗ τ ×σ′) �ε |(β+ iγ)(β+ iγ − 1)|−1C(σ ⊗ τ ×σ′; γ)
1+βm,m′−β

2 +ε, (7.5)

where 0 < β < 1. Now (7.1) follows from (7.4) and (7.5). �

Lemma 64. Let s = β + iγ such that β > 0 and γ ∈ R. Then one has

|s |−1−2|γ | · e−C(s) ≤
��Γ(s)�� ≤ βΓ(β) · |s |−1, (7.6)

where C(s) = min
{ π2 |s |2

6 + β,2|s |
}
. Moreover, if |γ | ≥ 1, we have uniformly that

Γ(s) =
√

2πe−
π
2 |γ | |γ |β−

1
2 eiγ(log |γ |−1)e

iπδ(s)
2 ·(β− 1

2 )
(
1 + λ(s)|γ |−1

)
, (7.7)

where δ(s) = 1 if γ ≥ 1, and δ(s) = −1 if γ ≤ −1; and |λ(s)| ≤ e1/3+β2/2+β3/3 − 1.

Proof. Consider 1/Γ(s), which is an entire function. Take the logarithm of its
Hadamard decomposition 1/Γ(s) = seγ0s ∏(1 + s/n)e−s/n (here γ0 = 0.57721 · · ·
is the Euler-Mascheroni constant) and take real parts on both sides to get

log
��Γ(s)−1�� = log |s | + γ0β + Re

∑
n<2|s |

(
log

(
1 +

s
n

)
−

s
n

)
+ SI,
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where SI = Re
∑

n≥2|s | (log(1 + s/n) − s/n) . Expand the logarithm to see

��SI
�� = ����� Re

∑
n≥2|s |

∑
k≥2

(−1)k−1sk

knk

����� ≤ 1
2

∑
n≥2|s |

|s |2n−2

1 − |s |/n
≤

∑
n≥2|s |

(
|s |
n

)2
≤ C1(s),

where C1(s) = min{π2/6, |s |2/(2|s | − 1)}. Therefore, log
�� 1
Γ(s)

�� is no more than

log |s | + γ0β +
∑

n≤2|s |

(
|s |
n
−
β

n

)
+ C1(s) ≤ (1 + 2|s | − 2β) log |s | + C(s),

which is further bounded by (1+2γ) log |s |+C(s). This proves the left inequality of
(7.6). For the right hand side, consider the integral representation of Γ(s+1) = sΓ(s),

we have |sΓ(s)| =
�� ∫ ∞

0 tse−t dt
�� ≤ ∫ ∞

0

��ts
��e−t dt =

∫ ∞
0 tβe−t dt = βΓ(β),which proves

the right inequality of (7.6). Hence (7.6) holds.

To prove (7.7), we may assume that γ ≥ 1.Write s = β + iγ = ρeiθ, then

0 < θ =
π

2
− arctan

β

γ
≤


π
2 , if β ≥ 0;
π
2 − arctan β0, if β0 ≤ β < 0,

(7.8)

where arctan x is taken its principal value, i.e., −π/2 < arctan x < π/2, ∀ x ∈ R.

A standard application of Euler-MacLaurin summation formula leads to that

log Γ(s) = (s − 1/2) log s − s + 1/2 log 2π +
∫ ∞

0

b(u)
(u + s)2

du, (7.9)

where b(u) = 1/2{u} − 1/2{u}2, here {u} := u − [u] with [u] denoting the Gauss
symbol, i.e., [u] is the largest integer no more than u. Then��� ∫ ∞

0

b(u)
(u + s)2

du
��� ≤ 1/2

(
cos

θ

2

)−2 ∫ ∞

0

du
(ρ + u)2

≤
1

6ρ

(
cos

θ

2

)−2
≤

1
3γ
, (7.10)

since 0 < θ/2 ≤ π/4 according to (7.8). Substitute (7.10) into (7.9) to get

log Γ(s) = (β + iγ − 1/2)
[

log
√
β2 + γ2 + iθ

]
− β − iγ + log

√
2π + C1(γ)

= (β − 1/2) log
√
β2 + γ2 − γθ − β +

1
2

log 2π + C1(γ) + iC2(s),

whereC2(s) = γ log
√
β2 + γ2+(β−1/2)·θ−γ.Also one has elementary inequalities
�� arctan βγ−1 − βγ−1

�� ≤ ��β3/(3γ3)
��,�� log

√
β2 + γ2 − log γ

�� ≤ β2/(2γ2).
(7.11)
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Then plugging (7.11) into the expansion of log Γ(s) to get that log Γ(s) is equal to

1
2

log 2π −
πγ

2
+

(
β −

1
2

)
log γ + i

{
γ log γ − γ +

π

2

(
β −

1
2

) }
+ C3(s), (7.12)

where
��C3(s)

�� ≤ (
1/3 + β2/2 + β3/3

)
· |γ |−1. Then the case γ ≥ 1 of (7.7) follows

from (7.12) and the elementary inequality |ecx − 1| ≤ (ec − 1)x, for any c > 0 and
0 < x ≤ 1. Taking the complex conjugate of both sides gives the case where γ ≤ −1.
Hence the lemma follows. �

Corollary 65. Let 1 ≤ m,m′ ≤ n be two integers. Let σ ∈ A0(GLm(F)\GLm(AF))

and σ′ ∈ A0(GLm′(F)\GLm′(AF)). Let v be an archimedean place. Let β ≥ 5.
Then for each s = β0 + iγ ∈ C such that 1− 1/(n2 + 1) < β0 < 1 and γ ∈ R,we have��Lv(s, σv ⊗ τv × σ

′
v)
�� ≤ Cβ ·

���Lv(β + iγ,σv ⊗ τv × σ
′
v)

C(σv ⊗ τv × σ
′
v; γ)

���, (7.13)

where Cβ is an absolute constant depending only on β, n and the base field F .

Proof. Let tβ = 2e1/3+β2/2+β3/3. Then tβ > 2. Recall that by definition

Lv(s, σv ⊗ τv × σ
′
v) =

m∏
j=1

m′∏
k=1

ΓFv

(
s + µσ⊗τ×σ′;v,j,k

)
. (7.14)

We can write µσ⊗τ×σ′;v,j,k = β j,k + iγ j,k . Then |β j,k | ≤ 1−1/(1+m2)−1/(1+m′2) ≤

1 − 2/(1 + n2). Let t j,k = γ + γ j,k, 1 ≤ j ≤ m, 1 ≤ k ≤ m′. Let δv = 2/[Fv : R].

Case 1: If |t j,k | ≤ tβ. Then by the estimate (7.6) we see that�����ΓFv

(
s + µσ⊗τ×σ′;v,j,k

)
·
(
2 + |iγ + µσ⊗τ×σ′;v,i,j |Fv

) [Fv :R]

ΓFv

(
β + iγ + µσ⊗τ×σ′;v,j,k

) �����
≤

�����Γ (
β0 + β j,k

δv

)
·
(
2 + |β j,k |Fv + |tβ |Fv

)2 e
2(β+ |βj ,k |+tβ )

δv ·

[
β + |β j,k | + tβ

δv

]1+2tβ
�����,

which can be seen clearly to be bounded by

C1; j,k(β) , (β + |tβ |2 + 1)2tβ+3e2(β+|tβ |+1) · max
1/(n2+1)≤β′≤2

Γ(β′/δv).

Case 2: If |t j,k | ≥ tβ > 2. Then by the estimate (7.7) we see that�����ΓFv

(
s + µσ⊗τ×σ′;v,j,k

)
·
(
2 + |iγ + µσ⊗τ×σ′;v,i,j |Fv

) [Fv :R]

ΓFv

(
β + iγ + µσ⊗τ×σ′;v,j,k

) �����
≤

����� (2 + |β j,k |Fv + |tβ |Fv

)2
·
( (

1 + |λ(s + µσ⊗τ×σ′;v,j,k)|
)
· |t j,k |

−1)
|δ−1
v t j,k |

β−β0 ·
( (

1 − |λ(β + iγ + µσ⊗τ×σ′;v,j,k)|
)
· |t j,k |

−1)
�����,
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which is bounded by 3(3+|t j,k |
2)2 |δ−1

v t j,k |
1−β , C3; j,k(t j,k).Note thatC3; j,k(t j,k)

is bounded in the interval [tβ,∞). So we can define

C2; j,k(β) = sup
|tj ,k |≥tβ

C3; j,k(t j,k).

Now letCj,k(β) = max{C1; j,k(β),C2; j,k(β)}. ThenCj,k(β) is well defined, 1 ≤ j ≤ m,

1 ≤ k ≤ m′. Set Cβ =
∏

j
∏

k Cj,k(β). Then by (7.14) and

C(σv ⊗ τv × σ
′
v; γ) =

m∏
i=1

m′∏
j=1

(
2 + |iγ + µσ⊗τ×σ′;v,i,j |Fv

) [Fv :R]
,

the estimate (7.13) follows. �

Remark 66. Let 1 ≤ m,m′ ≤ n be two integers. Let σ ∈ A0(GLm(F)\GLm(AF))

and σ′ ∈ A0(GLm′(F)\GLm′(AF)). Let v be an archimedean place. Let N ≥ 1 and
β ≥ 4N + 1. Then essentially the same proof of Corollary 65 leads to the result that
for each s = β0 + iγ ∈ C such that 0 < β0 < 1 and γ ∈ R, we have��Lv(s, σv ⊗ τv × σ

′
v)
�� ≤ CN,β ·

���Lv(β + iγ,σv ⊗ τv × σ
′
v)

C(σv ⊗ τv × σ
′
v; γ)N

���, (7.15)

where CN,β is an absolute constant depending only on N, β, n and the base field F .

This slightly general bound (7.15) will be used in [Yan21].

Let v ∈ ΣF,fin be a nonarchimedean place of F . Let Φv,l be a constant multiplying
the characteristic function of some open ball in Fn

v . Then its Fourier transform Φ̂v,l

is also of the same form, i.e., a constant multiplying the characteristic function of
some open ball in Fn

v .

Now we consider integrals Ψ∗v
(
s,W1,v,W1,v; λ,Φv,l

)
defined by∫

N(Fv)\G(Fv)

W1,v(xv; λ)W1,v
(
xv;−λ̄

)
· Φv,l(ηxv)| det xv |sFv

dxv .

Let W̃1,v be the Whittaker function of π̃v,−λ, defined via W̃1,v(x) = W1,v(wx ι),

where x ∈ G(Fv) and w is the longest element in WP\W/WP . Define the integral
Ψ∗v (s,W̃1,v,W̃1,v; λ, Φ̂v,l) by∫

N(Fv)\G(Fv)

W̃1,vW̃1,v
(
xv;−λ̄

)
· Φ̂v,l(ηxv)| det xv |sFv

dxv .
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Lemma 67. Let notation be as before. Let 0 < ε < 1/2. Let qv be the cardinality of
the residue field of Fv . Let W1 be a Whittaker function associated to χ ∈ XP . Then
there exists a constant cv depending only on the test function ϕ such that��Ψ∗v (

s,W1,v,W1,v; λ,Φv,l
) �� ≤ qcv

v

��Ψ∗v (
1 − ε,W1,v,W1,v; λ,Φv,l

) ��, (7.16)

for any s ∈ C such that Re(s) = ε .

Proof. We can apply the same argument on the support of W̃1,v as that of W1,v in
the proof of Corollary 47 to show that there exists a positive integer mv = mv(ϕv),

depending only on the place v ∈ S(π,Φ) and the K-finite type of the test function
ϕ, such that supp W̃1,v |A(Fv)⊆ {x = diag(x1, · · · , xn) ∈ A(Fv) : max{|xi |v} ≤ qmv

v }.

Noting Φ̂v,l is an indicator function, then for any s such that Re(s) = ε,

q−nmvε
v

��� ∫
N(Fv)\G(Fv)

W̃1,v(xv; λ)W̃1,v
(
xv;−λ̄

)
· Φ̂v,l(ηxv)| det xv |εFv

dxv
���

≥q−nmv(1−ε)
v

��� ∫
N(Fv)\G(Fv)

W̃1,v(xv; λ)W̃1,v
(
xv;−λ̄

)
· Φ̂v,l(ηxv)| det xv |1−εFv

dxv
���,

from which one easily obtains the inequality that��Ψ∗v (ε,W̃1,v,W̃1,v; λ, Φ̂v,l)
�� ≥ q−nmv

v

��Ψ∗v (1 − ε,W̃1,v,W̃1,v; λ, Φ̂v,l)
��. (7.17)

On the other hand, we have the functional equation�����Ψ∗v (1 − s,W̃1,v,W̃1,v; λ, Φ̂v,l)

Lv(1 − s, πλ,v × π̃−λ,v)

����� =
�����ε(s, πv, λ)Ψ∗v (

s,W1,v,W1,v; λ,Φv,l
)

Lv(s, πλ,v × π̃−λ,v)

�����, (7.18)

where ε(s, πv, λ) = γ(s, πv, λ)Lv(s, πλ,v × π̃−λ,v)Lv(1− s, πλ,v × π̃−λ,v)−1 is the ε-factor,
here γ(s, πv, λ) is the γ-factor. By the stability of γ-factors and [CP17], we have
the stability of ε(s, πv, λ). Thus ε(s, πv, λ) =

∏∏
ε(s + λi − λ j, σv,i × σ̃v,j, λ). Let

qv = NF/Q(p). Then one has that (see [JPS83]) each ε(s + λi − λ j, σv,i × σ̃v,j, λ) is of
the form cq− fvs

v ,where |c | = q1/2
v and fv is the local conductor, which is bounded by

an absolute constant depending only on Kv-type of the test function ϕ. Hence there
exists some absolute constant ev ∈ N≥0, relying only on ϕ, such that��ε(s, πv, λ)ε(1 − s, πv, λ)−1�� ≥ q−evε

v . (7.19)

Then combine (7.17), (7.18) and (7.19) we have�����Ψ∗v (
ε,W1,v,W1,v; λ,Φv,l

)
Lv(ε, πλ,v × π̃−λ,v)2

����� ≤ qnmv+evε

�����Ψ∗v (
1 − ε,W1,v,W1,v; λ,Φv,l

)
Lv(1 − ε, πλ,v × π̃−λ,v)2

�����. (7.20)
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Since πv,λ ∈ XP is generic, then it is irreducible. Hence, according to [CP17], we
have

Lv(s, πλ,v × π̃−λ,v) =
r∏

i=1

r∏
j=1

Lv(s + λi − λ j, σv,i × σ̃v,j). (7.21)

Let p be the prime ideal representing the place v ∈ Σ f in. Then for any s,

Lv(s, πλ,v × π̃−λ,v)−1 =

r∏
i=1

r∏
j=1

ni∏
k=1

nj∏
l=1

(
1 − Stσ×σ′,k,l(p)NF/Q(p)

−s−λi+λj
)

is a finite product, hence it is an entire function. Moreover, since
��Stσ×σ′,k,l(p)

�� ≤
NF/Q(p)

βi, j ,where βi,j = 1 − 1/(n2
i + 1) − 1/(n2

j + 1),we then have���Lv(s, πλ,v × π̃−λ,v)−1
��� ≤ r∏

i=1

r∏
j=1

(
1 + NF/Q(p)

−Re(s)+βi, j
)ni+nj

, (7.22)

where ni and n j are ranks of components of Levi subgroup of P respectively. Also,���Lv(s, πλ,v × π̃−λ,v)−1
��� ≥ r∏

i=1

r∏
j=1

(
1 − NF/Q(p)

−Re(s)+βi, j
)ni+nj

. (7.23)

Then it follows from (7.20), (7.22) and (7.23) that��Ψ∗v (
ε,W1,v,W1,v; λ,Φv,l

) �� ≤ qcv
v

��Ψ∗v (
1 − ε,W1,v,W1,v; λ,Φv,l

) ��, (7.24)

where cv is a constant depending only on the test function ϕ. Noting that Φv,l is a
constant multiplying the characteristic function of some connected compact subset
of Fn

v , so
��Ψ∗v (

s,W1,v,W1,v; λ,Φv,l
) �� ≤ ��Ψ∗v (

Re(s),W1,v,W1,v; λ,Φv,l
) ��. Then (7.16)

follows from this inequality and (7.24). �

With the preparation above, now we can prove the following result:

Theorem H. Let s ∈ C be such that 0 < Re(s) < 1, then∑
χ

∑
P∈P

1
cP

∑
φ∈BP,χ

∫
Λ∗

Rϕ(s, λ; φ)Λ(s, πλ ⊗ τ × π̃−λ)dλ, (7.25)

converges absolutely, normally with respect to s, where Rϕ(s, λ; φ) is defined in
(6.22) and Λ(s, πλ ⊗ τ × π̃−λ) is the complete L-function.

Proof. Fix a proper parabolic subgroup P ∈ P of type (n1,n2, · · · ,nr). Let XP be
the subset of cuspidal data χ = {(M, σ)} such that M = MP . Denote by

JP(s) =
∑
χ∈XP

∑
φ∈BP,χ

∫
Λ∗

Rϕ(s, λ; φ)Λ(s, πλ ⊗ τ × π̃−λ)dλ.



110

Let MP = diag(M1,M2, · · · ,Mr), where Mi is ni by ni matrix, 1 ≤ i ≤ r . We may
write σ = (σ1, σ2, · · · , σr), where σi ∈ A0(Mi(F)\Mi(AF)). By the K-finiteness of
ϕ, each σi has a fixed finite type, so its conductor is bounded uniformly (depending
only on ϕ). Let C∞(σi ⊗ τ × σj ; t) =

∏
v∈ΣF ,∞ C(σi,v ⊗ τv × σj,v; t). Then one has

C∞(σi ⊗ τ × σj ; t) �ϕ C(σi ⊗ τ × σj ; t), where the implies constant depends only
on supp ϕ. For any Φ = Φ∞ ·

∏
v<∞Φv ∈ S0(A

n
F), where Φ∞ =

∏
v |∞Φv . Let

xv = (xv,1, xv,2, · · · , xv,n) ∈ Fn
v , then by definition, Φv is of the form

Φv(xv) = e−π
∑n

j=1 x2
v, j ·

m∑
k=1

Qk(xv,1, xv,2, · · · , xv,n), (7.26)

where Fv ' R,Qk(xv,1, xv,2, · · · , xv,n) ∈ C[xv,1, xv,2, · · · , xv,n] are monomials; and

Φv(xv) = e−2π
∑n

j=1 xv, j x̄v, j ·

m∑
k=1

Qk(xv,1, x̄v,1, xv,2, x̄v,2, · · · , xv,n, x̄v,n), (7.27)

where Fv ' C and Qk(xv,1, x̄v,1, xv,2, x̄v,2, · · · , xv,n, x̄v,n) are monomials in the ring
C[xv,1, x̄v,1, xv,2, x̄v,2, · · · , xv,n, x̄v,n]. Thus there exists a finite index set J such that

Φ∞(x∞) =
∑

j=( jv)v |∞∈J

∏
v |∞

Φv,jv (xv), x∞ =
∏
v |∞

xv ∈ G(AF,∞),

where eachΦv,jv is of the form in (7.26) or (7.27) with m = 1. LetΦ∞, j =
∏

v |∞Φv,jv,

j = ( jv)v |∞ ∈ J .ThenΦ is equal to the sumover j ∈ J of eachΦ j = Φ∞, j
∏

v<∞Φv ∈

S0(A
n
F).

Since for each v | ∞ and j ∈ J, Ψv

(
s,Wα,v,Wβ,v; λ,Φv,j

)
converges absolutely in

Re(s) > 0 (see [Jac09]), one has���∏
v |∞

Ψv

(
s,Wα,v,Wβ,v; λ,Φv

) ��� ≤∑
j∈J

���∏
v |∞

Ψv

(
s,Wα,v,Wβ,v; λ,Φv,jv

) ���. (7.28)

Since each Φv,jv is a monomial multiplying an exponential function with negative
exponent, Ψv

(
s,Wα,v,Wβ,v; λ,Φv,jv

)
is in fact of the form c1π

c2s ∏
i
∏

j Γ(s + νi,j),

where c1, c2 and νi are some constants and the product is finite. Although these
parameters depend on the representations σ and τ, the local Rankin-Selberg integral
Ψv

(
s,Wα,v,Wβ,v; λ,Φv,jv

)
is either nonvanishing inRe(s) > 0 or vanishing identically

(i.e. c1 = 0). Note that for each archimedean place v, there exists a polynomial
Q(s) = Q(s, λ) (see loc. cit.) depending on π∞ and λ, such that

Lv(s, πλ,v ⊗ τv × π̃−λ,v) = Q(s, λ)
r∏

i=1

r∏
j=1

Lv(s + λi − λ j, σv,i ⊗ τv × σ̃v,j),
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where Re(s) > βn,n = 1 − 2/(n2 + 1). Clearly Q(s, λ) is nonvanishing in Re(s) >
βn,n. Combining this with the preceding discussion we conclude that there exists a
polynomial Qv,j(s; λ) (depending on π) for each λ such that

Ψv

(
s,Wα,v,Wβ,v; λ,Φv,jv

)
= Qv,jv (s; λ)

r∏
i=1

r∏
j=1

Lv(s + λi − λ j, σv,i ⊗ τv × σ̃v,j).

Then the above analysis leads to that each Qv,jv (s; λ) is either nonvanishing in
Re(s) > βn,n or vanishing identically (i.e. c1 = 0). WriteQv,jv (s; λ) = cc,jv

∏
(s−%λ),

withRe(%λ) ≤ βn,n.Let s0 = β0+iγ0 such that β0, γ0 ∈ R and 1−1/(n2+1) ≤ β0 < 1.
Let Uε (s0) ( S[0,1] (with 0 < ε < (1 − Re(s0))/10) be a neighborhood of s0. Then
|s − %λ | ≤ |s′ − %λ |, for any s ∈ Uε (s0) and s′ = β + i Im(s), β ≥ 5. Therefore,

|Qv,jv (s; λ)| ≤ |Qv,jv (s
′; λ)|, ∀ v | ∞, j = ( jv)v |∞ ∈ J, λ ∈ iaP/ia∗G, (7.29)

where s = β + iγ ∈ Uε (s0) and s′ = 5 + iγ. Combining (7.29) with (7.13) leads to���∏
v |∞

Ψv

(
s,Wα,v,Wβ,v; λ,Φv,jv

) ��� ≤ CdF
5 ·

�����∏
v |∞

Ψv

(
s′,Wα,v,Wβ,v; λ,Φv,jv

)
Cv(πλ,v ⊗ τv × π̃−λ,v; γ)

�����, (7.30)

where dF = [F : Q]. Let S(π,Φ) be the finite set of nonarchimedean places such
that πv is unramified and Φv = Φ

◦
v is the characteristic function of G(OF,v) outside

ΣF,∞ ∪ S(π,Φ). Then by Proposition 49 we have

RS(π,Φ)(s, λ) =
∏

v∈S(π,Φ)

Rv(s,Wα,v,Wβ,v; λ) ∈
⊗

v∈S(π,Φ)

C[q±s
v ,q

±λi
v : 1 ≤ i ≤ r].

Let v ∈ S(π,Φ).Write RS(π,Φ)(s,Wα; λ) =
∏

v∈S(π,Φ) Rv(s,Wα,v,Wα,v; λ); write RS(π,Φ)(s,Wβ; λ) =∏
v∈S(π,Φ) Rv(s,Wβ,v,Wβ,v; λ). Then they both lie in the ring

⊗
v∈S(π,Φ) C[q

±s
v ,q

±λi
v :

1 ≤ i ≤ r]. Write Rv(s; λ) = Rv(s,Wα,v,Wβ,v; λ) in this proof. By definition we
have Rv(s; λ) = Ψv

(
s,Wα,v,Wβ,v; λ,Φv,j

)
· Lv(s, πλ,v ⊗ τv × π̃−λ,v)−1,when Re(s) > 1.

Recall that Ψv

(
s,W1,v,W2,v; λ,Φv

)
is equal to∫

N(Fv)\G(Fv)

Wα,v(xv; λ)Wβ,v

(
xv;−λ̄

)
Φv(ηxv)τ(det xv)| det xv |sFv

dxv,

which converges normally in Re(s) > 0, uniformly in λ ∈ ia∗P/ia
∗
G, due to the

standard estimate on Whittaker functions (they are bounded by compactly sup-
ported functions in this case). Thus it defines an holomorphic function with re-
spect to s in the region Re(s) > 0. By definition and gauge argument we see
that the integral Ψv

(
s,Wα,v,Wβ,v; λ,Φv

)
converges normally in Re(s) > 0. There-

fore, Ψv

(
s,Wα,v,Wβ,v; λ,Φv

)
· Lv(s, πλ,v ⊗ τv × π̃−λ,v)−1 is exactly Rv(s, λ) for any
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Re(s) > 0. Since Φv is a Schwartz-Bruhat function, we can write Φv as a finite sum
of Φv,l, where each Φv,l is a constant multiplying a characteristic function of some
open ball in Fn

v . Then the Fourier transform of Φv,l is of the same form. Recall that
the integral Ψ∗v

(
s,Wα,v,Wα,v; λ,Φv,l

)
is defined by∫

N(Fv)\G(Fv)

Wα,v(xv; λ)Wα,v

(
xv;−λ̄

)
· Φv,l(ηxv)| det xv |sFv

dxv .

Hence
��Ψ∗v (

s,Wα,v,Wα,v; λ,Φv,l
) �� ≤ ��Ψ∗v (

Re(s),Wα,v,Wα,v; λ,Φv,l
) ��. Likewise, one

has
��Ψ∗v (s,W̃α,v,W̃α,v; λ, Φ̂v,l)

�� ≤ ��Ψ∗v (Re(s),W̃α,v,W̃α,v; λ, Φ̂v,l)
��. Define

Hv,l(s, c) =
qcs
v Ψ

∗
v

(
s,Wα,v,Wα,v; λ,Φv,l

)
(6 − s)(s + 5)Lv(s, πλ,v × π̃−λ,v)

, 1/2 ≤ Re(s) ≤ 5,

where v ∈ S(π,Φ) and c > 0 is a parameter to be determined, depending only on the
test function ϕ. Clearly for any c, Hv,l(s, c) is bounded in the strip 1/2 ≤ Re(s) ≤ 5,
tends to zero as Im(s) tends to infinity. Let 0 < ε < 2/(n2 + 1) and s′0 ∈ (1 − ε,1).
Then by maximal principle, there exists an s1 such that Re(s1) = 5 or Re(s1) =

1/2 such that
��Hv,l(s′0, c)

�� ≤ ��Hv,l(s1, c)
��. Now we assume Re(s1) = 1/2. Consider

the functional equation (7.18). Let qv = NF/Q(p). By the stability of ε(s, πv, λ),
one has that (see [JPS83]) ε(s, πv, λ) =

∏∏
ε(s + λi − λ j, σv,i × σ̃v,j, λ) and each

ε(s + λi − λ j, σv,i × σ̃v,j, λ) is of the form cq− fvs
v ,where |c | = q1/2

v and fv is the local
conductor, which is bounded by an absolute constant depending only on Kv-type
of the test function ϕ. Hence there exists some absolute constant ev ∈ N≥0, relying
only on ϕ, such that ��ε(s, πv, λ)ε(1/2, πv, λ)−1�� ≥ q−ev Re(s)

v . (7.31)

The same argument on the support of W̃1,v as that ofW1,v in the proof of Corollary 47
shows that there exists a positive integer mv = mv(ϕv), depending only on the place
v ∈ S(π,Φ) and the K-finite type of the test function ϕ, such that supp W̃1,v |A(Fv)⊆

{x = diag(x1, · · · , xn) ∈ A(Fv) : max{|xi |v} ≤ qmv
v }. Then one has, for any s in the

strip 0 < Re(s) ≤ 1/2, that

q−nmv Re(s)
v

��� ∫
N(Fv)\G(Fv)

W̃α,v(xv; λ)W̃α,v

(
xv;−λ̄

)
· Φ̂v,l(ηxv)| det xv |

Re(s)
Fv

dxv
���

≥q−nmv/2
v

��� ∫
N(Fv)\G(Fv)

W̃α,v(xv; λ)W̃α,v

(
xv;−λ̄

)
· Φ̂v,l(ηxv)| det xv |

1/2
Fv

dxv
���.

Therefore we can substitute s = 1 − s′0 into the above inequality to get���Ψ∗v (1 − s′0,W̃α,v,W̃α,v; λ, Φ̂v,l)

��� ≥ q
nmv(

1
2−s′0)

v

���Ψ∗v (1/2,W̃α,v,W̃α,v; λ, Φ̂v,l)

���. (7.32)
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Then combining this with (7.18), (7.31) and (7.32) one has�����Ψ∗v
(
s′0,Wα,v,Wα,v; λ,Φv,l

)
Lv(s′0, πλ,v × π̃−λ,v)

����� ≥ q
ν(s′0)
v ·

�����Ψ∗v (
1/2,Wα,v,Wα,v; λ,Φv,l

)
Lv(1 − s′0, πλ,v × π̃−λ,v)

�����, (7.33)

where ν(s′0) = nmv(1/2 − s′0) + evs′0 is a constant depending only on the test func-
tion ϕ. Denote by R∗

v,l(s, λ) the functionΨ
∗
v

(
s,Wα,v,Wα,v; λ,Φv,l

)
/Lv(s, πλ,v × π̃−λ,v),

Re(s) > 0. Then one combines (7.33) with (7.22) and (7.23) to get

��R∗v,l(s0, λ)
�� ≥ qν(s0)

v ·

r∏
i=1

r∏
j=1

�����1 − qs0−1+βi, j
v

1 + q−1/2+βi, j
v

�����ni+nj

·
��R∗v,l(1/2, λ)��. (7.34)

Let cv,0 be a positive constant such that

q
(s′0−1/2)cv,0
v > q

−ν(s′0)
v

��� (6 − s′0)(s
′
0 + 5)

(6 − 1/2)(1/2 + 5)

��� · r∏
i=1

r∏
j=1

�����1 − q−1/2+βi, j
v

1 − q
s′0−1+βi, j
v

�����ni+nj

.

Note that such a cv,0 always exists since s′0 > 1/2. Then it follows from (7.22), (7.23)
and (7.34) that

��Hv,l(s′0, c)
�� ≤ ��Hv,l(s1, cv,0)

��. Therefore, we have a contradiction by
assuming that Re(s1) = 1/2. Hence, we have Re(s1) = 5 if c = cv,0. Then for
any s such that Re(s) = s′0,

��Ψv

(
s,Wα,v,Wα,v; λ,Φv,l

) �� ≤ ��Ψ∗v (
s′0,Wα,v,Wα,v; λ,Φv,l

) ��,
which bounded, since

��Hv,l(s′0, cv,0)
�� ≤ ��Hv,l(s1, cv,0)

��, by�����q5cv,0
v (6 − s′0)(s

′
0 + 5)Lv(s′0, πλ,v × π̃−λ,v)

10q
cv,0s′0
v Lv(s1, πλ,v ⊗ τv × π̃−λ,v)

����� · ���Ψ∗v (
5,Wα,v,Wα,v; λ,Φv,l

) ���.
Then by (7.23) and trivial estimate on Lv(s1, πλ,v ⊗ τv × π̃−λ,v) one concludes that
there exists some constant c′′v , depending only on ϕ, such that��Ψ∗v (

s′0,Wα,v,Wα,v; λ,Φv

) �� ≤ qc′′v
v

Lv∑
l=1

���Ψ∗v (
5,Wα,v,Wα,v; λ,Φv,l

) ���. (7.35)

Then combining (7.35) and Lemma 67 we have, for any s with ε ≤ Re(s) ≤ 1 − ε,

��Ψv

(
s,Wα,v,Wα,v; λ,Φv

) �� ≤ qc′v
v

Lv∑
l=1

���Ψ∗v (
5,Wα,v,Wα,v; λ,Φv,l

) ���, (7.36)

where c′v is a constant depending only on the test function ϕ.

Note that when ϕv is G(OF,v)-invariant, then πv,λ is unramified. So the cardinality
of the finite set S(π,Φ) is bounded in terms of τ, Φ and the K-finite type of the
test function ϕ. Namely, there exists a finite set Sϕ,τ,Φ of prime ideals such that for
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any π from some cuspidal datum χ ∈ XP, one has S(π,Φ) ⊆ Sϕ,τ,Φ. Therefore, we
conclude that��RS(π,Φ)(s,Wα; λ)

�� ≤ ∑
l=(lv)v∈S(π,Φ)

∏
v∈S(π,Φ)

qc′v
v

���Ψ∗v (
5,Wα,v,Wα,v; λ,Φv,lv

) ���, (7.37)

where the sum over multi-index l is finite in terms of ϕ, τ and Φ. Similarly,��RS(π,Φ)(s,Wβ; λ)
�� ≤ ∑

l=(lv)v∈S(π,Φ)

∏
v∈S(π,Φ)

qc′v
v

���Ψ∗v (
5,Wβ,v,Wβ,v; λ,Φv,lv

) ���. (7.38)

By Proposition 49 we have, when v ∈ ΣF,fin − S(π,Φ) , Su.r .
π,Φ , that

Rv(s, λ) =
∏

1≤i<r

∏
i< j≤r

Lv(1 + λi − λ j, πi,v × π̃ j,v)
−1 · Lv(1 − λi + λ j, π̃i,v × π j,v)

−1

is independent of s. So we write Rv(λ) for Rv(s, λ) in this case.

Let s ∈ Uε (s0) and s′ = 5 + i Im(s). Then by (7.28) and (7.37) we see that when
φ1 = φ2 ∈ BP,χ,

��R(s, λ)Λ(s, πλ ⊗ τ × π̃−λ)�� is bounded by ��RS(π,Φ)(s, λ)
�� multiplying��L(s, πλ ⊗ τ × π̃−λ)�� ∏

v∈Su.r .
π,Φ

��Rv(λ)
�� ·∑

j∈J

∏
v |∞

���Ψv

(
s,Wα,v,Wβ,v; λ,Φv,jv

) ���.
By (7.1) and (7.21) we have the preconvex bound L(s, πλ ⊗ τ × π̃−λ) �F,ε C∞(πλ ⊗

τ × π̃−λ; Im(s)). Then combining this bound with (7.30) we have∏
v |∞

���Ψv

(
s,Wα,v,Wβ,v; λ,Φv,jv

) ��� �∏
v |∞

�����Ψv

(
s′,Wα,v,Wβ,v; λ,Φv,jv

)
L(s, πλ ⊗ τ × π̃−λ)

�����, (7.39)

where the implied constant is absolute. Let

Ψ∞
(
s′,Wα,Wβ; λ,Φ j

)
=

∏
v |∞

Ψv

(
s′,Wα,v,Wβ,v; λ,Φv,jv

)
if j = ( jv)v |∞. Similarly, for any l = (lv)v∈S(π,Φ),we denote by

Ψ
∗
ra (s

′,Wα; λ,Φl) =
∏

v∈S(π,Φ)

Ψ
∗
v

(
s′,Wα,v,Wα,v; λ,Φv,lv

)
.

Let C =
∏

v∈S(π,Φ) q
c′v
v < ∞. Then combine (7.37), (7.38) and (7.39) to conclude

that��JP(s)
�� ≤∑

α

∑
β

∑
χ∈XP

∑
φ∈BP,χ

∫
Λ∗

��R(s,Wα,Wβ; λ) · Λ(s, πλ ⊗ τ × π̃−λ)
��|dλ |

≤C
∑
α

∑
β

[ ∑
χ∈XP

∑
φ∈BP,χ

∫
Λ∗

Jα(λ)|dλ |

] 1
2
[ ∑
χ∈XP

∑
φ∈BP,χ

∫
Λ∗

Jβ(λ)|dλ |

] 1
2

,
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where Jα(λ) = Jα(λ; χ, φ) is defined by∑
j∈J

∑
l

���Ψ∞ (
s′, |Wα |, |Wα |; λ, |Φ j |

)
Ψ
∗
ra (5,Wα; λ,Φl)

��� · ∏
v∈Su.r .

π,Φ

��Rv(λ)
��.

Likewise, we have definition of Jβ(λ) = Jβ(λ; χ, φ) of the same form. Note that���Ψ∞ (
s′, |Wα |, |Wα |; λ, |Φ j |

)
Ψ
∗
ra (5,Wα; λ,Φl)

��� · ∏
v∈Su.r .

π,Φ

��Rv(λ)
��

≤

���Ψ∞ (
s′, |Wα |, |Wα |; λ, |Φ j |

)
Ψ
∗
ra (5,Wα; λ,Φl)

��� · ∏
v∈Su.r .

π,Φ

�����Ψ∗v (
s′,Wα,v; λ, |Φv |

)
L(s′, πλ ⊗ τ × π̃−λ)

�����
≤C0

∏
v∈ΣF

∫
N(Fv)\G(Fv)

���Wα(xv; λ)Wα (xv; λ)Φ j,l,v(ηxv)
��� · | det xv |5Fv

dxv,

where Φ j,l,v is certain positive Schwartz function of form (7.26) and (7.27) if v is
archimedean; Φ j,l,v = |Φv,lv |, if v ∈ Sϕ,τ,Φ; and Φ j,l,v = |Φv | otherwise; and C0 is
an absolute constant, independent of π and λ. Note that Φ j,l ∈ S0(A

n
F). Denote by

Ψ∗
(
5,Wα; λ,Φ j,l

)
the last integral in the above inequalities. Then we have by the

first part of Theorem G that∑
χ∈XP

∑
φ∈BP,χ

∫
Λ∗

Jα(λ)dλ ≤
∑
j∈J

∑
l

∑
χ∈XP

∑
φ∈BP,χ

∫
Λ∗
Ψ
∗
(
5,Wα; λ,Φ j,l

)
dλ < ∞,

since the sums over j and l are finite. Similarly, one has∑
χ∈XP

∑
φ∈BP,χ

∫
Λ∗

Jβ(λ)dλ ≤
∑
j∈J

∑
l

∑
χ∈XP

∑
φ∈BP,χ

∫
Λ∗
Ψ
∗
(
5,Wβ; λ,Φ j,l

)
dλ < ∞.

Since the sums over α and β are finite, and since there are only finitely many standard
parabolic subgroups P of G,we have shown that∑

χ

∑
P∈P

1
|cP |

∑
φ∈BP,χ

∫
Λ∗

max
Re(s)=s0

���Rϕ(s, λ; φ)Λ(s, πλ ⊗ τ × π̃−λ)
���dλ < ∞, (7.40)

for any 1−1/(n2+1) ≤ s0 < 1.Nowwe apply Proposition 60 to this result to see that
(7.40) holds for any 0 < Re(s) ≤ 1/(n2 + 1). Note that Rϕ(s, λ; φ)Λ(s, πλ ⊗ τ × π̃−λ)
is analytic inside the strip 1/(n2 + 1) ≤ Re(s) ≤ 1 − 1/(n2 + 1). Then by Phragmén-
Lindelöf principle we have that

��Rϕ(s, λ; φ)Λ(s, πλ ⊗ τ × π̃−λ)
�� is bounded by

max
s0∈{1/(n2+1),1−1/(n2+1)}

max
Re(s)=s0

���Rϕ(s, λ; φ)Λ(s, πλ ⊗ τ × π̃−λ)
���.

Therefore, (7.25) holds for all s ∈ S(0,1). �
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Corollary 69. Let notation be as before. Assume τ is such that τk , 1 for all
1 ≤ k ≤ n. Then∑

χ

∑
P∈P

1
cP

∑
φ∈BP,χ

∫
Λ∗

Rϕ(s, λ; φ)Λ(s, πλ ⊗ τ × π̃−λ)dλ

admits a holomorphic continuation to the whole s-plane.

Proof. Since τk , 1 for all 1 ≤ k ≤ n, then πλ ⊗ τ ; πλ for all λ. Then Λ(s, πλ ⊗
τ × π̃−λ) is entire. Hence the arguments in the proof of Theorem H (with V(s, λ)

removed)works here for all Re(s) > 0.ThenCorollary 69 follows from the functional
equation Proposition 60. �

We note that (7.25) converges absolutely when 0 < Re(s) < 1 and Re(s) > 1, and
Corollary 69 gives a special case where (7.25) converges for all Re(s) > 0.However,
for general τ, the holomorphic functions defined by (7.25) in 0 < Re(s) < 1 and
Re(s) > 1 are not compatible, i.e., they do not give a natural continuation. The
reason is that in this case (7.25) may diverge for all s with Re(s) = 1, e.g., this
happens when τ is trivial.

To handle these (finitelymany) cases, wewill consider the IWhi(s, τ) in Re(s) > 1 and
obtain its continuation to the half plane by analyzing residues of certain functions
of several complex variables in Section 8.
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C h a p t e r 8

HOLOMORPHIC CONTINUATION VIA MULTIDIMENSIONAL
RESIDUES

From preceding estimates, we see that when Re(s) > 1, IWhi(s, τ) is a combination
of Rankin-Selberg convolutions for automorphic functions which are not of rapid
decay. Zagier [Zag81] computed the Rankin-Selberg transform of some type of
automorphic functions and derived the desired holomorphic continuation for n = 2
and F = Q case. However, general Eisenstein series for GL(n) do not have the
asymptotic properties as Zagier considered, since there are mixed terms in the
Fourier expansion (see Proposition 26). Thus one needs to develop a different
approach to obtain the continuation.

IWhi(s, τ) can be written as a sum of functions
∫
Λ
F (s, λ)dλ, which is well defined

when Re(s) > 1. Moreover, for each s0 with Re(s0) = 1, there exists some λ0 ∈ Λ

such that F(s, λ0) is singular at s = s0.Hence the original integral representations for
IWhi(s, τ) have singularities at all points on the line Re(s) = 1.We shall use contour-
shifting and Cauchy’s theorem to continue IWhi(s, τ). To illustrate the underlying
idea, we simply "think" F (s, λ) = (s − 1 − λ)−1 · (s − 1 + λ)−1 and Λ = iR, namely,

IWhi(s, τ) =
∫ i∞

−i∞

1
(s − 1 − λ)(s − 1 + λ)

dλ, Re(s) > 1.

Now we fix s such that 1 < Re(s) < 1 + ε/2, for some small ε > 0. Then shift
contour to see

IWhi(s, τ) =
∫ ε+i∞

ε−i∞

1
(s − 1 − λ)(s − 1 + λ)

dλ −
1

2(s − 1)
. (8.1)

Note that the right hand side of (8.1) defines a meromorphic function in the region
1− ε/2 < Re(s) < 1+ ε/2,with a simple at s = 1. Hence we obtain a meromorphic
continuation of IWhi(s, τ) to the region Re(s) > 1 − ε/2. Do this process one more
time one then gets a meromorphic continuation to the whole complex plane, with
explicit description on poles.

Just as the above prototype, the genuine situation admits the same idea of continua-
tion, but with more delicate techniques required, since IWhi(s, τ)/Λ(s, τ) is typically
infinitely many sums of such integrals. Details will be provide in the following
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sections. Moreover, we find all possible explicit poles of the continuation of each
such integral as well, and show they cancel with each other except for s = 1/2,
where IWhi(s, τ)/Λ(s, τ) has at most a simple pole if τ2 = 1.

8.1 Continuation via a Zero-free Region
Recall that we fix the unitary character τ. Let Dτ be a standard (open) zero-free
region of L(s, τ) (e.g. see [Bru06]). We fix such a Dτ once for all. We thus can
form a domain

R(1/2; τ)− := {s ∈ C : 2s ∈ Dτ} ) {s ∈ C : Re(s) ≥ 1/2}. (8.2)

In Section 8.3, we will continue IWhi(s, τ) to the open set R(1/2; τ)−. Invoking (8.2)
with functional equation we then obtain a meromorphic continuation of IWhi(s, τ) to
the whole complex plane.

Let P be a standard parabolic subgroup of G of type (n1,n2, · · · ,nr). Let XP be the
subset of cuspidal data χ = {(M, σ)} such that M = MP = diag(M1,M2, · · · ,Mr),

where Mi is ni by ni matrix, 1 ≤ i ≤ r . We may write σ = (σ1, σ2, · · · , σr), where
σi ∈ A0(Mi(F)\Mi(AF)). Let π be a representation induced from χ = {(M, σ)}.

For anyλ = (λ1, λ2, · · · , λr) ∈ ia∗P/ia
∗
G ' (iR)

r−1, satisfying that λ1+λ2+· · ·+λr = 0,
we let κ = (κ1, κ2, · · · , κr) ∈ C

r−1 be such that
κ j = λ j − λ j+1, 1 ≤ j ≤ r − 1,

κr = λ1 − λr = κ1 + κ2 + · · · + κr−1.
(8.3)

Then we have a bijection ia∗P/ia
∗
G

1:1
←→ ia∗P/ia

∗
G,λ 7→ κ given by (8.3), which induces

a change of coordinates with dλ = mPdκ, where mP is an absolute constant (the
determinant of the transform (8.3)). So that we can write λ = λ(κ). Let Rϕ(s,λ; φ)
be defined by (6.22) andΛ(s, πλ ⊗ τ× π̃−λ) be the complete L-function. Then we can
write Rϕ(s,λ; φ) = Rϕ(s,κ; φ) andΛ(s, πλ⊗τ×π̃−λ) = Λ(s, πκ⊗τ×π̃−κ).Recall that if
v ∈ ΣF,fin is a finite place such that πv is unramified andΦv = Φ

◦
v is the characteristic

function of G(OF,v). Assume further that φ1,v = φ2,v = φ
◦
v be the unique G(OF,v)-

fixed vector in the space of πv such that φ0
v(e) = 1. Then Rv(s,W1,v,W2,v;λ) =

Rv(s,W1,v,W2,v; κ) is equal to (53), which is, in the κ-coordinate, that∏
1≤i<r

∏
i< j≤r

Lv(1 + κi,j, σi,v × σ̃j,v)
−1 · Lv(1 − κi,j, σ̃i,v × σj,v)

−1, (8.4)

where κi,j = κi + · · · + κ j−1. By the K-finiteness of ϕ, there exists a finite set
Sϕ,τ,Φ of nonarchimedean places such that for any π from some cuspidal datum
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χ ∈ XP, Rv(s,W1,v,W2,v; κ) is equal to the formula in (8.4). Then according to
Proposition 49 and Proposition 54 we see that, when Re(s) > 0, Rv(s,W1,v,W2,v; κ)
are independent of s for all but finitely many places v. Therefore, as a function of
s, Rϕ(s,κ; φ) is a finite product of holomorphic function in Re(s) > 0; for any given
s such that Re(s) > 0, as a complex function of multiple variables with respect
to κ, Rϕ(s,κ; φ) has the property that Rϕ(s,κ; φ)LS(κ, π, π̃) is holomorphic, where
LS(κ, π, π̃) is denoted by the meromorphic function∏

1≤i<r

∏
i< j≤r

∏
v∈Sϕ,τ,Φ

Lv(1 + κi,j, σi,v × σ̃j,v) · Lv(1 − κi,j, σ̃i,v × σj,v).

Hence Rϕ(s,κ; φ) is holomorphic in some domain D if LS(κ, π, π̃) is nonvanishing
in D . Now we are picking up such a zero-free region D explicitly.

Let 1 ≤ m,m′ ≤ n be two integers. Let σ ∈ A0(GLm(F)\GLm(AF)) and σ′ ∈
A0(GLm′(F)\GLm′(AF)). Fix ε0 > 0. For any c′ > 0, let Dc′(σ,σ

′) be{
κ = β + iγ : β ≥ 1 − c′ ·

[
(C(σ)C(σ′))−2(m+m′)

(|γ | + 3)2mm′[F:Q]

] 1
2+

1
2(m+m′)−ε0

}
, (8.5)

if σ′ � σ̃; and let Dc′(σ,σ
′) denote by the region{

κ = β + iγ : β ≥ 1 − c′ ·
[
(C(σ))−8m

(|γ | + 3)2mm2[F:Q]

]− 7
8+

5
8m−ε0

}
, (8.6)

ifσ′ ' σ̃.According to [Bru06] and theAppendix of [Lap13], there exists a constant
cm,m′ > 0 depending only on m and m′, such that L(κ, σ × σ′) does not vanish in
κ = (κ1, · · · , κr) ∈ Dcm,m′ (σ,σ

′) × · · · × Dcm,m′ (σ,σ
′). Let c = min1≤m,m′≤n cm,m′

and C(σ,σ′) be the boundary of Dc(σ,σ
′). We may assume that c is small such

that the curve C(σ,σ′) lies in the strip 1 − 1/(n + 4) < Re(κ j) < 1, 1 ≤ j ≤ r . Fix
such a c henceforth. Note that by our choice of c, L(κ, σ × σ′) is nonvanishing in
Dc(σ,σ

′) × · · · × Dc(σ,σ
′) for any 1 ≤ m,m′ ≤ n. For v ∈ Sϕ,τ,Φ,we have that��Lv(κ, σv × σ
′
v)
−1�� ≤ r∏

i=1

r∏
j=1

(
1 + q

1− 1
m2+1
− 1

m′2+1
v

)ni+nj

< ∞,

for any κ such that each Re(κ j) ≥ 0, 1 ≤ j ≤ r . Let LS(κ, σ × σ
′) = L(κ, σ ×

σ′)
∏

v∈Sϕ,τ,Φ Lv(κ, σv × σ
′
v)
−1. Then LS(κ, σ × σ

′) is nonvanishing in Dc(σ,σ
′) ×

· · · × Dc(σ,σ
′) for any 1 ≤ m,m′ ≤ n.

Let χ ∈ XP and π = IndG(AF )

P(AF )
(σ1, σ2, · · · , σr) ∈ χ. For any ε ∈ (0,1] we set

Dχ(ε) =
⋂

1≤i≤r

⋂
i< j≤r

{
κ ∈ C : Re(κ) ≥ 0, 1 − κ ∈ Dcε (σi, σj)

}
. (8.7)
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Also, for ε = 0, we set Dχ(0) =
{
κ ∈ C : Re(κ) ≥ 0

}
. Then by the above

discussion, as a function of κ, LS(κ, π, π̃) is nonzero in the region Dχ(ε ) =
{
κ =

(κ1, · · · , κr) ∈ C
r : κl ∈ Dχ(εl)

}
, where ε = (ε1, · · · , εr) ∈ [0,1]r . We can write

Dχ(ε ) as a product space Dχ(ε ) =
∏r

l=1Dχ(εl), and let ∂Dχ(εl) be the boundary
of Dχ(εl). Then when εl > 0, ∂Dχ(εl) has two connected components and one of
which is exactly the imaginary axis. Let Cχ(εl) be the other component, which is a
continuous curve, where 0 ≤ εl ≤ 1. When εl = 0, let Cχ(εl) be the maginary axis.
Set Cχ(ε ) = Cχ(ε1) × · · · × Cχ(εr−1), 0 ≤ εl ≤ 1, 1 ≤ l ≤ r − 1.

Let ε = (ε1, · · · , εr−1) ∈ [0,1]r−1. Then by the above construction, Rϕ(s,κ; φ) is
holomorphic inDχ(ε ).Hence Rϕ(s,κ; φ)Λ(s, πκ⊗τ× π̃−κ) is holomorphic inDχ(ε ).

Moreover, LS(κ, π, π̃) , 0 on Cχ(ε ), for any ε = (ε1, · · · , εr−1) ∈ [0,1]r−1 and any
cuspidal datum χ ∈ XP . Let Re(s) > 1. For any φ ∈ BP,χ and ε = (ε1, · · · , εr−1) ∈

[0,1]r−1, let

JP,χ(s; φ,Cχ(ε )) =
∫
Cχ(ε )

Rϕ(s,κ; φ)Λ(s, πκ ⊗ τ × π̃−κ)dκ . (8.8)

which is well defined because JP,χ(s; φ,Cχ(ε )) = JP,χ(s; φ,Cχ(0)) by Cauchy inte-
gral formula. Therefore, according to Theorem G,∑

P

1
cP

∑
χ∈XP

∑
φ∈BP,χ

∫
Cχ(ε )

��Rϕ(s,κ; φ)Λ(s, πκ ⊗ τ × π̃−κ)
��dκ < ∞

for any Re(s) > 1, ε = (ε1, · · · , εr−1) ∈ [0,1]r−1.

Let ε = (ε1, · · · , εr−1) ∈ [0,1]r−1. For any β ≥ 1/2,we denote by

R(β; χ, ε ) =
{
s ∈ 1 +Dχ(ε )

} ⋃ {
s ∈ 1 − Dχ(ε )

}
. (8.9)

Lemma 70. Let notation be as before. Let P ∈ P and let ε = (1/n,1/n, · · · ,1/n) ∈
Rn−1. Then for any s ∈ R(1; χ, ε ) \ {1}, we have∑

χ∈XP

∑
φ∈BP,χ

∫
Cχ(ε )

��Rϕ(s,κ; φ)Λ(s, πκ ⊗ τ × π̃−κ)
��dκ < ∞. (8.10)

Proof. We start with a variant of Lemma 37:

Claim 71. Let notation be as before. Let

K̂∞(x, y) :=
∫

N(F)\N(AF )

∫
N(F)\N(AF )

K∞(n1x,n2y)θ(n1)θ̄(n2)dn1dn2. (8.11)

Then K̂∞(x, y) is equal to∑
χ∈X

∑
P∈P

1
kP!(2π)kP

∫
Cχ(ε )

∑
φ∈BP,χ

W(x,IP(λ, ϕ)φ,λ)W(y, φ, λ)dλ. (8.12)
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Then the proof is similar as that of Theorem H except that Lemma 37 should be
replaced with Claim 71 and the constant ev in (7.31) is replaced with ev + 1. �

Proof of Claim 71. The main idea of the proof is similar to Lemma 37. For any
P ∈ P, let cP = kP!(2π)kP .Applying Cauchy’s integral formula we see that K∞(x, y)
is equal to∑

χ∈X

∑
P∈P

1
kP!(2π)kP

∫
Cχ(ε )

∑
φ∈BP,χ

E(x,IP(λ, ϕ)φ,λ)E(y, φ, λ)dλ, (8.13)

the absolute convergence of (8.13) is justified in [Art79] invoking Langlands’ work
on Eisenstein theory (see [Lan76]).

Substitute (8.13) into (8.11) to get an at least formal expansion of K̂∞(x, y), which
is clearly dominated by the following formal expression∫

[N]

∫
[N]

∑
χ∈X

∑
P∈P

1
cP

���� ∫
Cχ(ε )

∑
φ∈BP,χ

E(x,IP(λ, ϕ)φ,λ)E(y, φ, λ)dλ
����dn1dn2.

Denote by JG the above integral. We will show JG is finite, hence

K̂∞(x, y) =
∑
χ∈X

∑
P∈P

1
kP!(2π)kP

∫
ia∗P/ia

∗
G

∑
φ∈BP,χ

WEis,1(x; λ)WEis,2(y; λ)dλ,

is well defined. One can write the test function ϕ as a finite linear combina-
tion of convolutions ϕ1 ∗ ϕ2 with functions ϕi ∈ Cr

c (G(AF)) , whose archimedean
components are differentiable of arbitrarily high order r . Then one applies Hölder
inequality to it. Clearly it is enough to deal with the special case that ϕ = ϕ j ∗ ϕ

∗
j,

where ϕ∗j (x) = ϕ j(x−1), and x = y. Note that BP,χ is finite due to the K-finiteness
assumption, and Eisenstein series converge absolutely for our λ, hence the integrand∑
φ∈BP,χ

E(x,IP(λ, ϕ)φ,λ)E(x, φ, λ) =
∑

φ∈BP,χ

E(x,IP(λ, ϕ j)φ,λ)E(x,IP(λ, ϕ j)φ,λ)

is well defined and obviously nonnegative. In fact, the double integral over λ and
φ can be expressed as an increasing limit of nonnegative functions, each of which
is the kernel of the restriction of R(ϕ j ∗ ϕ

∗
j ), a positive semidefinite operator, to an

invariant subspace. Since this limit is bounded by the nonnegative function

K j(x, x) =
∑

γ∈Z(F)\G(F)

ϕ j ∗ ϕ
∗
j (x
−1γx),

and the domain [N] = N(F)\N(AF) is compact, the integral JG converges. �
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8.2 Meromorphic continuation of JP,χ(s; φ,Cχ(ε )) across the critical lineRe(s) =
1

Let ε = (1/n,1/n, · · · ,1/n) ∈ Rn−1 and s ∈ 1 + Dχ(ε ) and Re(s) > 1. Then by
(6.19) we see that R(s,W1,W2; κ, φ)Λ(s, πκ ⊗ τ × π̃−κ) is equal to a holomorphic
function multiplying

r∏
k=1

Λ(s, σk ⊗ τ × σ̃k)

r−1∏
j=1

j∏
i=1

Λ(s + κi,j, σi ⊗ τ × σ̃j+1)Λ(s − κi,j, σj+1 ⊗ τ × σ̃i)

Λ(1 + κi,j, σi × σ̃j+1)Λ(1 − κi,j, σj+1 × σ̃i)
.

Let G(κ; s) = G(κ; s,P, χ) denotes the above product. Also, for simplicity, we
denote by F (κ; s) = F (κ; s,P, χ) the function Rϕ(s,κ; φ)Λ(s, πκ ⊗ τ × π̃−κ) if χ is
fixed in the context. Then the Rankin-Selberg theory implies that F (κ; s)/G(κ; s)

can be continued to an entire function. We will write C for the boundary Cχ(1), and
(0) for the imaginary axis. Then an analysis on the potential poles of G(κ; s) leads
to an expression for the integral JP,χ(s; φ,Cχ(0)) = JP,χ(s; φ,C) − Jχ(s),where

Jχ(s) =
r−1∑
j=1

j∑
i=1

∫
(0)
· · ·

∫
(0)

dκ j−1 · · · dκ1

∫
C

· · ·

∫
C

Res
κi, j=s−1

F (κ; s)dκr−1 · · · dκ j+1,

where Res
κi, j=s−1

F (κ; s) is identically vanishing unless σi ⊗ τ ' σj+1, in which case

one must have ni = n j+1. Let S(r) be the symmetric group acting on {1,2, · · · ,r}.
To obtain meromorphic continuation of JP,χ(s; φ,Cχ(ε )) to the critical strip 0 <

Re(s) < 1,we start with the following initial step:

Proposition 72. Let notation be as before. Let χ ∈ XP . Let ε = (1/n,1/n, · · · ,1/n)
and s ∈ 1 +Dχ(ε ) and Re(s) > 1. Then∑

φ∈BP,χ

JP,χ(s; φ,Cχ(0)) =
∑

φ∈BP,χ

JP,χ(s; φ,C) −
∑

φ∈BP,χ

J(s; φ,C), (8.14)

where C = Cχ, and the summand J(s; φ,C) is defined to be

r−1∑
m=1

∑
· · ·

∑
jm,jm−1,··· ,j1

1≤ jm<···< j1≤r−1

c j1,··· ,jm

∫
C

· · · · · ·

∫
C

Res
κjm=s−1

· · · Res
κj1=s−1

F (κ; s)
dκr−1 · · · dκ1

dκ jm · · · dκ j1
,

where c j1,··· ,jm’s are some explicit integers, and dκr−1 · · · dκ1/(dκ jm · · · dκ j1) means
dκr−1 · · · d̂κ jm · · · d̂κ j1 · · · dκ1; namely, omitting dκ jm, · · · , dκ j1 . Moreover, the terms
in (8.14) converges absolutely and normally inside R(1; χ, ε ) \ {1},where R(1; χ, ε )
is defined in (8.9). Hence (8.14) gives a meromorphic continuation of the function∑
φ∈BP,χ

JP,χ(s; φ,Cχ(0)) to R(1; χ, ε ), with a potential pole at s = 1.
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Proof. For any 1 ≤ j ≤ r − 1 and 1 ≤ i ≤ j, if ni = n j+1,we can take the following
change of variables to simplify the integral of Res

κi, j=s−1
F (κ; s) :


λ′l = λl, l , i, j;

λ′i = λ j, λ
′
j = λi,

and

σ′l = σl, l , i, j;

σ′i = σj, σ
′
j = σi .

Let κ′l = λ
′
l − λ

′
l+1, 1 ≤ l ≤ r − 1; and κ′l,m = κ

′
l + · · · + κ

′
m, 1 ≤ l ≤ m ≤ r − 1. To

describe the relation between {κl : 1 ≤ l ≤ r − 1} and {κ′l : 1 ≤ l ≤ r − 1}, we
need to consider separately as follows:

Case 1 If i = j − 1. Then a direct computation shows that
κl = κ

′
l, 1 ≤ l ≤ r − 1, l , i − 1, i, i + 1;

κi−1 = κ
′
i−1,i, κi = −κ

′
i , κi+1 = κ

′
i,i+1.

Hence, the domains Re(κl) = 0, 1 ≤ l ≤ i = j −1 are equivalent to Re(κ′l ) = 0,
1 ≤ l ≤ i = j−1.Note that det{∂κl/∂κ

′
m}1≤l,m≤r−1 = −1, and κ′j = κi,j = s−1,

then one has∫
(0)
· · ·

∫
(0)

dκ j−1 · · · dκ1

∫
C

· · ·

∫
C

Res
κi, j=s−1

F (κ; s)dκr−1 · · · dκ j+1

= −

∫
(0)
· · ·

∫
(0)

dκ′j−1 · · · dκ
′
1

∫
C

· · ·

∫
C

Res
κj=s−1

F (κ; s,P, χ′)dκ′r−1 · · · dκ
′
j+1,

where χ′ is the cuspidal datum attached to representations (σ′1, · · · , σ
′
r).Hence

χ′ = χ as an equivalent class.

Case 2 If i ≤ j − 2. Then a direct computation leads to that
κl = κ

′
l, 1 ≤ l ≤ r − 1, l , i − 1, i, j − 1, j;

κi−1 = κ
′
i−1,j−1, κi = −κ

′
i+1,j−1, κ j−1 = −κ

′
i,j−2, κ j = κ

′
i,j .

One can show inductively that the domains Re(κl) = 0, 1 ≤ l ≤ i = j − 1
are equivalent to Re(κ′l ) = 0, 1 ≤ l ≤ i = j − 1. Note that the determinant of
transition matrix det{∂κl/∂κ

′
m}1≤l,m≤r−1 = −1, and κ′j = κi,j, so again∫

(0)
· · ·

∫
(0)

dκ j−1 · · · dκ1

∫
C

· · ·

∫
C

Res
κi, j=s−1

F (κ; s)dκr−1 · · · dκ j+1

= −

∫
(0)
· · ·

∫
(0)

dκ′j−1 · · · dκ
′
1

∫
C

· · ·

∫
C

Res
κj=s−1

F (κ; s,P, χ′)dκ′r−1 · · · dκ
′
j+1.
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While if ni , n j+1, then Res
κi, j=s−1

F (κ; s) = 0. In all, we have

∑
φ∈BP,χ

∫
(0)
· · ·

∫
(0)

dκ j−1 · · · dκ1

∫
C

· · ·

∫
C

Res
κi, j=s−1

F (κ; s)dκr−1 · · · dκ j+1

= −
∑

φ∈BP,χ

∫
(0)
· · ·

∫
(0)

dκ j−1 · · · dκ1

∫
C

· · ·

∫
C

Res
κj=s−1

F (κ; s)dκr−1 · · · dκ j+1.

Therefore, we see that
∑
φ∈BP,χ

JP,χ(s; φ,Cχ(0)) −
∑
φ∈BP,χ

JP,χ(s; φ,C) equals

∑
φ∈BP,χ

r−1∑
j=1

c′j

∫
(0)
· · ·

∫
(0)

dκ j−1 · · · dκ1

∫
C

· · ·

∫
C

Res
κj=s−1

F (κ; s)dκr−1 · · · dκ j+1,

where c′j’s are some explicit constants, depending only on the type of P. Consider∫
(0)
· · ·

∫
(0)

dκ j1−1 · · · dκ1

∫
C

· · ·

∫
C

Res
κj1=s−1

F (κ; s)dκr−1 · · · dκ j1+1, 1 ≤ j1 ≤ r − 1.

Then by Cauchy integral formula we can write it as the sum of∫
C

· · ·

∫
C

dκ j1−1 · · · dκ1

∫
C

· · ·

∫
C

Res
κj1=s−1

F (κ; s)dκr−1 · · · dκ j1+1 and

j1−1∑
j2=1

j2∑
i2=1

c′i2,j2

∫
(0)
· · ·

∫
(0)

dκ j2−1 · · · dκ1

∫
C

· · ·

∫
C

ResF (κ; s)
dκr−1 · · · dκ j2+1

dκ j1
,

where c′i2,j2 are some explicit integers depending only on the type of P. ResF (κ; s) =

Res
κi2 , j2=s−1

Res
κj1=s−1

F (κ; s). Then one can do the similar analysis to replace κi2,j2 = s − 1

with κ j2 = s−1. Then by induction (or simply continue this process until m = r −1)
we obtain the expression (8.14). Recall that by definition

F (κ; s) =
∑

φ1∈BP,χ

〈IP(λ, ϕ)φ1, φ2〉 · Ψ(s,W1,W2; λ). (8.15)

Then F (κ; s) is a Schwartz function of κ by Claim ??. Hence all the above integrals
converge absolutely. Then the proof is completed. �

Let notation be as in Proposition 72. Denote by I0(s; χ) the summand of the first
term of the right hand side of (8.14), i.e.,

I0,χ(s) =
∑

φ∈BP,χ

JP,χ(s; φ,C), s ∈ 1 +Dχ(ε ), Re(s) > 1.
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Proposition 73. Let notation be as before. Let s ∈ 1 +Dχ(ε ) and Re(s) > 1. Then

I0,χ(s) =
∑

φ∈BP,χ

JP,χ(s; φ,Cχ(0)) +
∑

φ∈BP,χ

J 0
χ (s), (8.16)

where C = Cχ; and the summand J 0
χ (s) is defined to be

r−1∑
m=1

∑
· · ·

∑
jm,jm−1,··· ,j1

1≤ jm<···< j1≤r−1

c̃ j1,··· ,jm

∫
(0)
· · · · · ·

∫
(0)

Res
κjm=1−s

· · · Res
κj1=1−s

F (κ; s)
dκr−1 · · · dκ1

dκ jm · · · dκ j1
,

where c̃ j1,··· ,jm’s are some explicit integers, depending only on P; and the mea-
sure dκr−1 · · · dκ1/(dκ jm · · · dκ j1) means dκr−1 · · · d̂κ jm · · · d̂κ j1 · · · dκ1. Moreover,
the terms in (8.16) converges absolutely and normally inside any bounded strip.

Proof. The proof is pretty similar to that of Proposition 72. Hence we will omit
it. �

8.3 Meromorphic Continuation Inside the Critical Strip
Let s ∈ R(1; χ, ε ) and 1 ≤ m ≤ r − 1. Let jm, jm−1, · · · , j1 be m integers such that
1 ≤ jm < · · · < j1 ≤ r − 1. Consider the summand in the second term of (8.14):

Im,χ(s) :=
∑

φ∈BP,χ

∫
C

· · · · · ·

∫
C

Res
κjm=s−1

· · · Res
κj1=s−1

F (κ; s)
dκr−1 · · · dκ1

dκ jm · · · dκ j1
.

Then each Im,χ(s) is naturally meromorphic in R(1; χ, ε ) with a possible at s = 1.

Theorem I. Let notation be as before. Let n ≤ 4. Let χ ∈ XP . Assume that
the adjoint L-function L(s, σ,Ad ⊗τ) is holomorphic inside the strip S(0,1) for any
cuspidal representation σ ∈ A0 (GL(k,AF)) , and any k ≤ n − 1. Then for any
0 ≤ m ≤ r − 1, the function∑

φ∈BP,χ

Im,χ(s), s ∈ R(1; χ, ε ),

admits a meromorphic continuation to the area R(1/2; τ)−, with possible simple
poles at s ∈ {1/2,2/3, · · · , (n − 1)/n,1}, where R(1/2; τ)− is defined in (8.2).
Moreover, for any 3 ≤ k ≤ n, if L((k − 1)/k, τ) = 0, then s = (k − 1)/k is not a pole.

Remark 75. In can be seen from the proof that when n ≤ 3, we can continue
the functions

∑
φ∈BP,χ

Im,χ(s) to Re(s) > 1/3. When n = 4, we can only continue∑
φ∈BP,χ

Im,χ(s) to R(1/2; τ)−, an open set just containing the right half plane
Re(s) ≥ 1/2. This is because some of its components involveΛ(2s, τ2)−1 as a factor.
The key ingredient is that R(1/2; τ)− is uniform with respect to χ ∈ XP .
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Remark 76. We restrict ourselves to the case n ≤ 4 for the following two reasons.
On the one hand, we actually need to assume Dedekind Conjecture of degree n to
handle the contribution from geometric side. This conjecture has been confirmed
when n ≤ 4, so we will get unconditional results if n ≤ 4. On the other hand, when
n ≥ 5, the procedure of meromorphic continuation is even more complicated, since
we are lack of a symmetrical description of this process. Thus, we will focus on
n ≤ 4 case in this thesis.

Since the case n = 2 has been done in [GJ78], we only need to care about the
situation where 3 ≤ n ≤ 4. To prove Theorem I in these cases, we deal with n = 3
and n = 4 separately, since we want to give explicit descriptions.

Let notation be as before. To simplify our computations below, we shall write, for
any β ∈ R, that R(β) = R(β; χ, ε ), R(β)− = R(β; χ, ε ) ∩ {s : Re(s) < β}, and
R(β)+ = R(β; χ, ε ) ∩ {s : Re(s) > β}. Recall also that we use S(a,b) to denote the
strip a < Re(s) < b, for any a < b.

8.4 Proof of Theorem I when n = 3
Proof. Let n = 3. Then there are two possibilities for r : r = 2 or r = 3. If r = 2,
then the parabolic subgroup P is maximal, and any associated cuspidal datum is
of the form χ ' (σ1, σ2), where σ1 is a cuspidal representation of GL(2,AF) and
σ2 is a Hecke character on A×F . In this case, F (κ, s) is equal to an entire function
multiplying

Λ(s + κ1, σ1 ⊗ τ × σ̃2)Λ(s − κ1, σ2 ⊗ τ × σ̃1)

Λ(1 + κ1, σ1 × σ̃2)Λ(1 − κ1, σ2 × σ̃1)
·

2∏
k=1

Λ(s, σk ⊗ τ × σ̃k). (8.17)

Since each completed L-functions in (8.17) is entire inside S(0,1), then F (κ, s) is
holomorphic (after continuation) when 0 < Re(s) < 1. On the other hand, F (κ, s)
vanishes when Im(κ1) → ∞. Let Re(s) > 1. By Cauchy integral formula,

JP,χ(s; φ,C(0)) =
∑

φ∈BP,χ

∫
(0)
F (κ, s)dκ1 =

∑
φ∈BP,χ

∫
C

F (κ, s)dκ1,

which gives holomorphic continuation to an area Re(s) > 1 − ε1, for some ε1 > 0.
Hence we obtain holomorphic continuation of JP,χ(s; φ,C(0)) to Re(s) > 0.

Now we handle the more complicated case where r = 3. In this case, cuspidal
data χ correspond to (χ1, χ2, χ3),where χi’s are unitary Hecke characters such that
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χ1χ2χ3 = ω, the fixed central character. Then F (κ, s) is equal to

H(s,κ)Λ(s, τ)3
2∏

j=1

j∏
i=1

Λ(s + κi,j, τ χi χ j+1)Λ(s − κi,j, τ χj+1χi)

Λ(1 + κi,j, χi χ j+1)Λ(1 − κi,j, χj+1χi)
, (8.18)

whereH(s,κ) is an entire function and Λ(s, χ′) is the completed Hecke L-function
associated to the unitary Hecke character χ′ over F . Let

∑
φ denote the double

summation over φ ∈ BP,χ . Then by Proposition 72,

JP,χ(s; φ,C(0)) =
∑
φ

∫
C

∫
C

F (κ, s)dκ2dκ1 − c1,2
∑
φ

Res
κ1=s−1

Res
κ2=s−1

F (κ, s)

− c1
∑
φ

∫
C

Res
κ1=s−1

F (κ, s)dκ2 − c2
∑
φ

∫
C

Res
κ2=s−1

F (κ, s)dκ1,

for some integers c1, c2 and c1,2; and s ∈ 1 + D(ε ). Denote by J1
P,χ(s; φ,C(0)) the

right hand side of the above equality. Then J1
P,χ(s; φ,C(0)) is meromorphic in the

domain s ∈ R(1). Then we get a meromorphic continuation inside R(1)− with a
possible pole at s = 1.We will handle these integrals respectively.

Recall that, for meromorphic functions A(s) and B(s), by A(s) ∼ B(s) if there exists
some holomorphic function C(s) such that A(s) = C(s)B(s). Then by (8.18),

Res
κ1=s−1

F (κ, s) ∼
Λ(s − κ2, χ1χ2τ)Λ(2s − 1 + κ2, χ2χ1τ

2)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(1 + κ2, χ2χ1)Λ(2 − s − κ2, χ1χ2τ
−1)Λ(2 − s, τ−1)

;

Res
κ2=s−1

F (κ, s) ∼
Λ(s − κ1, χ2χ1τ)Λ(2s − 1 + κ1, χ1χ2τ

2)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(1 + κ1, χ1χ2)Λ(2 − s − κ1, χ2χ1τ
−1)Λ(2 − s, τ−1)

;

Res
κ1=s−1

Res
κ2=s−1

F (κ, s) ∼
Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

.

Hence by Cauchy integral formula we have, for s ∈ R(1)−, that∫
C

Res
κ1=s−1

F (κ, s)dκ2 =

∫
(0)

Res
κ1=s−1

F (κ, s)dκ2 − Res
κ2=2−2s

Res
κ1=s−1

F (κ, s), (8.19)

where the right hand side is holomorphic inside 1/2 < Re(s) < 1, since

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) ∼
Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

. (8.20)

From (8.20) we see
∫
C

Resκ1=s−1F (κ, s)dκ2 has a potential pole at s = 2/3 when
τ3 = 1. Likewise, we have the continuation for

∫
C

Resκ2=s−1F (κ, s)dκ1 :∫
C

Res
κ2=s−1

F (κ, s)dκ1 =

∫
(0)

Res
κ2=s−1

F (κ, s)dκ1 − Res
κ1=2−2s

Res
κ2=s−1

F (κ, s), (8.21)
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where the right hand side is holomorphic inside 1/2 < Re(s) < 1, since

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) ∼
Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

. (8.22)

From (8.22) we see
∫
C

Resκ2=s−1F (κ, s)dκ1 has a potential pole at s = 2/3 when
τ3 = 1. Now we deal with the remaining term

∫
C

∫
C
F (κ, s)dκ2dκ1. By Proposition

73, for s ∈ R(1)−, there are integers c1, c2 and c1,2, such that∫
C

∫
C

F (κ, s)dκ2dκ1 =
∑
φ

∫
(0)

∫
(0)
F (κ, s)dκ2dκ1 − c′1,2

∑
φ

Res
κ1=1−s

Res
κ2=1−s

F (κ, s)

−c′1
∑
φ

∫
(0)

Res
κ1=1−s

F (κ, s)dκ2 − c′2
∑
φ

∫
(0)

Res
κ2=1−s

F (κ, s)dκ1.

According to (8.18), one can compute the partial residues of F (κ, s) :

Res
κ2=1−s

F (κ, s) ∼
Λ(s + κ1, χ1χ2τ)Λ(2s − 1 − κ1, χ2χ1τ

2)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(1 − κ1, χ2χ1)Λ(2 − s + κ1, χ1χ2τ
−1)Λ(2 − s, τ−1)

;

Res
κ1=1−s

F (κ, s) ∼
Λ(s + κ2, χ2χ1τ)Λ(2s − 1 − κ2, χ1χ2τ

2)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(1 − κ2, χ1χ2)Λ(2 − s + κ2, χ2χ1τ
−1)Λ(2 − s, τ−1)

;

Res
κ1=1−s

Res
κ2=1−s

F (κ, s) ∼
Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

.

From the above formulas and combining with the analytic behavior of the function
Resκ1=s−1Resκ2=s−1F (κ, s)we conclude that

∫
C

∫
C
F (κ, s)dκ2dκ1 admits a meromor-

phic continuation to 1/2 < Re(s) < 1,with a possible pole at s = 2/3 when τ3 = 1.
Denote by J(1/2,1)P,χ (s; φ,C(0)) this continuation. Now we continue our meromor-
phic continuation to some open set containing Re(s) ≥ 1/2. Let s ∈ R(1/2)+.
Then one can plug (8.19) and (8.21) into formulas for

∫
(0)

∫
(0) F (κ, s)dκ2dκ1 and∫

C

∫
C
F (κ, s)dκ2dκ1 and shift contours to see that J(1/2,1)P,χ (s; φ,C(0)) is equal to the
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sum over and φ ∈ BP,χ of∫
(0)

∫
(0)
F (κ, s)dκ2dκ1 − c′1,2 Res

κ1=1−s
Res
κ2=1−s

F (κ, s) − c′1

∫
(0)

Res
κ1=1−s

F (κ, s)dκ2

− c′2

∫
(0)

Res
κ2=1−s

F (κ, s)dκ1 − c1

∫
(0)

Res
κ1=s−1

F (κ, s)dκ2 − c2

∫
(0)

Res
κ2=s−1

F (κ, s)dκ1

+ c1 Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) + c2 Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) − c1,2 Res
κ1=s−1

Res
κ2=s−1

F (κ, s)

=

∫
(0)

∫
(0)
F (κ, s)dκ2dκ1 − c′1,2 Res

κ1=1−s
Res
κ2=1−s

F (κ, s) − c′1

∫
C

Res
κ1=1−s

F (κ, s)dκ2

− c′2

∫
C

Res
κ2=1−s

F (κ, s)dκ1 − c1

∫
C

Res
κ1=s−1

F (κ, s)dκ2 − c2

∫
C

Res
κ2=s−1

F (κ, s)dκ1

+ c1 Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) + c2 Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) − c1,2 Res
κ1=s−1

Res
κ2=s−1

F (κ, s)

+ c′1 Res
κ2=2s−1

Res
κ1=1−s

F (κ, s) + c′2 Res
κ1=2s−1

Res
κ2=1−s

F (κ, s),

where the right hand side of the above equality has a natural meromorphic contin-
uation to the domain R(1/2). Denote by J1/2

P,χ (s; φ,C(0)) the last expression. Note
that a direct computation leads to that

Res
κ2=2s−1

Res
κ1=1−s

F (κ, s) ∼
Λ(3s − 1, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(2 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
;

Res
κ1=2s−1

Res
κ2=1−s

F (κ, s) ∼
Λ(3s − 1, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(2 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
.

Also, when s ∈ R(1/2), 2 − 2s lies in the zero-free region of L(s, τ−2) and L∞(2 −
2s, τ−2) is holomorphic (hence nonvanishing), then Λ(2 − 2s, τ−2) , 0. So the last
two terms of J1/2

P,χ (s; φ,C(0)) is meromorphic in R(1/2) with a possible simple
pole at s = 1/2 when τ2 = 1. Hence, we have a meromorphic continuation of
JP,χ(s; φ,C(0)) = J1/2

P,χ (s; φ,C(0)) to the region R(1/2) with a possible simple pole
at s = 1/2 when τ2 = 1.

Now consider J1/2
P,χ (s; φ,C(0)), where s ∈ R(1/2)−. Invoking the analytic behaviors

of Res
κ1=s−1

F (κ, s), Res
κ2=s−1

F (κ, s), Res
κ1=1−s

F (κ, s) and Res
κ2=1−s

F (κ, s)with Cauchy’s formula
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we obtain that J(1/3,1/2)P,χ (s; φ,C(0)) is equal to the sum over and φ ∈ BP,χ of∫
(0)

∫
(0)
F (κ, s)dκ2dκ1 − c′1,2 Res

κ1=1−s
Res
κ2=1−s

F (κ, s) − c′1

∫
C

Res
κ1=1−s

F (κ, s)dκ2

− c′2

∫
C

Res
κ2=1−s

F (κ, s)dκ1 − c1

∫
(0)

Res
κ1=s−1

F (κ, s)dκ2 − c2

∫
(0)

Res
κ2=s−1

F (κ, s)dκ1

+ c1 Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) + c2 Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) − c1,2 Res
κ1=s−1

Res
κ2=s−1

F (κ, s)

+ c′1 Res
κ2=2s−1

Res
κ1=1−s

F (κ, s) + c′2 Res
κ1=2s−1

Res
κ2=1−s

F (κ, s) + c1 Res
κ2=1−2s

Res
κ1=s−1

F (κ, s)

+ c2 Res
κ1=1−2s

Res
κ2=s−1

F (κ, s).

Denote by J1/2
P,χ (s; φ,C(0)) the last expression. Note that we have

Res
κ2=1−2s

Res
κ1=s−1

F (κ, s) ∼
Λ(3s − 1, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(2 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
;

Res
κ1=1−2s

Res
κ2=s−1

F (κ, s) ∼
Λ(3s − 1, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(2 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
.

Note also that the integrals in J1/2
P,χ (s; φ,C(0)) converges locally normallywhen 1/3 <

Re(s) < 1/2. Hence J1/2
P,χ (s; φ,C(0)) has a natural continuation to 1/3 < Re(s) <

1/2, where it is holomorphic. In all, we obtain the meromorphic continuation of
JP,χ(s; φ,C(0)) to S(1/3,1) ∪ R(1) as follows:

JP,χ(s; φ,C(0)) =



J1
P,χ(s; φ,C(0)), s ∈ R(1);

J(1/2,1)P,χ (s; φ,C(0)), s ∈ S(1/2,1);

J1/2
P,χ (s; φ,C(0)), s ∈ R(1/2);

J(1/3,1/2)P,χ (s; φ,C(0)), s ∈ S(1/3,1/2).

Moreover, the continued function JP,χ(s; φ,C(0)) is meromorphic inside R(1/2) ∪
S(1/2,1), with possible simple poles at s = 1/2 and s = 2/3 when τ2 = 1 and τ3 = 1,
respectively. �

8.5 Proof of Theorem I when n = 4
The case n = 4 seems to be much more complicated than n = 3, but they share
the same underlying idea. The proof is similar, but does not quite follow from
GL(3) case. In fact, the essential difficulty as n increases is the determination
of partial residues of each continuation: there are roughly O(n2) such multiple
residues, and there is not likely a simple systematical description of them, so we
give a proof by explicitly dealing with all possible cases. Some careful computation
and continuation are carried out in the appendix (see Section 10 for details).
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Proof. Let n = 4. Then there are three possibilities for r : r = 2, r = 3 or r = 4.We
will deal with these cases separately.

r = 2 : In this case, the parabolic subgroup P is of type (2,2), and any associated
cuspidal datum is of the form χ ' (σ1, σ2), where σ1 and σ2 are cuspidal
representations of GL(2,AF). In this case, F (κ, s) is equal to an entire function
multiplying

Λ(s + κ1, σ1 ⊗ τ × σ̃2)Λ(s − κ1, σ2 ⊗ τ × σ̃1)

Λ(1 + κ1, σ1 × σ̃2)Λ(1 − κ1, σ2 × σ̃1)
·

2∏
k=1

Λ(s, σk ⊗ τ× σ̃k). (8.23)

Let s ∈ R(1)+. Since F (κ, s) vanishes when Im(κ1) → ∞, then by Cauchy
integral formula, we have that

JP,χ(s; φ,C(0)) =
∑

φ∈BP,χ

∫
C

F (κ, s)dκ1 −
∑

φ∈BP,χ

Res
κ1=s−1

F (κ, s). (8.24)

The term Resκ1=s−1 F (κ, s) is nonvanishing unless σ1 ' σ2 ⊗ τ. Hence

Res
κ1=s−1

F (κ, s) ∼
Λ(2s − 1, σ1 ⊗ τ

2 × σ̃1)Λ(s, σ1 ⊗ τ × σ̃1)

Λ(2 − s, σ1 ⊗ τ−1 × σ̃1)
.

So Resκ1=s−1 F (κ, s) admits a meromorphic continuation inside the domain
R(1/2) ∪ S(1/2,1), with possible simple poles at s = 1/2. Now the right hand
side of (8.24) is meromorphic inside R(1), with a possible pole at s = 1.
Denote by J1

P,χ(s; φ,C(0)) the continuation of JP,χ(s; φ,C(0)) in R(1). Apply
Cauchy formula again to get∫

C

F (κ, s)dκ1 =

∫
(0)
F (κ, s)dκ1 + Res

κ1=1−s
F (κ, s), (8.25)

where s ∈ R(1)−. By (8.23),
∫
(0) F (κ, s)dκ1 is holomorphic inside S(1/2,1);

also, Resκ1=1−s F (κ, s) is nonvanishing unless σ2 ' σ1 ⊗ τ, in which case one
has

Res
κ1=1−s

F (κ, s) ∼
Λ(2s − 1, σ2 ⊗ τ

2 × σ̃2)Λ(s, σ2 ⊗ τ × σ̃2)

Λ(2 − s, σ2 ⊗ τ−1 × σ̃2)
.

So Resκ1=1−s F (κ, s) admits a meromorphic continuation to R(1/2) ∪ S(1/2,1),

with possible simple poles at s = 1/2. Substituting this with (8.25) into (8.24)
we conclude that J1

P,χ(s; φ,C(0)) admits a meromorphic continuation to the
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domain R(1/2) ∪ S(1/2,1). Denote by J1/2
P,χ (s; φ,C(0)) this continuation. Hence

we have

JP,χ(s; φ,C(0)) =


J1
P,χ(s; φ,C(0)), s ∈ R(1);

J1/2
P,χ (s; φ,C(0)), s ∈ S(0,1).

Moreover, by assumption Λ(s, σ2 ⊗ τ × σ̃2)L(s, τ)−1 is holomorphic in S(0,1),

then from the expressions above we see that JP,χ(s; φ,C(0))L(s, τ)−1 admits
a meromorphic continuation in s ∈ S(1/3,1) with a possible simple pole at
s = 1/2 when τ2 = 1.

r = 3 : In this case, the parabolic subgroup P is of type (2,1,1), and any associated
cuspidal datum is of the form χ ' (σ1, χ2, χ3), where σ1 is a cuspidal rep-
resentations of GL(2,AF); and χ2, χ3 are unitary Hecke characters on A×F .
Since Λ(s, σ1 ⊗ τ × χi) is entire, 2 ≤ i ≤ 3, then F (κ, s) is equal to an entire
functionH(κ, s) multiplying

Λ(s + κ2, χ2χ3τ)Λ(s − κ2, χ3χ2τ)Λ(s, σ1 ⊗ τ × σ̃1)Λ(s, τ)2

Λ(1 + κ2, χ2χ3τ)Λ(1 − κ2, χ3χ2τ)
. (8.26)

Let s ∈ R(1)+. Since F (κ, s) vanishes when Im(κ1) → ∞, then by Cauchy
integral formula, we have that JP,χ(s; φ,C(0)) is equal to∑

φ∈BP,χ

∫
C

∫
C

F (κ, s)dκ1dκ2 −
∑

φ∈BP,χ

∫
C

Res
κ2=s−1

F (κ, s)dκ1. (8.27)

The term Resκ2=s−1 F (κ, s) is nonvanishing unless χ1 ' χ2 ⊗ τ. Hence

Res
κ2=s−1

F (κ, s) = H(s, κ1)
Λ(2s − 1, τ2)Λ(s, τ)Λ(s, σ1 ⊗ τ × σ̃1)

Λ(2 − s, τ−1)
,

where H(s, κ1) is an holomorphic function. So Resκ2=s−1 F (κ, s) admits a
meromorphic continuation inside the domain S(0,1),with possible simple poles
at s = 1/2. Now the right hand side of (8.27) is meromorphic inside R(1),
with a possible pole at s = 1. Denote by J1

P,χ(s; φ,C(0)) the continuation of
JP,χ(s; φ,C(0)) in R(1). Apply Cauchy formula again to get∫
C

∫
C

F (κ, s)dκ1dκ2 =

∫
C

∫
(0)
F (κ, s)dκ2dκ1 +

∫
C

Res
κ2=1−s

F (κ, s)dκ1, (8.28)

where s ∈ R(1)−. By (8.26),
∫
C

∫
(0) F (κ, s)dκ2dκ1 is holomorphic inside

S(1/3,1); also, Resκ1=1−s F (κ, s) is nonvanishing unless σ2 ' σ1 ⊗ τ, in which
case one has

Res
κ2=1−s

F (κ, s) ∼
Λ(2s − 1, τ2)Λ(s, τ)Λ(s, σ1 ⊗ τ × σ̃1)

Λ(2 − s, τ−1)
.
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So
∫
C

Resκ2=1−s F (κ, s)dκ1 admits a meromorphic continuation to S(1/3,1),with
possible simple poles at s = 1/2. Substituting this and (8.28) into (8.24) we
conclude that J1

P,χ(s; φ,C(0)) admits a meromorphic continuation to the do-
main S(1/3,1). Denote by J(1/3,1)P,χ (s; φ,C(0)) this continuation. Hence invoking
the above discussion we have

JP,χ(s; φ,C(0)) =


J1
P,χ(s; φ,C(0)), s ∈ R(1);

J(1/3,1)P,χ (s; φ,C(0)), s ∈ S(1/3,1).

Moreover, by assumption Λ(s, σ2 ⊗ τ × σ̃2)L(s, τ)−1 is holomorphic in S(0,1),

then from the expressions above we see that JP,χ(s; φ,C(0))L(s, τ)−1 admits
a meromorphic continuation in s ∈ S(1/3,1) with a possible simple pole at
s = 1/2 when τ2 = 1.

r = 4 : In this case, the parabolic subgroup P is of type (1,1,1,1), and any associated
cuspidal datum is of the form χ ' (χ1, χ2, χ3, χ4), where χi’s are unitary
Hecke characters on A×F such that χ1χ2χ3χ4 = ω. Then there exists an entire
functionH(s,κ) such that F (κ, s) is equal to

H(s,κ)Λ(s, τ)4
3∏

j=1

j∏
i=1

Λ(s + κi,j, τ χi χ j+1)Λ(s − κi,j, τ χj+1χi)

Λ(1 + κi,j, χi χ j+1)Λ(1 − κi,j, χj+1χi)
, (8.29)

where Λ(s, χ′) is the completed Hecke L-function associated to the uni-
tary Hecke character χ′ over F . Then by Proposition 72, when s ∈ R(1)+,
JP,χ(s; φ,C(0)) is equal to∑

φ

∫
C

∫
C

∫
C

F (κ, s)dκ3dκ2dκ1 − c1
∑
φ

∫
C

∫
C

Res
κ1=s−1

F (κ, s)dκ3dκ2−

c2
∑
φ

∫
C

∫
C

Res
κ2=s−1

F (κ, s)dκ3dκ1 − c3
∑
φ

∫
C

∫
C

Res
κ3=s−1

F (κ, s)dκ2dκ1−

c1,2
∑
φ

∫
C

Res
κ1=s−1

Res
κ2=s−1

F (κ, s)dκ3 − c1,3
∑
φ

∫
C

Res
κ1=s−1

Res
κ3=s−1

F (κ, s)dκ2−

c2,3
∑
φ

∫
C

Res
κ2=s−1

Res
κ3=s−1

F (κ, s)dκ1 − c1,2,3
∑
φ

Res
κ1=s−1

Res
κ2=s−1

Res
κ3=s−1

F (κ, s),

where the coefficients c1, c2, c3, c1,2, c1,3, c2,3 and c1,2,3 are some absolute
integers; and the sum with respect to φ in taken over φ ∈ BP,χ .

Due to the finiteness of BP,χ and rapidly decay of F (κ, s) as a function of κ
(see Claim ??), each term in the above expression converges absolutely and
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locally normally. Hence we only need to consider each summand in the above
expression. Denote by χi j = χi χ j, 1 ≤ i, j ≤ 4. By (8.29) we have

Res
κ3=s−1

F (κ, s) ∼
Λ(s + κ1, χ12τ)Λ(s − κ1, χ21τ)Λ(s − κ2, χ32τ)Λ(s − κ12, χ31τ)

Λ(1 + κ1, χ12)Λ(1 − κ1, χ21)Λ(1 + κ2, χ23)Λ(2 − s − κ2, χ32τ−1)
×

Λ(2s − 1 + κ2, χ23τ
2)Λ(2s − 1 + κ12, χ13τ

2)Λ(2s − 1, τ2)Λ(s, τ)3

Λ(1 + κ12, χ13)Λ(2 − s − κ12, χ31τ−1)Λ(2 − s, τ−1)
;

Res
κ2=s−1

F (κ, s) ∼
Λ(s − κ1, χ21τ)Λ(s − κ3, χ43τ)Λ(s + κ13, χ14τ)Λ(s − κ13, χ41τ)

Λ(1 + κ1, χ12)Λ(1 + κ3, χ34)Λ(1 + κ13, χ14)Λ(2 − s − κ1, χ21τ−1)

·
Λ(2s − 1 + κ3, χ34τ

2)Λ(2s − 1 + κ1, χ12τ
2)Λ(2s − 1, τ2)Λ(s, τ)3

Λ(1 − κ13, χ41)Λ(2 − s − κ3, χ43τ−1)Λ(2 − s, τ−1)
;

Res
κ1=s−1

F (κ, s) ∼
Λ(s + κ3, χ34τ)Λ(s − κ3, χ43τ)Λ(s − κ2, χ32τ)Λ(s − κ23, χ42τ)

Λ(1 + κ2, χ23)Λ(1 − κ3, χ43)Λ(1 + κ3, χ34)Λ(2 − s − κ2, χ32τ−1)
×

Λ(2s − 1 + κ2, χ23τ
2)Λ(2s − 1 + κ23, χ24τ

2)Λ(2s − 1, τ2)Λ(s, τ)3

Λ(1 + κ23, χ24)Λ(2 − s − κ23, χ42τ−1)Λ(2 − s, τ−1)
.

Hence from the above expressions we see that Res
κ2=s−1

Res
κ3=s−1

F (κ, s) is equal to

some holomorphic function multiplying

Λ(s − κ1, χ21τ)Λ(3s − 2 + κ1, χ12τ
3)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(1 + κ1, χ12)Λ(3 − 2s − κ1, χ21τ−2)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
.

(8.30)
Likewise, Res

κ1=s−1
Res
κ3=s−1

F (κ, s) equals some holomorphic function multiplying

the product of Λ(2s − 1, τ2)2Λ(s, τ)2Λ(2 − s, τ−1)−2 and

Λ(1 − κ2, χ31)Λ(s − κ2, χ32τ)Λ(2s − 1 + κ2, χ23τ
2)Λ(3s − 2 + κ2, χ23τ

3)

Λ(1 + κ2, χ23)Λ(s + κ2, χ23τ)Λ(2 − s − κ2, χ32τ−1)Λ(3 − 2s − κ2, χ32τ−2)
.

(8.31)
Also, the function Res

κ1=s−1
Res
κ2=s−1

F (κ, s) is equal to some holomorphic function

multiplying the following function

Λ(s − κ3, χ43τ)Λ(3s − 2 + κ3, χ34τ
3)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(1 + κ3, χ34)Λ(3 − 2s − κ3, χ43τ−2)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
.

(8.32)
Moreover, one can continue the computation to see that

Res
κ1=s−1

Res
κ2=s−1

Res
κ3=s−1

F (κ, s) ∼
Λ(4s − 3, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(4 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

.

Therefore, we have, from the above expressions, that JP,χ(s; φ,C(0)) admits a
meromorphic continuation to s ∈ S(1). Denote by J1

P,χ(s; φ,C(0)) the contin-
uation. Then clearly J1

P,χ(s; φ,C(0)) is holomorphic when s ∈ R(1)−.

Let s ∈ R(1)−. Let L(s, τ) be the finite part of Hecke L-function with respect
to τ. Then by Cauchy integral formula we have that
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Claim 77.
∫
C

∫
C

Res
κ1=s−1

F (κ, s)dκ3dκ2 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.

Claim 78.
∫
C

∫
C

Res
κ2=s−1

F (κ, s)dκ3dκ1 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.

Claim 79.
∫
C

∫
C

Res
κ3=s−1

F (κ, s)dκ2dκ1 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.

Claim 80.
∫
C

Res
κ1=s−1

Res
κ2=s−1

F (κ, s)dκ3 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.

Claim 81.
∫
C

Res
κ1=s−1

Res
κ3=s−1

F (κ, s)dκ2 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.

Claim 82.
∫
C

Res
κ2=s−1

Res
κ3=s−1

F (κ, s)dκ1 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.

By Proposition 73, for s ∈ R(1)−, there are integers c′1, c
′
2, c
′
3, c
′
1,2, c

′
1,3, c

′
2,3 and



136

c′1,2,3, such that
∑
φ

∫
C

∫
C

∫
C
F (κ, s)dκ3dκ2dκ1 is equal to∑

φ

∫
(0)

∫
(0)

∫
(0)
F (κ, s)dκ3dκ2dκ1 − c′1

∑
φ

∫
(0)

∫
(0)

Res
κ1=1−s

F (κ, s)dκ3dκ2−

c′2
∑
φ

∫
(0)

∫
(0)

Res
κ2=1−s

F (κ, s)dκ3dκ1 − c′3
∑
φ

∫
(0)

∫
(0)

Res
κ3=1−s

F (κ, s)dκ2dκ1−

c′1,2
∑
φ

∫
(0)

Res
κ1=1−s

Res
κ2=1−s

F (κ, s)dκ3 − c′1,3
∑
φ

∫
(0)

Res
κ1=1−s

Res
κ3=1−s

F (κ, s)dκ2−

c′2,3
∑
φ

∫
(0)

Res
κ2=1−s

Res
κ3=1−s

F (κ, s)dκ1 − c′1,2,3
∑
φ

Res
κ1=1−s

Res
κ2=1−s

Res
κ3=1−s

F (κ, s),

where the coefficients c′1, c′2, c′3, c′1,2, c′1,3, c′2,3 and c′1,2,3 are some absolute
integers; and the sum with respect to φ in taken over φ ∈ BP,χ .

Due to the finiteness of BP,χ and rapidly decay of F (κ, s) as a function of κ
(see Claim ??), each term in the above expression converges absolutely and
locally normally. Hence we only need to consider each summand in the above
expression. According to (8.29), we have that

Res
κ3=1−s

F (κ, s) ∼
Λ(s + κ1, χ12τ)Λ(s − κ1, χ21τ)Λ(s + κ2, χ23τ)Λ(s + κ12, χ13τ)

Λ(1 + κ1, χ12)Λ(1 − κ1, χ21)Λ(1 − κ2, χ32)Λ(2 − s + κ2, χ23τ−1)
×

Λ(2s − 1 − κ2, χ32τ
2)Λ(2s − 1 − κ12, χ31τ

2)Λ(2s − 1, τ2)Λ(s, τ)3

Λ(1 − κ12, χ31)Λ(2 − s + κ12, χ13τ−1)Λ(2 − s, τ−1)
;

Res
κ2=1−s

F (κ, s) ∼
Λ(s + κ1, χ12τ)Λ(s + κ3, χ34τ)Λ(s + κ13, χ14τ)Λ(s − κ13, χ41τ)

Λ(1 − κ1, χ21)Λ(1 − κ3, χ43)Λ(1 + κ13, χ14)Λ(2 − s + κ1, χ12τ−1)

·
Λ(2s − 1 − κ3, χ43τ

2)Λ(2s − 1 − κ1, χ21τ
2)Λ(2s − 1, τ2)Λ(s, τ)3

Λ(1 − κ13, χ41)Λ(2 − s + κ3, χ34τ−1)Λ(2 − s, τ−1)
;

Res
κ1=1−s

F (κ, s) ∼
Λ(s + κ3, χ34τ)Λ(s − κ3, χ43τ)Λ(s + κ2, χ23τ)Λ(s + κ23, χ24τ)

Λ(1 − κ2, χ32)Λ(1 − κ3, χ43)Λ(1 + κ3, χ34)Λ(2 − s + κ2, χ23τ−1)
×

Λ(2s − 1 − κ2, χ32τ
2)Λ(2s − 1 − κ23, χ42τ

2)Λ(2s − 1, τ2)Λ(s, τ)3

Λ(1 − κ23, χ42)Λ(2 − s + κ23, χ24τ−1)Λ(2 − s, τ−1)
.

Hence from the above expressions we see that Res
κ2=1−s

Res
κ3=1−s

F (κ, s) is equal to

some holomorphic function multiplying

Λ(s + κ1, χ12τ)Λ(3s − 2 − κ1, χ21τ
3)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(1 − κ1, χ21)Λ(3 − 2s + κ1, χ12τ−2)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
.

(8.33)
Likewise, Res

κ1=1−s
Res
κ3=1−s

F (κ, s) equals some holomorphic function multiplying

the product of Λ(2s − 1, τ2)2Λ(s, τ)2Λ(2 − s, τ−1)−2 and

Λ(1 + κ2, χ13)Λ(s + κ2, χ23τ)Λ(2s − 1 − κ2, χ32τ
2)Λ(3s − 2 − κ2, χ32τ

3)

Λ(1 − κ2, χ32)Λ(s − κ2, χ32τ)Λ(2 − s + κ2, χ23τ−1)Λ(3 − 2s + κ2, χ23τ−2)
.

(8.34)
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Also, the function Res
κ1=1−s

Res
κ2=1−s

F (κ, s) is equal to some holomorphic function

multiplying the following function

Λ(s + κ3, χ34τ)Λ(3s − 2 − κ3, χ43τ
3)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(1 − κ3, χ43)Λ(3 − 2s + κ3, χ34τ−2)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
.

(8.35)
Moreover, one can continue the computation to see that

Res
κ1=1−s

Res
κ2=1−s

Res
κ3=1−s

F (κ, s) ∼
Λ(4s − 3, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(4 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

.

Let s ∈ R(1)−. Then by Cauchy integral formula we have that

Claim 83.
∫
(0)

∫
(0) Res

κ1=1−s
F (κ, s)dκ3dκ2 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.

Claim 84.
∫
(0)

∫
(0) Res

κ2=1−s
F (κ, s)dκ3dκ1 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.

Claim 85.
∫
(0)

∫
(0) Res

κ3=1−s
F (κ, s)dκ2dκ1 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.

Claim 86.
∫
(0) Res

κ1=1−s
Res
κ2=1−s

F (κ, s)dκ3 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.

Claim 87.
∫
(0) Res

κ1=1−s
Res
κ3=1−s

F (κ, s)dκ2 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.

Claim 88.
∫
(0) Res

κ2=1−s
Res
κ3=1−s

F (κ, s)dκ1 admits a meromorphic continuation to

the domain S(1/3,∞).When restricted toR(1/2; τ)−∪S(1/2,1), it only has possible
simple poles at s = 3/4, s = 2/3 and s = 1/2.Moreover, if L(3/4, τ) = 0, then
s = 3/4 is not a pole; if L(2/3, τ) = 0, then s = 2/3 is not a pole.
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The proof of these claims are given in theAppendix 10. Then Theorem I follows. �
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C h a p t e r 9

PROOF OF THEOREMS IN APPLICATIONS

By Theorem E, F, G and H, we conclude the first part of Theorem A, obtaining
(1.4), namely, for Re(s) > 1,

Iϕ0 (s, τ) = IϕGeo,Reg(s, τ) + Iϕ
∞,Reg(s, τ) + IϕSing(s, τ) + IWhi(s, τ).

Moreover,Iϕ0 (s, τ), IϕGeo,Reg(s, τ), and Iϕ
∞,Reg(s, τ) admit meromorphic continuation to

the whole s-plane. Consequently, IϕSing(s, τ) can be continued to a meromorphic
function on C.

Assume τ is such that τk , 1, 1 ≤ k ≤ n. Then by Corollary 69 we conclude that
IWhi(s, τ) has ameromorphic continuation to Re(s) > 0. Then by functional equation
of Eisenstein series, we conclude that IWhi(s, τ) has a meromorphic continuation to
the whole s-plane. Then Theorem A follows.

Let Σ = Σ∞
∐
Σ f be the set of places of F, where Σ∞ denotes the subset of

archimedean places, and Σ f denotes the subset of nonarchimedean places.

For a place v ∈ Σ f , we say that a test function ϕ = ⊗vϕv ∈ H (G(AF)) is discrete

at v if ϕv is supported on the intersection of G(OFv ) and the regular elliptic subset
of G(Fv). Let F ∗(ω) be the set of smooth functions ϕ = ⊗′vϕv : G(AF) → C which
is left and right K-finite, is discrete at some v ∈ Σ f , transforms by the character
ω of ZG (AF) , and has compact support modulo ZG (AF) . Let F (ω) be the space
spanned linearly by functions in F ∗(ω).

Proof of Theorem B. Fix a field extension E/F of degree n. Let s0 ∈ C− {0,1}. Let
γ0 ∈ G(F) be such that F[γ0]

× = E . Although such γ0’s are not unique, we fix one
γ0.

Consider the continuous map

σ : G(F) −→ Fn, γ 7→ (an−1(γ), · · · ,a1(γ),a0(γ)),

where ai(γ)’s are the coefficients of characteristic polynomial fγ of γ, namely,
fγ(t) = det(t In − γ) = tn + an−1(γ)tn−1 + · · · + a1(γ)t + a0(γ). Then σ extends to a
continuous function G(AF) −→ An

F .
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Note that when γ runs through G(F), the image σ(γ) is discrete in An
F . Take a

compact neighborhood Uγ0 of σ(γ0) in An
F, such that Uγ0 does not intersect with

other σ(γ) when σ(γ) , σ(γ0) and γ ∈ G(F). Let C0 ⊂ Gγ0(AF)\G(AF) be
a small compact neighborhood of the identity such that σ(c−1

0 γ0c0) ∈ U0, and
σ(c−1

0 γc0) < U0 for all c0 ∈ C0, where γ ∈ G(F) satisfies σ(γ) , σ(γ0). Shrink C0

suitably if necessary so that we may assume τ ◦ det is trivial on C0. Let x ∈ C0.

Denote by

T(s, x) =
∫
A×E

Φ(ηt x)τ(det t x)| det t x |sd×t .

Then by Tate’s thesis, T(s, x) is an integral representation for Λ(s, τ ◦ NE/F). So
T(s, x) = Q(s, x)Λ(s, τ ◦ NE/F), where Q(s, x) is a function holomorphic in s and
smooth in x, depending on Φ, τ, and E . Moreover, one can choose Φ such that
Q(s, x) ≡ 1when x = 1. Fix the choice ofΦ henceforth. ThenQ(s, x) =

∏
v Qv(s, xv)

with Qv(s, xv) ≡ 1 for v < SE/F,τ and xv ∈ G(OFv ), where SE/F,τ is a finite set of
places including the archimedean ones determined by E/F and τ.

Let C =
∏

v Cv be a compact subset of C0 =
∏

v C0,v . Let C̃ = ∪c∈Cc−1γ0c. Then C̃

is a compact set in ZG(AF)\G(AF). Shrink C suitably if necessary such that there
exists a nonzero ϕ̃ ∈ H(G(AF),ω) such that ϕ̃v ≥ 0 for all v ∈ ΣF and the support
supp ϕ̃ ⊆ C̃, and∫

C̃
ϕ̃(x−1γ0x)Q(s0, x)dx =

∏
v

∫
C̃v

ϕ̃v(x−1
v γ0xv)Qv(s0, xv)dxv , 0, (9.1)

where the product only takes over finitely many v ∈ ΣF . The existence of such a C

comes from the fact that Q(s0, x) is continuous.

Let u be a place of F such that u splits in E, τu is unramified, and ϕ̃u is the
characteristic function of G(OFu ) and γ0,u ∈ G(OFu ). Let ρ be a finite dimensional
admissible representation of G(OFu ). Let ρ∨ be the contragredient of ρ. Denote by
Θρ∨ the character of ρ∨. Since γ0 is elliptic regular, we can take such a ρ with
properties that Θρ∨(γ0,u) , 0 and the compact induction πu = c − IndG(Fu)

G(OFu )
ρ is

irreducible. Hence πu is supercuspidal. Let

mπu (x) =

Θρ∨(x), if x ∈ G(OFu );

0, otherwise.
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Now take ϕ(x) = ⊗v,uϕ̃v(xv)⊗mπu (xu). Then ϕ ∈ F (ω) and supp ϕ ⊆ C̃.Moreover,
at v = u we have Q(s0, xu) = 1. Hence,∫

Cu

ϕv(x−1
u γ0,uxu)Q(s0, xu)dxu = Θρ∨(γ0,u) , 0.

In conjunction with (9.1) at v , u we then obtain that∫
C̃
ϕ(x−1γ0x)Q(s0, x)dx , 0. (9.2)

Substituting this choice of ϕ into Theorem A we obtain

Iϕ0 (s, τ)

Λ(s, τ)
=
Λ(s, τ ◦ NE/F)

nΛ(s, τ)

∫
C̃
ϕ(x−1γ0x)Q(s, x)dx. (9.3)

Assume that the twisted adjoint L-function L(s, π,Ad ⊗τ) is holomorphic outside
s = 1 for all π ∈ Asimp

0 (G(F)\G(AF),ω
−1). Then by spectral expansion (2.1), the

function Iϕ0 (s, τ)/Λ(s, τ) is holomorphic at s = s0. Therefore, it follows from (9.2)
and (9.3) that Λ(s, τ ◦ NE/F)/Λ(s, τ) is regular at s = s0. Then the meromorphic
function Λ(s, τ ◦ NE/F)/Λ(s, τ) is holomorphic at s = s0.

Since s0 is arbitrary, then the meromorphic function Λ(s, τ ◦ NE/F)/Λ(s, τ) is holo-
morphic outside s = 0,1. So the τ-twisted Dedekind conjecture holds. Then
Theorem B follows. �

Remark 89. It is conjectured (cf. [JZ87], [JR97]) that the reverse direction also
holds, namely, the τ-twisted Dedekind conjecture for all field extensions E/F of
degree n should imply holomorphy of the τ-twisted adjoint L-functions. This is
proved in [Yan21] for n ≤ 4.

Proof of Theorem C. Let E be a field extension of F of degree n, such that ζE (1/2) ,
0. By the proof of Theorem B, one can choose some test function ϕ ∈ F (ω), such
that ∫

C̃
ϕ(x−1γ0x)Q(1/2, x)dx , 0.

It then follows from (9.3) that

Iϕ0 (1/2, τ) , 0. (9.4)

Theorem C then follows from (9.4) and the spectral expansion (2.1) of the cuspidal
kernel function K0(x, x). �
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C h a p t e r 10

APPENDIX: CONTINUATION ACROSS THE CRITICAL LINE
FOR GL(4)

In this appendix, we shall prove the claims in our proceeding proof of Theorem I
when n = 4 in subsection 8.5. The processes here are in the same flavor of those in
the n = 3 case in subsection 8.4, but they are typically much more complicated.

Proof of Claim 77. Let s ∈ R(1)+. Let J1(s) :=
∫
(0)

∫
(0) Res

κ1=s−1
F (κ, s)dκ3dκ2, and

J1
1 (s) :=

∫
C

∫
C

Res
κ1=s−1

F (κ, s)dκ3dκ2. By the analytic property of Res
κ1=s−1

F (κ, s) we see

that J1
1 (s) is meromorphic in the domain R(1), with a possible pole at s = 1. Let

s ∈ R(1)−. Applying Cauchy integral formula we then see that

J1
1 (s) =

∫
C

∫
(0)

Res
κ1=s−1

F (κ, s)dκ2dκ3 +

∫
C

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)dκ3, (10.1)

where Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) is equal to some holomorphic function multiplying

Λ(s + κ3, χ34τ)Λ(3s − 2 − κ3, χ43τ
3)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(1 − κ3, χ43)Λ(3 − 2s + κ3, χ34τ−2)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
. (10.2)

Then J1
1 (s) is equal to, after applications of Cauchy integral formula to (10.1),∫
(0)

∫
(0)

Res
κ1=s−1

F (κ, s)dκ2dκ3 +

∫
(0)

Res
κ3=1−s

Res
κ1=s−1

F (κ, s)dκ2 +

∫
(0)

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2 +

∫
(0)

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)dκ3 + Res
κ3=1−s

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s),

where Res
κ3=1−s

Res
κ1=s−1

F (κ, s) is equal to some holomorphic function multiplying the

product of Λ(2s − 1, τ2)2Λ(s, τ)2 · Λ(2 − s, τ−1)−2 and

Λ(s − κ2, χ32τ)Λ(2s − 1 − κ2, χ32τ
2)Λ(2s − 1 + κ2, χ23τ

2)Λ(s + κ2, χ23τ)

Λ(1 + κ2, χ23)Λ(1 − κ2, χ32)Λ(2 − s − κ2, χ32τ−1)Λ(2 − s + κ2, χ23τ−1)
; (10.3)

and Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s) is equal to some holomorphic function multiplying

Λ(s − κ2, χ32τ)Λ(3s − 2 + κ2, χ23τ
3)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(1 + κ2, χ23)Λ(3 − 2s − κ2, χ32τ−2)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
. (10.4)
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From the formula (10.2), we see that Res
κ3=1−s

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) is equal to some

holomorphic function multiplying

Λ(4s − 3, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(4 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

. (10.5)

We thus see from the proceeding computations of analytic behaviors of the functions
Res
κ1=s−1

F (κ, s), Res
κ3=1−s

Res
κ1=s−1

F (κ, s) and Res
κ3=1−s

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s), that
∫
(0)

∫
(0) Res

κ1=s−1
F (κ, s)dκ2dκ3

and
∫
(0) Res

κ3=1−s
Res
κ1=s−1

F (κ, s)dκ2 admitmeromorphic continuation to the domain 1/2 <

Re(s) < 1, with a possible pole at s = 2/3 if τ3 = 1; and Res
κ3=1−s

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)

admits a meromorphic continuation to the domain R(1/2)− ∪ S[1/2,1),with possible
simple poles at s = 3/4, s = 2/3 and s = 1/2, when τ4 = 1, τ3 = 1 and τ2 = 1,
respectively, according to (10.5).

From (10.4) we see that the function
∫
(0) Res

κ3=2−2s−κ2
Res
κ1=s−1

F (κ, s)dκ2 admits holo-

morphic continuation to the domain 2/3 < Re(s) < 1. From (10.2) we see that the
function

∫
(0) Res

κ2=2−2s
Res
κ1=s−1

F (κ, s)dκ3 admits holomorphic continuation to the domain

2/3 < Re(s) < 1. Then combining these with (10.3) and (10.5) one sees that J1
1 (s)

admits a holomorphic continuation to the domain 2/3 < Re(s) < 1. Denote by
J(2/3,1)1 (s) this continuation, where 2/3 < Re(s) < 1.

Let s ∈ R(2/3)+, then by Cauchy integral formula we have∫
(0)

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2 =

∫
C

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2. (10.6)

Likewise, for s ∈ R(2/3)+,
∫
(0) Res

κ2=2−2s
Res
κ1=s−1

F (κ, s)dκ3 is equal to∫
C

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)dκ3 − Res
κ3=3s−2

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s). (10.7)

Then according to (10.2), (10.3), (10.4), (10.6), (10.7), and the computation that
the function Res

κ3=3s−2
Res

κ2=2−2s
Res
κ1=s−1

F (κ, s) is equal to some holomorphic function mul-

tiplying
Λ(4s − 2, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
, (10.8)

we see that J(2/3,1)1 (s) admits a meromorphic continuation to the domain R(2/3),
with a possible pole at s = 2/3 when τ3 = 1. Denote by J2/3

1 (s) this continuation,
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s ∈ R(2/3). Now let s ∈ R(2/3)−. Then we have

J2/3
1 (s) =

∫
(0)

∫
(0)

Res
κ1=s−1

F (κ, s)dκ2dκ3 +

∫
(0)

Res
κ3=1−s

Res
κ1=s−1

F (κ, s)dκ2

+

∫
C

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2 +

∫
C

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)dκ3

+ Res
κ3=1−s

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) − Res
κ3=3s−2

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s).

According to (10.2), (10.4), (10.6) and (10.7), the terms in the right hand side
of the above formula are holomorphic in 1/2 < Re(s) < 2/3 except the term∫
C

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2,which is equal to, by Cauchy integral formula, that∫
(0)

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2 + Res
κ2=2−3s

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s). (10.9)

By (10.4), one sees that Res
κ2=2−3s

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s) is equal to some holomorphic

function multiplying

Λ(4s − 2, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
. (10.10)

By (10.9) and (10.10) one sees that
∫
C

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2 admits a mero-

morphic continuation to S(1/3,2/3) with a at most double pole at s = 1/2 when
τ2 = 1. Hence we obtain a meromorphic continuation of J2/3

1 (s) to the strip
1/2 < Re(s) < 2/3. Denote by J(1/2,2/3)1 this continuation. Then

J(1/2,2/3)1 (s) =
∫
(0)

∫
(0)

Res
κ1=s−1

F (κ, s)dκ2dκ3 +

∫
(0)

Res
κ3=1−s

Res
κ1=s−1

F (κ, s)dκ2

+

∫
(0)

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2 +

∫
(0)

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)dκ3

+ Res
κ3=1−s

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) − Res
κ3=3s−2

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)

+ Res
κ2=2−3s

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s).

One sees clearly that the terms in the right hand side of the above expression aremero-
morphic inR(1/2),except the terms

∫
(0)

∫
(0) Res

κ1=s−1
F (κ, s)dκ2dκ3 and

∫
(0) Res

κ3=1−s
Res
κ1=s−1

F (κ, s)dκ2,

which by Cauchy integral formula and (10.3), is equal to∫
C

Res
κ3=1−s

Res
κ1=s−1

F (κ, s)dκ2 − Res
κ2=2s−1

Res
κ3=1−s

Res
κ1=s−1

F (κ, s), (10.11)

where s ∈ R(1/2)+. From the formula (10.3), we see that Res
κ2=2s−1

Res
κ3=1−s

Res
κ1=s−1

F (κ, s)

is equal to some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 1, τ3)Λ(2s − 1, τ2)2Λ(s, τ)2Λ(1 − s, τ−1)

Λ(3 − 3s, τ−3)Λ(2s, τ2)Λ(1 + s, τ)Λ(2 − 2s, τ−2)Λ(2 − s, τ−1)2
. (10.12)
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We then apply the functional equation Λ(2 − 2s, τ−2) ∼ Λ(2s − 1, τ2) to (10.12) to
see that Res

κ3=1−s
Res

κ2=2−2s
Res
κ1=s−1

F (κ, s) equals some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 1, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(3 − 3s, τ−3)Λ(2s, τ2)Λ(1 + s, τ)Λ(2 − s, τ−1)2

. (10.13)

Note that when s ∈ R(1/2)−, 2s lies in a zero-free region of Λ(s, τ2). Also, Note
that

∫
(0)

∫
(0) Res

κ1=s−1
F (κ, s)dκ2dκ3 =

∫
C

∫
C

Res
κ1=s−1

F (κ, s)dκ2dκ3 when s ∈ R(1/2)+.

Then by (10.11) and (10.12) we conclude that J(1/2,2/3)1 (s) admits a meromorphic
continuation to the area R(1/2). Denote by J1/2

1 (s) this continuation, then

J1/2
1 (s) =

∫
C

∫
C

Res
κ1=s−1

F (κ, s)dκ2dκ3 +

∫
C

Res
κ3=1−s

Res
κ1=s−1

F (κ, s)dκ2

+

∫
(0)

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2 +

∫
(0)

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)dκ3

+ Res
κ3=1−s

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) − Res
κ3=3s−2

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)

+ Res
κ2=2−3s

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s) − Res
κ2=2s−1

Res
κ3=1−s

Res
κ1=s−1

F (κ, s).

Let s ∈ R(1/2)−. By Cauchy’s formula we have∫
C

∫
C

Res
κ1=s−1

F (κ, s)dκ2dκ3 =

∫
(0)

∫
(0)

Res
κ1=s−1

F (κ, s)dκ2dκ3

+

∫
C

Res
κ2=1−2s

Res
κ1=s−1

F (κ, s)dκ3 +

∫
(0)

Res
κ3=1−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2;

and the function
∫
C

Res
κ3=1−s

Res
κ1=s−1

F (κ, s)dκ2 is equal to∫
(0)

Res
κ3=1−s

Res
κ1=s−1

F (κ, s)dκ2 + Res
κ2=1−2s

Res
κ3=1−s

Res
κ1=s−1

F (κ, s),

where we have Res
κ2=1−2s

Res
κ3=1−s

Res
κ1=s−1

F (κ, s) ∼ Res
κ2=2s−1

Res
κ3=1−s

Res
κ1=s−1

F (κ, s). Now we have

a continuation of J(1/2)1 (s) to the region 1/3 < Re(s) < 1/2. Denote by J(1/3,1/2)1 (s)
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this continuation, then

J(1/3,1/2)1 (s) =
∫
(0)

∫
(0)

Res
κ1=s−1

F (κ, s)dκ2dκ3 +

∫
(0)

Res
κ3=1−s

Res
κ1=s−1

F (κ, s)dκ2

+

∫
C

Res
κ2=1−2s

Res
κ1=s−1

F (κ, s)dκ3 +

∫
(0)

Res
κ3=1−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2

+

∫
(0)

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s)dκ2 +

∫
(0)

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)dκ3

+ Res
κ3=1−s

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) − Res
κ3=3s−2

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)

+ Res
κ2=2−3s

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s) − Res
κ2=2s−1

Res
κ3=1−s

Res
κ1=s−1

F (κ, s)

+ Res
κ2=1−2s

Res
κ3=1−s

Res
κ1=s−1

F (κ, s).

Thus we obtain a meromorphic continuation of J1(s) to the area S(1/3,∞) :

J̃1(s) =



J1(s), s ∈ S(1,+∞);

J1
1 (s), s ∈ R(1);

J(2/3,1)1 (s), s ∈ S(2/3,1);

J2/3
1 (s), s ∈ R(2/3);

J(1/2,2/3)1 (s), s ∈ S(1/2,2/3);

J1/2
1 (s), s ∈ R(1/2);

J(1/3,1/2)1 (s), s ∈ S(1/3,1/2);

(10.14)

From the above formulas one sees that J̃1(s) has possible poles at s = 3/4, s = 2/3
and s = 1/2; and the potential poles at s = 3/4, s = 2/3 are at most simple, the
possible pole at s = 1/2 has order at most 2. Moreover, from the above explicit
expressions of J̃1(s),we see that J̃1(s) ·Λ(s, τ)−1 has at most a simple pole at s = 1/2
if L(1/2, τ) = 0.

Case 1: If L(3/4, τ) = 0, then by functional equation we have that Λ(1/4, τ−1) = 0.
Suppose that J̃1(s) has a pole at s = 3/4, then from the proceeding explicit
expressions, we must have that τ4 = 1, and the singular part of J̃1(s) around
s = 3/4 is a holomorphic function multiplying Λ(4s − 3, τ4)Λ(3s − 2, τ3).

Note that Λ(3s − 2, τ3) |s=3/4= Λ(1/4, τ3) = Λ(1/4, τ−1) = 0. Hence, when
L(3/4, τ) = 0, J̃1(s) is holomorphic at s = 3/4.

Case 2: If L(2/3, τ) = 0, then by functional equation we have that Λ(1/3, τ−1) = 0.
Suppose that J̃1(s) has a pole at s = 2/3, then from the proceeding explicit
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expressions, we must have that τ3 = 1, and the singular part of J̃1(s) around
s = 2/3 is a holomorphic function multiplying Λ(3s − 2, τ3)Λ(2s − 1, τ2).

Note that Λ(2s − 1, τ2) |s=2/3= Λ(1/3, τ2) = Λ(1/3, τ−1) = 0. Hence, when
L(2/3, τ) = 0, J̃1(s) is holomorphic at s = 2/3.

Now the proof of Claim 77 is complete. �

Proof of Claim 78. Let s ∈ R(1)+. Let J2(s) :=
∫
(0)

∫
(0) Res

κ2=s−1
F (κ, s)dκ1dκ3, and

J1
2 (s) :=

∫
C

∫
C

Res
κ2=s−1

F (κ, s)dκ1dκ3. By the analytic property of Res
κ2=s−1

F (κ, s) we see

that J1
2 (s) is meromorphic in the domain R(1), with a possible pole at s = 1. Let

s ∈ R(1)−. Applying Cauchy integral formula we then see that

J1
2 (s) =

∫
C

∫
(0)

Res
κ2=s−1

F (κ, s)dκ1dκ3 +

∫
C

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s)dκ3, (10.15)

where Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) is equal to some holomorphic function multiplying the

product of Λ(s, τ)2 and the meromorphic function

Λ(2s − 1 − κ3, χ43τ
2)Λ(2s − 1 + κ3, χ34τ

2)Λ(3s − 2, τ3)Λ(2s − 1, τ2)

Λ(2 − s + κ3, χ34)Λ(2 − s − κ3, χ43)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
. (10.16)

Then J1
2 (s) is equal to, after applications of Cauchy integral formula to (10.15),∫
(0)

∫
(0)

Res
κ2=s−1

F (κ, s)dκ1dκ3 +

∫
(0)

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)dκ1 +

∫
(0)

Res
κ3=2−2s−κ1

Res
κ2=s−1

F (κ, s)dκ1 +

∫
(0)

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s)dκ3 + Res
κ3=2−2s

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s),

where Res
κ3=2−2s

Res
κ2=s−1

F (κ, s) is equal to some holomorphic function multiplying the

product of the meromorphic function Λ(s, τ)2 and

Λ(2s − 1 + κ1, χ12τ
2)Λ(2s − 1 − κ1, χ21τ

2)Λ(3s − 2, τ3)Λ(2s − 1, τ2)

Λ(2 − s + κ1, χ12)Λ(2 − s − κ1, χ21)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
; (10.17)

also, Res
κ3=2−2s−κ1

Res
κ2=s−1

F (κ, s) is equal to some holomorphic function multiplying the

product of Λ(2s − 1, τ2)2Λ(s, τ)2 · Λ(2 − s, τ−1)−2 and

Λ(1 − κ1, χ21)Λ(s − κ1, χ21τ)Λ(3s − 2 + κ1, χ12τ
3)Λ(2s − 1 + κ1, χ12τ

2)

Λ(1 + κ1, χ12)Λ(s + κ1, χ12τ)Λ(3 − 2s − κ1, χ21τ−2)Λ(2 − s − κ1, τ−1)
.

(10.18)

From the formula (10.16), we see that Res
κ3=2−2s

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) is equal to some

holomorphic function multiplying

Λ(4s − 3, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(4 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

. (10.19)
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We thus see from the proceeding computations of analytic behaviors of the functions
Res
κ2=s−1

F (κ, s), Res
κ3=2−2s

Res
κ2=s−1

F (κ, s), Res
κ1=2−2s

Res
κ2=s−1

F (κ, s), and

Res
κ3=2−2s

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s),

that the functions∫
(0)

∫
(0)

Res
κ2=s−1

F (κ, s)dκ1dκ3,

∫
(0)

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)dκ1

and
∫
(0) Res

κ1=2−2s
Res
κ2=s−1

F (κ, s) f κ3 admit meromorphic continuation to the domain

1/2 < Re(s) < 1,with a possible pole at s = 2/3 if τ3 = 1; and

Res
κ3=2−2s

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s)

admits a meromorphic continuation to the domain R(1/2)− ∪ S[1/2,1),with possible
simple poles at s = 3/4, s = 2/3 and s = 1/2, when τ4 = 1, τ3 = 1 and τ2 = 1,
respectively.

From (10.18) we see that the function Res
κ3=2−2s−κ1

Res
κ2=s−1

F (κ, s) might have infinitely

many poles in the strip 1/2 < Re(s) < 1. These poles come from nontrivial zeros of
L(s, χ12τ) is this strip. Hence we may have a problem shifting contours if we try to
continue

∫
(0) Res

κ3=2−2s−κ1
Res
κ2=s−1

F (κ, s)dκ1 directly. To remedy this, we need to first deal

with the factor Λ(s + κ1, χ12τ). Thanks to the uniform zero-free region of Rankin-
Selberg L-functions defined in Section 8.1, the function Res

κ3=2−2s−κ1
Res
κ2=s−1

F (κ, s) is

holomorphic in the domain R(1 − s). Then we can apply Cauchy integral formula
to obtain that∫

(0)
Res

κ3=2−2s−κ1
Res
κ2=s−1

F (κ, s)dκ1 =

∫
(1−s)

Res
κ3=2−2s−κ1

Res
κ2=s−1

F (κ, s)dκ1, (10.20)

where the integral on the right hand side is taken over (1 − s) := {z ∈ C : Re(z) =
1 − Re(s)}. Let κ′1 = κ1 + s − 1, κ′2 = κ2 and κ′3 = κ3. Denote by κ′ = (κ′1, κ

′
2, κ
′
3).

Then dκ′j = dκ j, 1 ≤ j ≤ 3. Hence we have∫
(0)

Res
κ3=2−2s−κ1

Res
κ2=s−1

F (κ, s)dκ1 =

∫
(0)

Res
κ′3=1−s−κ′1

Res
κ′2=s−1

F (κ′, s)dκ′1, (10.21)

where by (10.18), Res
κ′3=1−s−κ′1

Res
κ′2=s−1

F (κ′, s) is equal to some holomorphic function

multiplying the product of Λ(2s − 1, τ2)2Λ(s, τ)2 · Λ(2 − s, τ−1)−2 and

Λ(s + κ′1, χ12τ)Λ(s − κ′1, χ21τ)Λ(2s − 1 + κ′1, χ12τ
2)Λ(2s − 1 − κ′1, χ21τ

2)

Λ(1 + κ′1, χ12)Λ(1 − κ′1, χ21)Λ(2 − s + κ′1, χ12τ−1)Λ(2 − s − κ′1, χ21τ−1)
.

(10.22)
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Then from (10.20), (10.21) and (10.22) we conclude that∫
(0)

Res
κ3=2−2s−κ1

Res
κ2=s−1

F (κ, s)dκ1

admits a meromorphic continuation to the strip 1/2 < Re(s) < 1. We then have
a meromorphic continuation of J1

2 (s) to the area S(1/2,1). Denote by J(1/2,1)2 this
continuation. Then J(1/2,1)2 (s) is equal to∫

(0)

∫
(0)

Res
κ2=s−1

F (κ, s)dκ1dκ3 +

∫
(0)

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)dκ1 +

∫
(0)

Res
κ′3=1−s−κ′1

Res
κ′2=s−1

F (κ′, s)dκ′1 +
∫
(0)

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s)dκ3 + Res
κ3=2−2s

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s).

Let s ∈ R(1/2)+. Then by (10.17) and Cauchy integral formula we see that the
function

∫
(0) Res

κ3=2−2s
Res
κ2=s−1

F (κ, s)dκ1 is equal to∫
C

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)dκ1 − Res
κ1=2s−1

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s), (10.23)

and Res
κ1=2s−1

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s) is equal to some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
. (10.24)

By (10.22) and Cauchy formula we see that
∫
(0) Res

κ′3=1−s−κ′1
Res
κ′2=s−1

F (κ′, s)dκ′1 equals∫
C

Res
κ′3=1−s−κ′1

Res
κ′2=s−1

F (κ′, s)dκ′1 − Res
κ′1=2s−1

Res
κ′3=2−2s

Res
κ′2=s−1

F (κ, s), (10.25)

and Res
κ′1=2s−1

Res
κ′3=2−2s

Res
κ′2=s−1

F (κ, s) is equal to some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 1, τ3)Λ(2s − 1, τ2)2Λ(1 − s, τ−1)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(2 − 2s, τ−2)Λ(2 − s, τ−1)2Λ(2s, τ2)Λ(1 + s, τ)
. (10.26)

By (10.16) and Cauchy formula we see that
∫
(0) Res

κ1=2−2s
Res
κ2=s−1

F (κ, s)dκ3 equals∫
C

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s)dκ3 − Res
κ3=2s−1

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s), (10.27)

and Res
κ3=2s−1

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) is equal to some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
. (10.28)
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Note that
∫
C

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)dκ1,
∫
C

Res
κ′3=1−s−κ′1

Res
κ′2=s−1

F (κ′, s)dκ′1 and the function∫
C

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s)dκ3 are meromorphic inside R(1/2), with a potential pole of

order less or equal to 2 at s = 1/2. Moreover, it follows from (10.20), (10.21)
and (10.22) that if L(1/2, τ) = 0, then these three integrals are holomorphic at
s = 1/2; and the ratio of these integrals and Λ(s, τ) have at most a simple pole
at s = 1/2. In particular, combining equations (10.23), (10.24), (10.25), (10.26),
(10.27) and (10.28), one thus has a meromorphic continuation of J(1/2,1)2 (s) to the
domain R(1/2), with a potential pole of order less or equal to 2 at s = 1/2. Denote
by J1/2

2 (s) this continuation. Then J1/2
2 (s) · Λ(s, τ)

−1 has at most a simple pole at
s = 1/2 if L(1/2, τ) = 0. Explicitly, by Cauchy’s formula we have

J1/2
2 (s) =

∫
C

∫
C

Res
κ2=s−1

F (κ, s)dκ1dκ3 +

∫
C

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)dκ1

+

∫
C

Res
κ′3=1−s−κ′1

Res
κ′2=s−1

F (κ′, s)dκ′1 +
∫
C

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s)dκ3

+ Res
κ3=2−2s

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) − Res
κ1=2s−1

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)

− Res
κ′1=2s−1

Res
κ′3=2−2s

Res
κ′2=s−1

F (κ, s) − Res
κ3=2s−1

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s).

Let s ∈ R(1/2)−. Then
∫
C

∫
C

Res
κ2=s−1

F (κ, s)dκ1dκ3 is equal to∫
(0)

∫
(0)

Res
κ2=s−1

F (κ, s)dκ1dκ3 +

∫
(0)

Res
κ1=1−2s

Res
κ2=s−1

F (κ, s)dκ3

+

∫
(0)

Res
κ3=1−2s

Res
κ2=s−1

F (κ, s)dκ1 + Res
κ3=1−2s

Res
κ1=1−2s

Res
κ2=s−1

F (κ, s).

Likewise, the function
∫
C

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)dκ1 is equal to∫
(0)

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)dκ1 + Res
κ1=1−2s

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s);

the function
∫
C

Res
κ′3=1−s−κ′1

Res
κ′2=s−1

F (κ′, s)dκ′1 is equal to∫
(0)

Res
κ′3=1−s−κ′1

Res
κ′2=s−1

F (κ′, s)dκ′1 + Res
κ′1=1−2s

Res
κ′3=1−s−κ′1

Res
κ′2=s−1

F (κ′, s);

and the function
∫
C

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s)dκ3 is equal to∫
(0)

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s)dκ3 + Res
κ3=1−2s

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s).
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As before, a computation of the above integrals leads to a meromorphic continuation
of J1/2

2 (s) to the region 1/3 < Re(s) < 1/2. Denote by this continuation J(1/3,1/2)2 (s),

then

J(1/3,1/2)2 (s) =
∫
(0)

∫
(0)

Res
κ2=s−1

F (κ, s)dκ1dκ3 +

∫
(0)

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)dκ1

+

∫
(0)

Res
κ′3=1−s−κ′1

Res
κ′2=s−1

F (κ′, s)dκ′1 +
∫
(0)

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s)dκ3

+ Res
κ3=2−2s

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) − Res
κ1=2s−1

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)

− Res
κ′1=2s−1

Res
κ′3=2−2s

Res
κ′2=s−1

F (κ, s) − Res
κ3=2s−1

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s)

+

∫
(0)

Res
κ3=1−2s

Res
κ2=s−1

F (κ, s)dκ1 + Res
κ3=1−2s

Res
κ1=1−2s

Res
κ2=s−1

F (κ, s)

+

∫
(0)

Res
κ1=1−2s

Res
κ2=s−1

F (κ, s)dκ3 + Res
κ1=1−2s

Res
κ3=2−2s

Res
κ2=s−1

F (κ, s)

+ Res
κ′1=1−2s

Res
κ′3=1−s−κ′1

Res
κ′2=s−1

F (κ′, s) + Res
κ3=1−2s

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s).

Thus we obtain a meromorphic continuation of J2(s) to S(1/3,∞) :

J̃2(s) =



J2(s), s ∈ S(1,+∞);

J1
2 (s), s ∈ R(1);

J(1/2,1)2 (s), s ∈ S(1/2,1);

J1/2
2 (s), s ∈ R(1/2);

J(1/3,1/2)2 (s), s ∈ S(1/3,1/2).

(10.29)

From the above formulas one sees that J̃2(s) has possible poles at s = 3/4, s = 2/3
and s = 1/2; and the potential poles at s = 3/4, s = 2/3 are at most simple, the
possible pole at s = 1/2 has order at most 2. Moreover, from the above explicit
expressions of J̃2(s),we see that J̃2(s) ·Λ(s, τ)−1 has at most a simple pole at s = 1/2
if L(1/2, τ) = 0.

Case 1: If L(3/4, τ) = 0, then by functional equation we have that Λ(1/4, τ−1) = 0.
Suppose that J̃2(s) has a pole at s = 3/4, then from the proceeding explicit
expressions, we must have that τ4 = 1, and the singular part of J̃2(s) around
s = 3/4 is a holomorphic function multiplying Λ(4s − 3, τ4)Λ(3s − 2, τ3).

Note that Λ(3s − 2, τ3) |s=3/4= Λ(1/4, τ3) = Λ(1/4, τ−1) = 0. Hence, when
L(3/4, τ) = 0, J̃2(s) is holomorphic at s = 3/4.
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Case 2: If L(2/3, τ) = 0, then by functional equation we have that Λ(1/3, τ−1) = 0.
Suppose that J̃2(s) has a pole at s = 2/3, then from the proceeding explicit
expressions, we must have that τ3 = 1, and the singular part of J̃2(s) around
s = 2/3 is a holomorphic function multiplying Λ(3s − 2, τ3)Λ(2s − 1, τ2).

Note that Λ(2s − 1, τ2) |s=2/3= Λ(1/3, τ2) = Λ(1/3, τ−1) = 0. Hence, when
L(2/3, τ) = 0, J̃2(s) is holomorphic at s = 2/3.

Now the proof of Claim 78 is complete. �

Proof of Claim 79. Let s ∈ R(1)+. Let J3(s) :=
∫
(0)

∫
(0) Res

κ3=s−1
F (κ, s)dκ1dκ2, and

J1
3 (s) :=

∫
C

∫
C

Res
κ3=s−1

F (κ, s)dκ1dκ2. By the analytic property of Res
κ3=s−1

F (κ, s) we see

that J1
3 (s) is meromorphic in the domain R(1), with a possible pole at s = 1. Let

s ∈ R(1)−. Applying Cauchy integral formula we then see that

J1
3 (s) =

∫
C

∫
(0)

Res
κ3=s−1

F (κ, s)dκ1dκ2 +

∫
C

Res
κ1=1−s

Res
κ3=s−1

F (κ, s)dκ2, (10.30)

where Res
κ1=1−s

Res
κ3=s−1

F (κ, s) is equal to some holomorphic function multiplying the

product of Λ(2s − 1, τ2)2Λ(s, τ)2 · Λ(2 − s, τ−1)−2 and

Λ(s + κ2, χ23τ)Λ(s − κ2, χ32τ)Λ(2s − 1 + κ2, χ23τ
2)Λ(2s − 1 − κ2, χ32τ

2)

Λ(1 + κ2, χ23)Λ(1 − κ2, χ32)Λ(2 − s + κ2, χ23τ−1)Λ(2 − s − κ2, τ−1)
.

(10.31)
Then after applications of Cauchy integral formula to (10.30), we obtain that

J1
1 (s) =

∫
(0)

∫
(0)

Res
κ3=s−1

F (κ, s)dκ1dκ2 +

∫
(0)

Res
κ2=2−2s

Res
κ3=s−1

F (κ, s)dκ1

+

∫
(0)

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s)dκ1 +

∫
(0)

Res
κ1=1−s

Res
κ3=s−1

F (κ, s)dκ2

+ Res
κ2=1−s

Res
κ1=1−s

Res
κ3=s−1

F (κ, s) + Res
κ2=2−2s

Res
κ1=1−s

Res
κ3=s−1

F (κ, s),

where s ∈ R(1)− and Res
κ2=2−2s

Res
κ3=s−1

F (κ, s) is equal to some holomorphic function

multiplying the product of the meromorphic function Λ(s, τ)2 and

Λ(s + κ1, χ12τ)Λ(3s − 2 − κ1, χ21τ
3)Λ(3s − 2, τ3)Λ(2s − 1, τ2)

Λ(1 − κ1, χ21)Λ(3 − 2s + κ1, χ12)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
; (10.32)

and Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s) is equal to some holomorphic function multiplying

Λ(s − κ1, χ21τ)Λ(3s − 2 + κ1, χ12τ
3)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(1 + κ1, χ12)Λ(3 − 2s − κ1, χ21τ−2)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
. (10.33)
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From the formula (10.31), we see that Res
κ2=2−2s

Res
κ1=1−s

Res
κ3=s−1

F (κ, s) is equal to some

holomorphic function multiplying

Λ(4s − 3, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(4 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

. (10.34)

Moreover, by (10.31) and the fact that Λ(s + κ2, χ23τ) · Λ(2 − s − κ2, χ32τ
−1) is

holomorphic at κ2 = 1−swhen χ23 = τ
−1,wededuce that Res

κ2=1−s
Res
κ1=1−s

Res
κ3=s−1

F (κ, s) ≡

0.

We thus see from the proceeding computations of analytic behaviors of the functions
Res
κ3=s−1

F (κ, s), Res
κ1=1−s

Res
κ3=s−1

F (κ, s) and Res
κ2=2−2s

Res
κ1=1−s

Res
κ3=s−1

F (κ, s), that∫
(0)

∫
(0)

Res
κ3=s−1

F (κ, s)dκ1dκ2

and
∫
(0) Res

κ1=1−s
Res
κ3=s−1

F (κ, s)dκ2 admitmeromorphic continuation to the domain 1/2 <

Re(s) < 1; and Res
κ2=2−2s

Res
κ1=1−s

Res
κ3=s−1

F (κ, s) admits a meromorphic continuation to the

domain R(1/2)∪S(1/2,1),with possible simple poles at s = 3/4, s = 2/3 and s = 1/2,
when τ4 = 1, τ3 = 1 and τ2 = 1, respectively, according to (10.34).

From (10.32) we see that the function
∫
(0) Res

κ2=2−2s
Res
κ3=s−1

F (κ, s)dκ1 admits holomor-

phic continuation to the domain 2/3 < Re(s) < 1. From (10.33) we see that the
function

∫
(0) Res

κ2=2−2s−κ1
Res
κ3=s−1

F (κ, s)dκ1 admits holomorphic continuation to the do-

main 2/3 < Re(s) < 1. Then combining these with (10.32) and (10.34) one sees that
J1

3 (s) admits a holomorphic continuation to the domain 2/3 < Re(s) < 1. Denote
by J(2/3,1)3 (s) this continuation, where 2/3 < Re(s) < 1.

Let s ∈ R(2/3)+, then by Cauchy integral formula we have∫
(0)

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s)dκ1 =

∫
C

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s)dκ1. (10.35)

Likewise, for s ∈ R(2/3)+, by (10.32),
∫
(0) Res

κ2=2−2s
Res
κ3=s−1

F (κ, s)dκ1 is equal to∫
C

Res
κ2=2−2s

Res
κ3=s−1

F (κ, s)dκ1 − Res
κ1=3s−2

Res
κ2=2−2s

Res
κ3=s−1

F (κ, s), (10.36)

where Res
κ3=3s−2

Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) equals some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
. (10.37)
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Then according to (10.32), (10.33), (10.35), (10.36) and (10.37), we see that
J(2/3,1)1 (s) admits a meromorphic continuation to the domain R(2/3),with a possible
pole at s = 2/3 when τ3 = 1. Denote by J2/3

3 (s) this continuation, s ∈ R(2/3). Now
let s ∈ R(2/3)−. Then we have that

J2/3
3 (s) =

∫
(0)

∫
(0)

Res
κ3=s−1

F (κ, s)dκ1dκ2 +

∫
C

Res
κ2=2−2s

Res
κ3=s−1

F (κ, s)dκ1

+

∫
C

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s)dκ1 +

∫
(0)

Res
κ1=1−s

Res
κ3=s−1

F (κ, s)dκ2

+ Res
κ2=2−2s

Res
κ1=1−s

Res
κ3=s−1

F (κ, s) − Res
κ1=3s−2

Res
κ2=2−2s

Res
κ3=s−1

F (κ, s).

According to (10.33), (10.34), (10.35), (10.36) and (10.37), the terms in the right
hand side of the above formula are holomorphic in 1/2 < Re(s) < 2/3 except the
term

∫
C

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s)dκ1, which is equal to, by Cauchy integral formula,

that ∫
(0)

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s)dκ1 + Res
κ1=2−3s

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s), (10.38)

where s ∈ R(2/3)−. By (10.33), one sees that Res
κ2=2−3s

Res
κ3=2−2s−κ2

Res
κ1=s−1

F (κ, s) is equal

to some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
. (10.39)

By (10.33), (10.38) and (10.39) one sees that
∫
C

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s)dκ1 admits

a meromorphic continuation to S(1/3,2/3) with a at most double pole at s = 1/2
when τ2 = 1. Hence we obtain a meromorphic continuation of J2/3

1 (s) to the strip
1/2 < Re(s) < 2/3. Denote by J(1/2,2/3)3 this continuation, namely,

J(1/2,2/3)3 (s) =
∫
(0)

∫
(0)

Res
κ3=s−1

F (κ, s)dκ1dκ2 +

∫
(0)

Res
κ2=2−2s

Res
κ3=s−1

F (κ, s)dκ1

+

∫
(0)

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s)dκ1 +

∫
(0)

Res
κ1=1−s

Res
κ3=s−1

F (κ, s)dκ2

+ Res
κ2=2−2s

Res
κ1=1−s

Res
κ3=s−1

F (κ, s) − Res
κ1=3s−2

Res
κ2=2−2s

Res
κ3=s−1

F (κ, s)

+ Res
κ1=2−3s

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s).

One sees clearly that the terms in the right hand side of the above expression are
meromorphic inR(1/2),except the term

∫
(0) Res

κ1=1−s
Res
κ3=s−1

F (κ, s)dκ2,which byCauchy

integral formula and (10.31), is equal to∫
C

Res
κ1=1−s

Res
κ3=s−1

F (κ, s)dκ2 − Res
κ2=2s−1

Res
κ1=1−s

Res
κ3=s−1

F (κ, s), (10.40)
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where s ∈ R(1/2)+. By formula (10.31), we see that Res
κ2=2s−1

Res
κ1=1−s

Res
κ3=s−1

F (κ, s) is

equal to some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 1, τ3)Λ(2s − 1, τ2)2Λ(s, τ)2Λ(1 − s, τ−1)

Λ(3 − 3s, τ−3)Λ(2s, τ2)Λ(1 + s, τ)Λ(2 − 2s, τ−2)Λ(2 − s, τ−1)2
. (10.41)

We then apply the functional equation Λ(2 − 2s, τ−2) ∼ Λ(2s − 1, τ2) to (10.41) to
see that Res

κ2=2s−1
Res
κ1=1−s

Res
κ3=s−1

F (κ, s) equals some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 1, τ3)Λ(2s − 1, τ2)Λ(s, τ)2Λ(1 − s, τ−1)

Λ(3 − 3s, τ−3)Λ(2s, τ2)Λ(1 + s, τ)Λ(2 − s, τ−1)2
. (10.42)

Note that when s ∈ R(1/2)−,2s lies in a zero-free region ofΛ(s, τ2). Then by (10.40)
and (10.42) we conclude that J(1/2,2/3)1 (s) admits a meromorphic continuation to the
region R(1/2). Denote by J1/2

3 (s) this continuation, then

J1/2
1 (s) =

∫
C

∫
C

Res
κ3=s−1

F (κ, s)dκ1dκ2 +

∫
(0)

Res
κ2=2−2s

Res
κ3=s−1

F (κ, s)dκ1

+

∫
(0)

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s)dκ1 +

∫
C

Res
κ1=1−s

Res
κ3=s−1

F (κ, s)dκ2

+ Res
κ2=2−2s

Res
κ1=1−s

Res
κ3=s−1

F (κ, s) − Res
κ1=3s−2

Res
κ2=2−2s

Res
κ3=s−1

F (κ, s)

+ Res
κ1=2−3s

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s) − Res
κ2=2s−1

Res
κ1=1−s

Res
κ3=s−1

F (κ, s).

Let s ∈ R(1/2)−. Then by Cauchy’s integral formula we have∫
C

∫
C

Res
κ3=s−1

F (κ, s)dκ1dκ2 =

∫
(0)

∫
(0)

Res
κ3=s−1

F (κ, s)dκ2dκ1

+

∫
C

Res
κ2=1−2s

Res
κ3=s−1

F (κ, s)dκ1 +

∫
(0)

Res
κ1=1−2s

Res
κ3=s−1

F (κ, s)dκ2.

Also, by (8.31) we have
∫
C

Res
κ1=1−s

Res
κ3=s−1

F (κ, s)dκ2 equal to∫
(0)

Res
κ1=1−s

Res
κ3=s−1

F (κ, s)dκ2 + Res
κ2=1−2s

Res
κ1=1−s

Res
κ3=s−1

F (κ, s).

Substituting the above equalities into the expression of J1/2
3 (s) we then obtain

a continuation of J1/2
3 (s) into 1/3 < Re(s) < 1/2. Denote this continuation by
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J(1/2,2/3)3 (s), then

J(1/2,2/3)3 (s) =
∫
(0)

∫
(0)

Res
κ3=s−1

F (κ, s)dκ1dκ2 +

∫
(0)

Res
κ2=2−2s

Res
κ3=s−1

F (κ, s)dκ1

+

∫
(0)

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s)dκ1 +

∫
(0)

Res
κ1=1−s

Res
κ3=s−1

F (κ, s)dκ2

+ Res
κ2=2−2s

Res
κ1=1−s

Res
κ3=s−1

F (κ, s) − Res
κ1=3s−2

Res
κ2=2−2s

Res
κ3=s−1

F (κ, s)

+ Res
κ1=2−3s

Res
κ2=2−2s−κ1

Res
κ3=s−1

F (κ, s) − Res
κ2=2s−1

Res
κ1=1−s

Res
κ3=s−1

F (κ, s)

+

∫
C

Res
κ2=1−2s

Res
κ3=s−1

F (κ, s)dκ1 +

∫
(0)

Res
κ1=1−2s

Res
κ3=s−1

F (κ, s)dκ2

+ Res
κ2=1−2s

Res
κ1=1−s

Res
κ3=s−1

F (κ, s).

Thus we obtain a meromorphic continuation of J3(s) to the area S(1/3,∞) :

J̃3(s) =



J3(s), s ∈ S(1,+∞);

J1
3 (s), s ∈ R(1);

J(2/3,1)3 (s), s ∈ S(2/3,1);

J2/3
3 (s), s ∈ R(2/3);

J(1/2,2/3)3 (s), s ∈ S(1/2,2/3);

J1/2
3 (s), s ∈ R(1/2);

J(1/3,1/2)3 (s), s ∈ S(1/3,1/2).

(10.43)

From the above formulas one sees that J̃3(s) has possible poles at s = 3/4, s = 2/3
and s = 1/2; and the potential poles at s = 3/4, s = 2/3 are at most simple, the
possible pole at s = 1/2 has order at most 2. Moreover, from the above explicit
expressions of J̃3(s),we see that J̃3(s) ·Λ(s, τ)−1 has at most a simple pole at s = 1/2
if L(1/2, τ) = 0.

Case 1: If L(3/4, τ) = 0, then by functional equation we have that Λ(1/4, τ−1) = 0.
Suppose that J̃3(s) has a pole at s = 3/4, then from the proceeding explicit
expressions, we must have that τ4 = 1, and the singular part of J̃3(s) around
s = 3/4 is a holomorphic function multiplying Λ(4s − 3, τ4)Λ(3s − 2, τ3).

Note that Λ(3s − 2, τ3) |s=3/4= Λ(1/4, τ3) = Λ(1/4, τ−1) = 0. Hence, when
L(3/4, τ) = 0, J̃3(s) is holomorphic at s = 3/4.

Case 2: If L(2/3, τ) = 0, then by functional equation we have that Λ(1/3, τ−1) = 0.
Suppose that J̃3(s) has a pole at s = 2/3, then from the proceeding explicit
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expressions, we must have that τ3 = 1, and the singular part of J̃3(s) around
s = 2/3 is a holomorphic function multiplying Λ(3s − 2, τ3)Λ(2s − 1, τ2).

Note that Λ(2s − 1, τ2) |s=2/3= Λ(1/3, τ2) = Λ(1/3, τ−1) = 0. Hence, when
L(2/3, τ) = 0, J̃3(s) is holomorphic at s = 2/3.

Now the proof of Claim 79 is complete. �

Proof of Claim 80. Let s ∈ R(1)+. Let J12(s) =
∫
(0) Res

κ1=s−1
Res
κ2=s−1

F (κ, s)dκ3, and

J1
12(s) =

∫
C

Res
κ1=s−1

Res
κ2=s−1

F (κ, s)dκ3. Then by (8.32) one sees that J1
12(s) is meromor-

phic in the region R(1),with a possible pole at s = 1.

Let s ∈ R(1)−. Applying Cauchy integral formula we then have that

J1
12(s) =

∫
(0)

Res
κ1=s−1

Res
κ2=s−1

F (κ, s)dκ3 + Res
κ3=3−3s

Res
κ1=s−1

Res
κ2=s−1

F (κ, s), (10.44)

where Res
κ3=3−3s

Res
κ1=s−1

Res
κ2=s−1

F (κ, s) equals some holomorphic function multiplying

Λ(4s − 3, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(4 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

. (10.45)

Then one sees, by (8.32) and (10.45), that
∫
(0) Res

κ1=s−1
Res
κ2=s−1

F (κ, s)dκ3 and the func-

tion Res
κ3=3−3s

Res
κ1=s−1

Res
κ2=s−1

F (κ, s) are meromorphic in the strip 2/3 < Re(s) < 1, with

possible simple poles at s = 3/4 if τ4 = 1. Hence, by (10.44), we obtain a mero-
morphic continuation of J1

12(s) to the strip 2/3 < Re(s) < 1, with possible simple
poles at s = 3/4 if τ4 = 1. Denote by J(2/3,1)12 (s) this continuation.

Let s ∈ R(2/3)+.Applying Cauchy integral formula to (8.32) to see that the function∫
(0) Res

κ1=s−1
Res
κ2=s−1

F (κ, s)dκ3 is equal to∫
C

Res
κ1=s−1

Res
κ2=s−1

F (κ, s)dκ3 − Res
κ3=2−3s

Res
κ1=s−1

Res
κ2=s−1

F (κ, s), (10.46)

and Res
κ3=2−3s

Res
κ1=s−1

Res
κ2=s−1

F (κ, s) is equal to some holomorphic function multiplying

Λ(4s − 3, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(1 + s, τ)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
. (10.47)

Then by (10.46), (10.47) and the fact that
∫
C

Res
κ1=s−1

Res
κ2=s−1

F (κ, s)dκ3 is holomorphic

in R(2/3),we obtain a meromorphic continuation of J(2/3,1)12 (s) to the region R(2/3),
with a possible simple pole at s = 2/3, if τ3 = 1. Denote by J2/3

12 (s) the continuation.
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Let s ∈ R(2/3)−. Then by (10.44) and (10.46) one has

J2/3
12 (s) =

∫
C

Res
κ1=s−1

Res
κ2=s−1

F (κ, s)dκ3 − Res
κ3=2−3s

Res
κ1=s−1

Res
κ2=s−1

F (κ, s)

+ Res
κ3=3−3s

Res
κ1=s−1

Res
κ2=s−1

F (κ, s).

Since the right hand side is meromorphic in the strip S(0,2/3),with a possible simple
pole at s = 1/2 if τ2 = 1.We thus obtain a meromorphic continuation of J2/3

12 (s) to
the region 0 < Re(s) < 2/3,with a possible simple pole at s = 1/2 if τ2 = 1. Denote
by J(1/3,2/3)12 (s) this continuation. Thus we obtain a meromorphic continuation of
J12(s) to the area S(1/3,∞) :

J̃12(s) =



J12(s), s ∈ S(1,+∞);

J1
12(s), s ∈ R(1);

J(2/3,1)12 (s), s ∈ S(2/3,1);

J2/3
12 (s), s ∈ R(2/3);

J(1/3,2/3)12 (s), s ∈ R(1/2) ∪ S(1/3,2/3).

(10.48)

From the above formulas one sees that J̃12(s) has possible poles at s = 3/4, s = 2/3
and s = 1/2; and these potential poles are all at most simple. Moreover, from the
above explicit expressions of J̃12(s),we see that J̃12(s) ·Λ(s, τ)−1 has at most a simple
pole at s = 1/2.We discuss the other two possible poles separately.

Case 1: If L(3/4, τ) = 0, then by functional equation we have that Λ(1/4, τ−1) = 0.
Suppose that J̃12(s) has a pole at s = 3/4, then from the proceeding explicit
expressions, we must have that τ4 = 1, and the singular part of J̃12(s) around
s = 3/4 is a holomorphic function multiplying Λ(4s − 3, τ4)Λ(3s − 2, τ3).

Note that Λ(3s − 2, τ3) |s=3/4= Λ(1/4, τ3) = Λ(1/4, τ−1) = 0. Hence, when
L(3/4, τ) = 0, J̃12(s) is holomorphic at s = 3/4.

Case 2: If L(2/3, τ) = 0, then by functional equation we have that Λ(1/3, τ−1) = 0.
Suppose that J̃12(s) has a pole at s = 2/3, then from the proceeding explicit
expressions, we must have that τ3 = 1, and the singular part of J̃12(s) around
s = 2/3 is a holomorphic function multiplying Λ(3s − 2, τ3)Λ(2s − 1, τ2).

Note that Λ(2s − 1, τ2) |s=2/3= Λ(1/3, τ2) = Λ(1/3, τ−1) = 0. Hence, when
L(2/3, τ) = 0, J̃12(s) is holomorphic at s = 2/3.

Now the proof of Claim 80 is complete. �
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Proof of Claim 81. Let s ∈ R(1)+. Let J13(s) =
∫
(0) Res

κ1=s−1
Res
κ3=s−1

F (κ, s)dκ2, and

J1
13(s) =

∫
C

Res
κ1=s−1

Res
κ3=s−1

F (κ, s)dκ2. Then by (8.31) one sees that J1
13(s) is meromor-

phic in the region R(1),with a possible pole at s = 1.

Let s ∈ R(1)−. Applying Cauchy integral formula we then have that

J1
13(s) =

∫
(0)

Res
κ1=s−1

Res
κ3=s−1

F (κ, s)dκ2 + R1(s) + R2(s), (10.49)

where R1(s) := Res
κ2=2−2s

Res
κ1=s−1

Res
κ3=s−1

F (κ, s), and R2(s) denotes the meromorphic func-

tion Res
κ2=3−3s

Res
κ1=s−1

Res
κ3=s−1

F (κ, s).Then by (8.31) R1(s) ≡ 0 if χ23τ
2 , 1.Let χ23τ

2 = 1.

Then the function G(κ2) = Λ(2s − 1 + κ2) · Λ(3 − 2s − κ2)
−1 is holomorphic at

κ2 = 2 − 2s. Hence R1(s) ≡ 0. Also, according to (8.31),

R2(s) ∼
Λ(4s − 3, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(4 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

. (10.50)

Thanks to the uniform zero-free region of Rankin-Selberg L-functions defined in
Section 8.1, the function Res

κ1=s−1
Res
κ3=s−1

F (κ, s) is holomorphic in the domain R(1− s).

Then we can apply Cauchy integral formula to obtain that∫
(0)

Res
κ1=s−1

Res
κ3=s−1

F (κ, s)dκ2 =

∫
(1−s)

Res
κ1=s−1

Res
κ3=s−1

F (κ, s)dκ2, (10.51)

where the integral on the right hand side is taken over (1 − s) := {z ∈ C : Re(z) =
1 − Re(s)}. Let κ′2 = κ2 + s − 1, κ′1 = κ1 and κ′3 = κ3. Denote by κ′ = (κ′1, κ

′
2, κ
′
3).

Then dκ′j = dκ j, 1 ≤ j ≤ 3. Hence we have∫
(0)

Res
κ1=s−1

Res
κ3=s−1

F (κ, s)dκ2 =

∫
(0)

Res
κ′1=s−1

Res
κ′3=s−1

F (κ′, s)dκ′2, (10.52)

where by (8.31), Res
κ′1=s−1

Res
κ′3=s−1

F (κ′, s) is equal to some holomorphic function multi-

plying the product of Λ(2s − 1, τ2)2Λ(s, τ)2 · Λ(2 − s, τ−1)−2 and

Λ(s + κ′2, χ23τ)Λ(s − κ′2, χ32τ)Λ(2s − 1 + κ′2, χ23τ
2)Λ(2s − 1 − κ′2, χ32τ

2)

Λ(1 + κ′2, χ23)Λ(1 − κ′2, χ32)Λ(2 − s + κ′2, χ23τ−1)Λ(2 − s − κ′2, χ32τ−1)
.

(10.53)
Then from (10.52) and (10.53), we conclude that

∫
(0) Res

κ1=s−1
Res
κ3=s−1

F (κ, s)dκ2 admits

a meromorphic continuation to the strip 1/2 < Re(s) < 1. Combining this with
equations (10.49) and (10.50), we then obtain a meromorphic continuation of J1

13(s)

to the area S(1/2,1). Denote by J(1/2,1)13 this continuation. Then

J(1/2,1)13 (s) =
∫
(0)

Res
κ′1=s−1

Res
κ′3=s−1

F (κ′, s)dκ′2 + Res
κ2=3−3s

Res
κ1=s−1

Res
κ3=s−1

F (κ, s). (10.54)
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Let s ∈ R(1/2)+. Applying Cauchy integral formula to (10.54) to obtain that

J(1/2,1)13 (s) =
∫
C

Res
κ′1=s−1

Res
κ′3=s−1

F (κ′, s)dκ′2 + R2(s) − R3(s), (10.55)

where R3(s) := Res
κ′2=2s−1

Res
κ′1=s−1

Res
κ′3=s−1

F (κ′, s). By (8.31), we have that

R3(s) ∼
Λ(4s − 2, τ4)Λ(3s − 1, τ3)Λ(2s − 1, τ2)2Λ(1 − s, τ−1)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(2 − 2s, τ−2)Λ(2 − s, τ−1)2Λ(2s, τ2)Λ(1 + s, τ)
. (10.56)

By (10.56), the right hand side is meromorphic in R(1/2), with a possible pole at
s = 1/2 of order at most 1 according to the functional equation Λ(2s − 1, τ2) ∼

Λ(2 − 2s, τ−2). Hence we obtain a meromorphic continuation of J(1/2,1)13 (s) to the
domain R(1/2). Denote by J1/2

13 (s) this continuation.

Let s ∈ R(1/2)−. Then by (10.53),
∫
C

Res
κ′1=s−1

Res
κ′3=s−1

F (κ′, s)dκ′2 is equal to∫
(0)

Res
κ′1=s−1

Res
κ′3=s−1

F (κ′, s)dκ′2 + Res
κ′2=1−2s

Res
κ′1=s−1

Res
κ′3=s−1

F (κ′, s),

where Res
κ′2=1−2s

Res
κ′1=s−1

Res
κ′3=s−1

F (κ′, s) is equal to a holomorphic function multiplying

Λ(2s − 1, τ2)2Λ(s, τ)2Λ(3s − 1, τ3)Λ(1 − s, τ−1)Λ(4s − 2, τ4)

Λ(2 − s, τ−1)2Λ(2 − 2s, τ−2)Λ(2s, τ2)Λ(3 − 3s, τ−3)Λ(s + 1, τ)
.

Thus we obtain a meromorphic continuation of J12(s) to the area S(1/3,∞) :

J̃13(s) =



J13(s), s ∈ S(1,+∞);

J1
13(s), s ∈ R(1);

J(1/2,1)13 (s), s ∈ S(1/2,1);

J1/2
13 (s), s ∈ R(1/2);

J(1/3,1/2)13 (s), s ∈ S(1/3,1/2).

(10.57)

From the above formulas one sees that J̃13(s) has possible poles at s = 3/4, s = 2/3
and s = 1/2; and these potential poles are all at most simple. Moreover, from the
above explicit expressions of J̃13(s),we see that J̃13(s) ·Λ(s, τ)−1 has at most a simple
pole at s = 1/2.We discuss the other two possible poles separately.

Case 1: If L(3/4, τ) = 0, then by functional equation we have that Λ(1/4, τ−1) = 0.
Suppose that J̃13(s) has a pole at s = 3/4, then from the proceeding explicit
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expressions, we must have that τ4 = 1, and the singular part of J̃13(s) around
s = 3/4 is a holomorphic function multiplying Λ(4s − 3, τ4)Λ(3s − 2, τ3).

Note that Λ(3s − 2, τ3) |s=3/4= Λ(1/4, τ3) = Λ(1/4, τ−1) = 0. Hence, when
L(3/4, τ) = 0, J̃13(s) is holomorphic at s = 3/4.

Case 2: If L(2/3, τ) = 0, then by functional equation we have that Λ(1/3, τ−1) = 0.
Suppose that J̃13(s) has a pole at s = 2/3, then from the proceeding explicit
expressions, we must have that τ3 = 1, and the singular part of J̃13(s) around
s = 2/3 is a holomorphic function multiplying Λ(3s − 2, τ3)Λ(2s − 1, τ2).

Note that Λ(2s − 1, τ2) |s=2/3= Λ(1/3, τ2) = Λ(1/3, τ−1) = 0. Hence, when
L(2/3, τ) = 0, J̃13(s) is holomorphic at s = 2/3.

Now the proof of Claim 81 is complete. �

Proof of Claim 82. Let s ∈ R(1)+. Let J23(s) =
∫
(0) Res

κ2=s−1
Res
κ3=s−1

F (κ, s)dκ1, and

J1
23(s) =

∫
C

Res
κ2=s−1

Res
κ3=s−1

F (κ, s)dκ1. Then by (8.30) one sees that J1
23(s) is meromor-

phic in the region R(1),with a possible pole at s = 1.

Let s ∈ R(1)−. Applying Cauchy integral formula we then have that

J1
23(s) =

∫
(0)

Res
κ2=s−1

Res
κ3=s−1

F (κ, s)dκ1 + Res
κ1=3−3s

Res
κ2=s−1

Res
κ3=s−1

F (κ, s), (10.58)

where Res
κ1=3−3s

Res
κ2=s−1

Res
κ3=s−1

F (κ, s) equals some holomorphic function multiplying

Λ(4s − 3, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)
Λ(4 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)

. (10.59)

Then one sees, by (8.30) and (10.59), that
∫
(0) Res

κ2=s−1
Res
κ3=s−1

F (κ, s)dκ1 and the func-

tion Res
κ1=3−3s

Res
κ2=s−1

Res
κ3=s−1

F (κ, s) are meromorphic in the strip 2/3 < Re(s) < 1, with

possible simple poles at s = 3/4 if τ4 = 1. Hence, by (10.58), we obtain a mero-
morphic continuation of J1

23(s) to the strip 2/3 < Re(s) < 1, with possible simple
poles at s = 3/4 if τ4 = 1. Denote by J(2/3,1)23 (s) this continuation.

Let s ∈ R(2/3)+.Applying Cauchy integral formula to (8.32) to see that the function∫
(0) Res

κ2=s−1
Res
κ3=s−1

F (κ, s)dκ1 is equal to∫
C

Res
κ2=s−1

Res
κ3=s−1

F (κ, s)dκ1 − Res
κ1=2−3s

Res
κ2=s−1

Res
κ3=s−1

F (κ, s), (10.60)
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and Res
κ1=2−3s

Res
κ2=s−1

Res
κ3=s−1

F (κ, s) is equal to some holomorphic function multiplying

Λ(4s − 3, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(1 + s, τ)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)
. (10.61)

Then by (10.60), (10.61) and the fact that
∫
C

Res
κ2=s−1

Res
κ3=s−1

F (κ, s)dκ1 is holomorphic

in R(2/3),we obtain a meromorphic continuation of J(2/3,1)23 (s) to the region R(2/3),
with a possible simple pole at s = 2/3, if τ3 = 1. Denote by J2/3

23 (s) the continuation.

Let s ∈ R(2/3)−. Then by (10.58) and (10.60) one has

J2/3
23 (s) =

∫
C

Res
κ2=s−1

Res
κ3=s−1

F (κ, s)dκ1 − R1(s) + R2(s),

where R1(s) = Res
κ1=2−3s

Res
κ2=s−1

Res
κ3=s−1

F (κ, s); R2(s) = Res
κ1=3−3s

Res
κ2=s−1

Res
κ3=s−1

F (κ, s).

Since the right hand side is meromorphic in the strip S(0,2/3),with a possible simple
pole at s = 1/2 if τ2 = 1.We thus obtain a meromorphic continuation of J2/3

23 (s) to
the region 0 < Re(s) < 2/3,with a possible simple pole at s = 1/2 if τ2 = 1. Denote
by J(1/3,2/3)23 (s) this continuation. Thus we obtain a meromorphic continuation of
J23(s) to the area S(1/3,∞) :

J̃23(s) =



J23(s), s ∈ S(1,+∞);

J1
23(s), s ∈ R(1);

J(2/3,1)23 (s), s ∈ S(2/3,1);

J2/3
23 (s), s ∈ R(2/3);

J(1/3,2/3)23 (s), s ∈ S(1/3,2/3).

(10.62)

From the above formulas one sees that J̃23(s) has possible poles at s = 3/4, s = 2/3
and s = 1/2; and these potential poles are all at most simple. Moreover, from the
above explicit expressions of J̃23(s),we see that J̃23(s) ·Λ(s, τ)−1 has at most a simple
pole at s = 1/2.We discuss the other two possible poles separately.

Case 1: If L(3/4, τ) = 0, then by functional equation we have that Λ(1/4, τ−1) = 0.
Suppose that J̃23(s) has a pole at s = 3/4, then from the proceeding explicit
expressions, we must have that τ4 = 1, and the singular part of J̃23(s) around
s = 3/4 is a holomorphic function multiplying Λ(4s − 3, τ4)Λ(3s − 2, τ3).

Note that Λ(3s − 2, τ3) |s=3/4= Λ(1/4, τ3) = Λ(1/4, τ−1) = 0. Hence, when
L(3/4, τ) = 0, J̃23(s) is holomorphic at s = 3/4.



163

Case 2: If L(2/3, τ) = 0, then by functional equation we have that Λ(1/3, τ−1) = 0.
Suppose that J̃23(s) has a pole at s = 2/3, then from the proceeding explicit
expressions, we must have that τ3 = 1, and the singular part of J̃23(s) around
s = 2/3 is a holomorphic function multiplying Λ(3s − 2, τ3)Λ(2s − 1, τ2).

Note that Λ(2s − 1, τ2) |s=2/3= Λ(1/3, τ2) = Λ(1/3, τ−1) = 0. Hence, when
L(2/3, τ) = 0, J̃23(s) is holomorphic at s = 2/3.

Now the proof of Claim 82 is complete. �

Proof of Claim 83. Let s ∈ R(1)−. Let H(1/2,1)1 (s) :=
∫
(0)

∫
(0) Res

κ1=1−s
F (κ, s)dκ3dκ2.

Recall that we have computed the analytic property of Res
κ1=1−s

F (κ, s) :

Res
κ1=1−s

F (κ, s) ∼
Λ(s + κ3, χ34τ)Λ(s − κ3, χ43τ)Λ(s + κ2, χ23τ)Λ(s + κ23, χ24τ)

Λ(1 − κ2, χ32)Λ(1 − κ3, χ43)Λ(1 + κ3, χ34)Λ(2 − s + κ2, χ23τ−1)
×

Λ(2s − 1 − κ2, χ32τ
2)Λ(2s − 1 − κ23, χ42τ

2)Λ(2s − 1, τ2)Λ(s, τ)3

Λ(1 − κ23, χ42)Λ(2 − s + κ23, χ24τ−1)Λ(2 − s, τ−1)
.

Therefore, we see that H(1/2,1)1 (s) is holomorphic in the strip 1/2 < Re(s) < 1. Let
s ∈ R(1/2)+. By Cauchy integral formula we have

H(1/2,1)1 (s) =
∫
(0)

∫
C

Res
κ1=1−s

F (κ, s)dκ2dκ3 −

∫
(0)

[
R1(κ3) + R2(κ3)

]
dκ3, (10.63)

where R1(κ3) = R1(κ3; s) = Res
κ2=2s−1

Res
κ1=1−s

F (κ, s), and

R2(κ3) = R2(κ3; s) = Res
κ2=2s−1−κ3

Res
κ1=1−s

F (κ, s).

By functional equation of Hecke L-functions over F we see that R1(κ3) is equal to
some holomorphic function multiplying the product of Λ(3s − 1, τ3)Λ(s, τ)3 ·Λ(2−
s, τ−1)−1 and

Λ(s + κ3, χ34τ)Λ(s − κ3, χ43τ)Λ(3s − 1 + κ3, χ34τ
3)

Λ(1 − κ3, χ43)Λ(2 − 2s − κ3, χ43τ−2)Λ(1 + s + κ3, χ34τ)Λ(1 + s, τ)
. (10.64)

Also, applying functional equation of Hecke L-functions to Res
κ2=2s−1−κ3

Res
κ1=1−s

F (κ, s)

leads to that R2(κ3) is equal to some holomorphic function multiplying the product
of Λ(3s − 1, τ3)Λ(s, τ)3 · Λ(2 − s, τ−1)−1 and

Λ(s + κ3, χ34τ)Λ(s − κ3, χ43τ)Λ(3s − 1 − κ3, χ43τ
3)

Λ(1 + κ3, χ34)Λ(2 − 2s + κ3, χ34τ−2)Λ(1 + s − κ3, χ43τ)Λ(1 + s, τ)
. (10.65)
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Due to the uniform zero-free region discussed in Section 8.1, one sees that both∫
(0) R1(κ3)dκ3 and

∫
(0) R2(κ3)dκ3 converges normally in the region R(1/2). Hence

they are holomorphic in this are. Also, note that
∫
(0)

∫
C

Res
κ1=1−s

F (κ, s)dκ2dκ3 is

meromorphic in the region R(1/2), with a possible simple pole at s = 1/2 if
τ2 = 1. Denote by H1/2

1 (s) this continuation. It’s clear that H1/2
1 (s) admits a natural

meromorphic continuation to the region 1/3 < Re(s) < 1/2. Denote by H(1/3,1/2)1 (s)

this continuation. Then we obtain H̃1(s), a meromorphic continuation of H(1/2,1)1 (s)

to the domain S(1/3,1), by (10.63), (10.64) and (10.65). Explicitly, we have that

H̃1(s) =


H(1/2,1)1 (s), s ∈ S(1/2,1);

H1/2
1 (s), s ∈ R(1/2);

H(1/3,1/2)1 (s).

(10.66)

Moreover, H̃1(s) has a possible simple pole at s = 1/2 if τ2 = 1. Now the proof of
Claim 83 is complete. �

Proof of Claim 84. Let s ∈ R(1)−. Let H(1/2,1)2 (s) :=
∫
(0)

∫
(0) Res

κ2=1−s
F (κ, s)dκ3dκ1.

Recall that we have computed the analytic property of Res
κ2=1−s

F (κ, s) :

Res
κ2=1−s

F (κ, s) ∼
Λ(s + κ1, χ12τ)Λ(s + κ3, χ34τ)Λ(s + κ13, χ14τ)Λ(s − κ13, χ41τ)

Λ(1 − κ1, χ21)Λ(1 − κ3, χ43)Λ(1 + κ13, χ14)Λ(2 − s + κ1, χ12τ−1)

·
Λ(2s − 1 − κ3, χ43τ

2)Λ(2s − 1 − κ1, χ21τ
2)Λ(2s − 1, τ2)Λ(s, τ)3

Λ(1 − κ13, χ41)Λ(2 − s + κ3, χ34τ−1)Λ(2 − s, τ−1)
.

Therefore, we see that H(1/2,1)2 (s) is holomorphic in the strip 1/2 < Re(s) < 1. Let
s ∈ R(1/2)+. By Cauchy integral formula we have

H(1/2,1)2 (s) =
∫
(0)

∫
C

Res
κ2=1−s

F (κ, s)dκ1dκ3 −

∫
(0)

[
R1(κ3) + R2(κ3)

]
dκ3

=

∫
C

∫
C

Res2(κ, s)dκ1dκ3 −

∫
(0)

[
R1(κ3) + R2(κ3)

]
dκ3 −

∫
C

R(κ1)dκ1,

whereRes2(κ, s) = Res
κ2=1−s

F (κ, s); R1(κ3) = R1(κ3; s) = Res
κ1=2s−1

Res
κ2=1−s

F (κ, s),R2(κ3) =

R2(κ3; s) = Res
κ1=2s−1−κ3

Res
κ2=1−s

F (κ, s),and themeromorphic function R(κ1) = R(κ1; s) =

Res
κ3=2s−1

Res
κ2=1−s

F (κ, s). By analytic properties of Res
κ2=1−s

F (κ, s) and functional equation

of Hecke L-functions over F we see that R1(κ3) is equal to some holomorphic func-
tion multiplying the product ofΛ(2s−1, τ2)Λ(s, τ)3 ·Λ(2−s, τ−1)−1 ·Λ(2−2s, τ−2)−1

and
Λ(2s + κ3, χ34τ

2)Λ(2s − 1 − κ3, χ43τ
2)Λ(1 + κ3, χ34)Λ(3s − 1, τ3)

Λ(1 − κ3, χ43)Λ(1 + s + κ3, χ34τ)Λ(2 − s + κ3, χ34τ−1)Λ(1 + s, τ)
. (10.67)
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Also, applying functional equation of Hecke L-functions to Res
κ1=2s−1−κ3

Res
κ2=1−s

F (κ, s)

leads to that R2(κ3) is equal to some holomorphic function multiplying

Λ(s + κ3, χ34τ)Λ(3s − 1 − κ3, χ43τ
3)Λ(2s, τ2)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(2 − s + κ3, χ34τ−1)Λ(1 + s − κ3, χ43τ)Λ(2 − s, τ−1)Λ(1 + s, τ)
. (10.68)

Again, by functional equation of Hecke L-functions we see that R(κ1) is equal to
some holomorphic function multiplying the product of Λ(2s − 1, τ2)Λ(s, τ)2 ·Λ(2−
s, τ−1)−1 · Λ(1 + s, τ)−1 and the meromorphic function

Λ(1 + κ1, χ12)Λ(2s − 1 − κ1, χ21τ
2)Λ(2s + κ1, χ12τ

2)Λ(3s − 1, τ3)

Λ(1 − κ1, χ21)Λ(2 − s + κ1, χ12τ−1)Λ(1 + s + κ1, χ12τ)Λ(2 − 2s, τ−2)
. (10.69)

Due to the uniform zero-free region discussed in Section 8.1, one sees from (10.68)
and (10.69) that bothΛ(2s, τ2)−1 ·Λ(2s−1, τ2)−1 ·

∫
(0) R(κ1; s)dκ3 andΛ(2s−1, τ2)−1 ·∫

C
R(κ1; s)dκ1 converge normally for any s ∈ R(1/2).Hence they are holomorphic in

this area. Then we obtain a meromorphic continuation of
∫
(0) R(κ1; s)dκ3 to R(1/2),

with a possible pole of order at most 2 at s = 1/2 if τ2 = 1; and a meromorphic
continuation of

∫
C

R(κ1; s)dκ1 to R(1/2), with a possible simple pole at s = 1/2 if
τ2 = 1. Moreover, if L(1/2, τ) = 0, then both

∫
(0) R(κ1; s)dκ3 and

∫
C

R(κ1; s)dκ1 are
holomorphic at s = 1/2.

By (10.67), one can apply Cauchy integral formula to deduce that

H(1/2,1)2 (s) =
∫
C

∫
C

Res2(κ, s)dκ1dκ3 −

∫
C

[
R1(κ3) + R2(κ3)

]
dκ3 −

∫
C

R(κ1)dκ1

+ Res
κ3=2s−1

Res
κ1=2s−1

Res
κ2=1−s

F (κ, s),

where Res
κ3=2s−1

Res
κ1=2s−1

Res
κ2=1−s

F (κ, s) is equal to, according to (10.67), some holomo-

prhic function multiplying the meromorphic function

Λ(4s − 1, τ4)Λ(3s − 1, τ3)Λ(2s − 1, τ2)Λ(2s, τ2)Λ(s, τ)3

Λ(2 − 2s, τ−2)2Λ(2 − s, τ−1)Λ(1 + s, τ)2Λ(3s, τ3)
. (10.70)

Hence Res
κ3=2s−1

Res
κ1=2s−1

Res
κ2=1−s

F (κ, s) admits a meromorphic continuation to R(1/2),

with a possible pole of order atmost 2 at s = 1/2 if τ2 = 1.Moreover, if L(1/2, τ) = 0,
then Res

κ3=2s−1
Res

κ1=2s−1
Res
κ2=1−s

F (κ, s) is holomorphic at s = 1/2.

Also, note that
∫
C

∫
C

Res2(κ, s)dκ1dκ3,
∫
C

R1(κ3)dκ3 and
∫
C

R2(κ3)dκ3 are meromor-
phic in S(1/3,1/2) ∪ R(1/2), with a possible pole of order at most 2 at s = 1/2 if
τ2 = 1. Moreover, L(1/2, τ)−1 ·

∫
C

∫
C

Res2(κ, s)dκ1dκ3, L(1/2, τ)−1 ·
∫
C

R1(κ3)dκ3

and L(1/2, τ)−1 ·
∫
C

R2(κ3)dκ3 all have at most a simple pole at s = 1/2. Denote by
H(1/3,1/2]2 (s) this continuation of H(1/2,1)2 (s) to R(1/2).
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Thus, we obtain H̃2(s), a meromorphic continuation of H(1/2,1)2 (s) to the domain
S(1/3,∞), by (10.67), (10.68), (10.69) and (10.70). Explicitly, we have that

H̃2(s) =


H(1/2,1)2 (s), s ∈ S(1/2,1);

H(1/3,1/2]2 (s), s ∈ S(1/3,1/2) ∪ R(1/2).
(10.71)

Moreover, H̃2(s) · Λ(1/2, τ)−1 has a possible pole of order at most 1 at s = 1/2 if
τ2 = 1. Moreover, if L(1/2, τ) = 0, then H̃2(s) is holomorphic at s = 1/2. Now the
proof of Claim 84 is complete. �

Proof of Claim 85. Let s ∈ R(1)−. Let H(1/2,1)3 (s) :=
∫
(0)

∫
(0) Res

κ3=1−s
F (κ, s)dκ2dκ1.

Recall that we have computed the analytic property of Res
κ3=1−s

F (κ, s) :

Res
κ3=1−s

F (κ, s) ∼
Λ(s + κ1, χ12τ)Λ(s − κ1, χ21τ)Λ(s + κ2, χ23τ)Λ(s + κ12, χ13τ)

Λ(1 + κ1, χ12)Λ(1 − κ1, χ21)Λ(1 − κ2, χ32)Λ(2 − s + κ2, χ23τ−1)
×

Λ(2s − 1 − κ2, χ32τ
2)Λ(2s − 1 − κ12, χ31τ

2)Λ(2s − 1, τ2)Λ(s, τ)3

Λ(1 − κ12, χ31)Λ(2 − s + κ12, χ13τ−1)Λ(2 − s, τ−1)
.

Therefore, we see that H(1/2,1)3 (s) is holomorphic in the strip 1/2 < Re(s) < 1. Let
s ∈ R(1/2)+. By Cauchy integral formula we have

H(1/2,1)3 (s) =
∫
(0)

∫
C

Res
κ3=1−s

F (κ, s)dκ2dκ1 −

∫
(0)

[
R1(κ1) + R2(κ1)

]
dκ1, (10.72)

where R1(κ1) = R1(κ1; s) = Res
κ2=2s−1

Res
κ3=1−s

F (κ, s), and

R2(κ1) = R2(κ1; s) = Res
κ2=2s−1−κ1

Res
κ3=1−s

F (κ, s).

By functional equation of Hecke L-functions over F we see that R1(κ1) is equal to
some holomorphic function multiplying the product of Λ(3s − 1, τ3)Λ(s, τ)3 ·Λ(2−
s, τ−1)−1 and

Λ(s + κ1, χ12τ)Λ(s − κ1, χ21τ)Λ(3s − 1 + κ1, χ12τ
3)

Λ(1 − κ1, χ21)Λ(2 − 2s − κ1, χ21τ−2)Λ(1 + s + κ1, χ12τ)Λ(1 + s, τ)
. (10.73)

Also, applying functional equation of Hecke L-functions to Res
κ2=2s−1−κ1

Res
κ3=1−s

F (κ, s)

leads to that R2(κ1) is equal to some holomorphic function multiplying the product
of Λ(3s − 1, τ3)Λ(s, τ)3 · Λ(2 − s, τ−1)−1 and

Λ(s + κ1, χ12τ)Λ(s − κ1, χ21τ)Λ(3s − 1 − κ1, χ21τ
3)

Λ(1 + κ1, χ12)Λ(2 − 2s + κ1, χ12τ−2)Λ(1 + s − κ1, χ21τ)Λ(1 + s, τ)
. (10.74)
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Due to the uniform zero-free region discussed in Section 8.1, one sees that both∫
(0) R1(κ1)dκ1 and

∫
(0) R2(κ1)dκ1 converges normally in the region S(1/3,1/2)∪R(1/2).

Hence they are holomorphic in this are. Also, note that
∫
(0)

∫
C

Res
κ3=1−s

F (κ, s)dκ2dκ1

is meromorphic in the region S(1/3,1/2) ∪ R(1/2), with a possible simple pole at
s = 1/2 if τ2 = 1. Denote by H(1/3,1/2]3 (s) this continuation. Then we obtain H̃3(s), a
meromorphic continuation of H(1/2,1)3 (s) to the domain S(1/3,∞), by (10.72), (10.73)
and (10.74). Explicitly, we have that

H̃3(s) =


H(1/2,1)3 (s), s ∈ S(1/2,1);

H(1/3,1/2]3 (s), s ∈ S(1/3,1/2) ∪ R(1/2).
(10.75)

Moreover, H̃3(s) has a possible simple pole at s = 1/2 if τ2 = 1. Now the proof of
Claim 85 is complete. �

Proof of Claim 86. Let s ∈ R(1)−. Let H(2/3,1)12 (s) :=
∫
(0) Res

κ1=1−s
Res
κ2=1−s

F (κ, s)dκ3. Re-

call that by (8.35) one sees that H(2/3,1)12 (s) admits a natural holomorphic continuation
to the strip 2/3 < Re(s) < 1. Now let s ∈ R(2/3)+. Then we have

H(2/3,1)12 (s) =
∫
C

Res
κ1=1−s

Res
κ2=1−s

F (κ, s)dκ3 − Res
κ3=3s−2

Res
κ1=1−s

Res
κ2=1−s

F (κ, s), (10.76)

where Res
κ3=3s−2

Res
κ1=1−s

Res
κ2=1−s

F (κ, s) equals some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
.

Then by functional equation Λ(3s − 2, τ3) ∼ Λ(3 − 3s, τ−3),we have that

Res
κ3=3s−2

Res
κ1=1−s

Res
κ2=1−s

F (κ, s) ∼
Λ(4s − 2, τ4)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
. (10.77)

Hence Res
κ3=3s−2

Res
κ1=1−s

Res
κ2=1−s

F (κ, s) admits a meromorphic continuation to the region

S(1/3,1),with a possible pole of order at most 2 at 1/2 if τ2 = 1.

Moreover, due to (8.35), the function
∫
C

Res
κ1=1−s

Res
κ2=1−s

F (κ, s)dκ3 is meromorphic in

the region S(1/3,2/3) ∪ R(2/3), with a possible simple pole at s = 2/3 if τ3 = 1; and
a possible simple pole at 1/2 if τ2 = 1. Thus we get a meromorphic continuation of
H(2/3,1)12 (s) to the region S(1/3,2/3)∪R(2/3). Denote by H(1/3,2/3]12 (s) this continuation.
Now we obtain from (10.76) and (10.77) a meromorphic continuation of H(2/3,1)12 (s)
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to the region S(1/3,1), namely,

H̃12(s) =


H(2/3,1)12 (s), s ∈ S(2/3,1);

H(1/3,2/3]12 (s), s ∈ S(1/3,2/3) ∪ R(2/3).
(10.78)

From (8.35) and the above formulas one sees that H̃12(s) has possible poles at s = 2/3
and s = 1/2; and these potential pole at s = 2/3 is at most simple, the possible pole at
s = 1/2 has order at most 2. Moreover, from the above explicit expressions of H̃12(s),

we see that H̃12(s) ·Λ(s, τ)−1 has at most a simple pole at s = 1/2 if L(1/2, τ) = 0. In
additional, if L(2/3, τ) = 0, then by functional equationwe have thatΛ(1/3, τ−1) = 0.
Suppose that H̃12(s) has a pole at s = 2/3. Then from the proceeding explicit
expressions, we must have that τ3 = 1, and the singular part of H̃12(s) around
s = 2/3 is a holomorphic function multiplying Λ(3s − 2, τ3)Λ(2s − 1, τ2). Note that
Λ(2s − 1, τ2) |s=2/3= Λ(1/3, τ2) = Λ(1/3, τ−1) = 0. Hence, when L(2/3, τ) = 0,
H̃12(s) is holomorphic at s = 2/3. Now the proof of Claim 86 is complete. �

Proof of Claim 87. Let s ∈ R(1)−. Let H(1/2,1)12 (s) :=
∫
(0) Res

κ1=1−s
Res
κ3=1−s

F (κ, s)dκ2. Let

κ′2 = 1 − s + κ2, κ
′
1 = κ1 and κ′3 = κ3. Denote by κ′ = (κ′1, κ

′
2, κ
′
3). Recall that

Res
κ1=1−s

Res
κ3=1−s

F (κ, s) equals some holomorphic function multiplying the product of

Λ(2s − 1, τ2)2Λ(s, τ)2Λ(2 − s, τ−1)−2 and the function

Λ(1 + κ2, χ13)Λ(s + κ2, χ23τ)Λ(2s − 1 − κ2, χ32τ
2)Λ(3s − 2 − κ2, χ32τ

3)

Λ(1 − κ2, χ32)Λ(s − κ2, χ32τ)Λ(2 − s + κ2, χ23τ−1)Λ(3 − 2s + κ2, χ23τ−2)
.

Then after the above changing of variables, we have that Res
κ1=1−s

Res
κ3=1−s

F (κ, s) =

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s) is equal to some holomorphic function multiplying the product

of Λ(2s − 1, τ2)2Λ(s, τ)2Λ(2 − s, τ−1)−2 and the function

Λ(s + κ′2, χ23τ)Λ(s − κ′2, χ32τ)Λ(2s − 1 + κ′2, χ23τ
2)Λ(2s − 1 − κ′2, χ32τ

2)

Λ(1 + κ′2, χ23)Λ(1 − κ′2, χ32)Λ(2 − s + κ′2, χ23τ−1)Λ(2 − s − κ′2, χ32τ−2)
.

(10.79)
One then sees that H(2/3,1)13 (s) admits a natural holomorphic continuation to the strip
1/2 < Re(s) < 1. Now let s ∈ R(1/2)+. Then we have

H(1/2,1)13 (s) =
∫
C

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s)dκ′2 − Res
κ′2=2s−1

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s), (10.80)

where Res
κ′2=2s−1

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s) equals some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 1, τ3)Λ(2s − 1, τ2)2Λ(s, τ)2Λ(1 − s, τ−1)

Λ(3 − 3s, τ−3)Λ(2 − 2s, τ−2)Λ(2 − s, τ−1)2Λ(2s, τ2)Λ(1 + s, τ)
. (10.81)
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Denote by R213F (κ
′, s) = Res

κ′2=2s−1
Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s). Applying the functional equa-

tion Λ(2s − 1, τ2) ∼ Λ(2 − 2s, τ−2) and Λ(1 − s, τ−1) ∼ Λ(s, τ), one then has

R213F (κ
′, s) ∼

Λ(4s − 2, τ4)Λ(3s − 1, τ3)Λ(2s − 1, τ2)Λ(s, τ)3

Λ(3 − 3s, τ−3)Λ(2 − s, τ−1)2Λ(2s, τ2)Λ(1 + s, τ)
. (10.82)

Note that for s ∈ R(1/2),Λ(3 − 3s, τ−3)−1 · Λ(2s, τ2)−1 is holomophic, since 3 − 3s

and 2s lie in a zero-free region (see Section 8.1). Hence Res
κ′2=2s−1

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s)

admits a meromorphic continuation to the region S(1/3,1/2) ∪R(1/2),with a possible
pole of order at most 2 at s = 1/2 if τ2 = 1. Moreover, if L(1/2, τ) = 0, then
Λ(s, τ)−1 · Res

κ′2=2s−1
Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s) is holomorphic at s = 1/2.

On the other hand, the function
∫
C

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s)dκ′2 is clearly meromorphic

in R(1/2),with a possible pole of order at most 2 at s = 1/2 if τ2 = 1.Moreover, if
L(1/2, τ) = 0, then Λ(s, τ)−1 ·

∫
C

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s)dκ′2 is holomorphic at s = 1/2.

Then we obtain a meromorphic continuation of H(1/2,1)13 (s) to the region R(1/2).
Denote by H1/2

13 (s) this continuation.

Let s ∈ R(1/2)−. Then
∫
C

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s)dκ′2 is equal to∫
(0)

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s)dκ′2 + Res
κ′2=1−2s

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s), (10.83)

where Res
κ′2=1−2s

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s) is equal to a holomorphic function multiplying

Λ(2s − 1, τ2)2Λ(s, τ)2Λ(1 − s, τ−1)Λ(3s − 1, τ3)Λ(4s − 2, τ4)

Λ(2 − s, τ−1)2Λ(2 − 2s, τ−2)Λ(2s, τ2)Λ(3 − 3s, τ−3)Λ(s + 1, τ)
.

Now we obtain from (10.79), (10.80), (10.82) and (10.83) a meromorphic contin-
uation of H1/2

13 (s) to the region S(1/3,1/2). Denote by H(1/3,1/2)13 (s) this continuation,
then H(1/3,1/2)13 (s) can be expressed as∫

(0)
Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s)dκ′2 + Res
κ′2=1−2s

Res
κ′1=1−s

Res
κ′3=1−s

F (κ′, s) − R213F (κ
′, s).

In all, we obtain a meromorphic continuation of H(1/2,1)13 (s) to the region S(1/3,1) :

H̃13(s) =


H(1/2,1)13 (s), s ∈ S(1/2,1);

H1/2
13 (s), s ∈ R(1/2);

H(1/3,1/2)13 (s), s ∈ S(1/3,1/2).

(10.84)



170

From the above discussions one sees that H̃13(s) has a possible pole of order at
most 2 at s = 1/2 if τ2 = 1. Moreover, if L(1/2, τ) = 0, then Λ(s, τ)−1 · H̃13(s) is
holomorphic at s = 1/2. Now the proof of Claim 87 is complete. �

Proof of Claim 88. Let s ∈ R(1)−. Let H(2/3,1)23 (s) :=
∫
(0) Res

κ2=1−s
Res
κ3=1−s

F (κ, s)dκ1. Re-

call that by (8.33) one sees that H(2/3,1)23 (s) admits a natural holomorphic continuation
to the strip 2/3 < Re(s) < 1. Now let s ∈ R(2/3)+. Then we have

H(2/3,1)23 (s) =
∫
C

Res
κ2=1−s

Res
κ3=1−s

F (κ, s)dκ1 − Res
κ1=3s−2

Res
κ2=1−s

Res
κ3=1−s

F (κ, s), (10.85)

where Res
κ1=3s−2

Res
κ2=1−s

Res
κ3=1−s

F (κ, s) equals some holomorphic function multiplying

Λ(4s − 2, τ4)Λ(3s − 2, τ3)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 3s, τ−3)Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
.

Then by functional equation Λ(3s − 2, τ3) ∼ Λ(3 − 3s, τ−3),we have that

Res
κ1=3s−2

Res
κ2=1−s

Res
κ3=1−s

F (κ, s) ∼
Λ(4s − 2, τ4)Λ(2s − 1, τ2)Λ(s, τ)2

Λ(3 − 2s, τ−2)Λ(2 − s, τ−1)Λ(1 + s, τ)
. (10.86)

Hence Res
κ1=3s−2

Res
κ2=1−s

Res
κ3=1−s

F (κ, s) admits a meromorphic continuation to the region

R(1/2) ∪ S(1/2,1),with a possible pole of order at most 2 at 1/2 if τ2 = 1.

Moreover,
∫
C

Res
κ2=1−s

Res
κ3=1−s

F (κ, s)dκ1 is meromorphic in the region S(1/3,2/3)∪R(2/3),

with a possible simple pole at s = 2/3 if τ3 = 1; and a possible simple pole at 1/2
if τ2 = 1. Thus we get a meromorphic continuation of H(2/3,1)23 (s) to the region
S[1/3,2/3) ∪ R(2/3). Denote by H(1/3,2/3]23 (s) this continuation. Now we obtain from
(10.85) and (10.86) a meromorphic continuation of H(2/3,1)23 (s) to the region S(1/3,1),

namely,

H̃23(s) =


H(2/3,1)23 (s), s ∈ S(2/3,1);

H(1/3,2/3]23 (s), s ∈ S(1/3,2/3) ∪ R(2/3).
(10.87)

From (8.33) and the above formulas one sees that H̃23(s) has possible poles at s = 2/3
and s = 1/2; and these potential pole at s = 2/3 is at most simple, the possible pole at
s = 1/2 has order at most 2. Moreover, from the above explicit expressions of H̃23(s),

we see that H̃23(s) ·Λ(s, τ)−1 has at most a simple pole at s = 1/2 if L(1/2, τ) = 0. In
additional, if L(2/3, τ) = 0, then by functional equationwe have thatΛ(1/3, τ−1) = 0.
Suppose that H̃23(s) has a pole at s = 2/3. Then from the proceeding explicit
expressions, we must have that τ3 = 1, and the singular part of H̃23(s) around
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s = 2/3 is a holomorphic function multiplying Λ(3s − 2, τ3)Λ(2s − 1, τ2). Note that
Λ(2s − 1, τ2) |s=2/3= Λ(1/3, τ2) = Λ(1/3, τ−1) = 0. Hence, when L(2/3, τ) = 0,
H̃23(s) is holomorphic at s = 2/3. Now the proof of Claim 88 is complete. �

Remark 90. One can of course deal with each individual
∬
F (κ, s) instead of

the infinite sum
∑
χ

∑
φ

∬
F (κ, s). However, without Proposition 72 or Proposition

73, the expression of each single
∬
F (κ, s) would be super complicated. For

example, one needs to consider residues with respect to κ12. We give meromorphic
continuation of

∬
F (κ, s) as follows, which involves 56 terms in total for GL(3)

case (also some of them are same but locate in different regions). Let J(s) =∫
(0)

∫
(0) F (κ, s)dκ1dκ2. When s ∈ R(1)+, we have, by Cauchy integral formula, that

J(s) is equal to∫
C

∫
C

F (κ, s)dκ1dκ2 −

∫
C

Res
κ1=s−1

F (κ, s)dκ2 −

∫
C

Res
κ2=s−1

F (κ, s)dκ1

−

∫
C

Res
κ2=s−1−κ1

F (κ, s)dκ1 + Res
κ1=s−1

Res
κ2=s−1

F (κ, s) + Res
κ1=2s−2

Res
κ2=s−1−κ1

F (κ, s).

Since the right hand side is meromorphic in R(1),we get meromorphic continuation
of J(s) in R(1)−. Denote by J1(s) this continuation. Let s ∈ R(1)−. Then

J1(s) =
∫
(0)

∫
(0)
F (κ, s)dκ1dκ2 +

∫
(0)

Res
κ1=1−s

F (κ, s)dκ2 +

∫
(0)

Res
κ2=1−s−κ1

F (κ, s)dκ1

+

∫
(0)

Res
κ2=1−s

F (κ, s)dκ1 −

∫
(0)

Res
κ2=s−1

F (κ, s)dκ1 −

∫
(0)

Res
κ1=s−1

F (κ, s)dκ2−∫
(0)

Res
κ2=s−1−κ1

F (κ, s)dκ1 + Res
κ1=1−s

Res
κ2=1−s

F (κ, s) + Res
κ1=s−1

Res
κ2=s−1

F (κ, s)−

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) − Res
κ1=1−s

Res
κ2=s−1−κ1

F (κ, s) − Res
κ2=2−2s

Res
κ1=s−1

F (κ, s)

+ Res
κ1=2−2s

Res
κ2=s−1−κ1

F (κ, s),

where the right hand side is meromorphic in 1/2 < Re(s) < 1. Hence we obtain a
meromorphic of J1(s) to the domain S(1/2,1). Denote by J2(s) this continuation. Let
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s ∈ R(1/2)+. Then we have, again, by Cauchy integral formula, that

J2(s) =
∫
(0)

∫
(0)
F (κ, s)dκ1dκ2 +

∫
C

Res
κ1=1−s

F (κ, s)dκ2 +

∫
C

Res
κ2=1−s−κ1

F (κ, s)dκ1

+

∫
C

Res
κ2=1−s

F (κ, s)dκ1 −

∫
C

Res
κ2=s−1

F (κ, s)dκ1 −

∫
C

Res
κ1=s−1

F (κ, s)dκ2−∫
C

Res
κ2=s−1−κ1

F (κ, s)dκ1 + Res
κ1=1−s

Res
κ2=1−s

F (κ, s) + Res
κ1=s−1

Res
κ2=s−1

F (κ, s)−

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) − Res
κ1=1−s

Res
κ2=s−1−κ1

F (κ, s) − Res
κ2=2s−1

Res
κ1=1−s

F (κ, s)+

Res
κ1=2−2s

Res
κ2=s−1−κ1

F (κ, s) − Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) − Res
κ1=2s−1

Res
κ2=1−s

F (κ, s)

+ Res
κ1=2s−1

Res
κ2=s−1−κ−1

F (κ, s) − Res
κ1=2s−1

Res
κ2=1−s−κ1

F (κ, s),

where the right hand side is meromorphic in R(1/2). Hence we obtain a meromor-
phic continuation of J2(s) in s ∈ R(1/2). Let s ∈ R(1/2)−. Then we have, again, by
Cauchy integral formula, that

J2(s) =
∫
(0)

∫
(0)
F (κ, s)dκ1dκ2 +

∫
C

Res
κ1=1−s

F (κ, s)dκ2 +

∫
C

Res
κ2=1−s−κ1

F (κ, s)dκ1

+

∫
C

Res
κ2=1−s

F (κ, s)dκ1 −

∫
(0)

Res
κ2=s−1

F (κ, s)dκ1 −

∫
(0)

Res
κ1=s−1

F (κ, s)dκ2−∫
(0)

Res
κ2=s−1−κ1

F (κ, s)dκ1 + Res
κ1=1−s

Res
κ2=1−s

F (κ, s) + Res
κ1=s−1

Res
κ2=s−1

F (κ, s)−

Res
κ1=2−2s

Res
κ2=s−1

F (κ, s) − Res
κ1=1−s

Res
κ2=s−1−κ1

F (κ, s) − Res
κ2=2s−1

Res
κ1=1−s

F (κ, s)+

Res
κ1=2−2s

Res
κ2=s−1−κ1

F (κ, s) − Res
κ2=2−2s

Res
κ1=s−1

F (κ, s) − Res
κ1=2s−1

Res
κ2=1−s

F (κ, s)

+ Res
κ1=2s−1

Res
κ2=s−1−κ−1

F (κ, s) − Res
κ1=2s−1

Res
κ2=1−s−κ1

F (κ, s)+

Res
κ1=1−2s

Res
κ2=s−1

F (κ, s) + Res
κ2=1−2s

Res
κ1=s−1

F (κ, s) + Res
κ1=1−2s

Res
κ2=s−1−κ1

F (κ, s),

where the right hand side is meromorphic in 1/3 < Re(s) < 1/2. Hence we obtain a
meromorphic continuation of J2(s) in s ∈ S(1/3,1/2). Therefore, putting the above
computation together, we get a meromorphic continuation of J(s) to the domain
s ∈ S(1/3,1).

Then one needs to investigate these terms individually. What is worse, the situation
would be much more complicated in GL(4) case.
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