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ABSTRACT

Engineering stable microbial consortia with robust functions are useful in many
areas, including bioproduction and human health. Robust and stable properties
depend on proper control of dynamics ranging from single cell-level to population-
environment interactions. In this thesis, I discuss principles of building microbial
consortia with synthetic circuits in two design scenarios.

First, for one microbial population, strong disturbances in environments often
severely perturb cell states and lead to heterogeneous responses. Single cell-level
design of control circuits may fail to induce a uniform response as needed. I demon-
strate that cell-cell signaling systems can facilitate coordination among cells and
achieve robust population-level behaviors. Moreover, I show that heterogeneity can
be harnessed for robust adaptation at population-level via a bistable state switch.

Second, multi-species consortia are intrinsically unstable due to competitive exclu-
sion. Previous theoretical investigations based on models of pairwise interactions
mainly explored what interaction network topology ensures stable coexistence. Yet
neglecting detailed interaction mechanisms and spatial context results in contra-
dictory predictions. Focusing on chemical-mediated interaction, I show that de-
tailed mechanisms of chemical consumption/accumulation and chemical-induced
growth/death, interaction network topology and spatial structures of environments
all are critical factors to maintain stable coexistence. With a two population-system,
I demonstrate that the same interaction network topology can exhibit qualitatively
different or even opposite behaviors due to interaction mechanisms and spatial con-
ditions.
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C h a p t e r 1

INTRODUCTION

The field of synthetic biology involves redesigning and engineering organisms for
novel and useful functions. Synthetic organisms of bacteria, yeast and mammalian
cells can have diverse applications in biofuel production (Alper and Stephanopoulos,
2009; H. Zhang et al., 2015; Zhou et al., 2015), biosensing (Meyer et al., 2015; Xiu
et al., 2017), therapeutics (J. C. Anderson et al., 2006; Lu and Collins, 2007), novel
biomaterials (Widmaier et al., 2009; Khalil and Collins, 2010), etc. Synthetic gene
circuits are used to modulate dynamics of living organisms, of which standardized
and modular circuit components are combined to achieve complex functions.

Building synthetic circuits to realize desired functions relies on specific molecular
implementations, which often involves an iterative process of trial and error and is
in general difficult from the engineering perspective. Therefore, developing design
principles becomes important and helpful. Based on fundamental understanding
of biology, theory and mathematical models that capture essential dynamics of
synthetic systems can provide key insights on circuit designs.

Since the original synthetic gene circuits of an oscillator (Elowitz and Leibler,
2000) and a toggle switch (Gardner, Cantor, and Collins, 2000), a multitude of
novel behaviors have been created in single cells and single populations in the past
decades. Yet until recently, engineering multicellular systems that involve multiple
cell populations starts to be recognized in the field of synthetic biology. Compared
to single cells or single populations, multiple cell populations have more potential
in generating complex dynamics and fulfilling complicated functions through a
division of labor (Brenner, You, and Arnold, 2008; Johns et al., 2016; Lindemann
et al., 2016; Roell et al., 2019). In particular, studies of synthetic microbial consortia
are emerging because of their advantages in long-term survival. It has been a major
issue in engineering microbial populations that synthetic circuits may induce a
significant burden in host cells that leads to reduced biosynthesis, slow growth and
even failure to maintain a population density in long terms (Ceroni, Algar, et al.,
2015; Borkowski et al., 2016). However, due to a division of labor among multiple
microbial populations, host cells in a consortium can obtain more fitness benefits
with a reduced burden from synthetic circuits (Gestel, Vlamakis, and Kolter, 2015;
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West and Cooper, 2016).

Despite great advantages of synthetic microbial consortia, there are significant
challenges associated with engineering multiple interacting populations with con-
trolled behaviors. First, many desired functions depend on reliable and robust
dynamics of synthetic cell populations, especially in complicated and fluctuating
environments. Compared to single cells or single populations, there exist more
diverse sources of uncertainties and disturbances in microbial consortia, ranging
from noises in gene expression and heterogeneous cell states to cell-cell interactions
and population-environment interactions. The second challenge is that the perfor-
mance of microbial consortia requires fine-tuning of not only single populations’
behaviors but also the composition and density ratio of multiple populations. In
a consortium where the desired function is divided into subtasks among multiple
populations, each population needs to grow and maintain a certain density in prior
to fulfilling their subtasks (Jones and Xin Wang, 2018; Jawed, Yazdani, and Koffas,
2019). Thus, factors that affect the population density become crucial and may
require proper control, including cell growth/death kinetics, cell metabolic states,
resource allocation in environments and spatial structures of consortia. The third
challenge lies in maintaining stable coexistence of synthetic microbial populations
where they do not outcompete each other in co-cultures. Natural microbial consor-
tia can maintain stable coexistence without competition exclusion through cell-cell
interactions, yet these interactions are often complicated and inexplicit (Burmølle
et al., 2006; Woyke et al., 2006; Kuramitsu et al., 2007; Relman, 2012; Clemente
et al., 2015). To engineer stable and coexisting populations, we need to understand
how cell-cell interactions affect population dynamics and to reprogram interaction
networks for dynamics modulation. More challenges include: mutation and cheater
populations may jeopardize desired functions by dominating the consortia in long
terms (Travisano and Velicer, 2004; Escalante et al., 2015); the lack of orthogonal
synthetic cell-cell interaction components makes it hard to achieve explicit inter-
actions without cross-talks in implementations (Wu, Menn, and Xiao Wang, 2014;
Scott and Hasty, 2016).

This thesis mainly attempts to explore design principles of synthetic microbial
consortia that tackle the three main challenges mentioned above: achieving stable
and robust population-level dynamics, densities and coexistence.

Existing design principles for stable and robust cellular behaviors are proposed in
theoretical studies (W. Ma et al., 2009; Drengstig et al., 2012; Briat, Gupta, and
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Khammash, 2016; Xiao and Doyle, 2018), and are verified in experiments with
synthetic circuits (Aoki et al., 2019; Agrawal et al., 2019). These principles mostly
focus on controlling a certain gene expression level by engineering intracellular gene
regulation networks in single cells, so are considered as single cell-level design
principles. Single cell-level design principles are not very helpful for synthetic
microbial consortia for various reasons. First, merely intracellular gene regulation
cannot modulate population-level dynamics and densities or cell-cell interactions in
microbial consortia. Second, the assumptions of homogeneous metabolic states and
ideal growth for all individual cells in single cell-level designs become unrealistic in
a co-culture ofmultiple cell populations. The growth andmetabolic states of cells are
constantly affected by other populations and fluctuating environments. In extreme
conditions, some populations may become stressed and lose circuit functions or
be outcompeted by others. Third, single cell-level designs often ignore the spatial
context given the homogeneous assumption, while the spatial structure of microbial
consortia plays a significant role in their stability, robustness and performance.

Therefore, design principles of stable and robust microbial consortia require a new
perspective that involves regulation of multiple levels of dynamics, including intra-
cellular gene expression, cellular metabolism and growth, cell-cell interactions, and
spatial structures in environments. In Chapter 2, design principles are introduced for
stable and robust population-level dynamics and densities, specifically in popula-
tions with heterogeneous cell metabolic states. In Chapter 3, I present how to design
cell-cell interactions among multiple populations to achieve stable coexistence. In
Chapter 4, the role of spatial structures in consortia stability is discussed.

In Chapter 2, I explore design principles for robust behaviors in one microbial popu-
lation. Motivated by feedback control theory, I introduce the general feedback circuit
design at single cell-level via intracellular gene regulation and at population-level via
cell-cell signaling systems. A set of synthetic circuit designs for population density-
dependent functions are demonstrated as examples. Two specific population-level
design principles, signal integral feedback and bistable state switching feedback,
are proposed and demonstrated to exhibit robust adaption to environmental distur-
bances in both homogeneous and heterogeneous populations. A layered feedback
design by combining single cell-level and population-level control circuits is also
shown with enhanced robustness performance under intracellular noises as well as
environmental disturbances.

Chapter 3 focuses on designing cell-cell interactions for stable coexistence of mul-
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tiple populations in well-mixed environments. I first review classical mathematical
models and common experimental approaches to study microbial population co-
existence. A mechanistic model of chemical-mediated interactions is proposed to
study how chemicals produced by populations can modulate cell growth and death
kinetics for stable coexistence. In a two population-system, I show that stable coex-
istence can be achieved in both mutually competitive and cooperative populations.
Yet the stability conditions differ based on specific mechanisms, such as chemicals
being accumulative or consumed and degraded, chemicals activating cell death or
inhibiting cell growth, etc.

Chapter 4 addresses the population interaction design problem in a spatial con-
text. I explore principles for stable coexistence and robust functionality in two
directions. On one hand, defined spatial distributions of microbial populations can
determine strengths of cell-cell interactions that are mediated by diffusible signaling
molecules. Thus, the accurate and robust outputs of desired functions in microbial
consortia depend on spatial distributions. On the other hand, microbial popula-
tions can self-organize into various spatial structures based on their interactions.
Modeling and simulation results suggest that unlike in well-mixed environments,
intermixing spatial patterns generated by cooperative populations facilitate more
stable coexistence.
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C h a p t e r 2

ROBUST CONTROL OF POPULATION-LEVEL BEHAVIORS

2.1 Motivation
Advances in synthetic biology have improved our ability to engineer genetic circuits
and build multicellular systems with controllable and complex, non-native function-
alities. For example, researchers have developed engineered microbial consortia to
ferment the sugarsmore efficiently using twoEscherichia coli strains (Eiteman, S. A.
Lee, and Altman, 2008). Two engineered Bacillus subtilis strains have been shown
to exhibit the desired enzymatic activity that requires multiple steps of metabolic
process in co-cultures (Arai et al., 2007). Synthetic microbial consortia have also
been used to study evolution and stability of natural ecosystems by engineering in-
teractions among cell strains and observing diverse behaviors of co-adaptation and
co-evolution in controlled environments (Shou, S. Ram, and Vilar, 2007; Balagaddé
et al., 2008).

One major challenge for engineering synthetic consortia is to realize reliable and
robust population-level behaviors, which usually depend on homeostasis in gene
expression and population density given various uncertainties and disturbances in
cellular dynamics and from fluctuating environments. For example, using engi-
neered bacterial populations as drug-delivery devices requires efforts of controlling
the bioproduction rate in cells to ensure a robust drug release dosage in the changing
environment of host organisms (Ozdemir et al., 2018). In biofilm-based microbial
consortia, multiple cell populations depend on long-term coexistence to coopera-
tively adapt to outside attack and environmental stress (Burmølle et al., 2006). Thus,
robust control mechanisms on gene expression and population density are needed
for synthetic microbial consortia to deal with noises in cellular gene expression,
variations in cell metabolic states and growth, and environmental disturbances.

In dynamical systems and control research, feedback control is instrumental in
achieving robustness, and has been also applied to understand homeostasis in natural
biological systems and to design synthetic organisms. Previous theoretical studies
have predicted that circuits based on gene regulation networks with feedback can
achieve robust gene expression despite of cellular noises and disturbances (Ang,
Bagh, et al., 2010; Drengstig et al., 2012; Briat, Gupta, and Khammash, 2016;
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Figure 2.1: Schematic diagram of single cell-level feedback control. Cells in
a homogeneous cell population can be considered as identical feedback control
systems.

Xiao and Doyle, 2018). Experimental results have also demonstrated that feedback
control circuits can exhibit robust adaptation to disturbances in gene expression
(Hsiao et al., 2015; Aoki et al., 2019).

These feedback control circuits are usually designed at single cell-level, which in-
volves only intracellular gene regulation in individual cells. Single cell-level design
is useful for achieving population-level functions in homogeneous cell populations
because population-level behaviors are considered as the sum or the average of
identical individual cells. For example, robust population-level gene expression is
ensured if the feedback control circuit guarantees robustness in gene expression at
single cell-level, since all cells exhibit robust adaptation to disturbances in the same
way in a homogeneous population.

We illustrate single cell-level design of feedback control circuits in a homogeneous
population in Figure 2.1, where all cells have the same circuit (controller) that
regulates the target gene expression (process). In the 8-th cell, the controller output
D8 can steer the process output H8 to track the reference A , while the process dynamics
is perturbed by a homogeneous disturbance F8. In this homogeneous population,
the population-level gene expression is robust to the disturbance F8 when the single
cell-level gene expression in all individual cells is robust to the disturbance.

However, in many other scenarios, a cell population may exhibit heterogeneous
dynamics and response to disturbances, for example, when cells are under heteroge-
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Figure 2.2: Schematic diagram of population-level feedback control. (A) Block
diagram of a feedback control system at population-level. (B) Implementation of
the feedback controller using a sending-receiving module.

neous disturbances in environments (Toyofuku et al., 2016; Schreiber et al., 2016),
or under severe stress and enter heterogeneous phenotypes (Balaban et al., 2004;
Kussell and Leibler, 2005; Satĳa and Shalek, 2014; Holland et al., 2014). In these
cases, single cell-level design is not sufficient for robust population-level behaviors.

Population-level design provides a new approach for building control circuits in
synthetic multicellular systems and microbial consortia. Unlike single cell-level
design, population-level design focuses on the collective behavior of all cells in a
population instead of each individual cell. Figure 2.2 (left) illustrates themain idea of
population-level feedback control circuit design. The population can be considered
to have an overall gene expression process with an output H that is perturbed by an
integrated disturbance F from various sources. The control circuit should function
as a population-level feedback controller with an output D that steers the population-
level gene expression level H to the reference A. In real implementations, the
control circuits are embedded in all individual cells with the key component of a
sending-receiving module, as shown in Figure 2.2 (right). The sending-receiving
module (dashed lines and orange solid lines) generates a global signal that directly
measures the population-level gene expression H and the control circuit in each cell
can respond to the global signal. When any disturbance perturbs the population-
level expression dynamics of the target gene, all cells should be able to sense the
integrated disturbance via the global signal and respond collectively no matter the
disturbance is homogeneous or heterogeneous, from cellular noises or environmental
fluctuations.
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In this chapter, we first present single cell-level and population-level design of
feedback control circuits for robust population-level behaviors in Section 2.2 and 2.3.
We demonstrate the robustness performance and limitations of these two types of
circuit design in homogeneous and heterogeneous populationswith simple examples.
In Section 2.4, we propose detailed circuits of population-level design based on cell-
cell signaling systems, and show that population-level design can achieve robust
control of population density and density-dependent functions. To further provide
general design guidance, we propose two design principles for robust population-
level control: signal integral feedback in Section 2.5 and bistable state switching
feedback in Section 2.6. In Section 2.7, we illustrate a layered circuit design
principle that combines single cell-level and population-level feedback, and show
that layered feedback improves robustness performance tomore diverse disturbances
and uncertainties.

2.2 Single cell-level control circuit design
Consider a cell population of # cells. The desired population-level behavior (control
objective) is the production of a target chemical - . The population-level produc-
tion depends on each single cell’s production and the total cell number, so it is a
population density-dependent function.

At single cell-level, the process of expressing the target gene and producing the target
chemical - in each cell has noises and uncertainties. To obtain robust production
in each individual cell despite these noises and uncertainties, we design a single
cell-level feedback control circuit based on intracellular gene regulation, shown
in Figure 2.3. Figure 2.3A is a control diagram where H8 represents the target
- production level, D8 represents the control actuation to regulate H8 according
to the reference A, and F8 represents the uncertainty or disturbance in the 8th cell.
Figure 2.3B illustrates the intracellular gene regulation in the single cell-level design.
The uncertainty and disturbance F8 arises from bursty biochemical reactions in cells
that affect the target production of - in the 8th cell. The controller for robust
production is usually implemented through regulation from other chemical species
/ .

For simplicity, we assume the regulation circuit has one control species / . We
denote the concentration of - and / in the 8th cell by G8 and I8, where 8 = 1, 2, ..., # .
The population-level production is defined as the total concentration of - , denoted
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Figure 2.3: Schematic diagram of single cell-level circuit design. (A) Block diagram
of a feedback control system in a single cell. (B) Circuit design of a feedback
controller using intracellular gene regulation with control species / .

by H:

H =

#∑
8=1

G8 . (2.1)

Homogeneous cell population
In a homogeneous cell population shown in Figure 2.4A, the cellular noise and
uncertainty of the target gene expression and chemical production of - is defined as
F8 in the 8th cell. Each cell’s expression of - is under regulation of the control species
/ , so the dynamics of G8 can be modeled by a function 5 (G8, I8, F8). The control
species / senses the target - to actuate regulation, so we model the dynamics of I8
in each cell as D (G8, I8). Thus, the dynamics of the cell population can be modeled
using ordinary differential equations:

dG8
dC

= 5 (G8, I8, F8) ,
dI8
dC

= D (G8, I8) .
(2.2)

We assume the feedback controller is well-designed at single cell-level to ensure each
individual cell has a stable gene expression andmaintains a robust - concentration at
a constant value ` despite the noise and uncertainty in - expression. In other words,
there is a stable and robust steady state of G8 (∞) in each cell, where G8 (∞) = `.
Therefore, the population-level production of - is guaranteed to be robust to the
cellular noise and uncertainty in this homogeneous population, i.e., H(∞) = #`.

For example, we consider a circuit with an integral feedback controller, as presented
in Figure 2.4B. In this circuit, - activates / production and / represses - production,
forming a negative loop. We assume / is a self-activating species with a constant
production rate 1

`
. Meanwhile, the production of - in the 8th cell is perturbed by an

unknown cellular noise F8, with a uncertain production rate U(F8). Both species of
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Figure 2.4: Single cell-level circuit design in a homogeneous cell population. (A)
Schematic diagram of a circuit design with negative feedback in the 8th cell in a
homogeneous population. (B)An example circuit of gene regulation that implements
integral feedback control on - concentration in the 8th cell. Pointed arrows denote
activation and blunt-end arrows denote repression. (C) The simulation of a single
cell’s expression of - and adaptation to a step disturbance F8.

- and / have self-degradation and dilution due to cell growth and division. Then,
we can model the dynamics of the 8th cell as

dG8
dC

= 5 (G8, I8, F8) =
U(F8)
I8
− G8,

dI8
dC

= D (G8, I8) =
1
`
G8I8 − I8 .

(2.3)

At steady state, we can solve dG8
dC = 0, dI8

dC = 0 and obtain a stable solution:

G8 (∞) = `,

I8 (∞) =
U(F8)
`

.
(2.4)

It shows that in the 8th cell, the target chemical concentration G8 always robustly
converges to a stable and constant value of `, without being affected by the noise F8.
This is because the control species / functions as an integral feedback controller
that generates control actuation to - production according to the perturbation by F8.

We can further obtain the population-level production at steady state since all cells
are homogeneous:

H(∞) = #`. (2.5)
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In Figure 2.4C, the simulation shows that the - concentration in each single cell
achieves perfect adaptation to a step disturbance F8 with zero error at steady state.
Thus, in a homogeneous population with a constant cell number # , the population-
level production should also exhibit a robust level with similar adaptation.

Heterogeneous cell population
However, genetically identical cells can exhibit heterogeneous phenotypes in a pop-
ulation. A major scenario is when a cell population is faced with environmental
disturbances. Many environmental disturbances induce stress in cells. When cells
are stressed, they may switch metabolic states and exhibit distinct phenotypes. For
example, in an wild type Escherichia coli population under antibiotic treatment, a
small fraction of cells enter into the persister state with low metabolism and shut
down other cellular functions (Balaban et al., 2004; Keren et al., 2004). Sim-
ilarly, synthetic microbial populations may become heterogeneous in target gene
expression when they are perturbed by environmental disturbances such as heat
shock, starvation and antimicrobial stress. In these conditions, a fraction of cells
may no longer express the target gene due to metabolic state change and become
‘non-producing’ or dysfunctional.

We next investigate if single cell-level design of control circuits can deal with
environmental disturbances that lead to ‘non-producing’ phenoypes and achieve
robust population-level target production in a heterogeneous population.

For simplicity, we consider two emerging phenotypes after the environmental dis-
turbance F: the ‘producing’ and the ‘non-producing’ phenotypes in a population of
# cells, illustrated in Figure 2.5A. Cells of both phenotypes are genetically identical
with the same synthetic control circuit that involves regulation by a species / . The
‘producing’ phenotype can produce - normally, and we model the dynamics of
- concentration G8 in the 8th ‘producing’ cell by a function 5 (G8, I8, F). On the
other hand, cells exhibiting the ‘non-producing’ phenotype stop producing - due
to severe stress and become dysfunctional in the production of the target chemical
- . We define a function 5 ′

(
G′
9
, I 9 , F

)
to describe the dynamics of - concentration

G′
9
in the 9 th ‘non-producing’ cell. Since ‘non-producing’ cells do not produce - ,

there is only self-degradation and dilution of - and we can set 5 ′
(
G′
9
, I 9 , F

)
≤ 0.

Assume that cell numbers of both phenotypes in this heterogeneous population are
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Figure 2.5: Single cell-level circuit design in a heterogeneous cell population. (A)
Schematic diagram of two emerging phenotypes after a cell population is perturbed
by an environmental disturbance F. Dashed lines in the ‘non-producing’ cell
represents the circuit regulation is not properly functional due to cell’s metabolic
state change under stress. (B) An example circuit of gene regulation that implements
integral feedback control on - concentration in two cell phenotypes. The upper is
in the 8th ‘producing’ cell and the lower is in the 9 th ‘non-producing’ cell where the
- production rate becomes zero. (C) The simulation of two phenotypes’ production
and the total population-level production of - after a perturbation from a step
disturbance F.

#1 and #2, we can write down the ODE model of all cells:

‘producing’ cells:
dG8
dC

= 5 (G8, I8, F) ,
dI8
dC

= D (G8, I8) ,

‘non-producing’ cells:
dG′

9

dC
= 5 ′

(
G′9 , I 9 , F

)
≤ 0,

dI 9
dC

= D

(
G′9 , I 9

)
,

total production: H =

#1∑
8=1

G8 +
#2∑
9=1
G′9 ,

(2.6)

where #1 + #2 = # .

Again, we assume the feedback control circuit is well-designed at single cell-level
so each individual cell can maintain a robust - concentration at a constant value
`. However, the circuit regulation only robustly operates when cells are in normal
metabolic state and are producing the target chemical. In the heterogeneous popu-
lation perturbed by the environmental disturbance F, We can expect that each cell
with the ‘producing’ phenotype has a stable and robust production despite F, i.e.,
G8 (∞) = `. Yet, the concentration of - in ‘non-producing’ cells only has decreasing
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dynamics where 5 ′
(
G′
9
, I 9 , F

)
≤ 0, so there won’t be a stable concentration of -

unless G′
9
(∞) = 0. As a result, the population-level production cannot maintain a

robust concentration to this environmental disturbance F that causes heterogeneous
phenotypes, i.e., H(∞) ≠ #`.

To obtain a more qualitative understanding, we use the same example circuit with
an integral feedback controller in the previous section for demonstration, shown in
Figure 2.5B. The upper panel presents the circuit in the 8th ‘producing’ cell, where
the disturbance F perturbs the production rate of - , denoted as U(F). We can derive
the dynamics of the 8th ‘producing’ cell:

dG8
dC

= 5 (G8, I8, F) =
U(F)
I8
− G8,

dI8
dC

= D (G8, I8) =
1
`
G8I8 − I8 .

(2.7)

At steady state, we can solve dG8
dC = 0, dI8

dC = 0 and obtain a stable solution:

G8 (∞) = `,

I8 (∞) =
U(F)
`

,
(2.8)

which is consistent with the result of a homogeneous population from equation (2.4).
The integral controller ensures that the concentration of - converges to the desired
constant value ` in each ‘producing’ cell.

On the other hand, the lower panel in Figure 2.5B is the circuit in the 9 th ‘non-
producing’ cell. Since the production rate of - becomes zero, the integral controller
fails to operate. The dynamics of the ‘non-producing’ cell becomes

dG′
9

dC
= 5 ′

(
G′9 , I 9 , F

)
= −G′9 ≤ 0,

dI 9
dC

= D

(
G′9 , I 9

)
=

1
`
G′9 I 9 − I 9 .

(2.9)

The stable solution at steady state becomes

G′9 (∞) = 0,

I 9 (∞) = 0.
(2.10)

Therefore, the total population production only depends on the ‘producing’ pheno-
type and the steady state of H after the disturbance becomes

H(∞) =
#1∑
8=1

` +
#2∑
9=1

0 = #1`. (2.11)
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Compared to the condition before the disturbance where all cells exhibit the ‘pro-
ducing’ phenotype, we can find the error in the population-level production as

error =
|#1` − #` |

#`
=
#2
#
. (2.12)

Equation (2.12) shows that with only the single cell-level control circuit, if more
cells are perturbed to enter the ‘non-producing’ phenotype, the population-level
production will be lowered, leading to a larger error that is proportional to the
‘non-producing’ cell density #2.

Simulation in Figure 2.5C illustrates that ‘producing’ cells adapt to the disturbance
and converge to the desired level of - concentration with the single cell-level control
circuit, but the population cannot maintain a robust overall production due to the
loss of function in ‘non-producing’ cells. Therefore, single cell-level design fails to
achieve robust population-level expression to uncertainties and disturbances from
the environment that lead to heterogeneous phenotypes in a cell population.

2.3 Population-level control circuit design
To overcome the loss in the population-level production due to the appearance
of ‘non-producing’ phenotypes, proper coordination among cells is needed. We
apply cell-cell signaling systems in a population for coordination and adopt the idea
of ‘division-of-labor’ from natural multicellular systems, and propose population-
level design principles of control circuits. Therefore, heterogeneous phenotypes
in a synthetic cell population can communicate and cooperatively fulfill an overall
chemical production and even more complicated functions in a robust manner.

Cell-cell signaling system
Cell-cell signaling systems are common in natural organisms, for example, bacterial
quorum sensing (Fuqua, Winans, and Greenberg, 1994; Miller and Bassler, 2001),
pheromones communication of fungi (S. C. Lee et al., 2010), and morphogen in
tissue development (Tabata and Takei, 2004). These signaling systems have also
been widely used in synthetic microbial consortia or artificial multicellular tissues
(Scott and Hasty, 2016; Hennig et al., 2018; Tian et al., 2019; McCarty and
Ledesma-Amaro, 2019).

One major cell-cell signaling system in bacterial populations is quorum sensing
(Swift et al., 1996; Miller and Bassler, 2001). Quorum sensing molecules are
usually small and diffusible molecules synthesized and secreted by cells, and they
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Figure 2.6: Schematic diagram of a quorum sensing signaling system.The signaling
molecule AHL are synthesized by the enzyme LuxI and diffuse freely across the
membrane.

quickly accumulate in the environment forming a global signal for cell-cell com-
munication. In a well-mixed environment, the concentration of quorum sensing
signaling molecules depends on the synthesis rate and total population density, so
it can measure the population-level expression. When signaling molecules are de-
tected by bacteria cells, downstream gene expression machinery can be activated as
a respond to the global signal of the population-level measurement. Therefore, in
synthetic circuits, quorum sensing systems can be utilized as the sending-receiving
module to realize population-level feedback control.

To understand how quorum sensing molecules can be used as a population-level
measurement in a quantitative manner, we first explore the synthesis and diffusion
dynamics of quorum sensing signaling molecules in a homogeneous bacterial pop-
ulation using a mathematical model. We consider the LuxI-AHL molecule as an
example. The luxI gene codes for an acyl-homoserine lactone (AHL), which is
a quorum sensing molecule first identified in Vibrio fischeri (Fuqua, Winans, and
Greenberg, 1994). Similar systems of AHL molecules have been characterized in
other Gram-negative bacteria, and used in synthetic microbial populations. In the
schematic diagram in Figure 2.6, we consider a constitutive expression of luxI so
cells can constantly produce the signaling molecule AHL. LuxI is an enzyme that
synthesizes the signaling molecule AHL. (8= represents the signaling molecule in-
side a single cell and (4 represents the extracellular signaling molecule. Assume
there are # cells in the well-mixed environment and the external dilution rate of
the signaling molecule is 3. We can develop an ODE model of LuxI and AHL
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concentrations:

enzyme LuxI:
d�
dC
= U − W�,

intracellular AHL:
d(8=
dC

= V� − �(8= + �(4,

external AHL:
d(4
dC

= # (�(8= − �(4) − 3(4 .

(2.13)

Parameters U and V are production rates of LuxI and AHL. W is the self-degradation
and dilution rate of LuxI due to cell growth. � is the diffusion rate of AHL across
cell membranes. At steady state, we solve for d(8=

dC ,
d(4
dC = 0, and obtain

(8= =
V�

�
+ (4,

(4 =
#�

#� + 3 (8=.
(2.14)

Since quorum sensing signaling molecules diffuse quickly, we assume the diffusion
across cell membranes with rate � is much larger than the intracellular transcription
and translation and external dilution rates, i.e., � � 3, V, U, W. We can derive the
quasi-steady state solution of signaling molecule concentrations:

(8= ≈ (4 . (2.15)

Equation (2.15) shows that fast diffusing signaling molecules have the same in-
tracellular and extracellular concentrations at quasi-steady state. Applying the
quasi-steady state solution in equation (2.15) to equation (2.13), we can derive

d�
dC
= U − W�,

d(#(8= + (4)
dC

= #V� − 3(4 .
(2.16)

At steady state, equation (2.16) is set to zero, and we obtain

� =
U

W
,

(8= ≈ (4 = #
V�

3
= #

VU

W3
.

(2.17)

The steady state solution shows that the concentration of the fast diffusing signaling
molecule depends on the synthesis rate V as well as single cell-level expression of
the enzyme � and the total population density # . Therefore, the signaling molecule
concentration can be considered as a measurement of the total gene expression
in a cell population. Note that we can approximate intracellular and extracellular
signaling molecule concentration to be the same with the fast diffusion assumption,
and we will use ( to represent the signaling molecule in the following sections.
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Coordination in heterogeneous population
Nowwe propose a population-level circuit design for the same desired function (con-
trol objective) in section 2.2. As shown in Figure 2.7A, the circuit utilizes a cell-cell
signaling system as the feedback controller to regulate the population-level produc-
tion of a target chemical - . We suggest that the signaling molecule ( can directly
measure the total production of - in the population and coordinate the response of
heterogeneous phenotypes to robustly adapt to environmental disturbances.

In the heterogeneous population, all cells can secrete and sense the signaling
molecule (. The signaling molecule ( is synthesized based on the target chemical
production of - and further regulates - dynamics in the closed loop. According to
the quasi-steady state analysis in equation (2.15), we assume that both intracellular
and extracellular signaling molecules have the same concentration B. We model
the - dynamics in the 8th cell exhibiting the ‘producing’ phenotype by a function
6 (G8, B, F), and the - dynamics in the 9 th cell exhibiting the ‘non-producing’ phe-
notype by a function 6′

(
G′
9
, B, F

)
, where F represents an environmental disturbance

F. Since ‘non-producing’ cells do not produce - , we have 6′
(
G′
9
, B, F

)
≤ 0 to

describe the self-degradation and dilution of - . The dynamics of the heterogeneous
population are modeled with ODEs:

producing cells:
dG8
dC

= 6 (G8, B, F) ,

non-producing cells:
dG′

9

dC
= 6′

(
G′9 , B, F

)
≤ 0,

global signal:
dB
dC
=

#1∑
8=1

E (G8, B) +
#2∑
9=1
E

(
G′9 , B

)
− 3B,

total production: H =

#1∑
8=1

G8 +
#2∑
9=1
G′9 ,

(2.18)

where #1 + #2 = # .

The term E (G, B) describes the intracellular dynamics of ( that depends on - in
each individual cell. The parameter 3 is self-degradation and external dilution of (
in the environment. Self-degradation of most signaling molecules is rather small,
so 3 is often approximated as the external dilution rate in the environment. In
environments without external dilution, the signaling molecule often accumulates
to a high concentration. In lab experiments, the external dilution rate can be tuned
by varying the flow rate of culture media (Burmeister and Grünberger, 2020).
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Figure 2.7: Population-level circuit design in a heterogeneous cell population. (A)
Schematic diagram of two emerging phenotypes after a cell population is perturbed
by an environmental disturbance F. Dashed lines in the ‘non-producing’ cell
represents the circuit regulation is not properly functional due to cell’s metabolic
state change under stress. The cell-cell signaling system includes a quorum sensing
signaling molecule (. (B) An example circuit of gene regulation that implements
integral feedback control on - concentration at population-level. The left half is
regulation in the 8th ‘producing’ cell and the right half is regulation in the 9 th
‘non-producing’ cell. The middle represnts the global signal ( in the environment.
(C) The simulation of two phenotypes’ production and the total population-level
production of - after a perturbation from a step disturbance F.

The regulation between ( and - depends on specific control mechanisms. Here,
we consider the same example of the integral controller as in the single cell-level
design in section 2.2, except that the feedback control species is no longer an
intracellular chemical / , but the signaling molecule (. The circuit schematic is
shown in Figure 2.7B,where the self-activating signalingmolecule ( down-regulates
- production and - activates ( synthesis.
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The environmental disturbanceF perturbs the production rate of - in the ‘producing’
phenotype, denoted by U(F), while cells exhibiting ‘non-producing’ phenotype
stop the production completely. The intracellular species - has self-degradation
and dilution due to cell growth and division. Then we can define - dynamics in
‘producing’ and ‘non-producing’ cells:

producing cells:
dG8
dC

=
U(F)
B
− G8,

non-producing cells:
dG′

9

dC
= −G′9 ≤ 0.

(2.19)

The synthesis of ( depends on the activation by - and its self-activation in all cells.
We assume that there is an external dilution of ( in the environments with a constant
rate `. Then the dynamics of ( becomes

global signal:
dB
dC

=

#1∑
8=1

G8B +
#2∑
9=1
G′9 B − `B. (2.20)

Now we evaluate the population-level response to the disturbance F and show
whether the total population-level expression can robustly adapt. By setting dG8

dC ,
dG ′
9

dC ,
dB
dC =

0, we can obtain stable steady-state solutions:

producing cells: G8 (∞) =
`

#1
,

non-producing cells: G′9 (∞) = 0,

global signal: B(∞) = #1U(F)
`

.

(2.21)

Moreover, we have

total production: H(∞) =
#1∑
8=1

`

#1
+

#2∑
9=1

0 = `. (2.22)

It shows that the population-level production always converges to the constant value `
despite the disturbance F. In contrast to the single cell-level design, the population-
level production at steady state does not depend on fractions of cells that enter
the ‘non-producing’ phenotype. In other words, the total concentration H robustly
adapts to the disturbance while forming a heterogeneous population.

The simulation in Figure 2.7C also shows that ‘producing’ cells can compensate
for the loss in the population-level production caused by ‘non-producing’ cells.
When ‘non-producing’ cells stop producing - , the global signaling molecule (
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has a lower overall synthesis rate. The transient decrease in ( concentration will
further stimulate the production of - in the ‘producing’ phenotype. As a result,
the overall population-level expression can robustly adapt to the disturbance, even
though each individual cell’s expression is highly heterogeneous and not robust to
the disturbance.

Robustness at population-level
Population-level robustness discussed here is different from robustness to intracel-
lular noises and uncertainties, as often considered in single cell-level studies. The
context is based on the population’s heterogeneous response to environmental dis-
turbances with distinct phenotypes. Such heterogeneity is an emergent behavior in
a group of cells. In contrast to realizing robust gene expression in all individual
cells, coordinating behaviors of phenotypes may be more essential and beneficial,
as commonly seen in natural multicellular systems. For example, robust growth of
a microbial consortium is maintained with cooperating phenotypes (Balaban et al.,
2004; Holland et al., 2014); homeostasis in tissues depends on interactions among
differentiated subpopulations (Nakada, Levi, andMorrison, 2011; Satĳa and Shalek,
2014). Thus, population-level robustness is a new and critical property of synthetic
multicellular systems that requires novel control circuit design strategies.

Analysis in previous sections reveals an essential feature of population-level robust-
ness that emerges from a collection of cells. We find in a cell population, not all cells
need to be homogeneously adaptive to disturbances and uncertainties and maintain
a robust gene expression. Instead, the heterogeneity can be harnessed to facilitate
the population’s adaptation with proper coordination among phenotypes. The stable
and robust emergent behavior arises at the population-level even single cells may
become unstable or fragile. The idea collides with distributed control in networks,
yet design principles for implementable synthetic circuits are lacking.

We conclude that cell-cell communication is a critical component to achieve population-
level robustness from a simple theoretical study of quorum sensing systems in bacte-
ria. Cell-cell signaling molecules function as the sending-receiving module, which
provides a precise measurement of the overall population expression and can ac-
tuate required regulations in cells of different phenotypes. Therefore, cells are no
longer controlled individually but are coordinated at population-level. Similar tools
of diffusible signaling systems have also been engineered in yeast and mammalian
cells (Youk and Lim, 2014; Y. Ma et al., 2020).
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The analysis also suggests that cell-cell communication can improve the circuit’s
performance by dividing the control labor. Single cell-level control circuits often de-
pend on transcription and translation of a large amount of components in individual
cells. Such synthetic circuits may impose a major metabolic burden on the host cell,
which may fail to thrive (Del Vecchio, Dy, and Qian, 2016). With population-level
control mediated by cell-cell signaling, the burden is divided among the population.

Moreover, in synthetic consortia consist of multiple cell populations, robust func-
tionalities depend on stable coexistence. Interactions among cell populations play
a crucial role in maintaining their growth and survival in diverse conditions, often
through the formation of synergistic population-level structures, balanced metabolic
feeding, removal of toxins and mitigation of stress (S. Zhang et al., 2018). Cell-cell
signaling can help fulfilling complicated interactions among populations via quo-
rum sensing, growth factors, nutrients and toxins, etc (Brenner, Karig, et al., 2007;
Kong et al., 2018).

2.4 Population control of density-dependent functionalities
Many complex functionalities in multicellular systems depend on the population
density, phenotype fractions and relative ratios between cell populations. Popula-
tion density-dependent functions often involves cell growth, death and metabolic
processes that may be perturbed by fluctuations in environments. Thus, building
synthetic microbial consortia or artificial tissues requires efforts of population-level
design of robust control circuits.

In the following sections, we will present examples of synthetic circuits that are
designed with population-level feedback control circuits using cell-cell signaling
systems to regulate population density-dependent functionalities.

Population density control
To achieve a robust population density, we design a sequestration-based integral feed-
back control circuit at population-level by coupling genes regulating cell growth and
death with quorum sensing systems 1. The circuit design in shown in Figure 2.8A.

The population density feedback control circuit consists of a sensor, a comparator
and an actuator. The sensor is fulfilled by the quorum sensing system. Each cell
produces and secretes a signaling molecule AHL that is synthesized by the enzyme
LuxI with a constant rate, so the concentration of AHL measures the population

1A version of this section has been published (Ren, Baetica, et al., 2017).
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Figure 2.8: Schematic diagram and simulation of population density control. (A)
The control circuit implementation of a toxin-antitoxin (ccdB-ccdA) pair and the
Lux-AHL quorum sensing system. (B) The open loop circuit implementation of
only a toxin-antitoxin (ccdB-ccdA) pair without any feedback control. (C)(D)
Simulations of population density dynamics with the circuits in (A)(B). There is a
step disturbance in cells’ death rate at 20hr and in cells’ growth rate at 40hr.

density in a proportional manner. The comparator is realized by chemical species
that can compute for the error between the current population density and the desired
value (reference). We consider a pair of sequestering proteins: the toxin ccdB and
the antitoxin ccdA, where one protein sequester the other and inhibits its function.
Sequestration has been proposed to function as an integral controller, also known as
‘antithetic controller’ (Briat, Gupta, and Khammash, 2016), and experiments have
shown that such circuits achieve robust gene expressions in Escherichia coli (Aoki
et al., 2019). Finally, the output of comparator is used to actuate cell growth or
death to modulate the population density. The actuator depends on essential genes
that regulate cell growth or death. In this circuit, the toxin protein ccdB kills the
cell by poisoning the DNA gyrase complex (You et al., 2004).

In the closed loop circuit, AHL molecules activate the production of the toxin
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ccdB, forming a negative feedback at population-level. The reference of population
density is set by an external induction of the antitoxin ccdA. When the population
density is smaller than the reference level, fewer AHL molecules are secreted and
accumulate in the environment, alleviating cell death by reducing ccdB production.
Eventually, more cells survive and grow to a higher density as desired. Inducing
more ccdA can set a higher reference and tune the desired population density. In
Figure 2.8B, we also illustrate the open loop circuit without the feedback controller
by AHL-mediated signaling system. Cells are expected to growth or die based on
its own expression of the toxin ccdB and the antitoxin ccdA under induction.

We derive a deterministic ODEmodel of a homogeneous population in a well-mixed
environment with following assumptions:

• Cell growth follows logistic kinetics with growth rate :# and carrying capacity
#max. Cell death is proportional to the toxin concentration with rate 3# .

• Activation of the toxin ccdB by AHLmolecules is governed by a Hill function
with dissociation constant  ( and Hill coefficient = = 2. The toxin production
rate is V) .

• The antitoxin ccdA is produced under an external induction with a tunable
rate V�.

• Sequestration between ccdB and ccdA is sufficiently strong with a large rate
W.

• All intracellular species decay with first-order kinetics due to cell growth and
division, where the decay rate is determined by cell growth rate.

• The total AHL production in the population is proportional to the population
density with rate V(.

• AHL concentration reaches quasi-steady state by fast diffusion. AHL decays
with an external dilution in the environment with rate 3(.
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We can obtain the model:

population density:
d#
dC

= :#

(
1 − #

#max

)
# − 3#)#,

toxin ccdB:
d)
dC
= V)

(2

 2
(
+ (2

− W)� − 3),

antitoxin ccdA:
d�
dC

= V� − W)� − 3�,

signal AHL:
d(
dC
= V(# − 3((,

(2.23)

where 3 = :#
(
1 − #

#max

)
.

According to the assumption of large sequestration rate where W � 3, we can derive
the quasi-steady state of ccdB and ccdA concentration by setting d)

dC = 0, d�
dC = 0:

) ≈ V)

W�

(2

 2
(
+ (2

, � ≈ V�

W)
. (2.24)

We can further derive AHL concentration from equation (2.24):

( ≈

√
V�

V) − V�
 ( . (2.25)

The steady state of AHL concentration is solved by setting d(
dC = 0:

( =
V(

3(
#. (2.26)

According to equations (2.25) and (2.26), we can obtain the steady state solution of
population density:

# ≈

√
V�

V) − V�
 (3(

V(
, (2.27)

which is not dependent on the cell growth rate :# , death rate 3# or carrying capacity
#max. It suggests that when the cell growth condition is perturbed by environmental
disturbances, such as changes in nutrients, antibiotics and temperature that cause
variations in the growth/death rates or carrying capacity, the steady state population
density will not be affected.

Note that the robust population density result is derived with the assumption of
a strong sequestration rate W and a small dilution rate 3. In fact, the robust cell
population density is approximately achieved by an integral feedback in the circuit
when the leakiness from the dilution caused by cell growth is negligible. We can
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derive the controller dynamics of the difference between the toxin and the antitoxin
concentration Δ)� = ) − � by subtracting d�

dC from d)
dC . Assuming dilution 3 is

negligible, i.e., 3 � V) , V�, we have

dΔ)�
dC

= V)
(2

 2
(
+ (2

− V� − 3Δ)�

≈ V)
(2

 2
(
+ (2

− V�.
(2.28)

Furthermore, we can find the time integral of dΔ) �
dC :

Δ)� (C′) ≈ V)
∫ C ′

0

(
(2(C)

 2
(
+ (2(C)

− V�
V)

)
dC. (2.29)

It means that the difference between the toxin and antitoxin concentration is pro-
portional to the integral of the error between (2 (C)

 2
(
+(2 (C) and

V�
V)
, so called the integral

controller. In other words, the left-hand side of equation (2.29) converges to steady
state only when the integrand becomes zero, leading to the same result as in equa-
tion (2.25). Therefore, at steady state, the AHL concentration ( is steered to a
lumped parameter that is independent of cell growth and death rates or the carrying
capacity. Then based on the proportional relationship between population density
and AHL concentration, the population density # converges to a constant level
despite uncertainties and disturbances to cell growth and death conditions, which
explains the direct solution of steady state population density # in equation (2.27).

The population-level controller is not exactly integral controller due to leakiness
from dilution, which we neglect above by assuming 3 � V) , V�. With the leakiness
in consideration, the population density cannot achieve perfect adaptation to distur-
bances, but is ensured with a small error compared to the open loop. To demonstrate
the robustness performance of the control circuit, we simulate for the population
growth dynamics with the closed loop circuit as well as the open loop circuit, as
illustrated in Figure 2.8A,B. We introduce step disturbances on both cell death rate
3# and growth rate :# to the population. Compared to the open loop, the closed
loop achieves adaptation to disturbance of 2-fold change of growth and death rates
with a small error, as shown in simulations in Figure 2.8C,D.

According to equation (2.27), the population density reference can be set by the
production rate of the antitoxin ccdA, represented by the parameter V�. In circuit
implementation, the production rate can be tuned by an external induction on an
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Figure 2.9: Tunability and robustness performance of the population density control
circuit. (A) Tunable population density by inducing the antitoxin ccdA expression
in the closed loop control circuit. (B) Steady state errors in population density
when the population is perturbed by a step disturbance in cell death rate and growth
rate. 0% represents no perturbation, +100% represents doubling the rate and −50%
represents halving the rate.

inducible promoter. Increasing V� while ensuring V� < V) should lead to a higher
population density, which is also shown by simulation results in Figure 2.9A.

We also compare the robustness performance of non-leaky closed loop, leaky closed
loop and open loop circuits under the same step disturbance to cell growth and death
rates by measuring the steady state error in population density. It is shown in
Figure 2.9B that even though the population density controller has leakiness and
cannot achieve zero steady state error as the non-leaky controller, it ensures a much
smaller error compared with the open loop. The leakiness is caused by dilution of
intracellular species when cells grow and divide, so it is unavoidable for this kind
of integral controller implementations (Del Vecchio, Dy, and Qian, 2016). More
discussion of leaky integral controllers can be found in theoretical studies (Qian and
Del Vecchio, 2018).
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Population fraction control
Circuits with bistable gene expressions are widely observed to exhibit distinct cel-
lular states, e.g., the lac operon in Escherichia coli (Ozbudak et al., 2004), the
bacteriophage _ switch (Ptashne et al., 1980; Ptashne, 1992), the MAPK cascade
(Ferrell and Machleder, 1998), etc. Synthetic circuits have been implemented to
realize bistability in single cells with general design principles including a posi-
tive feedback or mutually inhibiting genes (Becskei, Séraphin, and Serrano, 2001;
Wilhelm, 2009; Isaacs et al., 2003; D. Chen and Arkin, 2012; Gardner, Cantor,
and Collins, 2000; Kramer et al., 2004; Ajo-Franklin et al., 2007). However, these
bistable circuits constructed at single cell-level are not sufficient for robust fraction
control to heterogeneous disturbances. When some cells are perturbed and fail to
exhibit bistablity, other unperturbed cells can hardly respond or adapt by switching
cellular states (Burrill et al., 2012).

In this section, we propose a population-level circuit design that achieves robust and
tunable population fraction using cell-cell signaling mediated feedback control.

The population fraction control circuit schematic is illustrated in Figure 2.10A.
The circuit includes a self-activating transcription factor tagged with a fluorescence
reporter Citrine. The transcription factor activates an enzyme iAAH that catalyzes
the synthesis of a signaling molecule auxin from its precursor. Auxin is a diffusible
signaling molecule (W.Ma et al., 2009), functioning as the sensor of the population-
level expression of Citrine. Both the transcription factor and iAAH are tagged with
an auxin inducible degradaseAID,where the induced degradation by auxin functions
as the actuator of the controller. The auxin is also diluted externally with a tunable
flow rate in the environment.

Cells exhibit bistable states from the positive feedback loop of the self-activating
transcription factor, where ON and OFF states correspond to high and low concen-
trations of the transcription factor, as well as the reporter Citrine. When cells are in
ON state, more auxin molecules are produced, leading to a stronger degradation of
the transcription factor and iAAH and negatively regulating ON cell state fraction
in the population. The regulated state transition can be described by a simple switch
model, as demonstrated in Figure 2.10B. Since auxin concentration depends on all
cells’ states, it can be regarded as a measurement of the population fraction of cells
exhibiting ON and OFF state in the sensor arm. In the actuator arm, the population
fraction is determined by the relative switching rates between ON and OFF states,
which are under the regulation of auxin. Therefore, by varying auxin synthesis rate
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Figure 2.10: Schematic diagram and simulation of population fraction control. (A)
The control circuit implementation of a self-activating transcription factor with
an inducible degradation tag and a signaling molecule auxin. (B) The simplified
ON/OFF switch circuit with a feedback regulation by auxin. (C) Steady states of
the bistable switch circuit determined by the production and degradation of - . The
slope of the green line is determined by auxin concentration (, representing the
degradation rate of - . (D) Simulation results of the steady state population fraction
tuned by a range of the dilution rate 3( of auxin. The distributions of - concentration
correspond to different ON cell fractions (blue dots) on the curve.

or the external dilution rate, the population fraction can be tuned.

To understand the tunable bistable states, we first introduce an ODE model of
biomolecular reactions and study the fundamental features of the actuator arm of the
circuit. Since the reporter Citrine is assumed to be proportional to the concentration
of the transcription factor, we do not distinguish Citrine and the transcription factor,
and will use the same variable - to represent their concentrations in the model. The
concentration of iAAH is denoted by � and auxin concentration is denoted by (.
We assume:
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• The kinetics of activation by the transcription factor follows the Hill-type
function with dissociate constant  - and coefficient =.

• Auxin induced degradation follows the Hill-type function with dissociate
constant  (, coefficient =( and degradation rate W.

• There are basal production of the transcription factor and iAAH with rates
U- , U� , and activated production with rates V- , V� .

• Intracellular species have self-degradation and dilution of first-order kinetics
with rate 3.

The dynamics of the transcription factor and iAAH are modeled by

TF (Citrine):
d-
dC

= U- + V-
-=

 =
-
+ -= − W

(=(

 
=(
(
+ (=(

- − 3-,

iAAH:
d�
dC

= U� + V�
-=

 =
-
+ -= − W

(=(

 
=(
(
+ (=(

� − 3�.
(2.30)

For a simpler analysis, if we assume that the transcription factor activates itself and
iAAH with the same production rate and leakiness, i.e., U- = U� := U, V- = V� :=
V, we can find that the transcription factor and iAAH have the same dynamics:

TF (Citrine):
d-
dC

= 5+(-) − 5−(()-,

iAAH:
d�
dC

= 5+(-) − 5−(()�,
(2.31)

where 5+(-) is the production rate dependent on the activation by the transcription
factor, and 5−(() is the degradation rate involving the induced degradation by auxin:

production rate: 5+(-) = U + V
-=

 =
-
+ -= ,

degradation rate: 5−(() = W
(=(

 
=(
(
+ (=(

+ 3.
(2.32)

According to equations (2.31) and (2.32), we can find the steady state solutions of
- given a fixed auxin concentration by looking for the intersection of 5+(-) and
5−(()- . It is shown in Figure 2.10C that there are three solutions with two stable
states corresponding to ON and OFF states, and one unstable intermediate state. It
means that deterministically cells converge to either ON or OFF state based on their
initial conditions. Auxin concentration determines the degradation rate 5−(() and
establishes the barrier between stable ON and OFF states. When there are more
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auxin molecules in the environment, cells are more likely to switch to OFF state
because of the degradation of - , leading to a lower ON population fraction.

Now we model the sensor arm to study the dynamics of auxin. We assume the
synthesis of auxin is linearly dependent on the enzyme iAAH concentration with
rate V(, given the precursor is abundant. Consider there are # cells in the population
secreting auxin and auxin is diluted externally in the environment with rate 3(. The
ODE model of the total auxin concentration is:

auxin:
d(
dC
=

#∑
V(� − 3((. (2.33)

Equations (2.30) and (2.33) describe the closed loop circuit in ODEs. By changing
the external dilution rate 3( of auxin, we are able to tune the concentration of (
and therefore obtain different population fractions of ON and OFF states. To test
the tunability, we vary 3( values and run a stochastic simulation of 1000 cells for -
expression distribution, and compute for the ON state population fraction at steady
state. As shown in Figure 2.10D, increasing the dilution rate 3( leads to a higher
ON state cell fraction in a wide regime.

To further demonstrate how the population-level controller regulates cell state
switching and tunes the population fraction, we develop a population-level ODE
model. Consider there are #$# ON state cells that have steady states of transcrip-
tion factor and iAAH with concentrations -$# , �$# , and #$�� = # − #$# OFF
state cells have steady states -$�� , �$�� . We can derive the steady state of total
auxin concentration according to equation (2.33):

( =

#∑
V(�/3(

=
V(

3(
(#$#�$# + #$���$��)

=
#V(

3(

(
�$�� + (�$# − �$��)

#$#

#

)
.

(2.34)

Consider the control objective H is the ON cell fraction #$#
#

. Equation (2.34) shows
that the auxin concentration ( is proportional to H and the proportion depends on
the total population density # , the synthesis rate V( and the dilution rate 3( of
auxin. Therefore, the signaling molecule auxin functions as a proportional feedback
control species at population-level.

Now we test the adaptation response of the population-level control circuit mediated
by the signaling molecule auxin under disturbances. Consider a heterogeneous



31

A

heterogeneous

disturbance

perturbed to OFF

N cells (1-   )N cells

N cells
synTF-Cit-AID

iAAH-AID

Auxin

synTF-Cit-AID

iAAH-AID

B

ON fraction = y*

Figure 2.11: Schematic diagram of a heterogeneous disturbance in population frac-
tion control. (A) Illustration of the disturbance that perturbs a fraction of q# cells
in the population. Cells in ON and OFF states are shown in white and blue circle.
Cells in the red box are perturbed to OFF state. (B) A detailed illustration of the
disturbance mechanism. Cells that are perturbed fail to express the transcription
factor and iAAH (upper cell).

disturbance in the environment that breaks the expression of the transcription factor
and iAAH, leading to an emerging phenotype with only OFF state. Figure 2.11A
illustrates the heterogeneous disturbance that only hits partial of the population.
In a population of # cells, the initial population fraction of ON cells is H∗. A
subpopulation of q# (0 < q < 1) cells are perturbed to OFF state, while the other
cells are not perturbed. In perturbed cells, the transcription factor and iAAH are no
longer expressed, eventually cells stay in the OFF state, as shown in Figure 2.11B.

Without cell-cell signaling via auxin (open loop), we can find the ON cell fraction
of the overall population after the disturbance becomes

H>; =
(1 − q)#H∗

#
= (1 − q)H∗, (2.35)

leading to an error

4>; =
| (1 − q)H∗ − H∗ |

H∗
= q. (2.36)

The open loop result shows that there is no adaptation to the disturbance in the
population fraction and the steady state error is direcly determined by the fraction
of perturbed cells that are turned to OFF state, denoted by q.

With the population-level control circuit proposed above, we expect that more
unperturbed cells can switch to ON state and maintain a robust level of overall
ON cell fraction in the population, since the signaling molecule auxin can measure
the change of the overall population fraction and actuate state switching in other
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Figure 2.12: Simulation of response to a heterogeneous disturbance in population
fraction control. (A) Illustration of the perturbation and adaptation process in
the population. (B) Simulated - concentration distributions. Left panel shows
a bimodal stationary distribution without the disturbance. Middle panel shows a
perturbed distribution without the population fraction control circuit. Right panel
shows the adapted distribution with the control circuit. Dashed curves and arrows
demonstrate how cells switching between states affect the distribution change. (C)
Simulated time trajectories of ON cell fraction in the total population, unperturbed
and perturbed subpopulations corresponding to the three scenarios.

unperturbed cells. To test that, we simulate the evolution of the distribution of
- expression and demonstrate how unperturbed cells compensate for perturbed
cells. Figure 2.12A shows the simulation results of the perturbation and adaptation
process.

Figure 2.12B (left) is the population distribution of - expression at steady state
without disturbance. The bimodal distribution shows two peaks of high/low -

expression (ON/OFF state), and we can compute the ON fraction H∗ = 56.6%.
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Figure 2.12C (left) is the corresponding time trajectory of ON fraction starting from
all OFF state cells initially at time zero. When a fraction of 20% population are
perturbed to OFF state, we can observe from the simulation in Figure 2.12B (mid-
dle) that the distribution of ON state peak shrinks and adds to the OFF state peak,
leading to an error of 20% in overall ON fraction in the population as calculated
in equation (2.36). Simulation of time trajectory shown in Figure 2.12C (middle)
also demonstrates that without the signaling system via auxin, the ON fraction of
the perturbed subpopulation decreases to zero while the unperturbed subpopula-
tion maintain their initial ON fraction. With the population-level controller by
auxin mediated feedback, the distribution of OFF state peak moves to ON state
peak since a fraction of unperturbed subpopulation switch to ON state, as shown in
Figure 2.12B (right). The time trajectory in Figure 2.12C (right) shows how unper-
turbed subpopulation compensate for the breakdown in perturbed subpopulation to
maintain a robust overall ON fraction in the population.

Heterogeneous disturbances are common in environments. Strong disturbances
may significantly interfere with cellular dynamics and cause a large fraction of
cells under stress, resulting in a large perturbation in population-level behaviors
(Veening, Smits, and Kuipers, 2008; Kussell and Leibler, 2005). It is also known as
a survival strategy for cell populations to exhibit phenotypes with low metabolism
and slow growth in fluctuating environments, which may also affect other desired
functionalities in synthetic cell populations (Balaban et al., 2004; Fraser and Kaern,
2009; Ackermann, 2015). Therefore, we expect the population-level control circuit
to achieve robust control of desired functionalities under diverse environmental
disturbances that may lead to phenotypes with broken or even failed regulation.

We further test the robustness performance of the population fraction control circuit
to disturbances with varying amplitude (Figure 2.13A) in a large range of perturbed
population fraction (Figure 2.13C) and compared the closed loop steady state error
in ON fraction with open loop results (Figure 2.13B, D).

When the disturbance causes a larger perturbation to the expression of - with a lower
production rate as shown in Figure 2.13A, the potential well for theON state becomes
shallower, allowing perturbed cells to switch to the OFF state more easily. Thus a
larger amplitude in perturbing - production rate leads to a larger error in population
ON fraction, as shown in the simulation in Figure 2.13B. When the disturbance is
large enough to fully turn off perturbed cells, which is the scenario considered in
Figure 2.11, the error of the closed loop is kept at a constant value. Compared to the
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Figure 2.13: Robustness performance of the population fraction control circuit. (A)
Illustration of a disturbance with an increasing amplitude. A fixed fraction of cells
in the red box are perturbed with an increasing disturbance in - production rate
from left (light red) to right (dark red). (C) Illustration of a disturbance with an
increasing fraction of perturbed cells. An increasing fraction of cells in the red box
are perturbed with a fixed disturbance in - production rate from left (small red box)
to right (large red box). (B)(D)(E) Simulations of ON fraction error at steady state
of the open loop circuit without the signaling feedback and the closed loop circuit
with the signaling feedback.

open loop where the ON fraction error saturates at the value equal to the perturbed
population fraction q, the closed loop ensures a much smaller error. On the other
hand, we quantify the steady state error of ON fraction given an increasing fraction
of perturbed cells. The simulation in Figure 2.13D shows that when perturbed cells
are fully turned off, the error increases along the perturbed population fraction q but
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is much smaller than the open loop error. An integrated robustness performance is
characterized in Figure 2.13E, indicating the population fraction control circuit is
able to significantly reduce the error in ON cell fraction compared to no signaling
feedback between the perturbed and the unperturbed subpopulations.

Two populations ratio control
Engineering synthetic microbial consortia relieves the loading effect and burden in
individual cells by division of labor (Roell et al., 2019; Sabra et al., 2010). Recent
studies have started building circuits in consortia of multiple cell types instead
of a single cell type for more complex functionalities. For example, a predator
prey system with two cell strains (Balagaddé et al., 2008), a two strain system for
programmed pattern formation (Basu et al., 2005), and a two strain population-level
oscillator (Y. Chen et al., 2015). When implementing circuits at the population-
level across multiple cell strains, maintaining a stable population fraction of all
cell strains is challenging. Without population-level control, the ratio between
cell types merely depends on their initial fractions, resource in environments and
corresponding growth rates, which can be constantly varying with cellular noise and
environmental disturbances. In addition to achieving stable and robust coexistence
of different cell types, the ratio between the cell types might require tuning for the
best performance of the consortium.

Here, we present a population-level control circuit that robustly tunes the population
ratio between two cell types in a consortium 2. The closed loop system includes
two orthogonal cell-cell signaling systems via quorum sensing signals. The quorum
sensing signals function as the sensor of cell population density of both cell types.
Both cell types have a sequestering pair of toxin-antitoxin proteins, which is the
comparator and actuator.

As shown in Figure 2.14A, we consider two different cell types of #1 and #2 cells
in a well-mixed culture. Cell type I constitutively produces a signaling molecule
Lux-AHL, where the concentration of Lux-AHL is considered as a proportional
measurement of cell number #1. Lux-AHL activates the production of a toxin
protein ccdB in cell type I, forming a negative feedback loop regulating its own
population density. Cell type II produces another orthogonal signaling molecule
Cin-AHL under an external induction that activates toxin ccdB in cell type II,
self-regulating its density. Cell type I can also sense Cin-AHL and produce an

2A version of this section has been published as (Ren, Baetica, et al., 2017).
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Figure 2.14: Schematic diagram and simulation of two populations ratio control.
(A) The control circuit implementation of toxin-antitoxin (ccdB-ccdA) pairs and the
Lux-AHL, Cin-AHL quorum sensing systems in two cell types. The upper diagram
illustrates concept of the control circuit with self-killing and mutual-rescuing mech-
anisms to control population density ratio. (B) Simulations of population density
dynamics of two cell types with the closed loop circuit in (A) and the open loop
circuit without the quorum sensing system. There is a step disturbance in cell type
I cells’ growth rate at 30hr and in death rate at 60hr.

antitoxin protein ccdA by Cin-AHL’s activation, where ccdA can rescue cell type I
by sequestering more toxin ccdB. Similarly, Lux-AHL activates ccdA production in
cell type II to inhibit cell death.

Both cell types actuate cell death and rescuing reactions by sensing signaling
molecules from their own and the other cell type. The desired ratio between cell
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Parameters Description
:#1 , :#2 Population growth rate of cell type I and II
#max Carrying capacity
3#1 , 3#2 Population death rate by toxin of cell type I and II
U) , U� Basal production rate of toxin ccdB and antitoxin ccdA
V) , V� Activated production rate of toxin ccdB and antitoxin ccdA by AHL
W Sequestration rate of toxin ccdB and antitoxin ccdA
31, 32 Dilution rate of intracellular species in cell type I and II
 (1 ,  (2 Dissociation coefficient of Lux-AHL and Cin-AHL activation
V(1 , V(2 Production rate of Lux-AHL and Cin-AHL
3( External dilution of AHL

Table 2.1: Parameters of the two populations ratio control model.

types (reference) can be set by tuning the synthesis rates of two AHLs, for exam-
ple, the external induction of Cin-AHL. When the ratio between cell type I and II
(#1 : #2) is perturbed to a higher value than the desired ratio, more Lux-AHL will
be synthesized and released, leading to more toxin ccdB production in cell type I. On
the other hand, fewer Cin-AHL molecules are secreted in the environment, resulting
in a reduced production of antitoxin ccdA in cell type I. Both pathways cause more
cell type I cells dead. Meanwhile, the increase in Lux-AHL concentration and the
decrease in Cin-AHL concentration can rescue more cell type II cells. As a result,
the ratio between cell type I and II is down-regulated until it reaches the desired
value and adapts to the perturbation.

We develop an ODE model to describe both cell growth/death dynamics and intra-
cellular gene expression dynamics of two cell types in a well-mixed culture. We
assume:

• Both cell types share the same resource in the environment for growth and the
growth is characterized by Lokta-Volterra model.

• Both cell types have the same production rates of the toxin ccdB and the toxin
ccdA.

• The two quorum sensing AHLs are orthogonal.
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The model of cell type I is:

population density:
d#1
dC

= :#1

(
1 − #1 + #2

#max

)
#1 − 3#1)1#1,

toxin ccdB:
d)1
dC

= U) + V)
(2

1

 2
(1
+ (2

1
− W)1�1 − 31)1,

antitoxin ccdA:
d�1
dC

= U� + V�
(2

2

 2
(2
+ (2

2
− W)1�1 − 31�1,

signal Lux-AHL:
d(1
dC

= V(1#1 − 3((1,

(2.37)

where 31 = :#1

(
1 − #1+#2

#max

)
. Parameters are listed in Table 2.1.

The model of cell type II is:

population density:
d#2
dC

= :#2

(
1 − #1 + #2

#max

)
#2 − 3#2)2#2,

toxin ccdB:
d)2
dC

= U) + V)
(2

2

 2
(2
+ (2

2
− W)2�2 − 32)2,

antitoxin ccdA:
d�2
dC

= U� + V�
(2

1

 2
(1
+ (2

1
− W)2�2 − 32�2,

signal Cin-AHL:
d(2
dC

= V(2#2 − 3((2,

(2.38)

where 32 = :#2

(
1 − #1+#2

#max

)
.

Assuming the sequestration between ccdB and ccdA is strong with fast rate W �
31, 32, we can derive the quasi-steady state of ccdB and ccdA in cell type I by setting
d)1
dC = 0, d�1

dC = 0:

)1�1 ≈
U)

W
+ V)
W

(2
1

 2
(1
+ (2

1
=
U�

W
+ V�
W

(2
2

 2
(2
+ (2

2
. (2.39)

We can further derive from equation (2.24):

V)
(2

1

 2
(1
+ (2

1
− V�

(2
2

 2
(2
+ (2

2
≈ U� − U) . (2.40)

Similarly, we solve for the quasi-steady state of ccdB and ccdA in cell type II:

V�
(2

1

 2
(1
+ (2

1
− V)

(2
2

 2
(2
+ (2

2
≈ U) − U�. (2.41)
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From equations (2.40) and (2.41), we can obtain

(2
1

 2
(1
+ (2

1
=

(2
2

 2
(2
+ (2

2
≈ U� − U)
V) − V�

. (2.42)

Given the steady state of AHL concentration when d(1
dC = 0, d(2

dC = 0, we have

(1 =
V(1

3(
#1, (2 =

V(2

3(
#2. (2.43)

Combining equations (2.42) and (2.43), we can solve for the population ratio between
cell type I and II:

A12 =
#1
#2

=
V(2

V(1

(1
(2
≈
V(2

V(1

 (1

 (2

, (2.44)

which is not dependent on the population growth rates :#1 , :#2 , death rates 3#1 , 3#1

or carrying capacity #max. From the theoretical solution, we can expect that fluctu-
ations in the environment that perturb the growth condition of cell populations will
not affect the steady state ratio with the feedback control circuit.

In fact, the population ratio control circuit includes an approximated integral feed-
back. We can define the controller dynamics by the concentration difference between
toxins and antitoxins in two cell types: Δ)� = ()1 − �1) − ()2 − �2). Assuming
dilution rates 31, 32 are negligible, i.e., 31, 32 � V) , V�, we can derive the controller
dynamics:

dΔ)�
dC
≈ V)

(2
1

 2
(1
+ (2

1
− V�

(2
2

 2
(2
+ (2

2
− V)

(2
2

 2
(2
+ (2

2
+ V�

(2
1

 2
(1
+ (2

1
. (2.45)

Furthermore, we can find the time integral of dΔ) �
dC :

Δ)� (C′) ≈ (V) + V�)
∫ C ′

0

(
(2

1(C)
 2
(1
+ (2

1(C)
−

(2
2(C)

 2
(2
+ (2

2(C)

)
dC. (2.46)

It means the difference between toxin and antitoxin concentrations in two cell types
is proportional to the integral of the error between two signaling molecule activation
strengths (2

1
 2
(1
+(2

1
and (2

2
 2
(2
+(2

2
. In other words, the left-hand side of equation (2.46)

converges to steady state only when the integrand becomes zero, requiring steering
two AHL concentrations (1, (2 to values that are independent of cell growth rates,
death rates and carrying capacity. Then based on the proportional relationship
between population density and AHL concentration, the population fraction ratio
A12 converges to a constant level that depends on AHL synthesis rates V(1 and
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A

B Robustness to disturbances

Figure 2.15: Tunability and robustness performance of the two populations ratio
control circuit. (A) Tunable population density ratio by inducing the Cin-AHL ((2)
synthesis rate in cell type II. (B) Steady state errors in population density ratio when
cell type I population is perturbed by a step disturbance in cell growth rate and death
rate. 0% represents no perturbation.

V(2 , despite uncertainties and disturbances in population growth conditions. The
integral controller ensures robust population ratio between two cell types, which is
also consistent with the steady state solution of A12 in equation (2.44).

To demonstrate the population ratio controller maintains a robust ratio between two
cell types, we simulate for population growth dynamics with closed loop circuit
under step disturbances to cell type I. We also compared the results with open loop
circuit that does not includes the quorum sensing systems of Lux-AHL or Cin-AHL
molecules. When cell type I cells are perturbed with lower growth rate :#1 or higher
death rate 3#1 , the population density #1 decreases to a lower level in the open loop
circuit, leading to a large error in population ratio, as shown in Figure 2.14B (right).
However, in the closed loop with AHL mediated regulation, the ratio between cell
type I and II robustly adapts to the disturbances, as shown in Figure 2.14B (left).

According to equation (2.44), the population ratio can be tuned by AHL synthesis
rates V(1 and V(2 . With an external induction of Cin-AHL production in cell type II,
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we can set a higher ratio by increasing V(2 , which is demonstrated by simulation in
Figure 2.15A.We also compare the robustness performance of closed loop and open
loop circuits under a wide range of disturbances to cell growth and death by measur-
ing the steady state error of population ratio, shown in Figure 2.15B. The simulation
results suggest that the population ratio control circuit ensures robust adaptation to
environmental disturbances to population growth conditions, and improves robust
ratio control significantly than the open loop.

2.5 Principle I: Signal integral feedback control
Population-level control circuits via cell-cell signaling systems have been shown
to improve robustness in maintaining the overall population production, population
density, fraction and relative ratio between cell types in Section 2.2 and 2.3. Next
we explore general design principles and implementable regulation networks that
utilize cell-cell signaling molecules as a population-level feedback controller for
robust population-level behaviors.

Integral feedback control is commonly used in engineering to achieve a robust set-
point output without error (Aström andMurray, 2010). In biology, integral feedback
can be realized by biomolecular reactions for robust perfect adaptation in gene
expression (Briat, Gupta, and Khammash, 2016; Xiao and Doyle, 2018; Olsman
et al., 2019). Integral feedback ofen requires a chemical species to measure the
deviation in the expression output and actuate gene regulation for adaptation when
the cell is perturbed. However, tomeasure population-level expression, any chemical
species associated within single cells is not a good fit. In addition, the dilution
of intracellular chemical species from cell growth and division is an inevitable
source of leakiness for many integral controllers in growing cells (Qian and Del
Vecchio, 2018). Implementing integral control in intracellular circuits also faces
practical challenges, such as inducing burden to host cells by large transcription
and translation reactions (Del Vecchio, Dy, and Qian, 2016), constraints on relative
chemical abundance at single cell-level (Ang and McMillen, 2013), etc.

Meanwhile, cell-cell signaling molecules can sense the whole population’s expres-
sion as a globalmeasurement and regulate downstream intracellular gene expression.
Fast and diffusible signaling molecules are particularly a good fit for integral chem-
ical species since they are not diluted by cell growth and division, and its concentra-
tion can be tuned by external dilution from the environment. Diverse manipulation
approaches of signaling molecules in the environment can also provides flexible
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while controlled behaviors in cell populations. Therefore, we propose a population-
level design principle using the signaling molecule as the control variable of an
integral feedback, so called signal integral feedback control.

Regulation network structures
Signal integral feedback depends on dynamics of the signaling molecule (. Here,
we show biological designs with different mechanisms including regulation of the
synthesis, degradation and external dilution of the signaling molecule, illustrated in
Figure 2.16.

We consider the control goal is to maintain a robust expression of a target gene - in a
population. We define the total expression of - in a population of # cells as the sum
of - concentration in single cells, denoted by H. To make sure the system is stable
with the signal integral feedback control circuit, we focus on regulation networks
that form a negative feedback between - and ( in the closed loop. According to the
analysis of intracellular and extracellular concentrations of fast diffusible signaling
molecules in equations (2.13-2.17), we use the same variable for signaling molecule
concentration. In this section, we will use capital letters to indicate chemical
species, lower case letters to denote the corresponding concentration, and subscript
8 to denote the concentration in the 8th cell. For example, species ( has concentration
B, and the total expression H =

∑#
8=1 G8.

Saturated enzymatic degradation of signaling molecules

Signaling molecules can be actively degraded by enzymes. For example, Aiia is an
enzyme found in bacteria that degrades quorum sensing molecules AHL (S. J. Lee
et al., 2002), and Bar1 protease can degrade a mating pheromone U-factor in yeast
cells (Youk and Lim, 2014). In most signaling systems, signaling molecules have a
much higher concentration than intracellular enzymes, which leads to a saturation
in signaling molecules’ degradation.

We assume in the closed loop, the signaling molecule ( is synthesized by - and
degraded by an constitutive enzyme � , and there is no external dilution in the
environment, as shown in Figure 2.16A. The enzymatic degradation is modeled
using Michaelis-Menten kinetics with dissociation constant  . The dynamics of (
can be described as

dB
dC
=

#∑
8=1

(
G8 −

B

 + B 48
)
, (2.47)
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Figure 2.16: Circuit designs of signal integral feedback control. (A) A circuit
schematic based on enzymatic degradation. There is an external induction ` on the
enzyme expression to tune the robust average expression of - in the population.
(B)(C) Circuit schematics based on self-activating signaling molecules. The aver-
age expression of - can be tuned by varying the synthesis rate V of the signaling
molecule. The total expression of - can be tuned by manipulating the external
dilution rate of the signaling molecule. (D) A circuit schematic based on sequestra-
tion of signaling molecule pairs. The average or expression of - can be tuned by
inducing (′ synthesis rate or adding (′ externally.

where 48 is a constant concentration of the enzyme � in the 8th cell. We can set the
enzyme concentration 48 = ` by an external induction of enzyme expression. When
( saturates, i.e.,  , 48 � B, the enzymatic degradation can be approximated by 48
since B

 +B ≈ 1. We can obtain

dB
dC
≈

#∑
8=1
(G8 − 48) = #

( H
#
− `

)
. (2.48)

The controller described by equation (2.48) indicates that the average population
expression H

#
is robustly set by the enzyme concentration `. To tune the population

average expression, we can vary the enzyme production with inducible promoters
and obtain different enzyme concentrations.

The Michaelis-Menten model of enzymatic degradation is derived from reactions:

∅ -⇀( + �8
:+


:−
�(8⇀�8 (2.49)
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with an ODE model:

dB
dC
= G8 − :+B48 + :− [4B]8,

d48
dC

= −:+B48 + :− [4B]8 + [4B]8,
d[4B]8

dC
= :+B48 − :− [4B]8 − [4B]8 .

(2.50)

We assume the binding and unbinding process between the signaling molecule (
and the enzyme � is much faster than the synthesis and degradation process. Given
the enzyme conservation law, i.e., 48 + [4B]8 = 4C>C0; , we can derive the quasi-steady
state of ( where dB

dC = 0:

:+B48 ≈ :− [4B]8,
:+ (4C>C0; − [4B]8) B ≈ :− [4B]8,

[4B]8 ≈
:+4C>C0;B

:− + :+B
=

B

 + B 4C>C0; ,

(2.51)

where  = :−
:+

is the dissociation constant.

At the slow timescale where ( is synthesized by - by # cells and �(8 degrades,
we denote the total signaling molecule concentration by BC>C0; = B +

∑#
8=1 [4B]8 and

obtain:
dBC>C0;

dC
=

#∑
8=1
(G8 − [4B]8) =

#∑
8=1

(
G8 −

B

 + B 4C>C0;
)
, (2.52)

which is rewritten in equation (2.47).

Self-activating synthesis of signaling molecules

Many signalingmolecules are found to activate their own synthesis through a positive
feedback in nature, such as bacterial quorum sensing molecules AHL, AI-2, and
AIP (Miller and Bassler, 2001).

As shown in Figure 2.16B, we assume the self-activating signaling molecule ( is
degraded or sequestered by - in the close loop, and there is no external dilution. We
model the self-activation with Michaelis-Menten kinetics with dissociation constant
 , and assume ( concentration is within the linear regime, i.e., B �  . The degra-
dation or sequestration is modeled with mass action kinetics. Then the dynamics of
( becomes

dB
dC
=

#∑
8=1

(
V

B

 + B − G8B
)
. (2.53)
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Given the assumption B �  , we can approximate the self-activation with linear
kinetics since B

 +B ≈
B
 
, and obtain

dB
dC
≈

#∑
8=1

(
V
B

 
− G8B

)
= −#

(
H

#
− V

 

)
B. (2.54)

The stable steady state is achieved when H

#
− V

 
= 0 given # > 0, implying that the

average population expression H

#
converges to a constant V

 
despite disturbances in

- expression. To tune the desired average expression, we can vary the parameter
V, representing the synthesis rate of the signaling molecule. For example, we can
externally induce the the synthase’s expression of the signaling molecule.

Another regulation network structure includes - catalyzing the synthesis of the
self-activating signaling molecule (. There is an external dilution of ( at a constant
rate 3, as shown in Figure 2.16C. Then the dynamics of ( becomes

dB
dC
=

#∑
8=1

G8
B

 + B − 3B. (2.55)

Again, we assume B �  so the self-activation operates in the linear regime. We
can derive

dB
dC
≈

#∑
8=1

G8
B

 
− 3B = (H −  3) B

 
. (2.56)

This network structure sets a robust total population expression H at concentration
level 3, despite disturbances in - expression or population density # . The external
dilution rate 3 can be varied to tune the total expression linearly.

Note that ( concentration needs to satisfy the linear regime assumption in its acti-
vation to derive the integral feedback in these regulation networks. Therefore, we
require that ( has a small concentration, i.e., B �  . This assumption suggests that
the feedback control only guarantees robust set-point output with low population
density or fast dilution in the environment.

Sequestration of signaling pairs

An integral feedback can be realized through sequestration of chemical species
(Briat, Gupta, and Khammash, 2016; Aoki et al., 2019). In multicellular systems,
we find sequestering chemical pairs also function as signals, e.g., quorum sensing
molecules and antibodies (Grandclément et al., 2016), antibiotics and interceptors
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(Sabnis et al., 2018), and growth factors and their inhibitors (Belair, Le, andMurphy,
2014).

We denote the signaling molecule pair by ( and (′, with concentrations B and B′. In
sequestration-based regulation networks, the variable ΔB = B − B′ functions as the
integral variable.

As shown in Figure 2.16D, ( synthesis is catalyzed by - and (′ is constitutively
produced by cells or added from an external input. The dynamics of the signaling
pair are modeled by

dB
dC
=

#∑
8=1

G8 − WBB′,

dB′

dC
=

#∑
8=1

` − WBB′, or dB′

dC
= ` − WBB′.

(2.57)

For both cases, we can derive

dΔB
dC

= #

( H
#
− `

)
, or

dΔB
dC

= H − `. (2.58)

Then the average expression H

#
or the total expression H can be set to a robust

concentration ` when the anti-signal is produced by cells or added with constant
rate.

Population expression control
Following the design principles of signal integral feedback control, we propose a
synthetic circuit that controls an average gene expression in an Escherichia coli
population as an example. We test if the signal integral circuit can achieve perfect
adaptation to disturbances that lead to ‘low-producing’ or even ‘non-producing’
phenotypes in a heterogeneous population. To demonstrate the conclusion in Section
2.2 and 2.3 that intracellular regulation fails in heterogeneous populations, we also
present an intracellular integral circuit for comparison.

In this example, the desired population-level expression is a fluorescent protein
GFP concentration, which can be seen as a reporter of any gene expression of
interests. The signal integral circuit shown in Figure 2.17A is designed based on the
network structure of saturated enzymatic degradation presented in Figure 2.16A.
In the closed loop circuit, GFP is sensed by a quorum sensing signal AHL and
AHL molecules activate a transcription factor TetR that represses GFP and AHL
synthase LuxI. The enzyme Aiia degrades AHL and its concentration can be tuned
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Figure 2.17: Schematic diagram and simulation of a signal integral circuit for
population expression control. (A) The control circuit implementation of signal
integral feedback based on enzymatic degradation mechanism. (B) Simulations of
population-level average expression of GFP and AHL dynamics. (C) Simulations
of steady state average GFP concentration under a range of Aiia induction.

through an inducible expression. With a higher expression of Aiia, more AHL
molecules are degraded and GFP reaches a lower concentration accordingly. Thus
the induction level of Aiia can set the desired population-level expression. Since
AHL is a diffusible molecule secreted by all cells and quickly gets well-mixed in
the environment, AHL concentration is considered as the signal integral control
variable that globally measures the population-level expression of GFP.

We build an ODE model of the signal integral circuit in a population of # cells with
following assumptions:

• AHL production rate is proportional to its synthase LuxI concentration.

• AHL concentration is larger than Aiia concentration and the dissociation
constant  (� of Michaelis-Menten kinetics of enzymatic degradation, so
AHL degradation is saturated by Aiia.

• There is no external dilution of AHL in the environment.
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Parameters Description
U- , V- Basal and repressed production rate of GFP by TetR
U� , V� Basal and repressed production rate of LuxI by TetR
 ) Dissociation constant of TetR repression
U� Inducible production rate of Aiia
U) , V) Basal and activated production rate of TetR by Lux-AHL
 ( Dissociation constant of Lux-AHL activation
3 Dilution rate of intracellular species
V( Synthesis rate of Lux-AHL
W Degradation rate of Lux-AHL by Aiia

Table 2.2: Parameters of the signal integral circuit model for population expression
control.

• The binding reactions of AHL and its receptor LuxR are neglected given
a constitutive expression of LuxR, so AHL-mediated activating production
depends on AHL concentration.

• Activating and repressing production rates aremodeled byHill-type functions.

The dynamics of the closed loop circuit is modeled using ODEs with parameters
are listed in Table 2.2:

GFP:
d-
dC

= U- + V-
 2
)

 2
)
+ )2

− 3-,

LuxI:
d�
dC
= U� + V�

 2
)

 2
)
+ )2

− 3�,

Aiia:
d�
dC

= U� − 3�,

TetR:
d)
dC
= U) + V)

(2

 2
(
+ (2

− 3),

Lux-AHL:
d(
dC
=

#∑
(V( � − W�) ,

total GFP: H =

#∑
-.

(2.59)

In the simulation shown in Figure 2.17B and C, we demonstrate that the average
GFP expression in the population is regulated by AHL and reaches a stable steady
state. Moreover, the steady state concentration of GFP can be tuned by the induction
level of Aiia expression in a wide range.

Note that in equation (2.60), the degradation of AHL saturates by the enzyme con-
centration Aiia since AHL concentration is much higher than Aiia concentration and
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Figure 2.18: Schematic diagram and simulation of the signal integral circuit in a
heterogeneous population. (A) Schematic diagram of two phenotypes when the
population is perturbed by an environmental disturbance. Dashed lines represent
loss of function or regulation in ‘low-producing’ cells. (B) Simulation of average
GFP expression in two phenotypes and the total population. The overall population-
level expression shows adaptation to the disturbance.

the dissociation constant  (� of enzymatic kinetics, which is the key assumption for
this signal integral control circuit. Small fluctuations in cellular expression of Aiia
or AHL usually won’t break the assumption, yet large environmental disturbances
might have an big effect if critical production of these molecules is shut down. More
generally, we can derive AHL dynamics from different degradation kinetics under
different assumptions:

if ( �  (� :
d(
dC
≈

#∑
(V( � − W�) ,

if ( �  (� :
d(
dC
≈

#∑ (
V( � −

W

 (�
�(

)
.

(2.60)

Now we evaluate the average GFP expression in the population regulated by the
signal integral circuit under large environmental disturbances. We assume the pop-
ulation exhibit emerging phenotypes due to the environmental disturbance. There
appear #1 ‘producing’ cells and #2 ‘low-producing’ cells that fail to produce the re-
quired concentration of GFP, as illustrated in Figure 2.18A. When the disturbance is
strong where cells are under critical stress, the ‘low-producing’ phenotype becomes
‘non-producing’ and cells stop expressing GFP at all. Without proper control, the
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average GFP concentration in the population will be perturbed to a lower level by
these ‘low-producing’ or ‘non-producing’ cells.

We simulate the response of ‘producing’, ‘low-producing’ phenotypes and the total
population to the disturbance, shown in Figure 2.18B. After hit by the disturbance,
the emerging ‘low-producing’ cells have a decreasing GFP expression, meanwhile
the ‘producing’ phenotype increase their expression. Therefore, the total population
can adapt to the disturbance andmaintain a robust averageGFP concentration. In this
example, we conclude that the global AHLmolecules can coordinate heterogeneous
response in different phenotypes. Even though ‘low-producing’ cells undergo severe
perturbations in their expression, the disturbance and required control action are
divided among all cells. Thus, the population-level control circuit ensures robust
adaptation when a fraction of the population are strongly perturbed.

On the other hand, we also propose an intracellular integral circuit for comparison.
As illustrated in Figure 2.19A, the circuit utilizes a transcription factor AraC as
the control species. AraC is tagged to be actively degraded by a protease ClpXP
which has a tunable concentration for various set-point values. The main difference
from the signal integral circuit is that we replace the quorum sensing system with
an intracellular transcription factor with enzymatic degradation. There is also a
dilution in AraC concentration due to cell growth and division. We build ODE
models to study the intracellular circuit’s dynamics. Parameters can be found in
Table 2.3. Similarly, we assume the degradation of AraC is saturated by the protease
ClpXP given a high concentration of AraC in cells to satisfy the constraint of an
integral controller.

The ODE model of the intracelluar integral circuit in a population of # cells is:

GFP:
d-
dC

= U- + V-
 2
)

 2
)
+ )2

− 3-,

AraC:
d�
dC

= U� + V�
 2
)

 2
)
+ )2

− W% − 3�,

ClpXP:
d%
dC
= U% − 3%,

TetR:
d)
dC
= U) + V)

�2

 2
�
+ �2

− 3),

total GFP: H =

#∑
-.

(2.61)

Note that the circuit only includes an approximate integral feedback because of
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Figure 2.19: Schematic diagram and simulation of a intracellular integral circuit for
population expression control. (A) The control circuit implementation of intracellu-
lar integral feedback based on enzymatic degradation mechanism. (B) Simulations
of population-level average expression of GFP and AraC dynamics. (C) Simulations
of steady state average GFP concentration under a range of ClpXP induction.

the dilution of intracellular species, as discussed in Section 2.3. For example,
AraC dilution leads to a leaky memory of the error information. In simulation, we
find similar dynamics of GFP expression under control of the intracelluar integral
feedback circuit, as shown in Figure 2.19B. The induction expression of ClpXP can
set the desired concentration of GFP in the population, as shown in Figure 2.19C.

Then we consider the same environmental disturbance that leads to ‘producing’ and
‘low-producing’ phenotypes in the population, as illustrated in Figure 2.20A. We
demonstrate with simulations in Figure 2.20B that the intracellular circuit cannot
adapt, resulting in a large error in the population average expression. The ‘low-
producing’ phenotype fails to express enoughGFP as required, while the ‘producing’
phenotype cannot respond to other cells’ dysfunctional performance. In fact, in
‘low-producing’ cells, the intracellular integral control circuit no longer operates as
expected because low production of GFP as well as AraC breaks the key assumption
that AraC is abundant to function as an integral controller. The dynamics of
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Parameters Description
U- , V- Basal and repressed production rate of GFP by TetR
U� , V� Basal and repressed production rate of AraC by TetR
 ) Dissociation constant of TetR repression
U% Inducible production rate of ClpXP
U) , V) Basal and activated production rate of TetR by AraC
 � Dissociation constant of AraC activation
3 Dilution rate of intracellular species
W Degradation rate of AraC by ClpXP

Table 2.3: Parameters of the intracellular integral circuit model for population
expression control.
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Figure 2.20: Schematic diagram and simulation of the intracellular integral circuit
in a heterogeneous population. (A) Schematic diagram of two phenotypes when the
population is perturbed by an environmental disturbance. Dashed lines represent
loss of function or regulation in ‘low-producing’ cells. (B) Simulation of average
GFP expression in two phenotypes and the total population. The overall population-
level expression shows no adaptation to the disturbance.

AraC cannot be approximated with saturated degradation as in equation (2.61), but
becomes

AraC:
d�
dC

= [

(
U� + V�

 2
)

 2
)
+ )2

)
− W

 �%
%� − 3�, (2.62)

where 0 ≤ [ < 1 represents the disturbance amplitude in production. The degrada-
tion of AraC is proportional to both the protease ClpXP concentration and itself. The
parameter  �% describes the dissociation constant of Michaelis-Menten kinetics of
enzymatic degradation.
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Figure 2.21: Robustness performance of signal and intracellular integral circuits.
(A) Illustration of a disturbance with an increasing amplitude and simulations of
steady state error in average GFP expression with three circuits. A fixed fraction
of cells are perturbed with an increasing disturbance in GFP expression from upper
(light grey) to lower (dark grey). (B) Illustration of a disturbance with an increasing
fraction of perturbed cells and simulations of steady state error in average GFP
expression with three circuits. An increasing fraction of cells are perturbed with a
fixed disturbance in GFP expression from upper (fewer grey cells) to lower (more
grey cells).

To understand the limit of robustness performance in a heterogeneous population
with signal integral and intracellular integral control circuits, we further test if a
larger disturbance or a higher fraction of the ‘low-producing’ phenotype will break
the integral circuits. We show the error in the population-level GFP expression
at steady state under a wide range of disturbance amplitude and ‘low-producing’
phenotype fraction in Figure 2.21. Open loop corresponds to the circuit without
feedback regulation of GFP expression. We find that for a fixed fraction of the
‘low-producing’ phenotype, the intracellular circuit has a small error when the
disturbance is relatively weak, mainly caused by the leakiness from dilution. When
the disturbance becomes strong, the integral controller fully breaks and causes a
larger error. The breaking point corresponds to the disturbance amplitude where the
intracellular controller no longer satisfies its constraint on the relative abundance of
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AraC and ClpXP. Meanwhile, the signal integral circuit achieves perfect adaptation
with zero error to a large range of disturbance amplitude, since large disturbances
to single cells may appear to be small disturbances at population-level. Moreover,
when the disturbance perturbs more cells to exhibit the ‘non-producing’ phenotype,
the population GFP expression error increases linearly with intracellular integral
circuit. In contrast, the signal integral circuit can tolerate a higher fraction of
‘non-producing’ cells in the population before most cells become dysfunctional.

The failure of the intracellular integral controller in this example suggests a common
challenge in synthetic control circuit design. Like the desired process that needs
to be controlled, the controller may also be perturbed by disturbances. When
controllers fail, there is no proper regulation to maintain robust behaviors in cells.
Compared to population-level control circuits, single cell-level control circuit such
as the intracellular integral controller that aims to regulate individual cells are more
likely to fail under severe environmental disturbances. Without coordination in
the population, cells are disconnected, making each one of them equally fragile to
disturbances.

2.6 Principle II: Bistable state switching feedback control
In this chapter, we introduce a novel population-level design of robust control circuits
based on heterogeneous cell state switching behaviors 3.

Besides integral feedback control, high gain feedback has been shown to improve
robustness in control theory (Aström and Murray, 2010). The inclusion of ultrasen-
sitivemodules in synthetic circuits has been recently demonstrated to improve robust
gene expression as a high gain feedback mechanism (Samaniego and Franco, 2017;
Cuba Samaniego and Franco, 2018). However, a challenge posed by ultrasensitive
mechanisms is that they may require transcription and translation of a large amount
of components, imposing a major metabolic burden on the host cell (Del Vecchio,
Dy, and Qian, 2016). A possible route to mitigate the burden imposed by high gain
controllers is the reliance on heterogeneous cellular states. Heterogeneity in gene
expression is common in natural microbial populations, and often leads to diverse
population phenotypes (Kaern et al., 2005). Importantly, heterogeneity in gene
expression has been described as a strategy of ‘division-of-labor’ to relieve burden
in single cells (West and Cooper, 2016). Furthermore, heterogeneous populations
better adapt to environmental disturbances, by taking advantage of changes in phe-

3A version of this section has appeared in (Ren, Samaniego, et al., 2020).



55

Process

Controller

Steady state I/O mapping

process

(w/ disturbance)

controller

reference

Population level controlA

error

B

Figure 2.22: Schematic diagram of ultrasensitive feedback control. (A) A closed-
loop diagram with an ultrasensitive feedback controller at population-level. (B) The
steady state input-output mapping of the controller and the process. The steady
state of output H is determined by the intersection of input-output mappings of the
controller and the process and converges to the reference A. D! and D� denote the
low and high level of control input D, and Δ demonstrates the steady state error of
output H when the process is perturbed.

notypical ratios and switching between distinct cellular states (Balaban et al., 2004;
Thattai and Van Oudenaarden, 2004).

Ultrasensitive controller at population-level
We show a schematic diagram of an ultrasensitive controller and a process inter-
connected in a feedback loop in a cell population in Figure 2.22A. The process
represents population-level behaviors that require tight control with disturbances,
uncertainties and noises, for example, target gene expression or chemical produc-
tion. The controller can be considered as an integration of control circuits in all
cells that can sense the population-level output and actuate regulation. We use A to
represent the reference that sets the desired output of the closed loop system, and
F for disturbances and uncertainties. The output H of the process is the input to
the controller and the controller produces D as an output to actuate the process. We
define the steady state input-output mappings of the process and the controller:

process: H = 5 (D, A, F) ,
controller: D = 6 (H) .

(2.63)

As shown in Figure 2.22B, when the controller is ultrasensitive, the input-output
mapping of the controller exhibits a sharp transition. Input-output mappings of
the controller (orange line) and the process (black line) intersect at the equilibrium
of the closed loop system. As long as the equilibrium is stable and lies in the
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Figure 2.23: Schematic diagram of cells switching states in a population. (A)
A single cell switch with bistable ON/OFF state. The state switching dynamics
(middle) stimulated by an input corresponds to the transition between two stable
states in the input-output mapping (right). (B) A population of cells with the
switch circuit. The transition in expression distribution in the population (middle)
stimulated by an input corresponds to the transition between two stable states in the
input-output mapping at population-level (right).

ultrasensitve regime, the output H defined by the intersection always converges to
a neighborhood of the transition threshold, even when the process is uncertain or
perturbed by disturbances (gray area). The ability to tune the threshold externally
is analogous to setting the reference of the desired output.

Ultrasensitivity can be viewed as a ‘high-gain’ mechanism that makes it possible to
achieve quasi-integral behavior (Cuba Samaniego and Franco, 2018). An important
advantage of the concept of ultrasensitive controller is that it points to the individual
roles of reference (threshold of the controller) and gain (slope of the controller) in
a biological context. Yet it may require large production rates of transcription and
translation, and cells become burdened and stressed as a consequence. Therefore,
it is important to find biological designs that achieve ultransensitive input-output
functions without relying on drastic up-regulation of gene expression in individual
cells.

We notice that a bistable switch circuit enables ON/OFF states with high/low gene
expression in single cells, as shown in Figure 2.23A. The hysteresis can generate a
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sharp switch in its input-output mapping. With a small stimulating input, a single
cell can switch from ON to OFF state or vice versa. In a population operating as
multiple single cells in parallel illustrated in Figure 2.23B, we can consider there are
multiple bistable switches in parallel. Cells may exhibit a bimodal distribution in
expression due to random initial conditions and stochastic switching dynamics, and
the small input turning cells into ON or OFF state will reshape the distribution. As a
result, the population-level gene expression by exploiting the sum of heterogeneous
states of individual cells is also sharply tuned by the small input. Therefore, when
characterizing the input-output mapping at population-level, we expect to obtain an
ultrasensitive response.

As illustrated in Figure 2.22B, it is important that the closed loop steady state lies
in the neighborhood of the ultrasensitive region and is stable when combining the
process and the controller. Comparing the single cell and population-level input-
output mappings in Figure 2.23, we notice that each single cell only has two stable
ON/OFF states out of the ultrasensitive regime and one unstable intermediate state
in the ultrasensitive regime. Yet it is possible to stabilize the total population-
level output in the ultrasensitive regime. Even when single cells exhibit oscillatory
expression, the total population-level expression can average out the fluctuation and
achieve a stable output.

In addition to the ultrasensitive response in the controller, it is necessary to design a
mechanism to sense the total output, to coordinate switches in individual cells in a
closed loop system. We suggest that cell-cell signaling systems can be used to close
the loop between the population-level process and the controller. Cell-cell signaling
molecules are secreted by all cells, forming a global measurement of population-
level output and further activating downstream gene expression in cells. With this
approach, bistable switch circuits mediated by cell-cell signaling systems can be
used as an ultrasensitive feedback controller at population-level.

Regulation network structures
Bistable genetic switch usually requires direct or indirect positive feedback loops,
such as self-activation and mutual inhibition (Gardner, Cantor, and Collins, 2000;
Ajo-Franklin et al., 2007; Y. Chen et al., 2015). Here, we show biological designs
with different bistable switch mechanisms to realize ultrasensitive feedback control
of population-level gene expression.

We consider the control goal is to maintain a robust expression of a target gene. in a
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population. In a population of # cells, the concentration of. in the 8th cell is denoted
by H8. We define the total expression in the population as the sum of individual cells,
denoted by H, where H =

∑#
8=1 H8. In this section, wewill use capital letters to indicate

chemical species, lower case letters to denote the corresponding concentration, and
the subscript 8 to denote the species or corresponding concentration in the 8th cell.
According to the analysis of intracellular and extracellular concentrations of fast
diffusible signaling molecules in equations (2.13)-(2.17), we use the same variable
( for the signaling molecule, and B for its concentration.

Self-activation with signal induced degradation

Self-activating genes that trigger their own expression can generate bistability
through an auto-feedback (Ajo-Franklin et al., 2007; Hermsen, Erickson, and Hwa,
2011). We propose that a self-activator combined with signaling molecules that
induce its degradation can form a closed loop system with population-level ultra-
sensitive control. The circuit schematic is shown in Figure 2.24A.

In the 8th cell, the self-activating transcription factor -8 also activates expression of
the target gene .8 and the signaling molecule (. The signaling molecule ( measures
the target gene expression across the population and can induce the degradation
of -8 to negatively regulate .8 expression. We list the chemical reactions in the
population, for 8 = 1, 2, ..., #:

basal production: ∅ U−→ -8, self-activation: ∅ \D8−−→ -8,

induced degradation: -8 + (
W
−→ (, cellular dilution: -8

X−→ ∅,

target production: ∅
dD8−−→ .8, cellular dilution: .8

X−→ ∅,

signal production: ∅
∑
dD8−−−−→ (, external dilution: (

X−→ ∅,

(2.64)

where D8 =
G=
8

 =G+G=8
. This results in an ODE model:

transcription factor:
dG8
dC

= U + \
G=
8

 =G + G=8
− WG8B − XG8,

target gene:
dH8
dC

= d
G=
8

 =G + G=8
− XH8,

signaling molecule:
dB
dC
=

#∑
8=1

d
G=
8

 =G + G=8
− XB,

total target gene:
dH
dC
=

#∑
8=1

dH8
dC

=

#∑
8=1

d
G=
8

 =G + G=8
− XH.

(2.65)
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Figure 2.24: Schematic diagram of an ultrasensitive circuit of self-activation and
signal induced degradation. (A) A circuit design based on a self-activating species
that is induced by the signaling molecule to degrade. (B) The production and
degradation curves that determine two stable states and one unstable state of -8
expression in a single cell. (C) The hysteresis in the single cell-level input-output
mapping of the bistable switch. (D) The population-level input-output mappings of
bistable switches in parallel (controller) and the target expression (process).

We demonstrate in Figure 2.24B that each single cell has two stable states in -8
expression given a fixed input of signaling molecule concentration B. In the closed
loop, when the total target gene expression . is perturbed, the signaling molecule
concentration changes accordingly and alters the slope of the degradation curve.
Therefore, cells switch to a different set of ON/OFF states in -8 expression with dif-
ferent potentials, leading to a new expression distribution to adapt to the disturbance
in the target gene expression dynamics.

We first explore the input-output mapping of a single bistable switch. Note that D8
describes the Michaelis-Menten kinetics of .8 production from -8 activation, and
can be considered as the single cell-level controller output to actuate the expression
process. We plot the steady state input-output mapping of a single bistable switch
(H8 versus D8) in Figure 2.24C, and the mapping shows hysteresis with an unstable
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intermediate state.

Next, we define the population-level controller output to the population-level pro-
cess:

D =

#∑
8=1

G=
8

 =G + G=8
=

#∑
8=1

D8 . (2.66)

Based on a stochastic simulation of # = 100 cells, we plot the steady state input-
output mapping of multiple bistable switches in parallel at population-level (H versus
D) in Figure 2.24D. The mapping colored in orange exhibits a graded response of the
population-level controllerwith an ultrasensitive regime in the target gene expression
H.

To figure out the population-level expression in the closed loop, we need to find
the intersection of input-output mappings of both the controller and the process.
According to equation (2.65), we can obtain the steady state solution of the total
target gene expression H by setting dH

dC = 0. By applying equation (2.66), we find a
linear input-output mapping of the population-level process:

H =
d

X
D. (2.67)

As shown in Figure 2.24D, the intersection of input-output mappings lies in the
ultrasensitive region. Therefore, the population-level ultrasensitive controller en-
sures a small derivation in the desired expression of the target gene when there are
disturbances and uncertainties in process dynamics.

Self-activation with sequestration and signal activation

Recent work has shown that sequestration with positive feedback is also sufficient
to generate bistability despite the prevalence of cooperativity (Buchler and Cross,
2009; D. Chen and Arkin, 2012). We propose that a sequestration based bistable
switch that consists of a self-activator and an anti-activator can be coupled with a
signaling system for ultrasensitive feedback control. The circuit schematic is shown
in Figure 2.25A.

In the 8th cell, the self-activating transcription factor -8 also activates expression of
the target gene .8 and the sensing signaling molecule (. The signaling molecule (
measures the target gene expression across the population and can activate an anti-
activator /8 that sequesters with the self-activator -8. The sequestration provides
nonlinear dynamics in -8 and /8, thus it generates bistable states without requiring
cooperativity of in the self-activator, as shown in Figure 2.25B. We assume that
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Figure 2.25: Schematic diagram of ultrasensitive circuit of self-activation with
sequestration and signal activation. (A) A circuit design based on a self-activating
species with a sequestering pair coupled with the signaling molecules. (B) The
production and degradation curves that determine two stable states and one unstable
state of -8 expression in a single cell. (C) The hysteresis in the single cell-level
input-output mapping of the bistable switch. (D) The population-level input-output
mappings of bistable switches in parallel (controller) and the target expression
(process).

the sequestration is strong and the complex is stable enough to ignore the reverse
reaction. We list the chemical reactions in the population, for 8 = 1, 2, ..., #:

basal production: ∅ U−→ -8, self-activation: ∅ \D8−−→ -8,

sequestration: -8 + /8
W
−→ ∅, cellular dilution: -8

X−→ ∅,

anti-activator production: ∅
V B2

 2
B +B2−−−−−→ /8, cellular dilution: /8

X−→ ∅,

target production: ∅
dD8−−→ .8, cellular dilution: .8

X−→ ∅,

signal production: ∅
∑
dD8−−−−→ (, external dilution: (

X−→ ∅,
(2.68)
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where D8 = G8
 G+G8 . This results in an ODE model:

self-activator:
dG8
dC

= U + \ G8

 G + G8
− WG8I8 − XG8,

anti-activator:
dI8
dC

= V
B2

 2
B + B2

− WG8I8 − XI8,

target gene:
dH8
dC

= d
G8

 G + G8
− XH8,

signaling molecule:
dB
dC
=

#∑
8=1

d
G8

 G + G8
− XB,

total target gene:
dH
dC
=

#∑
8=1

dH8
dC

=

#∑
8=1

d
G8

 =G + G8
− XH.

(2.69)

Similarly to equations (2.66) and (2.67), we define the population-level controller
output D as the sum of single cell-level output D8, and find the linear input-output
mapping of the population-level process:

D =

#∑
8=1

G8

 G + G8
=

#∑
8=1

D8,

H =
d

X
D.

(2.70)

We plot steady state input-output mapping of the controller at single cell-level (H8
versus D8) in Figure 2.25C, and find that it exhibits hysteresis. Meanwhile, the
population-level mappings show ultrasensitivity in the controller response, leading
to a robust closed loop steady state of population-level expression H.

Mutual inhibition with signal inhibition

The toggle switch is a well-characterized bistable circuit that involves mutual inhi-
bition of two species (Gardner, Cantor, and Collins, 2000). We couple the signaling
molecule dynamics with the mutual inhibition species and demonstrate that the
population-level controller exhibits an ultrasensitive response. The circuit is illus-
trated in Figure 2.26A.

In the 8th cell, transcription factors -8 and /8 inhibit each other’s expression. -8
also inhibits the target gene .8 and the sensing signaling molecule (. The signaling
molecule (measures the target gene expression across the population and can inhibit
/8. Themutual inhibition generates bistable states: high -8 and low /8 concentration
or low -8 and high /8 concentration. We list the chemical reactions in the population,
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Figure 2.26: Schematic diagram of ultrasensitive circuit of mutual inhibiton and
signal inhibition. (A) A circuit design based on a mutual inhibiting species and
signaling molecules. (B) The nullclines of -8 and /8 that determine two stable states
and one unstable state of expression in a single cell. (C) The hysteresis in the single
cell-level input-output mapping of the bistable switch. (D) The population-level
input-output mappings of bistable switches in parallel (controller) and the target
expression (process).

for 8 = 1, 2, ..., #:

-8 production: ∅
U

 =I

 =I +I=8−−−−−−→ -8, cellular dilution: -8
X−→ ∅,

/8 production: ∅
VD8−−→ /8, ∅

\
 2
B

 2
B +B2−−−−−→ /8, cellular dilution: /8

X−→ ∅,

target production: ∅
dD8−−→ .8, cellular dilution: .8

X−→ ∅,

signal production: ∅
∑
dD8−−−−→ (, external dilution: (

X−→ ∅,
(2.71)
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where D8 =
 =G

 =G+G=8
. This results in an ODE model:

inhibitor -8:
dG8
dC

= U
 =I

 =I + I=8
− XG8,

inhibitor /8:
dI8
dC

= V
 =G

 =G + G=8
+ \

 2
B

 2
B + B2

− XI8,

target gene:
dH8
dC

= d
 =G

 =G + G=8
− XH8,

signaling molecule:
dB
dC
=

#∑
8=1

d
 =G

 =G + G=8
− XB,

total target gene:
dH
dC
=

#∑
8=1

dH8
dC

=

#∑
8=1

d
 =G

 =G + G=8
− XH.

(2.72)

We plot nullclines of -8 and /8 given a fixed signaling molecule concentration in
Figure 2.25B. Intersections of nullclines determine two stable states corresponding
to (-$# , /$��) and (-$�� , /$# ) with distinct gene expression.

Similarly to equations (2.66) and (2.67), we define the population-level controller
output D as the sum of single cell-level output D8, and find the linear input-output
mapping of the population-level process:

D =

#∑
8=1

 =G

 =G + G=8
=

#∑
8=1

D8,

H =
d

X
D.

(2.73)

We plot steady state input-output mapping of the controller at single cell-level (H8
versus D8) in Figure 2.26C, and find that it exhibits hysteresis. Meanwhile, the
population-level mappings show ultrasensitivity in the controller response, leading
to a robust closed loop steady state of population-level expression H.

Population dosage control
Following the design principles of bistable switch-based feedback, we propose a
synthetic circuit for robust dosage control in an Escherichia coli population as
an example. Potential applications of engineered populations include releasing a
constant amount of drugs into the gut or producing a certain level of metabolites
for balanced fluxes in biochemical production, where the global dosage needs to be
tightly controlled (Venayak et al., 2015; Charbonneau et al., 2020)..

For simplicity, we consider the desired population-level output is the concentra-
tion of the quorum sensing signal AHL. As shown in Figure 2.27A, we adopt the
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Figure 2.27: Schematic diagram of an ultrasensitive circuit for population dosage
control. (A) The full circuit design with bistable switches and quorum sensing
across the population. (B) A synthetic circuit implementation using sigma and
anti-sigma factors and quorum sensing molecules Lux-AHL.

sequestration-based switch and link the output . to the activation of /8, forming
a negative feedback loop. A synthetic circuit implementation is also proposed in
Figure 2.27B. We suggest that a sigma factor activates itself and an enzyme LuxI
that catalyzes the synthesis of a quorum sensing signaling molecule AHL. The sig-
naling molecule diffuses across cell membranes and activates an anti-sigma factor
that can sequester the sigma factor and form an inactive complex. There is another
inducible production of the sigma factor, which can be used to set references by
external inducers.

We assume the AHL concentration is proportional to the concentration of the en-
zyme LuxI. Assuming the AHL concentration reaches quasi-steady state with fast
diffusion, we do not specify the intracellular and extracellular concentrations. We
also assume that AHLmolecules activate the anti-sigma factor following a Hill-type
kinetics. Then we write down the model of the closed loop of # cells, for 8 = 1 : #:

sigma factor:
dG8
dC

= U + \ G8

G8 +  
− WG8I8 − XG8,

anti-sigma factor:
dI8
dC

= V
H2

H2 +  2
H

− WG8I8 − XI8,

target AHL:
dH
dC
=

#∑
8=1

d
G8

G8 +  
− XHH.

(2.74)

We first test if the population-level output H can achieve the desired dosage con-
centration by tracking different references. The references are set by the external
induction of - production, represented by the parameter U in the model. We set
three different references by increasing values of U. We run a stochastic simu-
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Figure 2.28: Simulation of reference tracking for population dosage control. (A)
The population-level output tracking three different references in the closed-loop
system. (B) Tracking trajectories (blue line) that converge towards the equilibrium
determined by the intersection of the controller’s input-output mapping (orange line)
and the process’s (gray line) input-output mapping.

lation of # = 100 cells in parallel and plot the time trajectory in Figure 2.28A.
The population-level output H (blue line) closely tracks each reference (dashed red
line). Figure 2.28B shows input-output mappings of the population-level process
and the controller under corresponding reference. The process (gray line) shows
a linear input-output mapping and the controller (orange line) exhibits an ultrasen-
sitive input-output response. The threshold of the controller’s input-output map is
moved towards the right when U is set with a larger value. We find that the closed-
loop trajectory of H (blue line) indeed converges to the intersection of input-output
mappings of the process and the controller. The equilibrium determined by the
intersection falls in the neighborhood of the threshold, which is consistent with the
previous analysis of the controller.

Next, we test if the closed loop system can adapt to disturbances in the process
dynamics via the ultrasensitive controller. We consider step disturbances that perturb
the production rate d and degradation and dilution rate XH of . . In Figure 2.29A,
the time trajectory shows that the population-level output can adapt to disturbances
with very small errors. It is more clear in Figure 2.29B that the ultrasensitive
controller ensures the output H to converge to the same concentration even with
large changes in the process due to disturbances. The gray lines in the middle and
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Figure 2.29: Simulation of disturbance rejection for population dosage control. (A)
The adaptation of the closed-loop system when the process undergoes disturbances
of a decreased production rate d and a increased of degradation and dilution rate q.
(B) Input-output mappings of the controller and the process. All intersections are
within the ultrasensitive regime, so the trajectories all converge to the same output
determined by the threshold. (C) The target expression distributions corresponding
to three conditions. The adaptation is achieved at population-level by changing the
phenotypical ratio of cells in ON and OFF states.

right panels illustrate how the process is disturbed with a smaller d and a larger XH,
compared to the left panel. Moreover, if we look at the expression state distribution
for each condition in Figure 2.29C, more cells switch to ON state to adapt to the
disturbance, indicating the ON/OFF ratio change fulfills the ultrasensitive feedback
at population-level.

In summary, with the sequestration-based bistable switch circuit and quorum sensing
system, the population-level secretion of AHL molecules robustly tracks references
that are set externally and adapts to disturbances in AHL production and dilution
dynamics. In this circuit, we consider the quorum sensing signal AHL concentration
as the target population output. More generally, any species dosage of interest can
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be controlled by signal mediated bistable switch circuits proposed in Section 2.6.

Emergent population-level ultrasensitivity

From numerical analysis of potential circuit designs shown in Figure 2.24-2.26, we
notice that at population-level, the input-output mappings of bistable switch circuits
show emergent properties compared to single cell-level.

First, while individual switches only present two stable states (ON and OFF states)
and one unstable state (intermediate state), the total population output exhibits a
graded response to the input where all outputs admit a stable level. The output of
multiple switches is considered as the sum of all single switches’ states. Therefore,
whenever a single bistable switch changes its state, the total output admits a new
stable equilibrium. When the numbers of single switches inON states andOFF states
are not restricted, the total output can reach a larger range of stable equilibrium. As
a result, in a population that consists of millions of cells, the extreme large number
of bistable switches in parallel enables a smooth and graded response with stable
outputs.

Second, multiple switches also generate an ultrasensitive input-output mapping at
population-level. The ultrasensitivity emerges from the sharp transition in single
switches,leading to a sharp transition between ON/OFF population ratio. To better
understand how transition rates between ON and OFF states effect the ultrasensitive
response, we consider a simple population-level model of multiple switches:

ON cell population:
d#>=

dC
= − 5+(H)#>= + 5−(H)#> 5 5 ,

OFF cell population:
d#> 5 5

dC
= − 5−(H)#> 5 5 + 5+(H)#>=,

(2.75)

where # = #>= + #> 5 5 . Functions 5+ and 5− are transition rates from ON to OFF
and vice versa that depend on the concentration of the target expression via signal
molecules. Given a fixed H, we can solve for the population ratio of ON and OFF
cells at steady state:

ON cell ratio: A>= (H) =
#>=

#
=

5−(H)
5+(H) + 5−(H)

,

OFF cell ratio: A> 5 5 (H) =
#> 5 5

#
=

5+(H)
5+(H) + 5−(H)

.

(2.76)

We assume a bistable switch at ON state generates an output D>=, and at OFF state
it generates an output D> 5 5 . Then we can derive the population-level control output



69

Population ratio changeBON/OFF state transitionA

y y

Figure 2.30: Simulation of ultrasensitive state transition rates and ratio change. (A)
Simulation results of transition rates 5+ and 5− that depend on the population-level
expression H. (B) Simulation results of the ON and OFF cell ratios A>= and A> 5 5 that
depend on the population-level expression H.

D as the sum of single control outputs:

D = #>=D>= + #> 5 5 D> 5 5

=
5−(H)D>= + 5+(H)D> 5 5

5+(H) + 5−(H)
#.

(2.77)

It shows that the population-level output D of bistable switches not only depends on
the single cell-level outputs D>=, D> 5 5 , but also transition rates between states. We
can find out in single cell-level input-output mappings that the outputs at either ON
state or OFF state are not very sensible to B and have rather flat curves compared
to the intermediate transition. Meanwhile, transition rates 5−(H), 5+(H) can be very
sensitive to H in bistable switches. In Figure 2.30A, we plot how transition rates
depend on H from simulations of the sequestration-based switch circuit presented in
Figure 2.25. Both transition rates show a sharp change when H is in the ultrasensitive
regime, which explains why the population-level output D exhibits an ultrasensitive
response.

We can also rewrite equation (2.77) with population ratios A>= and A> 5 5 :

D =
(
A>= (H)D>= + A> 5 5 (H)D> 5 5

)
#. (2.78)

It suggests that an ultrasensitive controller can be achieved by sharp population
ratio changes. In other words, if A>= (H), A> 5 5 (H) is ultrasensitive to H, the output
D becomes ultrasensitive, which only appears at population-level. We show in
Figure 2.30B that simulations of the ON and OFF population ratios indeed exhibit
sharp changes. Such emergent properties further explains why bistable switch
circuits can be used for ultrasensitive control at population-level.
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Here, we demonstrate emergent ultrasensitivity with computations, yet more the-
oretical work is needed to understand what conditions guarantee an ultrasensitive
response at population-level. We emphasize that heterogeneity at population-level
means uniform gene expression is not needed in all cells, and state switching behav-
iors result in ‘division of labor’ and reduce burden in single cells. Follow-up work
will examine specifically how our strategy can improve colony survival by burden
reduction, resilience to stress, and stress-related mutations.

2.7 Layered control circuit design
Robust behaviors of cell populations depend on regulation across single cell-level
to population-level since uncertainties and disturbances arise from diverse sources.
Cells face uncertainties and disturbances from fluctuating environments externally,
internal perturbations such as noises or stochasticity in cellular expression, and
mutations that cause evolutionary perturbations. Developing design principles for
robust behaviors in cell populations requires specifying what uncertainties and
disturbances are non-trivial to cell population systems. Noises and stochasticity
in gene expressions are usually small and local perturbations, yet all individual
cells may undergo these perturbations and require fast adaptation at single cell-
level. Meanwhile, adaptation to environmental disturbances and stress depends on
collective response from all cells to reduce the impact and relieve the burden in a
population.

In natural cell populations, many critical functions are under control of both in-
tracellular and intercellular processes in face of diverse perturbations in cellular
dynamics and from environments. For example, circadian clocks maintain robust
rhythms by both intracellular regulation of core loop and secondary loops, and cell-
cell interactions via intercellular signals (Hogenesch and Herzog, 2011). Robust
progression through the cell cycle also has been shown to be driven by bistable
switches promoted by cell-cell contact and mitogenic signaling globally (Stallaert
et al., 2019).

These observations suggest that layered control of single cell-level and population-
level can improve robustness to various uncertainties and disturbances. As illustrated
in Figure 2.31A, the single cell-level feedback controller determines each individual
cell’s adaptive response to cellular noises and stochastic fluctuations F8 fast and
accurately. The population-level feedback controller coordinates heterogeneous
phenotypes in face of environmental disturbances F. Therefore in synthetic circuit
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Figure 2.31: Schematic diagram of layered feedback control. (A) Block diagram of
a layered feedback control system in a cell population. Each single cell has a local
and intracellular feedback controller (balck arrows) and all cells are coordinated as
a population-level feedback control system (orange arrows). (B) Circuit design of a
layered feedback controller using intracellular gene regulation with control species
/ and cell-cell signaling molecules (.

design, controllers via both intracellular processes and cell-cell signaling systems
form the layered feedback, as shown in Figure 2.31B.

In Section 2.2 and 2.3, we introduced single cell-level control and population-level
control separately, and demonstrated how cell populations with these control circuits
adapt to environmental disturbances. Here, we show that by combining single cell-
level and population-level controllers, cell populations with such layer structured
control circuits exhibit more robust behaviors with higher fitness.

Population dosage and cellular expression control
We consider the population dosage control problem proposed in Section 2.6. The
bistable switch circuit mediated by signaling molecules performs as an ultrasensi-
tive population-level controller and maintains a robust overall dosage of the target
chemical. The population-level controller enables robust adaptation to environmen-
tal disturbances that perturb the target chemical production. In extreme cases when
severe stress occurs to some cells and turns off the cellular expression, signaling
molecules can coordinate other cells to switch to ON state to maintain a constant
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Figure 2.32: Schematic diagram of a layered feedback circuit for population dosage
and cellular expression control. (A) The full circuit design with a bistable switching
based feedback with signaling molecules at population-level and a single cell-level
feedback using enzymatic degradation mechanism. (B) A synthetic circuit imple-
mentation using sigma and anti-sigma factors, quorum sensing molecules Lux-AHL
and a protease.

overall dosage.

However, the population-level controller only guarantees robust overall dosage by
inducing over-expression in other cells. It may be detrimental to these cells since
higher expression without regulation can cause much burden and become disadvan-
tageous to their fitness. Thus, a single cell-level controller can set a reasonable high
expression level for ON state cells when coupled with the population-level control
circuit. In addition, cellular gene expression can be noisy and stochastic, resulting
in small but constant local perturbations to all cells. single cell-level controller can
provide a fast and accurate response that adapts to these intracellular perturbations
without the going through the population-level feedback with global response.

Here, we add a single cell-level integral feedback controller to the bistable switch-
based population-level control circuit. As illustrated in Figure 2.32A, besides the
sequestering pair -8, /8 and the signaling molecule . that fulfills a feedback control
at population-level, there is an intracellular feedback loop. A transcription factor '8
is activated by -8 and further represses -8 production, forming a negative feedback.
'8 is actively degraded by a constitutive protease %8. When the cell exhibits ON state
with high -8 concentration, '8 is also at high concentration so the degradation of '8 is
saturated by the protease. With saturated degradation, '8 performs as an approximate
integral controller that steers -8 concentration to a constant value in ON cells
despite cellular noises. Therefore, the population-level controller ensures robust
overall dosage while the single cell-level controller guarantees robust expression in
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ON cells. A implementation of the layered feedback control circuit is shown in
Figure 2.31B.

We model the layered circuit in a population of # cells by ODEs, for 8 = 1, 2, ..., #:

sigma factor:
dG8
dC

= U
A2
8

A2
8
+  2

A

+ \ G8

G8 +  
− WG8I8 − XG8,

anti-sigma factor:
dI8
dC

= V
H2

H2 +  2
H

− WG8I8 − XI8,

repressor TetR:
dA8
dC
= q

G8

G8 +  
− [ A8

A8 +  A ?
?8 − XA8,

target AHL:
dH
dC
=

#∑
8=1

d
G8

G8 +  
− XHH,

(2.79)

where ?8 represents the protease concentration. We assume the protease has a con-
stant concentration. Note that we use Michaelis-Menten kinetics with dissociation
rate  A ? to describe the degradation of TetR in a more general condition. When
cells are in ON state and express a high concentration of TetR, i.e., A8 �  A ?, we
can approximate TetR dynamics with saturated degradation:

TetR in ON cells:
dA8
dC
= q

G8

G8 +  
− [?8 − XA8 . (2.80)

We can further find that equation (2.80) implies an approximate integral controller
on G8 when X is negligible:

A8 (C′) ≈ d
∫ C ′

0

(
G8 (C)

G8 (C) +  
− [
q
?8

)
dC. (2.81)

It suggests that in ON state cells, -8 concentration is expected to converge to a
constant set-point value determined by [, q and ?8 instead of over-expression.

Now we test the robustness performance of the layered feedback control circuit in
face of both cellular noises and severe environmental disturbances. We consider
intracellular species have fluctuating dilution rate X in all cells, meanwhile a partial
cell population are stressed to stay in OFF state without normal production of -8
nor target chemical . by an environmental disturbance. We first simulate # = 100
cells dynamics with only population-level controller, and show population-level
output. concentration, single cell trajectories of -8 concentration and corresponding
distribution of expression state in Figure 2.33. At time 20h, we induce a small
perturbation in all cells’ dilution rate X. Even though the total population output is
almost not affected, single trajectories show an increase in -8 concentration in all
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Figure 2.33: Simulation of the population-level feedback circuit under diverse
disturbances. (A) The adaptation of population-level expression when the process
undergoes disturbances of a decreased dilution rate X and a 50% fraction of cells
being turned to OFF state. (B) Single cell trajectories of expression. (C) The
target expression distributions corresponding to three conditions. The adaptation is
achieved at population-level by changing the phenotypical ratio of cells in ON and
OFF states and over-expression in ON cells.

cells, leading to a ON peakwith higher - expression in the distribution. At time 40h,
we turn off 50% of the population by setting their production rate \ = 0 to mimic
an environmental stress. Single trajectories show an increase in both ON state cell
fraction and -8 concentration so that the population-level output H can maintain a
robust concentration. With population-level control, only the total output H is robust
yet single cells become more fragile with over-expression.

With the layered feedback control, we show in Figure 2.34 that the population-level
output H can adapt to disturbances while the cell’s intracellular expression has a
robust ON state. Figure 2.34B and C demonstrate that the ON state cells always
exhibit a constant expression level of - concentration with a smaller variance under
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Figure 2.34: Simulation of the layered feedback circuit under diverse disturbances.
(A) The adaptation of population-level expression when the process undergoes dis-
turbances of a decreased dilution rate X and a 50% fraction of cells being turned
to OFF state. (B) Single cell trajectories of expression. (C) The target expres-
sion distributions corresponding to three conditions. The adaptation is achieved at
population-level by changing the phenotypical ratio of cells in ON and OFF states
without over-expression in ON cells.

perturbations from intracellular noises and stochasticity or the environmental stress.
Compared to only population-level control, the layered control structure are more
robust to diverse disturbances and uncertainties at both single cell and population-
level. It also helps avoiding over-expression in single cells. For example, when a
strong environmental disturbance turns off 50% of the total population, the rest of
the population adapts by switching more likely to ON state instead of producing
higher concentration of - .

2.8 Discussion
In this chapter, we discuss design principles of synthetic circuits ensuring robust
behaviors in cell populations. We emphasize that cell populations may face a wide
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range of perturbations, including internal noises and stochasticity in gene expression
and fluctuating environments and stress. Therefore, circuit design at single cell-level
and population-level need to be carefully considered based on target functions and
main sources of perturbations. We demonstrate that population-level control medi-
ated by cell-cell signaling systems ensures more robust behaviors in heterogeneous
populations compared to single cell-level control circuits. Specifically, we propose
two population-level design principles that utilize cell-cell signaling molecules to
achieve integral feedback or ultrasensitive feedback for robustness.

We notice that population-level robustness does not require single cell’s robustness
mechanism, and can even emerge from instability and fragility of single cells. The
opposite is also true that single cell-level robustness cannot guarantee population-
level robustness or may instead cause disadvantage in fitness and survival of the
population. These observations from modeling and simulation of circuit exam-
ples agree with ‘robust yet fragile’ properties of many natural biological systems
(Stelling et al., 2004), suggesting that multiple layers of controllers with distributed
contribution to robustness may become a general design principle. We illustrate the
concept of layered control of both single cell-level and population-level feedback
in the population dosage control example, and show an improvement in adapting to
local and internal perturbations as well as environmental stress.

In general, design of robust behaviors in cell populations faces theoretical challenges.
Tradeoffs often exist where the controlled system is robust to some perturbations but
fragile to others. Adding more layers of control may help improving the tradeoffs,
but also leads to higher complexity, increased sources of perturbations and cost. We
argue that future investigations should involve understanding of how layered control
structures across single cell-level to population-level can be optimized for robustness
and cost. Moreover, control circuits usually induce burden on cellular metabolism
and impact a population’s growth, where mutation becomes a critical source of
perturbation to the population. Thus circuit design needs both single cell-level opti-
mization to reduce the mutation rate such as sequence design or delay the selection
by lowering gene expression load (Sleight et al., 2010; Ceroni, Boo, et al., 2018),
and population-level regulation to avoid the growth advantages of mutant cells, for
example, generating diverse phenotypes to compete with mutant populations (Zhou
et al., 2015; Roell et al., 2019; Holland et al., 2014; Williams and Murray, 2019).
In future studies, we hope to understand if cell-cell signaling-mediated state switch-
ing behaviors can be utilized to overcome mutation perturbations for more robust
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population-level behaviors.
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C h a p t e r 3

DESIGN OF POPULATION INTERACTIONS IN WELL-MIXED
ENVIRONMENTS

3.1 Motivation
Microbes form communities that include multiple cell species with complex interac-
tions in natural environments such as soil, food and human gut (Fierer and Jackson,
2006; Gill et al., 2006). Compared to monocultures, multiple cell populations
contain more diverse functionalities with promoted stability and robustness to fluc-
tuations in environments (LaPara et al., 2002; Burmølle et al., 2006). Inspired by
the enhanced performance of natural multicellular systems, researchers have started
to engineer synthetic microbial consortia of multiple cell populations to achieve
more complicated tasks (Balaban et al., 2004; Brenner, Karig, et al., 2007; Y. Chen
et al., 2015; Kong et al., 2018).

Maintaining stable coexistence of multiple populations is a major challenge due
to competitive exclusion. The competitive exclusion principle states that complete
competitors cannot coexist upon limiting resources (Georgii Frantsevich Gause,
1932; Hardin, 1960). However, theoretical studies show that if there exist population
interactions that depend on population densities and can impact cell growth, then a
single resource can support coexistence inmicrobial consortia (Lobry andHarmand,
2006). Thus, designing proper population interactions that can support stable
coexistence becomes the key question.

Cooperation and competition are fundamental population interactions that can shape
population-level behaviors. Microbial consortia of cooperating cell populations have
been shown to exhibit promoted biomass (Schink, 2002; Burmølle et al., 2006) and
resilience to cheaters and invaders (Pande et al., 2016). Competition is another
nonnegligible interaction since cells naturally compete for space and nutrients to
survive. It also plays an important role in antibiotics warfare among multiple
bacterial species (Clemente et al., 2015). Although population interactions have
been studied for a long time, the contribution of cooperation and competition to
consortia stability and functionality is an ongoing debate. Evidence in studies of
cross-feeding and mutual removal of toxins show that stable and robust growth is
more likely achieved in consortia based on cooperative interactions (Woyke et al.,
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2006; Kato et al., 2008). On the contrary, there are also ecological studies of
mixed cell populations indicating that stable coexistence of microbes is promoted
when competition dominates the population interaction network and dampens other
cooperative interactions (Foster and Bell, 2012; Coyte, Schluter, and Foster, 2015).

So far, the relationship between population interactions and stable coexistence re-
mains unclear. From the theory side, it is hard to find a unified mechanistic model
that characterizes diverse interaction mechanisms in microbial consortia, including
metabolites exchange, antibiotics warfare by toxins, quorum sensing, and contact-
based interactions. Commonly used phenomenological models, such as Lokta-
Volterra equations, directly consider pairwise interactions where interaction kinetics
are directly dependent on population densities. These pairwise models largely failed
to predict population growth in consortia of more than three species (Levin, 1976;
Tilman, 1987; Stanton, 2003). Even within two cell populations, pairwise models
cannot characterize interactions achieved by different mechanisms of growth and
death regulation with a mechanistic understanding (Momeni, Xie, and Shou, 2017).

From the experimental side, batch cultures and continuous cultures such as chemostats
are common environments for laboratory research of microbial populations. Yet dif-
ferent culture conditions may result in opposite coexistence results of mixed cell
populations. For example, fast growing cell populations are shown to exhibit strong
dominance and outcompete other cell populations to extinction in continuous cul-
tures with limiting nutrients (Tilman, 1977; Sommer, 1983; Passarge et al., 2006).
In contrast, cell populations competing for limiting nutrients can coexistence in
many batch culture experiments, since population growth dynamics are usually ob-
served until stationary phase (Freilich et al., 2011; Kong et al., 2018; Y. Ram et al.,
2019). Therefore, the conclusion of coexistence dependency on population interac-
tions can be misleading without clarifying the specific environments (Balsa-Canto,
Alonso-del-Real, and Querol, 2019).

To design synthetic microbial consortia with stable coexistence, we need to under-
stand the role of the population interaction network topology, interaction mecha-
nisms as well as culture environments in population growth dynamics.

In this chapter, we focus on population interactions that are mediated by chemicals,
also called chemical-mediated interactions, in well-mixed environments. Chemical-
mediated interactions are common in natural microbial communities (Burmølle et
al., 2006; Kato et al., 2008) and widely used in engineering synthetic consortia (Y.
Chen et al., 2015; Kong et al., 2018). In Section 3.2, we review the classical Lokta-
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Volterra model and propose a more mechanistic model. The mechanistic model
can capture dynamics of mediator chemicals as well as characterizing interactions
based on mediator chemicals. In Section 3.3, we investigate why batch versus
chemostat culture environments lead to opposite coexistence results using mathe-
matical models. Results show that nutrient limitation and chemical accumulation
are main reasons that batch cultures are less robust than chemostat cultures. Finally
in Section 3.4, design principles of the interaction network topology and chemical
mediation mechanisms are proposed that achieve stable coexistence in well-mixed
environments.

3.2 Pairwise versus mechanistic models
Lotka-Volterra model
For a long time, the theoretical study of microbial cell-cell interactions have
been based on pairwise modeling, such as Lotka-Volterra equations (Lotka, 1925;
Volterra, 1926). The Lotka-Volterra model was first proposed to describe prey-
predator systems and then generalized to resource competition of multiple species
including microbial populations. In a batch environment of = cell populations with
competitive interactions, the population density dynamics for 8 = 1, 2, ..., = can be
described by

d#8
dC

= #8
©«U8 −

=∑
9=1

V 98# 9
ª®¬ , (3.1)

where U8 is the growth rate of the 8th cell population and V 98 is the competition
coefficient that describes how strongly the 9 th population inhibits the growth of
the 8th population. When modeling cell populations that competitively grow on a
limited nutrient, the Lokta-Volterra model is commonly written in another form:

d#8
dC

= U8#8

(
1 −

∑=
9=1 [ 9# 9

#max

)
. (3.2)

The parameter #max is interpreted as the total carrying capacity of cell population
density. The parameter [ 9 describes the weight or proportion of the 9 th cell popu-
lation in nutrient consumption and resource occupancy. In both equations (3.1) and
(3.2), each cell population density either converges to an equilibrium #∗

8
= 0 repre-

senting extinction or #∗
8
> 0 corresponding to coexistence, based on parameters of

growth rates and competition strengths.

The Lokta-Volterra model is phenomenological and does not refer to mechanisms
of cell-cell interactions. In a single microbial population culture, the Lokta-Volterra
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model can describe the exponential growth phase and population capping phenom-
ena. By fitting the pairwise competition coefficients, we can also explain coexistence
of two populations or oscillatory dynamics between prey and predator populations
qualitatively as observed in natural systems. The Lokta-Volterra model is a useful
conceptual tool for small systems given its simplicity.

However, it is impossible to derive a Lokta-Volterra model of more than two pop-
ulations with only pairwise characterizations that are not from first principle. For
example, when more than two species are competing for the same limiting nutrient,
the interaction strengths among them cannot be simply considered as the sum of
pairwise competition coefficients. Indirect interactions with more complicated ki-
netics are often hidden. Thus, the Lokta-Volterra model and pairwise modeling in
general has very limited prediction and verification capacity in large-scale design of
stable and coexisting microbial consortia. Moreover, in the Lokta-Volterra model,
cell-cell interactions are assumed to be linearly dependent on population densities
with pairwise coefficients. Such assumption does not have an explicit priority rea-
son since the underlying mechanisms are not specified. For example, competitive
consumption of a limiting nutrient and mutual killing by toxins are written in the
same way in the Lokta-Volterra model, which is unrealistic since the two mecha-
nisms lead to quite different dynamics in cell growth. Therefore, predictions from
the Lokta-Volterra model are less helpful to guide the design and implementations
of cell-cell interactions in synthetic populations.

Chemical-mediated interaction model
A more mechanistic class of models is based on characterization of specific inter-
action mechanisms (Niehaus et al., 2019). In microbial communities, chemical-
mediated interactions are common, such as competitive nutrient uptake, mutual
metabolites feeding, killing via antimicrobial toxins, quorum sensing systems, etc.
Here, we focus on chemical-mediated interactions among cell populations, and in-
vestigate a mechanistic model that captures dynamics of both population growth
and mediator chemicals.

The competition of limiting nutrients is one of the most well studied cell-cell
interactions. A classical model of nutrient uptake and cell growth in a microbial
population is the Monod equation (Monod, 1949), which has provided generally
satisfactory fitting results to the single population growth data. Since the Monod
model describes the cell growth and consumption dynamics of the nutrient, it can
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be easily extended from monocultures to co-cultures of multiple populations. Other
models such as the Haldane (Haldane, 1965; Andrews, 1968), Moser (Moser et
al., 1958), and Contois models (Contois, 1959), are also developed based on the
Monod model to describe population’s growth kinetics upon nutrients (Muloiwa,
Nyende-Byakika, and Dinka, 2020).

The general Monod model for the growth of = cell populations on a single nutrient
" in a batch culture is given by

8th cell population density:
d#8
dC

= `8 (")#8,

limiting nutrient:
d"
dC

= −
=∑
8=1

`8 (")
.8

#8,

(3.3)

where the function `8 (") represents the growth rate of the 8th cell population that
depends on the nutrient " , and .8 is called the yield coefficient representing the
efficiency of the nutrient uptake. If we apply the Monod equation of growth kinetics
where `8 (") = U8 "

 8+" and denote the nutrient uptake rate X8 = U8
.8
, we can rewrite

equation (3.3) as

8th cell population density:
d#8
dC

= U8
"

 8 + "
#8,

limiting nutrient:
d"
dC

= −
=∑
8=1

X8
"

 8 + "
#8 .

(3.4)

We can interpret the parameter U8 as the maximum growth rate,  8 as the nutrient
threshold that provides the half maximum growth of the 8th cell population. With
this model, we can easily characterize a single cell population’s growth kinetics
from monoculture data and predict the growth of the co-culture of = cell species.
Compared with the Lotka-Volterra model, cell-cell competitive interactions are
mechanistically characterized by nutrient uptake and growth dynamics instead of
pairwise competition coefficients.

Similarly, we can also build general models of interactions where cell population’s
growth and death are mediated by chemicals. Figure 3.1A illustrates that = cell
populations interact through chemicals in a well-mixed environment. The mediator
chemicals can be considered either consumed by cells such as in metabolite feeding
and degraded by cells such as antibiotics degraded by resistant cells (Shou, S. Ram,
and Vilar, 2007; D’Onofrio et al., 2010; Mee et al., 2014), or accumulated in the en-
vironment such as quorum sensing molecules, digestive enzymes and toxins (Miller
and Bassler, 2001; Scott and Hasty, 2016; Cavaliere et al., 2017). These chemicals
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Figure 3.1: Schematic diagram of chemical-meditated interactions. (A) Multiple
cell populations that produce and sense chemicals to interact. Dashed lines be-
tween each pair of populations represent the pairwise interactions hidden in these
mechanistic chemical-mediated interactions. (B) Specific interaction mechanisms
of chemicals mediating cell growth/death dynamics between two cell populations.
Black arrows represent chemicals modulating cells’ growth or death. Grey arrows
indicate that cells produce, consume, degrade or sense the chemicals.

can determine population’s growth and death rates via more complicated biochem-
ical reactions. Figure 3.1B illustrates these two types of consumed/degraded and
accumulated mediator chemicals and interactions of diverse mechanisms between
two cell populations.

To model the consortium of = populations with chemical mediated interactions,
we denote the consumed or degraded chemical species by " and the accumulated
species by (, and define functions `8 (", (), W8 (", () and X8 (", () as the 8th cell
population’s growth rate, death rate and consumption or degradation rate of " .
More diverse interactions exist when these chemicals are produced and secreted
by other cell populations. We assume that the production of " and ( depend
on each cell population density with rates 58 (", () and 68 (", (). Note that these
production ratesmay also depend onmediator chemicals. For example, consumption
of nutrients provides more energy and machinery for chemical production; signaling
molecules can induce transcription and translation for more chemical production.
Therefore, the general model of = cell populations that interaction via chemicals "
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and ( becomes

8th cell population density:
d#8
dC

= (`8 (", () − W8 (", ()) #8,

consumed or degraded chemical:
d"
dC

=

=∑
8=1

58 (", ()#8 −
=∑
8=1

X8 (", ()#8,

accumulated chemical:
d(
dC
=

=∑
8=1

68 (", ()#8 .

(3.5)
Note that the consumed or degraded chemical " has a different dynamics than
the accumulated chemical (. Specifically, when chemicals " produced by the
9 th population induce inhibition or activation in the 8th population growth, there
is an extra negative feedback in "-mediated interaction strength because of the
consumption or degradation of " by the 8th population. Thus, it is unlikely to use
the same kinetic model to capture these two types of interactions between the 8th
and 9 th populations as defined in the Lotka-Volterra model in equation (3.1).

In Figure 3.2A, we show a simple example where a cell population inhibits its own
density via either a consumed or degraded chemical" and an accumulated chemical
( that induces self-killing. We consider that the nutrient is not limiting and cells
grow with a constant rate U and are killed by chemicals with a mass action kinetics
with rate W. Assuming the production and consumption/degradation of the chemical
" is proportional to the population density with rate V" and X, we can write the
model of the population and " chemical dynamics:

cell population density:
d#
dC

= (U − W") #,

consumed or degraded chemical:
d"
dC

= V"# − X"#.
(3.6)

Similarly, assuming the chemical ( is produced by cells with a constant rate V(,
we can write the model of the population with the accumulated chemical-mediated
interaction:

cell population density:
d#
dC

= (U − W() #,

accumulated chemical:
d(
dC
= V(#.

(3.7)

The cell population dynamics show significantly different results for these two
chemical-mediated interactions, as shown in simulations in Figure 3.2B. With the
consumed or degraded chemical " , the population density not only depends on its
growth and death rates, but also the production and consumption/degradation rates of
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Figure 3.2: Simulation of a self-killing population via consumed/degraded and
accumulated chemicals. (A) The same self-inhibition interaction with two types
of mediator chemicals. (B) Simulations of population growth and chemical con-
centration of these two interaction mechanisms. The upper left, upper right and
bottom left panels correspond to three different regimes of production and con-
sumption/degradation rates of chemical " that lead to a constant density, zero
density and an explosion in growth. The bottom right panel is the simulation of the
accumulated chemical (.

the mediator" . When there is a balanced production and consumption/degradation
of " , both the density and the chemical concentration reach a certain level (upper
left). When there is a strong production and a weak consumption/degradation of " ,
the chemical concentration accumulates and kills all cells (upper right). When the
production is weak and the consumption/degradation of " is strong, there leaves
not enough chemical " to kill cells so the population keeps growing (bottom left).
Meanwhile, the accumulated chemical ( is constantly produced and accumulates,
and eventually kills all cells (bottom right).

The results in this section suggest that the same interaction network implemented
with different mechanisms may result in opposite growth dynamics. We will discuss
detailed constraints on interactions based on these two types of chemicals to achieve
stable coexistence in following sections.

3.3 Batch versus chemostat cultures
Batch culture has been a common method for characterizations of biological sys-
tems in synthetic biology because of the low cost and ease of operation. In batch
cultures, microbial populations consume nutrients as they grow and enter stationary
phase. Even though cells eventually die because of nutrients depletion and wastes
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accumulation in batch cultures, stationary phase is often considered as the steady
state of engineered populations where experimental observation stops. Therefore,
theoretical studies of cell populations in batch cultures are based on models that
characterize growth until stationary phase. Another common culture environment
is the continuous culture, which provides a more static and controlled growth condi-
tion with diluted fresh medium. The balance between inflow and outflow of media
enables specific growth rates and physiological states of cell populations. One main
laboratory approach is chemostat where the nutrients are limited through a fixed
dilution rate, which can be considered as a simplification of an open and well-mixed
environment with a flux of energy in natural systems.

When investigating how to achieve stable coexistence of cell populations with
chemical-mediated interactions in synthetic consortia, we notice that culture con-
dition becomes a critical factor. Firstly, the fresh media in chemostat ensures a
longer time of cell growth to observe interactions besides nutrient limitation, where
as only fast interactions before nutrient depletion can be well characterized in batch
cultures. More importantly, the dilution condition makes a huge difference to the
mediator chemical’s concentration. In batch cultures, chemicals secreted by cells
may accumulate and become saturated when interacting with other populations.
With an external dilution in chemostat, the accumulated chemical can be main-
tained at a relatively low concentration so strengths of interactions via the chemical
still depend on population density with a higher sensitivity.

Here, we present a simple example of two cell populations that compete for a
single limiting nutrient. With mathematical models, we demonstrate that batch and
chemostat cultures show opposite coexistence behaviors.

Batch culture
We consider two cell populations of type I and type II are co-cultured in media,
as shown in Figure 3.3A. The population densities are denoted by #1 and #2, and
the concentration of the limiting nutrient is denoted by " . We build an ODE
model based on the Monod equation of cell population growth, and assume both
populations have the same nutrient uptake and consumption dynamics with rate X
and threshold  , as presented in equation (3.4). In a batch culture where cell death is
not considered and stationary phase is considered as the steady state, we can obtain
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Figure 3.3: Competition for a limiting nutrient in batch versus chemostat cultures.
(A) Schematic diagram of a co-culture of two cell populations in a batch culture.
(B) Simulations of population densities and nutrient consumption dynamics in the
batch culture. Cells stop growing and maintain a certain density when the nutrient
is completely consumed. (C) Simulations of density ratio of two populations with
various growth rates and initial densities. (D) Schematic diagram of a co-culture of
two cell populations in a chemostat culture. (E) Simulations of population densities
and nutrient consumption dynamics in the chemostat culture. Cells continuously
grow and the nutrient concentration is maintained at a certain level due to cells’
consumption and the continuously inflow/outflow of the media. (F) Simulations of
density ratio of two populations with various growth rates and initial densities.

dynamics of the system before entering stationary phase:

cell population I density:
d#1
dC

= U1#1
"

" +  ,

cell population II density:
d#2
dC

= U2#2
"

" +  ,

limiting nutrient:
d"
dC

= −X#1
"

" +  − X#2
"

" +  .

(3.8)

Since the nutrient is added at the beginning of cell population growth, the nutrient
concentration in the media decays while cells grow until it is depleted. Therefore,
at steady state, we find "∗ = 0 and cells stop growing, i.e., d#1

dC =
d#2
dC = 0. It is easy

to find that the population densities of two cell populations depend on their growth
rates U1, U2 and initial density conditions.
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Figure 3.3B shows the simulation of cell population growth and nutrient consump-
tion. We set same initial densities for two cell populations and set a higher growth
rate for cell type II, i.e., U2 > U1. Both populations grow and enter stationary
phase when the nutrient is depleted, but the fast growing population of cell type
II has a higher density than cell type I. Moreover, we alter their growth rates and
find the final density ratio #∗1

#∗2
to be positively related to growth rate ratio U1

U2
in

Figure 3.3C (left). We also simulate population growth dynamics with varying
initial density ratios #1 (0)

#2 (0) and observe a linear relationship to the final density ratio
in Figure 3.3C (right). All simulations and analysis show that two cell populations
that purely compete for a single nutrient can coexist in a batch culture despite the
difference in their growth rates. Note that we do not model the dynamics of cell
death and population decay after nutrients being used up, the steady state here only
characterizes the entrance of stationary phase. In some sense, the population den-
sities and coexistence in batch cultures only represent transient dynamics without
reaching a steady state.

Chemostat culture
For chemostat cultures, there is a constant dilution of cells and media in the co-
culture of two cell populations, as shown in Figure 3.3D. We also build an ODE
model based on the Monod equation. Both cell populations are diluted with a
constant rate � and the media is also diluted with an inflow flux "8= of fresh
nutrients. We can write down the model:

cell population I density:
d#1
dC

= U1#1
"

" +  − �#1,

cell population II density:
d#2
dC

= U2#2
"

" +  − �#2,

limiting nutrient:
d"
dC

= � ("8= − ") − X#1
"

" +  − X#2
"

" +  .
(3.9)

At equilibriumwhere d#1
dC =

d#2
dC = 0, we find the coexistence of two cell populations,

i.e., #∗1 > 0, #∗2 > 0, is only achieved when:

U1
"∗

"∗ +  − � = U2
"∗

"∗ +  − � = 0, (3.10)

which is impossible when U1 ≠ U2. In other words, two cell populations with
different growth rates cannot coexist in a chemostat culture with a single limiting
nutrient.

Figure 3.3E shows the simulation of co-cultured cell populations. The fast growing
cell type II outcompetes cell type I, and cell type I goes extinct at steady state.
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It is more clear in Figure 3.3F (left panel) that as long as the growth rates are
different, only one cell population can survive in the chemostat culture. Figure 3.3F
(right panel) demonstrates that when both cell populations grow at the same rate,
the density ratio at steady state depends on their initial densities in a proportional
manner.

The chemostatmodel leads to an opposite coexistence prediction as the batch culture.
In the chemostat culture, only one cell population can survive and dominate. In fact,
such phenomenon has beenwell studied back in the 20th century in ecology. It is first
proposed as the competitive exclusion principle (CEP) which states that multiple
species cannot coexist with single limiting resource, and has been one of the central
themes in ecology (Georgii Frantsevich Gause, 1932; George Francis Gause, 2019).
A few decades after the competitive exclusion principle, theorists used the Monod
equation of microbial growth and substrate consumption to explain the exclusion
in microorganisms co-cultured in chemostat conditions (Herbert, Elsworth, and
Telling, 1956; S.-B. Hsu, Hubbell, and Waltman, 1977; S. Hsu, 1978).

We show more examples of two cell population systems with cooperative and com-
petitive interactions using similar models as in equation (3.10). For example, as
shown in Figure 3.4A,D, we consider cell populations involving mutual competi-
tion via bactericidal and bacteriostatic antibiotics in a batch culture. We assume
bactericidal antibiotics induce cell death while bacteriostatic antibiotics inhibit cell
growth. Detailed mathematical models can be found in Appendix A. Simulations in
Figure 3.4B,C show that mutual competition by killing via bactericidal antibiotics
cannot support coexistence of two populations, and the density ratio depends on
initial densities. Interestingly, two populations can coexist until stationary phase
if they only inhibit each other’s growth via bacteriostatic antibiotics, as shown in
Figure 3.4E,F. This is consistent with the previous result that a batch culture of
fast and slowly growing populations does not exhibit competitive exclusion, since
both modeling and experimental settings only characterize transient dynamics until
stationary phase. However, the coexistence is not stable since the ratio density large
depends on the initial densities of the two populations.

In contrast to the batch culture, populations in the chemostat culture has a more
robust and consistent coexistence results in different antibiotics and various initial
densities, as shown in Figure 3.5. In simulations shown in Figure 3.5B,E, with
competitive interactions, two populations cannot coexist and only one population
dominates no matter specific chemicals of bactericidal or bacteriostatic antibiotics
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Figure 3.4: Competition via bactericidal and bacteriostatic antibiotics in a batch
culture. (A)(D) Schematic diagrams of a co-culture of two cell populations with
competitive interactions via bactericidal or bacteriostatic antibiotics in a batch cul-
ture. (B)(E) Simulations of population densities in the batch culture. At 15hr in the
simulation, we dilute the cell populations to a low initial densities and show their
growth dynamics in fresh media. (C)(F) Simulations of the density ratio of two
populations with various initial densities. At 15hr, we perturb the densities to show
the convergence of the density ratio.

mediate the interaction. Moreover, the density ratio at steady state is stable and not
dependent on initial densities since the ratio converges to zero in all conditions, as
shown in Figure 3.5C,F.

Besides the example of competitive interactions shown in Figure 3.4 and 3.5, we
also model and simulate co-cultures with cooperative interactions in both batch and
chemostat cultures. More examples can be found in Figure A.1 and A.2 in Appendix
A. Cooperative interaction example include different mechanisms of crossfeeding of
metabolites, mutual growth activation by quorum sensing signaling molecules and
toxin removal. Simulations of population growth show that cooperative interactions
can support coexistence in both batch and chemostat cultures. However, only the
coexistence is stable in the chemostat culture with a robust density ratio at steady
state despite the initial condition or perturbations to densities.

Compared to the chemostat culture environment, the major limitation of the batch
culture is that essentially only transient growth dynamics can be characterized since
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Figure 3.5: Competition via bactericidal and bacteriostatic antibiotics in a chemo-
stat culture. (A)(D) Schematic diagrams of a co-culture of two cell populations with
competitive interactions via bactericidal or bacteriostatic antibiotics in a chemostat
culture. There is a constant inlow/outflow of media. (B)(E) Simulations of popu-
lation densities in the chemostat culture. At 50hr in the simulation, we dilute the
cell populations to a low initial densities and show their growth dynamics in fresh
media. (C)(F) Simulations of the density ratio of two populations with various
initial densities. At 50hr, we perturb the densities to show the convergence of the
density ratio.

it is a closed system. Therefore, it is hard to quantify the stability of population
coexistence in long terms in batch cultures.

Previous results from Section 3.2 and 3.3 suggest that both chemical-mediated
interaction mechanisms and culture conditions play a critical role in population
interaction dynamics. Particularly, the same interaction network topology between
populations might lead to opposite stability and coexistence results without speci-
fications. Therefore, the contradictory results on either cooperation or competition
supports stable coexistence in previous theoretical and experimental studies might
be understood. From the engineering perspective, it is also important to use the
more appropriate mechanistic models and culture environments when designing and
testing population interaction networks.
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3.4 Stable coexistence of two cell populations
Now we use the mechanistic model of chemical-mediated interactions proposed in
Section 3.2 to explore what interactions lead to stable coexistence of cell popula-
tions. Here, coexistence is achieved when all cell population densities are above
zero at steady state. The coexistence is stable if the same steady state of cell pop-
ulation densities is maintained despite perturbations in cell numbers or chemical
concentrations.

We consider a microbial consortium of two cell populations co-cultured in the
chemostat condition. The population densities of cell type I and II are denoted
by #1 and #2. Each population can produce and secret a chemical species that
regulates growth or induces death of itself and the other population. We denote
the chemical produced by the 8th population by "8 if it is consumed/degraded by
recipient populations, or by (8 if it accumulates in the environment. For simplicity,
we assume all growth and death rates of cell populations linearly depend on these
chemicals’ concentrations, and all consumption and degradation rates of chemicals
linearly depend on the recipient cell densities.

Interaction network via accumulated chemicals
First, we consider all interactions between #1 and #2 are mediated by two accu-
mulated chemicals (1 and (2. We assume these chemical species either promote
or inhibit cells’ growth and death, and use parameter 38 9( 9 to represent the effected
growth or death rate on the 8th population by chemical ( 9 . Then we write down an
ODE model of the two population system:

cell population I density:
d#1
dC

= (U1 + 311(1 + 312(2 − �) #1,

cell population II density:
d#2
dC

= (U2 + 321(1 + 322(2 − �) #2,

mediator chemical I:
d(1
dC

= V1#1 − �(1,

mediator chemical II:
d(2
dC

= V2#2 − �(2,

(3.11)

where U8 is the basal cell growth rate and � is the dilution rate in the chemostat.
We assume the dilution rate � is small to have a reasonable population density, i.e.,
� < U8. Note that if 38 9 > 0, then ( 9 promotes the 8th population’s growth rate. In
opposite, if 38 9 < 0, then ( 9 inhibits growth or induces death of the 8th population.

Now we solve for the steady state. Since the mediator chemicals are not consumed
or degraded by cells, they accumulate and reach concentrations at steady state
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depending on the population densities and the dilution rate:

(∗1 =
V1
�
#∗1 , (

∗
2 =

V2
�
#∗2 . (3.12)

If we apply equation (3.12) to (3.11), we can obtain a reduced population model:

cell population I density:
d#1
dC

=

(
U1 + 311

V1
�
#1 + 312

V2
�
#2 − �

)
#1,

cell population II density:
d#2
dC

=

(
U2 + 321

V1
�
#1 + 322

V2
�
#2 − �

)
#2,

(3.13)

which is similar to the Lotka-Volterra model. Then we can find the steady states of
cell densities by setting d#1

dC = 0, d#2
dC = 0. To reach coexistence of both populations,

i.e., #∗1 > 0, #∗2 > 0, the equilibrium should satisfy:

311
V1
�
#∗1 + 312

V2
�
#∗2 = � − U1 < 0,

321
V1
�
#∗1 + 322

V2
�
#∗2 = � − U2 < 0.

(3.14)

It is easy to find the steady state of coexisting cell densities:

#∗1 =
322(� − U1) − 312(� − U2)

311322 − 312321

�

V1
,

#∗2 =
311(� − U2) − 321(� − U1)

311322 − 312321

�

V2
.

(3.15)

Next we investigate sufficient conditions for stable coexistence. We can define the
matrix � according to equation (3.13):

� =
1
�

[
311V1 312V2

321V1 322V2

]
(3.16)

The matrix � can be regarded as a measurement of cell-cell interactions. Since
V8 > 0, � > 0, then signs of 38 9 can indicate cooperation(+) or competition(-) and
values of 38 9 V 9

�
can represent interaction strengths. We show that the coexistence is

globally stable under certain conditions on the matrix � by introducing the following
theorem for Lotka-Volterra models. Detailed proof can be found in (Goh, 1977).

Theorem 1 If the nontrivial equilibrium of equation (3.13) is feasible and there
exist a constant positive diagonal matrix % such that %� + �)% is negative definite,
then equation (3.13) is globally stable in the feasible region.
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Now we look for sufficient conditions that satisfy Theorem 1. For a two population
systemwith interactionsmediated by accumulated chemicals, we consider a constant

positive diagonalmatrix % =

[
?1 0
0 ?2

]
where ?1312V2 = ?2321V1. It is only feasible

when 312321 > 0 since ?8, V8 are positive. Then %� + �)% becomes a symmetric
matrix:

%� + �)% = 2
�

[
?1311V1 ?1312V2

?2321V1 ?2322V2

]
. (3.17)

A symmetric matrix is negative definite if and only if all of its eigenvalues are
negative. This condition implies:

?1311V1 + ?2322V2 < 0,

?1?2V1V2 (311322 − 312321) > 0.
(3.18)

Since ?8, V8 are all positive, we can derive a sufficient condition for globally stable
coexistence:

311 < 0, 322 < 0,

311322 − 312321 > 0,

312321 > 0.

(3.19)

In addition, the coexistence is feasible when #∗1 > 0, #∗2 > 0. According to
equation (3.15), the feasible solution condition depends on 38 9 and growth rates U8.
We define W = �−U1

�−U2
> 0, then derive feasible solution condition as

312
322

< W,
321
311

<
1
W
. (3.20)

Note that for accumulated chemical-mediated interactions, the globally stable co-
existence condition in equation (3.19) and the feasible solution condition in equa-
tion (3.20) do not depend on chemical production rates V8. Meanwhile, the growth
and death rates of cell populations induced by chemicals 38 9 are more important in
these constraints.

Following these conditions, we can design two interaction networks via accumulated
chemicals. The first network include both populations inhibiting growth of them-
selves and each other, as shown in Figure 3.6A. Two cell populations can maintain
a stable coexistence as long as the overall self-inhibition is stronger than mutual
inhibition. The second network involves two populations mutually promoting each
other’s growth while inhibiting their own growth, as shown in Figure 3.6B. We
also show the general stable coexistence condition for a simpler case where the
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Figure 3.6: Stability condition on interactions via accumulated chemicals in well-
mixed environments. (A)(B) Schematic diagrams of a mutual competition or a
mutual cooperation interaction between two populations via two accumulated chem-
icals (1, (2. Black arrows represent activation/inhibition of cell growth/death. Grey
arrows represent cells producing the chemicals. (C) The steady state population
density ratio between two populations with varying 38 9 .

interaction network is symmetric, i.e., 311 = 322, 312 = 321 in Figure 3.6C. We set
the growth rate of cell population II to be faster than cell population I, and simulate
for the steady state density ratio with a wide range of 38 9 values. Only when both
populations maintain nonzero densities are marked as stable. The simulation re-
sult also shows that with interactions that satisfy the conditions in equations (3.19)
and (3.20), both mutual competition and cooperation can support two coexisting
populations with different growth rates.

Interaction network via consumed/degraded chemicals
Next, we consider all interactions between #1 and #2 are mediated by two chemicals
"1 and "2 that are actively consumed or degraded by cells. Similarly, we describe
the growth or death rate of the 8th population modulated by chemical " 9 by 38 9" 9 .
Then we write down an ODE model of the two population system:

cell population I density:
d#1
dC

= (U1 + 311"1 + 312"2 − �) #1,

cell population II density:
d#2
dC

= (U2 + 321"1 + 322"2 − �) #2,

mediator chemical I:
d"1
dC

= V1#1 − (X1#1 + X2#2 + �) "1,

mediator chemical II:
d"2
dC

= V2#2 − (X1#1 + X2#2 + �) "2,

(3.21)

where U8 is the basal cell growth rate and � is the dilution rate in chemostat.
Note that chemicals "1, "2 modulate populations’ growth and death rates while
being consumed or degraded by cells. Compared with accumulated chemicals, the
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consumed or degraded chemical has a population density-dependent decay with the
consumption rate X8.

Now we solve for the steady state of chemical concentrations:

"∗1 =
V1#

∗
1

X1#
∗
1 + X2#

∗
2 + �

, "∗2 =
V2#

∗
2

X1#
∗
1 + X2#

∗
2 + �

. (3.22)

We find that chemical concentrations are not only dependent on cell population
densities through production but also through consumption or degradation. We can
find a bound of "∗1 , "

∗
2 :

0 ≤ "∗1 ≤
V1
X1
, 0 ≤ "∗2 ≤

V2
X2
. (3.23)

Then we solve for the equilibrium of "∗
8
by setting d#1

dC = 0, d#2
dC = 0. If two

populations can coexist at steady state, i.e., #∗1 > 0, #∗2 > 0, then system should
satisfy the following condition:

0 ≤ "∗1 =
322(� − U1) − 312(� − U2)

311322 − 312321
≤ V1
X1
,

0 ≤ "∗2 =
311(� − U2) − 321(� − U1)

311322 − 312321
≤ V2
X2
.

(3.24)

Compared with interactions mediated by accumulated chemicals, there is a up-
per bound for the concentration of consumed/degraded chemicals that depend on
their production and decay rates. In this scenario, the feasible solution for stable
coexistence has more constraints.

Next, we explore the stability condition. We consider the competition interaction
network as an example. The schematic diagram is shown in Figure 3.7A. Then
we find the stable regime of parameters 38 9 by simulation. For simplicity, we set
311 = 322, 312 = 321. Unlike the large region of stable coexistence in the case with
accumulated chemicals, the stable coexistence condition lies in a small region, as
shown in Figure 3.7B. Compared to the stable regimewith accumulated chemicals in
Figure 3.6C, the absolute values of 311 and 312 cannot be too small. This is because
the present chemical concentrations are not as high as accumulated chemicals. For
example,chemicals that are slowly produced but decay fast only induce weak effects
on cells’ growth or death. In this case, high rates of 311 and 312 are required
to provide strong enough interaction strengths. Moreover, when we increase the
chemical production rates V8 of "8, the stable region becomes larger, as shown in
Figure 3.7C. The increasing stable region in simulation results are consistent with
the upper bound result in equation (3.24).
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Figure 3.7: Stability condition on interactions via consumed/degraded chemicals
in well-mixed environments. (A) Schematic diagrams of a mutual competition
interaction between two populations via two consumed/degraded chemicals (1, (2.
Black arrows represent activation/inhibition of cell growth/death. Grey arrows
represent cells producing and consuming/degrading the chemicals. (B) The steady
state population density ratio between two populations with varying 38 9 and a small
or big chemical production rate V8.

The example here illustrates that different mechanisms between accumulated and
consumed/degraded chemicals have a big impact on the coexistence stability even in
a two population-system with the same interaction network topology. The strengths
of interactions via accumulated chemicals can be approximated as proportional
to population densities. Thus, the interaction network topology and correspond-
ing stability conditions to maintain stable coexistence are similar to predictions
from the Lotka-Volterra model. However, when interactions are mediated by con-
sumed/degraded chemicals, more constraints are found using themechanisticmodel.
Note that the model here is simple with linear kinetics for most processes, so more
work needs to be done to consider saturation in growth/death regulation as well
as chemical kinetics. Moreover, so far we only focus on stability of coexistence at
steady state without characterizing transient dynamics, delay and stochasticity in cell
populations. Detailed mechanisms of chemical-mediated interactions can govern
these properties and need more investigation from theoretical studies. Primary sim-
ulations of two population systems show that interactions via consumed/degraded
chemicals have a faster convergence to steady state, while accumulated chemicals
induce more oscillatory growth dynamics, shown in Figure A.3. It suggests that
there is a tradeoff in designs between stability and convergence speed. Therefore,
the combination of two types of chemicals may improve both transient and steady
state properties of interactive microbial populations in consortia.
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C h a p t e r 4

DESIGN OF POPULATION INTERACTIONS IN SPATIALLY
STRUCTURED CONSORTIA

4.1 Motivation
Engineering microbial consortia can enrich the potential of synthetic gene circuits in
various applications, including bioproduction (Minty et al., 2013; D. Y. Zhang et al.,
2007) and therapeutic applications in human gut microbiome (Riglar et al., 2017).
These applications often involve complex and fluctuating environments and the
functions depend on robust behaviors of engineered consortia. Thus, to design stable
consortia with robust functions not only requires control of cellular and population-
level dynamics, but also depends on population-environment interactions.

Unlike homogeneous environments in laboratory studies, many complex environ-
ments are spatially heterogeneous. For example, microbes in human gut are not uni-
formly distributed and can be redistributed through interactions with the host during
disease (Tropini et al., 2017). Given the limited range of physical connections via
direct contact, signal diffusion or cell migration, the spatial heterogeneity can have a
significant effect to the efficiency of population interactions, and further determine
stability and robustness properties of microbial consortia (Nadell, Drescher, and
Foster, 2016). In an experimental study of synthetic microbial consortia, microbial
populations are distributed in separate colonies in a defined spatial environment, and
results show that the separation distance can balance competitive and cooperative
interactions and promote stable coexistence (Kim et al., 2008). More experimen-
tal evidence suggests that aggregated distribution of cell populations can improve
persistence of consortia and allow a better adaptation to environmental disruptions
(Brenner and Arnold, 2011).

Besides spatially heterogeneous environments, microbes can self-organize into cer-
tain spatial structures. For example, microbial populations form biofilm with spatial
structures. The spatial structure can provide shield and protection against antimi-
crobial treatment and promote survival and functionality of microbial populations
(Burmølle et al., 2006; Elias and Banin, 2012). The self-organized spatial structure
is significantly shaped by population interactions. Different types of interactions
lead to diverse spatial patterns that reflect cell populations’ relative positioning
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(Momeni, Brileya, et al., 2013; Kong et al., 2018), usually exhibiting segregating
(Nielsen et al., 2000; Hallatschek et al., 2007), aggregating or intermixing (Rickard
et al., 2006) and layering structures (Hansen et al., 2007).

In summary, population interactions facilitate self-organized spatial structures in
microbial consortia. On the other hand, population interaction efficiency is strongly
impacted by defined spatial environments. Many theoretical and experimental work
have studied the relationship between population interactions and spatial structures
(Momeni, Brileya, et al., 2013; Kong et al., 2018; Yanni et al., 2019). However,
there are not many general guiding rules to achieve certain spatial patterns by
engineering interactions and defining spatial environments. In particular, we are
lack of design principles that can achieve stable coexistence and robust functions of
synthetic microbial consortia in a spatial environment.

In this chapter, we consider two design questions for microbial consortia in spatial
context. Firstly in Section 4.2, We discuss what spatial distribution of cell popula-
tions can promote stability and robustness in population-level behaviors. Secondly
in Section 4.3, we investigate how to design population interactions to achieve
certain spatial structures that improve stability and robustness.

4.2 Robust population behaviors in defined spatial environments
In microbial consortia of multiple cell populations, each population is expected to
maintain a certain density fraction to ensure the overall functionality is achieved
collectively. Here, we consider a two population system and present a control
strategy for robust density ratio in spatial context 1.

Synthetic interaction and circuit design
We adopt the circuit design for population density ratio control presented in Section
2.4, as shown in Figure 4.1A. Consider two different cell types of #1 and #2 cells.
Cell type I and II inhibit their own density by activating a toxin (ccdB) production
via constitutively synthesized quorum sensing signals (1, (2. Meanwhile, they
promote each other’s growth by activating an anti-toxin (ccdA) production via
quorum sensing signals. The interaction network includes self-competitive and
mutually cooperative interactions.

In spatial context, we consider there are = microcolonies of each cell type I and II,
distributed in 2= wells on an agar plate, as shown in Figure 4.1B. Microcolonies

1A version of this section has been published as (Ren and Murray, 2018).
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Figure 4.1: Schematic diagram of the synthetic circuit design and defined spatial
environment. (A) The circuit design of population density ratio control between
two populations. (B) Schematic diagram of the defined environment. Microcolines
of two cell strains are distributed in wells on a 2D agar plate. Quorum sensing
molecules can diffuse on the plate and reach cells in all wells. (C) Illustation of
the diffusion and concentration distribution of quorum sensing signaling molecules.
Cell populations interact based on sensing the signaling molecules. The simplified
interaction network in the right demonstrates that two cell type I microcolonies (blue
circles) interact via Lux-AHL (blue line), and any cell type I and II microcolonies
(blue, red circles) interact via Lux-AHL and Cin-AHL (green line).

are shaped in circles centered at each well and grow within the well boundary.
We assume that cells cultured in the same well have identical growth dynamics
and can be represented by one agent. In this two population-system, cells interact
via quorum sensing signals that diffuse fast and freely on the agar plate, therefore
the concentration of signaling molecules forms a spatial distribution. Figure 4.1C
illustrates the diffusion of signaling molecules from each microcolony. The region
with lighter color represents a lower concentration of signaling molecules since it is
further from the colony center.
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Reaction-diffusion model
Tomodel dynamics of 2=microcolonies and signalingmolecules, we propose 2= sets
of ODEs describing intracellular chemical reactions and 2 sets of PDEs describing
signal diffusion in the environment. The model assumptions for the synthetic circuit
are the same as in Section 2.4.

For cells in the 8th microcolony of cell type I, we denote its population density by
#
(1)
8

, its intracellular concentrations of toxin and anti-toxin by ) (1)
8
, �
(1)
8

, and its
position by r(1)

8
. Since both signaling molecules have a spatial distribution across

the 2D space, we denote the concentrations of signaling molecules (1, (2 at the
position r by ((1) (r) , ((2) (r). The population growth and intracellular dynamics
model of the 8th microcolony of cell type I is written as

population density:
d# (1)

8

dC
= :#1

(
1 −

#
(1)
8

#max

)
#
(1)
8
− 3#) (1)8

#
(1)
8
,

toxin ccdB:
d) (1)
8

dC
= V)

(
((1)

(
r(1)
8

))2

 (1 +
(
((1)

(
r(1)
8

))2 − W)
(1)
8
�
(1)
8
− 3) (1)

8
,

anti-toxin ccdA:
d�(1)

8

dC
= V�

(
((2)

(
r(1)
8

))2

 (2 +
(
((2)

(
r(1)
8

))2 − W)
(1)
8
�
(1)
8
− 3�(1)

8
,

(4.1)

where 8 = 1, 2, ..., =.

We can obtain the dynamical model for the signaling molecule (1 as

m((1) (r, C)
mC

=

=∑
8=1

V(1#
(1)
8

1{r=r(1)
8
} (r) + :38 5∇

2((1) − 3(((1) ,

0 ≤ r ≤ !, ((1) (r, 0) = 0, ((1)
(
!

r
|r| , C

)
= 0.

(4.2)

Function 1{r=r(1)
8
} (r) is an indicator function defined as

1{r=r(1)
8
} (r) =

{
1, r = r(1)

8
,

0, r ≠ r(1)
8
,

(4.3)

We can also write similar models of cell type II by changing the superscript (1)
in equation (4.1) to (2) for all # (2)

9
, )
(2)
9
, �
(2)
9
, where 9 = 1, 2, ..., =. For signaling

molecules (2, its concentration dynamics is similar to equation (4.2) with changed
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Parameters Description
:#1 , :#2 Population growth rate of cell type I and II
#max Carrying capacity in each well
3# Population death rate by toxin of cell type I and II
V) , V� Activated production rate of toxin ccdB and antitoxin ccdA by AHL
W Sequestration rate of toxin ccdB and antitoxin ccdA
3 Dilution rate of intracellular species in cell type I and II
 (1 ,  (2 Dissociation coefficient of Lux-AHL and Cin-AHL activation
V(1 , V(2 Production rate of Lux-AHL and Cin-AHL
3( degradation rate of AHLs
 38 5 diffusion rate of AHLs
! boundaries of the space

Table 4.1: Parameters of the reaction-diffusion model.

subscript and superscript. The full model can be found in equation (B.1). The
parameters are listed in Table 4.1.

Note that to describe the populations in a well-mixed environment, We can reduce
the reaction-diffusion model to only ODEs, by setting the distance between wells to
be value 0 and having identical dynamics of all cells of the same type.

For spatially distributed consortia, we can reduce the full model into a simplified
model that captures population interactions. We first reduce the PDEs using quasi-
steady state assumptions, and then reduce the ODEs by linearization. Quorums
sensingmolecules diffuse fast on an agar plate compared to celluar processes (Decho,
Frey, and Ferry, 2011), so the timescale of (1, (2 dynamics is relatively fast. We
assume that the spatial distribution of signaling molecules reaches quasi-steady
state. Since signaling molecules only affect cell growth when they are sensed by
cells and react with intracellular chemicals, we only need to solve for quasi-steady
states of (1, (2 concentrations at each microcolony center position. Thus, we can
obtain the simplified model from PDE reduction:

((1)
(
r(1)
8

)
=
 38 5

AH

=∑
?=1

5

(
r(1)? − r(1)

8

)
#
(1)
? ,

((2)
(
r(1)
8

)
=  38 5

=∑
@=1

5

(
r(2)@ − r(1)

8

)
#
(2)
@ ,

 38 5 =
V(

2
√
:38 5 3(

, 5 (r) = exp

(
−
√

3(

:38 5
r

)
.

(4.4)

The parameter AH is defined by AH =
V(1
V(2

, which represents the relative production
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rate of two signaling molecules. By tuning AH, we can obtain different population
density ratio at steady state.

The growth and death kinetics of cell populations are regulated by the toxin and
antitoxin. Since the toxin-antitoxin pair performs strong sequestration, there is a
timescale separation of toxin dynamics from cell growth (Qian, Grunberg, and Del
Vecchio, 2018). By performing quasi-steady state approximation and linearization
on ODEs in equation (4.1), we obtain the linearized model in forms of:

d# (1)
8

dC
=
V)3#

3

(
− 1
AH
((1)

(
r(1)
8

)
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(
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))
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V)3#

3

(
1
AH
((1)

(
r(2)
9
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(
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9
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.

(4.5)

We plug equation (4.4) into equation (4.5), and obtain the reduced model:
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(4.6)

where  # =
 38 5 V) 3#

3
.

The reduced model in equation (4.6) only contains cell populations at discrete well
positions as variables. The parameter  # is a lumped parameter characterizing cell
growth rate. In both #1 and #2 dynamics, there is a negative term representing self-
inhibition because cells of the same type inhibit their own density via toxins; there is
a positive term representingmutual interaction because cells are rescued by signaling
molecules from the other cell type to keep growing. All interaction strengths are
functions of the distance between involved microcolonies, so it is natural to derive
a network model based on the spatial distribution of these microcolonies.

Spatial distribution and control performance
Given a fixed set of parameters, we can find the dynamics in equation (4.6) is
determined by the spatial distribution of each population. We define a state vector
- = [- (1) , - (2)]) = [# (1)1 , · · ·, # (1)= , #

(2)
1 , · · ·, # (2)= ]) ∈ R2= to represent densities of

microcolonies. We also define a matrix � ∈ R2=×2= to represent interactions among
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microcolonies. The matrix � can be partitioned into four = × = block matrices:

cell I self-interaction strength: �11 = [38 9 ], 38 9 =  # 5
(
r(1)
9
− r(1)

8

)
,

cell II to I interaction strength: �12 = [38 9 ], 38 9 =  # 5
(
r(2)
9
− r(1)

8

)
,

cell I to II interaction strength: �21 = [38 9 ], 38 9 =  # 5
(
r(1)
9
− r(2)

8

)
,

cell II self-interaction strength: �22 = [38 9 ], 38 9 =  # 5
(
r(2)
9
− r(2)

8

)
.

(4.7)

The reduced model in equation (4.6) can be written in a network model:
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9=1 #
(2)
9

.

(4.8)

Defined spatial distribution corresponds to values of matrices �11, �12, �21, �22.
To investigate what spatial distributions can maintain stable and robust density ratio
control, we first run simulations of all potential distributions using the full reaction-
diffusion model in equation (B.1). In the simulation, we set = = 4 and AH = 1.

Firstly, we present three different spatial distributions that show the desired density
ratio H∗ = 1 at steady state in Figure 4.2A. Note that the microcolony distribution
of cell type I and II is symmetrical, i.e., �11 = �22, �12 = �21. Then we test
asymmetrical distributions and find that the density ratio deviates from value 1, as
shown in Figure 4.2B. Moreover, the deviation is increased when the absolute value
of the self-interaction strengths difference between two populations | |�11 | | − | |�22 | |
increases, as shown in Figure 4.3A. We alter the absolute distance between adjacent
wells and find the same trend on self-interaction strengths. In this simulation, the
distribution shown in Figure 4.2B (left) exhibits the largest deviation. Since all
cell type II microcolonies are closely distributed in the middle while cell type I
microcolonies are far from each other, self-inhibition of cell type II is much higher
given its own signal accumulation, leading to a higher density of #1 than #2.

To investigate the robustness performance of density ratio control, we introduce a
disturbance to cell growth rates and assess the system output’s adaptation perfor-
mance as a measure of robustness. The adaptation error is defined by the steady
state error between density ratios with and without the disturbance. We assume
the disturbance is homogeneous to all type I cells and leads to a decreased growth
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Figure 4.2: Simulation of densities of spatially distributed populations. (A)
Schematic diagrams of symmetrical spatial distributions of microcolonies, and
corresponding simulations of steady state density of all microcolonies. Dashed
lines(overlapping) in the simulation plots are average population density of two
cell types. (B) Schematic diagrams of symmetrical spatial distributions of micro-
colonies, and corresponding simulations of steady state density of all microcolonies.

rate. Figure 4.3B shows that colony distributions that has larger mutual interaction
strengths | |�12 | | + | |�21 | | are more adaptive to perturbations. The most robust dis-
tribution corresponds to the network shown in 4.2A (right), where all microcolonies
of cell type I and II are more intermixing. The intermixing distribution enhances
the mutual promotion in cell growth with a stronger cooperation via high signal
concentrations.

To improve the design of spatial distributions for stable and robust population density
ratio, we have following principles for the system in equation (4.8):

If �11 = �22, �12 = �21, then the system has coexistence of two cell populations
with ratio AH at steady state.

The deviation of the steady state population ratio from AH increases when ‖�11‖ −
‖�22‖ increases.
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Figure 4.3: Steady state density ratio and adaptation performance of spatially dis-
tributed populations. (A) Simulation results of population density ratio versus
calculated self-interaction strength difference between two populations. We screen
all spatial distributions with varied absolute distances between wells. Dots corre-
spond to results of each distribution and dashed lines show the linear relationship
from interpolation. (B) Simulation results of adaptation error in density ratio versus
calculated mutual interaction strength.

The steady state population ratio adapts better after perturbation on growth rates
when ‖�12‖ + ‖�21‖ increases.

Discussion
For a two population consortium in a defined spatial environment, we propose a
model that can predict steady state properties of interactive populations by char-
acterizing their interaction strengths. The interaction strengths depend on spatial
distributions ofmicrobial colonies. Therefore, by optimizing the spatial distribution,
we can build a consortium with stable and robust functionalities. Specifically, to
maintain a relatively high density ratio between two populations, a more intermixing
colony distribution of two cell types can promote robustness. Although this work is
based on a a specific synthetic circuit for density ratio control, the theory and anal-
ysis approach can be adopted to a more generalized problem in synthetic consortia
design in spatial context. For functionalities that require population interactions,
our approach is useful for finding limitations on control performance and exploring
optimal spatial structures of colony distributions.

4.3 Stable coexistence of two cell populations with spatial structures
Stable coexistence is a critical property for microbial consortia. In Section 3.4, we
discussed how to design population interactions for stable coexistence in well-mixed
environments. In spatial environments, microbial populations can self-organize
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B Signal diffusionInteraction networkA

d11
d12

d21 d22

cell I cell II

Figure 4.4: Schematic diagram of interactive populations in spatial context. (A) Two
cell populations with mutual interactions and self-interactions of certain strengths.
The interactions are fulfilled by regulation on cell growth and death dynamics via
signaling molecules. (B) Illustration of the diffusion and concentration distribution
of quorum sensing signaling molecules in a 2D space.

into spatial structures. Spatial structures are found to be beneficial to population
survival in studies of natural consortia. It suggests that engineering synthetic
consortia to form certain spatial structures may improve stability and robustness of
their functionalities. Here, we investigate design principles of synthetic microbial
consortia for stable coexistence, and explore: 1) how self-organized spatial patterns
depend on population interactions; 2)what spatial structures and interactions support
stable coexistence 2.

Synthetic interaction design
We consider a two population system, where cell type I and II interact and mediate
cell growth and death via quorum sensing signaling molecules. As discussed in
Section 3.1 and 3.3, signaling molecules are accumulated chemicals and we can use
a simple pairwise description to characterize population interactions. The schematic
of the two population system is shown in Figure 4.4A. We denote self-interaction
strengths by 388, 8 = 1, 2 and mutual interaction strengths by 38 9 , 8 ≠ 9 . Negative
interaction strengths correspond to inhibition in cell growth and positive interaction
strengths correspond to promotion in cell growth.

In spatial context, we assume cells are cultured on an agar plate. Quorum sensing
signaling molecules are produced by cells and diffuse on the 2D space, forming a
spatial distribution of their concentrations. Figure 4.4B illustrates that each single
cell is a point source and the concentration of signaling molecules decreases at
further positions from the source.

2A version of this section has been published as (Ren and Murray, 2019).



108

B Cooperation networkCompetition networkA

perturb

densityd
e

n
s
it
y
 f
ra

c
ti
o

n

time

perturb

densityd
e

n
s
it
y
 f
ra

c
ti
o

n

time

Figure 4.5: Simulation of populations with competition and cooperation in well-
mixed environments. (A)(B) Simulations of density dynamics of mutually compet-
itive and cooperative populations. At 50hr, we perturb the density of cell type I with
varying amplitude and show the adaptation in #1 density fraction.

Stable coexistence in well-mixed environments
In well-mixed environments, we find cell populations can maintain stable coexis-
tence as long as the conditions in equations (3.19) and (3.20) are satisfied. The
condition suggests two interaction networks that involve self-inhibition (388 < 0)
and either mutual promotion (38 9 > 0) or mutual inhibition (38 9 < 0) on cell growth.
Here, we specify these two interaction networks by their difference in mutual inter-
actions and call them cooperation and competition networks.

We build an ODEmodel for two cell populations in a well-mixed batch environment:

d#1
dC

= :#

(
1 − #1 + #2

#max

)
#1 + (311#1 + 312#2) #1,

d#2
dC

= :#

(
1 − #1 + #2

#max

)
#2 + (321#1 + 322#2) #2,

(4.9)

where :# is the basal growth rate and #max is the carrying capacity.

To test if two populations can coexist in both cooperation and competition networks,
we run simulations of population density dynamics. We set parameters 311 =

322, 312 = 321, |312 | = 0.8|311 |, which satisfies the stable coexistence condition for
both cooperation and competition networks. In the simulation, we start with random
nonzero initial densities. After reaching steady state, we perturb the population
density by diluting out 20%, 40%, 60% of cell type I population. For both interaction
networks, Figure 4.5 shows that population densities converge to #∗1 = #∗2 and
maintain a stable density ratio #∗1

#∗2
= 1.
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Spatial model with nonlocal reactions
Now we build models for the same cooperation and competition networks in spatial
environments.

All interactions are realized via quorumsensing yet the diffusible signalingmolecules
can only reach cells in the neighborhood within some range. Therefore, the inter-
actions are nonlocal behaviors that depend on the spatial distribution of cells and
of signaling molecules in the neighborhood. We assume cells are point sources
of diffusible signaling molecules on 2D space. Adding source production and self
decay in signaling molecules diffusion equations, we derive the signaling molecules
concentration q at the radius A of a single source at steady state with appropriate
boundary conditions:

q (A) =


(0 A = 0,
(0

2c3
 0

( A
!

)
A > 0,

(4.10)

where (0 is the production rate of signaling molecules, 3 is the diffusion rate of
signalingmolecules, ! is the diffusion range calculated as ! = 3

W
, W is the degradation

rate of signaling molecules. Parameter  0 is the modified Bessel function of the
second kind of order zero, which can be approximated as the inverse of a log
function when A is small. Therefore, the strengths of interactions mediated by
signaling molecules are no longer linear functions of cell population densities as in
the well-mixed model in equation (4.9), but instead are weighted by a decreasing
distance kernel q(A).

To be consistent with the parameters in the well-mixed model, we set∫ ∞

0
2cAq (A) 3A = 1. (4.11)

We denote population densities of cell type I and II at position p = (G?, H?) ∈ R2

and time C by #8 ( p, C), 8 = 1, 2. The population interactions between cells at position
p, denoted by �#8 ( p), 8 = 1, 2, are nonlocal and can be written in the following form:

�#8 ( p) =
∫

q ( | p − q |) #8 (q, C) · 3q, p ∈ R2. (4.12)

We assume cells also diffuse to access more space and resource when growing.
When the growth is activated, cells diffuse faster. Nonlocal interactions also have
an impact on cell diffusion dynamics, since cell growth and motility depends on
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interactions via signaling molecules. We denote the diffusion rate of type I and II
cells at position p by �8 ( p), 8 = 1, 2:

�8 ( p) = �0

(
^ + 088 �#8 ( p) + 038 9 �# 9 ( p)

)
≥ 0, 8 ≠ 9 , (4.13)

where ^ is a basal diffusion scaled by �0. Model of cell diffusion by motility in 2D
space (G, H) can be found in literature (Painter and Sherratt, 2003).

We can build the spatialmodel of cell population dynamics based on characterization
of cell diffusion and growth/death kinetics mediated by nonlocal interactions. The
model is written in PDEs:

m#1
mC

= Δ (�1#1) + :#
(
1 − #1 + #2

#max

)
#1 +

(
311�#1 + 312�#2

)
#1,

m#2
mC

= Δ (�2#2) + :#
(
1 − #1 + #2

#max

)
#2 +

(
321�#1 + 322�#2

)
#2.

(4.14)

Spatial patterns and coexistence stability
To obtain a straightforward understanding of how interaction networks lead to self-
organized spatial patterns, we run simulations using an agent-based simulator gro
(Jang et al., 2012). We set the initial condition of a homogeneous distribution of
both cell populations and use the same parameters in the well-mixedmodel for better
comparison. As shown in Figure 4.6A,B, cooperation leads to a more intermixing
spatial pattern while competition tends to self-organize into small patches of segre-
gated colonies. Both competition and cooperation networks support coexistence of
two cell populations.

Then we test if the coexistence is stable in spatial environments. We perturb
cell density of cell type I by killing cells within a square region of antibiotics
dispersal. The range of the perturbation region is measured by Adis. As shown in
Figure 4.6A,B, cooperation helps recovery of cell type I population but competition
lets cell type II dominates the antibiotics dispersal area and extincts cell type I
completely. Figure 4.6C,D demonstrate the population fraction dynamics when Adis
is altered. All simulations show that only cooperation network maintains stable
coexistence after perturbation in the spatial environment.

From the simulation, we find that the stability of coexistence depends on interaction
networks. In contrast to well-mixed environments, competition network becomes
unstable. We find the opposite coexistence properties emerging from the spatial
patterns. When cell type I in the perturbed area is depleted, cells outside this area
can diffuse in. With the cooperation network, the other existing population of cell
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Figure 4.6: Simulation of populations with competition and cooperation in spatial
environments. (A)(B) Simulations in gro that show self-organized spatial patterns
from competition and cooperation networks. The upper row is without perturbation
and the bottom row is when cells of type I in a region is depleted at 50hr. (C)(D)
Trajectories of the population density fraction from simulations in gro. Different
colors represent a range of perturbed region size.

type II would promote cell type I’s growth to recover coexistence in the perturbed
region. However, in the competition network, two cell populations inhibit each
other’s growth. Once cell type I population sense the signaling molecules from cell
type II, they die more until the decrease in their density from mutual interaction
balances with the self-inhibition. Thus, it is harder for two populations to mix in
spatial environment, but instead they formmore segregated colonies. When cell type
I is depleted, only cell type II grows and further prevents cell type I from growing in
the perturbed region. Eventually cell type II is outcompeted and only one dominant
population of cell type I cannot recover coexistence after the perturbation.

Spatial conditions for stable coexistence
According to the nonlocal model, we give theoretical explanations of the significant
difference of coexistence stability under spatial conditions between cooperation and
competition. We linearize equation (4.14) around the equilibrium, apply Fourier
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Competition networkA Cooperation networkB

Figure 4.7: Stability condition on signal and population diffusion. (A)(B) Calcula-
tion of) (n, !) and X (n, !) to identify stable regions for competition and cooperation
networks.

transform and obtain the following characteristic equation:

� =

[
311 312

321 322

]
q̄

(
1 − �0n

2
)
− :#

#max
−

[
1 0
0 1

]
^′�0n

2, (4.15)

where ^′ = 311 + 312 + ^
#∗ ≥ 0. The Fourier transform of q is q̄ = 1√

(n!)2+1
according to equations (4.10) and (4.11). Thus, the local stability requires the
following conditions:

) (n, !) = 2
(
311q̄

(
1 − �0n

2
)
− ^′�0n

2 − :#

#max

)
< 0,

X (n, !) =
(
(311 + 312) q̄

(
1 − �0n

2
)
− ^′�0n

2 − 2
:#

#max

)
·
(
(311 − 312) q̄

(
1 − �0n

2
)
− ^′�0n

2
)
> 0.

(4.16)

Equation (4.16) is equivalent to stable conditions in well-mixed model when there
is no cell and signaling molecule diffusion. In other words, well-mixed stability
conditions can be derived from equation (4.16) when ! = 0 and �0 = 0.

Given parameters satisfying the well-mixed stability conditions, the spatial con-
ditions are different for cooperative and competitive interactions. In Figure 4.7,
we alter the population diffusion rate �0 and quorum sensing signaling molecules
diffusion range !, and calculate ) and X to identify stable regions. For competitive
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interactions, Figure 4.7A shows that the stability condition may not be satisfied
for some parameter regimes. Large population diffusion rates indicate the strong
repression on cell motility from competitive interactions, and small signal diffusion
ranges stress the impact of spatial heterogeneity of signaling molecules on pop-
ulation dynamics. Thus, spatial perturbations can break the coexistence stability
when �0 increases and ! is small. Meanwhile, the cooperation network ensures
a more robust and stable coexistence in a wide regime of parameters, as shown in
Figure 4.7B.

Discussion
The results of the two population system show that cooperative interaction is benefi-
cial because it maintains stable coexistence via intermixing spatial patterning. While
competition networks are more likely to be unstable, a potential advantage of com-
petition interactions lies in performing localized functions since cells self-organize
into spatially segregated patterns. For example, the human gut microbiome con-
sists of hundreds of microbial species and they are grouped to perform complicated
functions (Tropini et al., 2017). It is important to keep stable and robust coexistence
within groups and avoid cross-talk and interference from unrelated groups at the
same time. Another application could be spatial-temporal control on cell differenti-
ation. The rate of evolution depends on spatial organization and interactions among
the population in nontrivial ways.

From modeling and theoretical analysis, we find that the diffusion range and rate of
signaling molecules has a big role in determine interaction strengths. For design
purposes, we can improve the the stability and robustness performance of synthetic
consortia by manipulating these properties.
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C h a p t e r 5

CONCLUSION

This thesis mainly contributes to the modeling, design and analysis of synthetic
microbial consortia. It is our hope to develop helpful principles based on theoretical
analysis and computation, and promote model-based design approach for more
controllable dynamics across single level-level to population-level in multicellular
systems.

In Chapter 2, we propose model-based design principles for achieving robust con-
trol of population density and density-dependent functions. Theoretical analysis
and simulation results show that the population-level design via cell-cell signal-
ing systems significantly improves robust behaviors to environmental disturbances.
Especially in heterogeneous populations, cell-cell signaling systems can coordinate
behaviors of phenotypes to generate a collective adaptation to disturbances. We also
explore the performance of a layered control circuit. Results of a population dosage
and cellar expression control example suggest that the layered feedback structure
aids robustness across single cell-level to population-level.

Future work involves following directions that will hopefully further improve robust
control of population-level dynamics. From the implementation perspective, it is
helpful to find components and to construct synthetic circuits following the design
principles proposed in Chapter 2. For both the signal integral feedback and the
bistable stable switching feedback, cell-cell signaling system is the key component.
We introduce general regulation networks of control circuits, yet implementation
constraints on cell-cell signaling systems haven’t been fully discussed. The produc-
tion, diffusion and degradation kinetics of signaling molecules, as well as cross-talk
between signaling systems need to be considered in implementations (Scott and
Hasty, 2016).

From the design perspective, we find that heterogeneity in cell populations can be
utilized for robust control of population-level dynamics, and propose the population-
level design principle based on bistable switching circuits. Based on this observa-
tion, we can extend the design to multi-stable state switching circuits and couple
them with cell-cell signaling systems (Angeli, Ferrell, and Sontag, 2004; Santos-
Moreno et al., 2020). Another interesting topic is to explore fitness benefits of
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populations that exhibit heterogeneous phenotypes. Natural microbial populations
exhibit heterogeneous phenotypes to better survive environmental stress (Balaban et
al., 2004; Kussell and Leibler, 2005; Holland et al., 2014). Thus, heterogeneity can
also be harnessed as a fitness advantage to design synthetic microbial populations
for robust survival and functionality in long terms.

From the control theory perspective, it is worth reconsidering the concept of ro-
bustness in a cell population control context (Del Vecchio, Dy, and Qian, 2016).
In our studies, we find population-level robustness does not require single cell’s
robustness mechanism, and can even emerge from the instability and fragility of
single cell’s dynamics (Doyle and Csete, 2011). Thus, it is natural to consider
layered control structures to overcome intracellular noises at single cell-level and
to deal with environmental disturbances at population-level. More theoretical work
can be done to understand tradeoffs in such multi-layered distributed yet centralized
control structures in microbial consortia.

In Chapter 3, we study design principles of population interaction networks to main-
tain stable coexistence in well-mixed environments. In a system of two populations,
we show that stable coexistence can be achieved in both mutually competitive and
cooperative populations. Yet the stability condition depends on specificmechanisms
of chemical-mediated interactions. Results suggest that the stability condition for
accumulated chemicals, such as quorum sensing signals, is less constrained than by
consumed or degraded chemicals, such as metabolites.

In Chapter 4, we investigate design principles of population interaction networks
and defined spatial distributions for robust and stable microbial consortia in spatial
context. Results suggest that mutually cooperative populations form more inter-
mixing spatial patterns while competitive populations self-organize into segregated
patterns. Moreover, more intermixing spatial patterns or distributions of micro-
colonies can improve the coexistence stability and robustness of density ratio in two
population-systems.

There remain more challenges in developing design principles of population inter-
actions and defined environments based on theory and modeling. One challenge is
model identifiability, which is a general problem in model-based design in synthetic
biology. We hope the unknown parameters of the chemical-mediated interaction
model can be determined from experimental data of growth data for each single
population. Thus the mechanistic model can have more prediction power for larger
systems that consist of multiple populations with chemical-mediated interactions.
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One future work is to identify the chemical-mediated interaction model with sin-
gle population growth data and predict coexistence of two or more populations in
co-cultures using identified parameters.

Another challenge lies in the computational aspect. In general, it is hard to an-
alytically solve for population densities of multiple populations from either high
dimension ODE or PDE models. We can use simulation tools to predict densities
and behaviors of microbial populations in consortia (Jang et al., 2012; Swaminathan
et al., 2019; Bauer et al., 2017; Harcombe et al., 2014). However, these tools are de-
veloped to answer different biological questions and have their own specializations,
such as fast simulation of chemical reactions, metabolic dynamics, cell lineages
or spatial organizations in 2D/3D spaces. Therefore, developing computational
tools that aim for prediction and analysis of coexisting microbial populations with
chemical-mediated interactions is a potential direction in future work.

In order for design principles of synthetic microbial consortia to be truly useful,
the proposed circuits should be implemented in experiments and we should test if
they indeed exhibit predicted behaviors. Such progress requires a tighter integration
between work on theory, modeling and experiments. Circuit designs proposed
in Section 2.4 of population density control, density ratio control and fractional
control are also implemented in experiments and being tested by collaborators
(McCardell et al., 2017). In addition, recent experimental results of bistable switch
implementations have shown surprisingly ultrasensitive responses (Gerhardt et al.,
2021), which is consistent with our theoretical predictions in Section 2.6. In the
future, we hope to integrate these experimental results with our modeling and theory
to further improve the design of synthetic microbial consortia.
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A p p e n d i x A

MODELS AND SIMULATIONS OF CHEMICAL-MEDIATED
INTERACTIONS

This section contains more modeling and simulation results for populations with
chemical-mediated interactions discussed in Chapter 3.

A.1 Competitive interactions in batch versus chemostat cultures
Here are models for populations with competitive interactions via bactericidal and
bacteriostatic antibiotics, discussed in Section 3.3.

We assume that bactericidal antibiotics induce death while bacteriostatic antibiotics
inhibit cell growth. Meanwhile, both populations grow on the same nutrient. We
denote the population densities of cell type I and II by #1 and #2, concentrations of
antibiotics I and II by )1 and )2, and the nutrient concentration by " . We assume
that the production of antibiotics depend on population densities as well as the
nutrient uptake, to avoid infinite production even when the nutrient is used up.

For a batch culture, we can first write down an ODEmodel of interactive populations
via bactericidal antibiotics, assuming that the antibiotics kill cells with a Hill-type
function kinetics:

cell I population density:
d#1
dC

=

(
U1

"

 " + "
− W )2

 ) + )2

)
#1,

cell II population density:
d#2
dC

=

(
U2

"

 " + "
− W )1

 ) + )1

)
#2,

antibiotics I concentration:
d)1
dC

= V1
"

 " + "
#1,

antibiotics II concentration:
d)2
dC

= V2
"

 " + "
#2,

nutrient concentration:
d"
dC

= −X "

 " + "
(#1 + #2) .

(A.1)

Parameters U1, U2 are cell growth rates, W is cell death rate,  " is the dissociation
rate in nutrient consumption,  ) is the dissociation rate in antibiotics killing, V1, V2

are production rates of antibiotics, and X is the nutrient consumption rate. For
simplicity, some parameters are set to be the same rate for two cell populations.
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Similarly, we can write down an ODEmodel of interactive populations via bacterio-
static antibiotics, assuming that the antibiotics inhibit cells’ growth with a Hill-type
function kinetics:

cell I population density:
d#1
dC

= U1
"

 " + "
 )

 ) + )2
#1,

cell II population density:
d#2
dC

= U2
"

 " + "
 )

 ) + )1
#2,

antibiotics I concentration:
d)1
dC

= V1
"

 " + "
#1,

antibiotics II concentration:
d)2
dC

= V2
"

 " + "
#2,

nutrient concentration:
d"
dC

= −X "

 " + "
(#1 + #2) .

(A.2)

Parameters are the same as in equation (A.1), except that  ) is the dissociation rate
of antibiotics inhibiting cell growth.

For a chemostat culture, we assume there is a constant dilution rate � in the media
and inflow rate of nutrient "0. We can obtain an ODE model for the interaction
mediated by bactericidal antibiotics:

cell I population density:
d#1
dC

=

(
U1

"

 " + "
− W )2

 ) + )2
− �

)
#1,

cell II population density:
d#2
dC

=

(
U2

"

 " + "
− W )1

 ) + )1
− �

)
#2,

antibiotics I concentration:
d)1
dC

= V1
"

 " + "
#1 − �)1,

antibiotics II concentration:
d)2
dC

= V2
"

 " + "
#2 − �)2,

nutrient concentration:
d"
dC

= � ("0 − ") − X
"

 " + "
(#1 + #2) .

(A.3)

Similarly, the ODE model of interactive populations with bacteriostatic antibiotics
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in the chemostat culture becomes

cell I population density:
d#1
dC

=

(
U1

"

 " + "
 )

 ) + )2
− �

)
#1,

cell II population density:
d#2
dC

=

(
U2

"

 " + "
 )

 ) + )1
− �

)
#2,

antibiotics I concentration:
d)1
dC

= V1
"

 " + "
#1 − �)1,

antibiotics II concentration:
d)2
dC

= V2
"

 " + "
#2 − �)2,

nutrient concentration:
d"
dC

= � ("0 − ") − X
"

 " + "
(#1 + #2) .

(A.4)

A.2 Cooperative interactions in batch versus chemostat cultures
We show more examples of different chemical-mediation mechanisms for cooper-
ative interactions, and show population density dynamics and coexistence in batch
and chemostat cultures.

The first cooperation mechanism is via crossfeeding of metabolites, as shown in
Figure A.1A. The metabolites produced by one population can be considered as
nutrients to the other population and promote their growth. Meanwhile, both popu-
lations grow on another shared nutrient. We denote the population densities of cell
type I and II by #1 and #2, concentrations of nutrient I and II by "1 and "2, and
the shared nutrient concentration by " . We assume that the production of "1 and
"2 depend on population densities as well as the shared nutrient uptake, to avoid
infinite production even when the nutrient is used up. In a batch culture, we can
write down an ODE model:

cell I population density:
d#1
dC

= U1
"2

 " + "2
#1,

cell II population density:
d#2
dC

= U1
"1

 " + "1
#2,

nutrient I concentration:
d"1
dC

= V1
"

 " + "
#1 − X

"1
 " + "1

#2,

nutrient II concentration:
d"2
dC

= V2
"

 " + "
#2 − X

"2
 " + "2

#1,

nutrient concentration:
d"
dC

= −X "

 " + "
(#1 + #2) .

(A.5)

Parameters U1, U2 are cell growth rates,  " is the dissociation rate in nutrient con-
sumption, V1, V2 are production rates of nutrients, and X is the nutrient consumption
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Figure A.1: Cooperation via cross-feeding, quorum sensing and toxin removal in the
batch culture. (A)(D)(G) Schematic diagrams of a co-culture of two cell populations
with cooperative interactions in a batch culture. There is a constant inlow/outflow of
media. (B)(E)(H) Simulations of population densities in the batch culture. At 15hr
in the simulation, we dilute the cell populations to a low initial densities and show
their growth dynamics in fresh media. (C)(F)(I) Simulations of the density ratio of
two populations with various initial densities. At 15hr, we perturb the densities to
show the convergence of the density ratio.

rate. For simplicity, some parameters are set to be the same rate for two cell
populations.

The second cooperation mechanism is via growth activation via quorum sensing
molecules, as shown in Figure A.1B. The quorum sensing molecules can activate
growth without being consumed. We denote concentrations of signal I and II by (1

and (2, and assume that the production of (1 and (2 depend on population densities
as well as the shared nutrient uptake. In a batch culture, we can write down an ODE
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model:

cell I population density:
d#1
dC

= U1
"

 " + "
(2

 ( + (2
#1,

cell II population density:
d#2
dC

= U2
"

 " + "
(1

 ( + (1
#2,

signal I concentration:
d(1
dC

= V1
"

 " + "
#1,

antibiotics II concentration:
d(2
dC

= V2
"

 " + "
#2,

nutrient concentration:
d"
dC

= −X "

 " + "
(#1 + #2) .

(A.6)

The parameter  ( is the dissociation rate in signal-induced growth activation.

The third cooperation mechanism is via toxin removal by secretion of enzymes that
degrade toxins, as shown in Figure A.1C. We assume there are two toxins in the
media, denoted by )1 and )2. The enzyme I secreted by cell II population can
degrade toxin I and relieve the death of cell I population, and vice versa. We denote
concentrations of enzyme I and II by '1 and '2, and assume that the production of
'1 and '2 depend on population densities as well as the shared nutrient uptake. In
a batch culture, we can write down an ODE model, assuming Hill-type functions of
toxin removal kinetics by the enzyme:

cell I population density:
d#1
dC

=

(
U1

"

 " + "
− W )1

 ) + )1

)
#1,

cell II population density:
d#2
dC

=

(
U2
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− W )2

 ) + )2

)
#2,

toxin I concentration:
d)1
dC

= −[ '1
 ' + '1

)1,

toxin II concentration:
d)2
dC

= −[ '2
 ' + '2

)2,

enzyme I concentration:
d'1
dC

= V1
"

 " + "
#2,

enzyme II concentration:
d'2
dC

= V2
"

 " + "
#1,

nutrient concentration:
d"
dC

= −X "

 " + "
(#1 + #2) .

(A.7)

The parameter W is cell death rate,  ) is the dissociation rate in toxin killing,
[ is toxin degradation rate by enzymes,  ' is the dissociation rate in enzymatic
degradation.

Similarly, we can derive ODE models for populations in the chemostat culture by
adding dilution and inflow of nutrient in the media.
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Figure A.2: Cooperation via cross-feeding, quorum sensing and toxin removal
in the chemostat culture. (A)(D)(G) Schematic diagrams of a co-culture of two
cell populations with cooperative interactions in a chemostat culture. There is a
constant inlow/outflow of media. (B)(E)(H) Simulations of population densities
in the chemostat culture. At 20hr/100hr/50hr in the simulation, we dilute the cell
populations to a low initial densities and show their growth dynamics in fresh media.
(C)(F)(I) Simulations of the density ratio of two populations with various initial
densities. At 20hr/100hr/50hr, we perturb the densities to show the convergence of
the density ratio.

We show simulations of population growth dynamics and density ratio of the batch
culture in Figure A.1, and of the chemostat culture in Figure A.2. In Figure A.1,
simulations of cell growth dynamics show coexistence of two populations with
cooperative interactions, yet the steady state densities at stationary phase depend on
initial cell densities as well as nutrients. When diluting and regrowing cells in fresh
media, the new steady state at stationary phase is steered to different levels. The
same two population system in chemostat culture can maintain a stable coexistence
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with cooperative interactions despite initial condition and perturbations in densities,
shown in Figure A.2.

A.3 Competition via accumulated versus consumed/degraded chemicals
In this section, we compare the transient dynamical properties of the competition
network mediated by two types of chemicals in the two population-system, dis-
cussed in Section 3.4. We show simulations of population density dynamics of
competitively interactive populations in Figure A.3. The trajectories show that with
accumulated chemicals, the transient dynamics of population densities becomemore
oscillatory, compared to the fast convergence with consumed/degraded chemicals.
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Figure A.3: Dynamics of populations with competition via accumulated and con-
sumed/degraded chemicals. (A)(C) Schematic diagrams of competition network
mediated by accumulated and consumed/degraded chemicals between two pop-
ulations. (B)(D) Simulations of population density and chemical concentration
dynamics. At 150min, we perturb the population density and show oscillatory and
dampened convergence.



136

A p p e n d i x B

DETAILED MODELS OF SPATIALLY DISTRIBUTED
POPULATIONS

This section contains a detailed model of of spatially distributed populations dis-
cussed in Chapter 4.
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