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ABSTRACT

Optical dielectric metasurfaces have shown great advances in the last two decades
and become promising candidates for next-generation free-space optical elements.
In addition to their compatibility with scalable semiconductor fabrication tech-
nology, metasurfaces have provided new and efficient ways to manipulate diverse
characteristics of light. In this thesis, we demonstrate the potential of dielectric
metastructures in the realization of compact imaging devices, reconfigurable optical
elements, and multi-layer inverse-designed metasurfaces. With the metasurfaces’
extreme capability to simultaneously control phase and polarization, we first show-
case their potential toward optical field imaging applications. In this regard, we
demonstrate a system of dielectric metasurfaces and designed random metasur-
faces for single-shot phase gradient microscopes and computational complex field
imaging system, respectively. Then, we propose nano-electromechanically tunable
resonant dielectric metasurfaces as a general platform for active metasurfaces. For
example, we demonstrate two different types of the phase and amplitude modulators.
While one utilizes resonant eigenmodes in the lattice such as leaky guided mode
resonances and bound-states in the continuum modes, the other is based on the
high-Q Mie resonances in the dielectric nanostructures where symmetry is broken.
In addition to the modulation of the phase and amplitude, we also show tuning
of strong chiroptical responses in dielectric chiral metasurfaces. Next, we experi-
mentally demonstrate inverse-designed multi-layer metasurfaces. Not only do they
provide increased degree of freedom in the design space, but also overcome limits
of conventional design methods of the metasurfaces. Finally, we summarize the
presented works and conclude this thesis with a brief outlook on what aspects of
the metasurfaces can be important for their real-world applications in the future and
what challenges and opportunities remain.
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C h a p t e r 1

INTRODUCTION TO METASURFACES

In the last decade, there have been remarkable progresses in the field of optical
metasurfaces. Especially, the metasurfaces have not only provided unprecedented
optical functionality and scalable free-space optical platforms, but also introduced
novel underlying physics. In this Chapter, we review the field of optical metasurfaces
from various viewpoints. First, we introduce the concept of optical metasurfaces.
Next, we focus on high-contrast dielectric metasurfaces that constitute the basis of
several Chapters of this thesis. In particular, we review high-contrast metasurfaces’
unprecedented ability to control polarization and phase. Finally, beyond the passive
optical metasurfaces, progress and challenges in active optical metasurfaces are
briefly discussed. At the end of this Chapter, a short outline of this thesis is
introduced.

1.1 Introduction to optical metasurfaces
Metasurfaces are two-dimensional arrays of subwavelength structures which locally
manipulate multiple properties of light [1–7]. The spatially distributed subwave-
length structures locally capture and scatter incident light. Multiple characteristics
of the scattered light can be judiciously controlled by selecting proper designs of the
nanostructures. As a result, the metasurfaces have not only enabled conventional
optical elements such as lenses, waveplates, gratings, and beam-splitters, but also
provided a novel optical functionality which is very challenging to achieve with
any kind of single conventional optical element. Furthermore, the metasurfaces
can be fabricated by using standard semiconductor fabrication processes, enabling
potential low-cost production especially for applications that are of high volume.

In the long history of optical elements, there have been two categories of optical el-
ements that are conceptually and technically similar to optical metasurfaces. One is
a reflect- or a transmit- array in the microwave domain, and the other is conventional
diffractive optical elements such as Fresnel lenses. Especially, the early demon-
stration of the metasurfaces based on plasmonic nanoantennas [8] is very similar
to the reflect-array in microwave [9, 10]. In this thesis, we define (high-contrast)
dielectric metasurfaces as a new type of the diffractive optical elements, providing
several advantages over the conventional counterparts. For instance, well-designed
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metasurfaces outperform the conventional diffractive optical elements when the nu-
merical aperture (NA) of the devices or the incident angle of the light is large [11,
12]. In addition, the metasurfaces can offer new optical functionalities such as con-
trol of polarization and phase [13], dispersion engineering [14, 15], distinct angular
control [16], edge-detection [17], free-space coupled high-Q resonances [18, 19],
and so on. Furthermore, detailed discussions about the optical metasurfaces from
historical perspectives can be found in [11].

In the last two decades, the research field of the metasurfaces have shown great
advances. Initially, plasmonic metasurfaces have been extensively explored thanks
to their thin form factor and great interests in plasmonics [3, 8]. However, opti-
cal loss from metallic structures fundamentally limits the optical performance for
transmissive devices. To circumvent the limits of the plasmonic structures, various
types of dielectric metasurfaces have been investigated. First, dielectric geometric
phase metasurfaces have been demonstrated for efficient wavefront shaping [20].
Specifically, the geometric phase metasurfaces consist of nanostructures working
as local half waveplates and the rotation of each half waveplate determines local
phase response. However, not only do the geometric phase metasurfaces work with
one circular polarized light, but they also suffer from low efficiency for high NA
devices because of considerable coupling between the nanostructures [21]. On the
other hand, thin dielectric Huygens’ metasurfaces have been proposed in order to
enable high efficient transmissive metasurfaces [22, 23]. In the Huygens’ metasur-
faces, electric and magnetic dipole modes are equally and simultaneously excited
in dielectric nanostructures and the two modes are overlapped in spectral domain.
The spectral overlap of the modes enables high transmission and enhanced phase
response close to 2c at the resonance. However, the coupling between adjacent
meta-atoms is severe in the Huygens’ metasurfaces, and this coupling significantly
degrades the performance of the devices having large deflection angles. Detailed
discussion about the fundamental limits of the Huygens’ metasurfaces can be found
in [24].

Due to the limits of the metasurfaces mentioned above, many researchers have
investigated the high-contrast dielectric metasurfaces [25–28]. The high-contrast
metasurfaces consist of relatively tall high index nanostructures. It is worth noting
that the earliest demonstration of the high-contrast metasurfaces can be found at
least two decades ago [25]. These structures were called by blazed binary optical
elements. Nevertheless, the high-contrast metasurfaces outperform other types of
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the metasurfaces mentioned above. In the following section, we will introduce the
operating principles and review the recent advances of the high-contrast metasur-
faces.

Although the optical metasurfaces have been briefly introduced from the perspec-
tives of the wavefront control, the general concepts of the metasurfaces include
large categories of optical elements such as absorbers [29], filters [30, 31], chiral
elements [32–34], nonlinear optical elements [35–37], and so on. Among these
various kinds of optical elements, a brief introduction to the chiral metasurfaces can
be found in Chapter 6. However, we note that most of the work presented in this
thesis is related to the metasurfaces that manipulate wavefronts.

1.2 High-contrast dielectric metasurfaces and their capabilities to control
phase and polarization

Here, we introduce high-contrast dielectric metasurfaces, which form the central
basis of the work presented in Chapter 2, 3, and 7. Especially, we discuss their
unprecedented ability to control phase and polarization at the same time [13].

The high-contrast metasurfaces consist of subwavelength nanostructures with a large
refractive index contrast. The thickness of the nanostructures are usually between
0.5_ to 1_, where _ is a wavelength in free space. The optimal thickness depends
on the materials, type of the device (i.e. reflective or transmissive type), and
operating wavelengths. The periodic high-contrast structures are known to provide
high transmission or reflection in broadband, enabling highly efficient transmissive
or reflective devices [38]. The physical origin of the broadband property can be
found in multiple Bloch modes hosted by the high-contrast structures [38]. More
surprisingly, various nanostructures can have spatially varying cross-sections in the
metasurface plane to manipulate the wavefronts efficiently [26, 27]. Even with
the non-periodicity, each structure locally controls the phase of light while its high
efficiency remains well. This is because the light is captured inside the high-index
nanostructure and scattered in the desired manner. Intuitively, each nanoscatterer
can be considered as a waveguide giving a desired phase response. Thus, the
coupling between the posts is not considerable.

In a standard design method of the high-contrast metasurfaces, transmission (or
reflection) coefficients for a periodic array of the nano-posts are extracted. Then,
the extracted coefficients are directly exploited to design aperiodic devices by using
the desired phase profile. In other words, an arbitrary 2D (or 1D) phase map can
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be realized by adjusting the cross-sections of the nanostructures. Also, the lattice is
often selected to be periodic for simplicity. This design method basically assumes
that the sampling is local. Namely, there is no considerable coupling between the
structures, so the transmission (or reflection) phase and amplitude remain the same
despite the introduction of the non-periodicity. There are several important aspects
in the design process of the high-contrast metasurfaces. First, the lattice constant
should satisfy the Nyquist sampling criteria in order to avoid unwanted diffractions
and to control the wavefront efficiently [39]. For polarization-independent operation
under normal incidence, the cross-sections of the nano-scatterers must be symmetric
such as circles, squares, etc [27]. For large incident angle, optimized anisotropic
structures such as ellipses or rectangles can support nearly polarization insensitive
phase controls [40]. In addition, the validity of local sampling starts to break at large
deflection angles and contributes to the lower efficiency of the devices at such angles.
Therefore, a few novel methods have been proposed to improve the efficiencies of
the devices having high NA [41–43].

The high-contrast metasurfaces provide unprecedented ability to control polariza-
tion and phase simultaneously. Although we briefly review this exceptional ability
here, the detailed discussion can be found in [13]. Considering that nanostructures
having symmetric cross-sections achieve a polarization insensitive optical function,
one can also extend the idea to the case of anisotropic structures. If the metasurfaces
are composed of the nanoposts with anisotropic cross-sections such as rectangles or
ellipses, they allow the capabilities to control the polarization and phase simultane-
ously. This type of the metasurfaces realizes two categories of novel optical devices.
In the first category, given any kind of two orthogonal input polarizations including
linear, circular, and elliptical polarizations, their phases can be independently con-
trolled. The second category transforms any input field with a desired phase and
polarization. This property has been extensively explored to achieve different kinds
of vector beams or vectorial holograms. In this thesis, the first and second categories
were used for the devices in Chapters 2 and 3, respectively. In detail, the nanoposts
having the rectangular cross-sections have been exploited in both Chapter 2 and
Chapter 3 (see Figs. 2.A.4, 3.2, and 3.A.1). Mathematically, the single metasurface
allows for a two-dimensional map of unitary and symmetric Jones matrices which
are written by

) =

(
)GG )GH

)HG )HH

)
= '(\)

(
48qG 0
0 48qH

)
'(−\), (1.1)

where qG , qH, and '(\) denote a transmitted phase for G-polarization, a transmitted
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phase for H-polarization, and the rotation matrix by an angle \ in the counter-
clockwise direction, respectively. For each nanopost, its two side lengths and
orientation can be selected as functions of desired qG , qH, and \ in Eq 1.1. In
other words, the metasurfaces enable arbitrary two-dimensional distribution of the
Jones matrices satisfying Eq. 1.1. Very recently, it has been shown that the spatially
varying Jones matrices enabled by the metasurfaces lead to various types of spatially
varying Jones matrices in the far-field [44]. This design method is beneficial if
the metasurfaces are designed for output functions without given bases of input
polarization states.

1.3 Progresses and challenges in active metasurfaces
Despite the great advancement of the passive metasurfaces discussed above, active
metasurfaces can open up new opportunities because they offer a new degree of
freedom in time domain [45]. Here, active metasurfaces represent the devices that
can change their optical functions in time. In particular, fast control of wavefronts
in subwavelength scale is of significant interest. Compared to conventional spa-
tial light modulators using micromechanical systems or liquid crystals, the active
metasurfaces potentially offer a wide field of view, compact form factor, fast mod-
ulation speed, and new optical functionality. To achieve the dynamic manipulation
of the wavefront, many seminal works have exploited various tunable platforms
or materials that include transparent conducting oxides [46–48], micromechanical
actuators [49], 2D materials [50, 51], phase change materials [52, 53], semicon-
ductors [54], and liquid crystals [55]. Among these various methods, electrically
tunable metasurfaces can be of significant interests from practical perspectives
thanks to their potentials for on-chip integration. In particular, the plasmonic
metasurfaces using the transparent conducting oxides have demonstrated arbitrary
wavefront control, modulation speed close to a a few MHz, and ranging experi-
ment with continuous beam steering [47, 48]. However, absolute efficiencies of the
plasmonic metasurfaces are inherently limited by the loss of metals. Specifically,
plasmonic metasurfaces using the transparent conducting oxides operate close to
the critical coupling regime or epsilon-near-zero regime in which the light is mostly
absorbed. Even with noble metals such as gold or silver, its absolute efficiency
is close to 0% to 2% [48]. Use of scalable metals such as aluminium or copper
may further degrade the efficiency due to their high optical loss. Thus, none of the
previous active metasurfaces can still compete with commercially available spatial
light modulators based on liquid crystal. Highly efficient, high-speed, and scalable
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phase-modulated metasurfaces have remained the holy grail. In addition, it is worth
noting here that a company in the USA (Lumotive) has recently commercialized
the active metasurfaces LIDARs by combing mature liquid-crystal technology with
metasurface technology. In addition to the spatial light phasemodulator, novel active
metasurfaces can be proposed. Considering the metasurfaces’ exotic capabilities to
control polarization of light, a novel polarization modulator can be of great interests.

1.4 Thesis outline
The main goal of this thesis is to demonstrate the potentials of the dielectric metas-
tructures in the realization of compact imaging devices, active optical elements,
and multi-layer metasurfaces. Chapters 2 and 3 focus on optical field imaging de-
vices using high-contrast dielectric metasurfaces. Chapters 4, 5, and 6 showcase
nano-electromechanically tunable metasurfaces for dynamic controls of the meta-
surfaces’ unprecedented optical responses. Chapter 7 focuses on inverse-designed
multi-layer metasurfaces for the realization of efficient multifunctional optical com-
ponents. Specifically, in Chapter 2, we demonstrate single-shot quantitative phase
gradient microscopes based on cascaded two layers of dielectric metasurfaces. The
high-contrastmetasurfaces’ extreme ability to control polarization and phase enables
a quantitative phase gradient imager of which size is in millimeter scale. Chapter
3 introduces a computational complex field imaging system using the concept of
randommetasurfaces. In Chapter 4, we demonstrate nano-electromechanical tuning
of dual-mode resonant metasurfaces for dynamic amplitude and phase modulation.
The concept relies on two kinds of resonant eigenmodes hosted by the dielectric
metasurfaces, which are leaky guided modes and bound states in the continuum.
Chapter 5 introduces dielectric metasurfaces having asymmetry in I-axis. With the
asymmetric metasurfaces and nano-electromechanical system (NEMS), we show-
case electrically controllable wavefront engineering with a wavelength-scale pixel
size. In particular, reconfigurable beam splitting and beam steering are experimen-
tally demonstrated. Chapter 6 discusses NEMS-tunable strong chiroptical effects
in a single-layer dielectric metasurfaces. With CMOS level voltage, the devices
achieve the dynamic transition from strong to negligible chiroptical states. Chapter
7 introduces inverse-designed multi-layer metasurfaces, which potentially overcome
fundamental limits of single layer metasurfaces. Chapter 8 concludes thesis with
summary and outlook.
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C h a p t e r 2

SINGLE-SHOT QUANTITATIVE PHASE GRADIENT
MICROSCOPY USING A SYSTEM OF MULTIFUNCTIONAL

METASURFACES

The material in this Chapter was in part presented in [56].

Quantitative phase imaging (QPI) of transparent samples plays an essential role
in multiple biomedical applications, and miniaturizing these systems will enable
their adoption into point-of-care and in-vivo applications. We propose a novel
quantitative phase gradientmicroscope (QGPM) based on two dielectricmetasurface
layers inspired by a classical differential interference contrast (DIC) microscope.
Owing to themulti-functionality and compactness of the dielectric metasurfaces, the
QPGM simultaneously captures three DIC images to generate a quantitative phase
gradient image in a single shot. We demonstrate two different QPGM systems,
one based on metasurfaces on two separate substrates, and one composed of two
metasurface layers monolithically integrated on the same substrate. The volumes of
the metasurface optical systems are on the order of 1-mm3 cubic volume. Imaging
experiments with both systems and various phase resolution samples verify their
capability to capture quantitative phase gradient data, with phase gradient sensitivity
better than 92.3 mrad/`m and single cell resolution. The results showcase potentials
of metasurfaces for developing miniaturized QPI systems for label-free in-vivo
cellular imaging and point-of-care devices.

2.1 Introduction
Optical phase microscopy techniques have been widely investigated for imaging
transparent specimens like cells [57–60]. For these weakly scattering samples,
phase information represents the optical path difference of light passing through
the cell, which is usually directly related to its morphological and chemical prop-
erties [59]. Moreover, phase imaging techniques do not require contrast agents and
avoid several issues faced in fluorescence microscopy such as photobleaching and
phototoxicity [61]. While conventional phase imaging methods such as phase con-
trast [57] and differential interference contrast (DIC) microscopy [58] only capture
qualitative phase information, quantitative phase imaging (QPI) has been rapidly
growing in the past two decades [59, 60, 62]. For instance, techniques like digital
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holographic microscopy [63], tomographic QPI [64, 65], Fourier ptychography [66],
and lens-less imaging [67] overcome limitations of qualitative phase imaging meth-
ods to acquire quantitative phase data.

Miniaturized microscopes have garnered great interest in recent decades [68–70]
since they enable and facilitate in-vivo biological imaging in freely moving ob-
jects [70] and in portable applications. Miniaturized systems have only been
demonstrated as different forms of amplitude imaging modules such as single [68]
or two-photon [69] fluorescence microscopes. This is mainly because QPI systems
usually require an interference “setup” to retrieve the phase information, and such
setups need complicated and bulky optical systems. This had left miniaturized QPI
microscopes that are of interest in various fields such as biomedicine [60] out of
reach until now.

Dielectric metasurfaces are a category of diffractive optical elements consisting of
nano-scatterers [4, 7] that enable the control of light in sub-wavelength scales [13–15,
20, 25, 71]. In addition, metasurfaces can simultaneously provide multiple distinct
functionalities through various schemes such as spatialmultiplexing [72, 73] ormore
sophisticated designs of the nano-scatterers [16, 74]. These capabilities, compact-
ness, low weight, and compatibility with conventional nano-fabrication processes
have made them suitable candidates for miniaturized optical devices such as minia-
turized microscopes [75], on-chip spectrometers [40, 76], and endoscopes [77].
In addition, vertical integration of multiple metasurfaces has been introduced to
achieve enhanced functionalities [78–81]. Despite these vast advances, applications
of metasurfaces for quantitative phase imaging have not previously been explored.
Although different types of spatial field differentiators, that may be regarded as
qualitative phase imaging devices, have been proposed, their investigation has been
limited to optical computing and optical signal processing [82, 83].

Here, we propose a miniaturized quantitative phase gradient microscope (QPGM)
inspired by the classical DICmicroscope and based on an integrated system ofmulti-
functional dielectric metasurfaces. As we fully exploit the two unique properties
of metasurfaces which are compactness and multi-functionality via both polariza-
tion and spatial multiplexing methods, two metasurface layers that are cascaded
vertically operate as a miniaturized QPGM. We experimentally demonstrate that
the millimeter-scale optical device can capture quantitative phase gradient images
(PGIs) from phase resolution targets and biological samples.
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Figure 2.1: Schematic illustration of a metasurface-based QPGM and its op-
eration principle. a Schematic of the QPGM employing two metasurface layers,
where the second layer is composed of three separate metasurface lenses. The
first metasurface together with each of the lenses in the second metasurface layer
forms a different image of the object. A polarizer and the polarization sensitive
metasurfaces then result in three interference patterns. b Illustration of the roles of
the two metasurface layers. Metasurface 1 makes two sheared focuses for TE and
TM polarizations and splits the field in three different directions towards the three
lenses in the second layer. With the polarizer, the three metasurface lenses in layer 2
form three DIC images (�1, �2, and �3) having different phase offsets between the TE
and TM polarizations. The combination of the two layers forms the QPGM shown
on the right. c A binary phase sample with a unity amplitude used as an example
target. d Set of three DIC images of the phase sample shown in c. e PGI formed
from combining �1, �2, and �3 from d, showing the phase gradient along the y axis.
The y axis lies along the shear direction of the system.

2.2 Concept of the metasurface-based QPGM
Figure 2.1a illustrates the concept of a miniaturized QPGM consisting of two cas-
caded metasurface layers. The roles of each layer is visually explained in Fig. 2.1b.
Metasurface layer 1 captures two images for TE and TM polarizations with focal
points that are separated along the y axis. In addition, it splits the captured light
equally into three separate directions towards the three metasurface lenses in layer
2. To implement this multi-functionality, polarization [13] and spatial multiplexing
techniques [72, 73] are employed in the design of metasurface layer 1 (see Appendix
2.1 for details). Metasurface layer 2, which is composed of three birefringent off-axis
lenses, forms three DIC images with three different phase offsets between the TE
and TM polarizations. Effectively, each metasurface of the second layer constitutes
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a separate DIC microscope system with the metasurface layer 1. With two linear
polarizers at the input and output aligned to 45◦ and -45◦, respectively, the two
metasurface layers capture three separate DIC images with different phase offsets.
As an example, a binary phase target is shown in Fig. 2.1c, which has optical fields
with a unity amplitude, * (G, H) = 48q(G,H) . The QPGM simultaneously captures
three DIC images (�1, �2, and �3) as shown in Fig. 2.1d. Specifically, �1, �2, and �3
are written as:

� 9 = |* (G, H) − eiq 9* (G, H − ΔH) |, (2.1)

where q 9 = q0 + 2c
3 ( 9 − 1), and ΔH is the sheared distance between TE and TM

polarizations at the object plane. �1, �2, and �3 in Fig. 2.1d show a strong contrast
at the top and bottom edges of the sample because each DIC image results from the
interference of the two sheared optical fields along the y-axis by Eq. 2.1. Using �1,
�2, and �3, one can calculate the unidirectional gradient of the phase sample with
respect to H, ∇Hq(G, H), through the three-step phase shifting method [84]:

∇Hq =
1
ΔH
0A2C0=(

√
3

�2 − �3
2�1 − �2 − �3

) − ∇Hqcali. (2.2)

Here, ∇Hqcali is the PGI calculated in the absence of the sample that is used for
calibration (see Appendix 2.3 for details about the three-step phase shiftingmethod).
Figure 2.1e shows the PGI calculated from the three DIC images in Fig. 2.1d.

The QPGM consists of the two multi-functional metasurface layers for two main
reasons (see Appendix 2.1 and Fig. 2.A.1 for detailed discussion based on wave
propagation simulation). First, at least two polarization sensitive bifocal lenses
are needed to capture clear DIC images. In other words, a single birefringent
metasurface lens with a regular refractive lens is not capable of capturing the DIC
images clearly (see Appendix 2.2 and Fig. 2.A.2 for theoretical and experimental
results with the single metasurface lens). Second, the vertical integration of the two
multi-functional metasurface layers uniquely enables capturing the PGI in a single
shot with compact implementation of the system.

We should mention that while single polarization sensitive bifocal metasurface
lenses have been demonstrated before for polarization splitting and imaging [13, 85],
their potential application for phase imaging has not been explored. Moreover, the
working principle used here is conceptually similar to the gradient light interference
microscopy, as in both methods several DIC images are utilized to calculate the
quantitative phase gradient image along one axis [86]. Various devices also have
been proposed to develop compact QPI techniques [87–91]. However, they are
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designed as the add-on devices to a conventional microscope system and their
imaging performance mainly rely on the microscope which is fundamentally hard
to miniaturize. The system demonstrated here is mainly different from the previous
approaches as the highly miniaturized system replaces the bulky phase or phase
gradient microscope systems and captures the phase gradient information in a single
shot without additional phase shifting elements like variable liquid crystal retarders
or spatial light modulators.

In the following, we discuss two implementations of the QPGM, one based on
metasurfaces on two separate substrates and one composed of metasurfaces on
both sides of a single substrate. While the first implementation provides large
aperture size and field of view, the second implementation provides compactness
and mechanical robustness.

2.3 Implementation of the QPGM by two separate dielectric metasurface
layers

To implement the two metasurface layers, we utilized the high-contrast transmi-
tarray platform consisting of rectangular amorphous silicon nano-posts on a fused
silica substrate shown in Fig. 2.2a (see Method and Fig. 2.A.4 for details) [13]. We
designed the metasurfaces for an operation wavelength of 850 nm. In Figs. 2.2b
and 2.2c, the schematics of the metasurface-based QPGM are illustrated. In par-
ticular, the left and right images correspond to the metasurface layers 1 and 2 in
Figs. 2.1a and 2.1b, respectively. To minimize the effects of geometric aberrations,
the phase profiles of the metasurfaces are further optimized using the ray tracing
method (Zemax OpticStudio) over a field of view (FOV) of 140 `m in diameter (see
Methods, Appendix 2.1, Table 2.A.1, and Fig. 2.A.5 for the details of the optimized
phase profiles and corresponding point spread functions).

Conventional nano-fabrication techniques are used to fabricate the metasurfaces
(see Methods for the process details). All four metasurface lenses have identical
diameters of 600 `m. To block the stray light caused by the imperfect operation
of metasurfaces and limit the device aperture, circular gold apertures are patterned
through photo-lithography. Figures 2.2d and 2.2e show the optical and scanning
electron microscope images of the two layers of the fabricated metasurfaces, re-
spectively. In this design, the whole QPGM system would fit within a cube that
is 1.92×1.26×2.70 mm3, including the space between the metasurfaces. The mag-
nification and objective numerical aperture (NA) of the QPGM are 1.98× and 0.4,
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Figure 2.2: Design and fabrication of themetasurfaces. aSchematics of a uniform
array of rectangular nano-posts (top) and a single unit cell (bottom), showing the
parameter definitions. The rectangular amorphous silicon (U-Si) nano-posts are
on a fused silica substrate, cladded by a 8-`m thick SU-8 layer for protection.
The transmission phase of the two orthogonal polarizations can be independently
controlled using the nano-posts. The U-Si layer is 664 nm thick, and the lattice
constant is 380 nm. b Schematic illustration of the side views of metasurface layers
1 (left) and 2 (right), showing the gold apertures used to block unwanted diffraction
and the external noise. c Top view schematics of the metasurface layers 1 (left) and
2 (right). The magnified array of the nano-posts is shown at the center. d Optical
images of the fabricated metasurfaces. Nine copies of the fabricated metasurface-
basedQPGMsystem are shown. e Scanning electronmicroscope images of a portion
of the fabricated metasurfaces. Scale bars denote 2 `m and 1 `m in the left and
right images, respectively.

respectively. Although the phase map is optimized for the central area of 140 `m
in diameter, the total FOV of the system is 336 `m in diameter. In addition, the
separation between the optical axes for TE and TM polarizations is 1.5 `m, which
results in a derivation step ΔH = 2.25 `m (see Fig. 2.A.3 for the details about ΔH).
ΔH is larger than 1.06-`m of theoretical diffraction-limit of the imaging system, and
it imposes a constraint on the resolution along H-axis. However, we should point out
that ΔH can easily be adjusted to below the diffraction limited resolution by reducing
the optical axis separation accordingly.
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Figure 2.3: Imaging experiment with the QPGM based on metasurfaces fab-
ricated on two separate substrates. a Three DIC images of a 314-nm thick QPI
1951-USAF resolution target captured by the QPGM. Scale bars: 25 `m. b The
PGI calculated from the measured DIC images in a. Scale bar: 25 `m. c The
PGIs captured for three parts of the phase target with 105 nm, 207 nm, and 314 nm
thickness from left to right, respectively. Scale bars: 15 `m. d Thicknesses of seven
different the phase targets calculated by the QPGM, and those measured by AFM.
The plotted estimated thicknesses through QPGM are averaged over 100 arbitrarily
chosen points on the sample edges. Error bars represent standard deviations of the
estimated values. e Schematic of a sea urchin cell, and its corresponding PGIs
captured by the QPGM. Scale bars: 40 `m. f Schematic of the miniaturized optical
setup with a CMOS image sensor. The microscope consists of the two metasurfaces
shown in Fig. 2.2, the sensor, and a linear polarizer on top of the sensor. g Three
DIC images captured by the setup in f. The 314-nm thick resolution target used in
a is imaged here. Scale bars: 50 `m. h The PGI calculated from the measured DIC
images in g. Scale bar: 50 `m.
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2.4 Imaging with the QPGM based on two separate metasurface layers
Wecharacterize theQPGMconsisting of the fabricatedmetasurfaceswith a commer-
cially available 1951 USAF phase resolution target (Quantitative Phase Microscopy
Target, Benchmark Technologies). As shown in Fig. 2.3a, the QPGM captures
three DIC images of the 314-nm-thick resolution target in a single shot (see Method
and Fig. 2.A.6 for the details of the optical setup). The resulting PGI shown in
Fig. 2.3b is calculated from the DIC images in Fig. 2.3a using Eq. 2.2. As expected
in the ideal cases in Figs. 2.1d and 2.1e, the unidirectional phase gradient imaging
in the H direction causes a strong contrast only at the top and bottom edges and
very weak contrast at left and right edges in the measurement results shown in
Figs. 2.3a and 2.3b. To verify the quantitative phase microscopy capability, we used
seven parts of the resolution target with thicknesses ranging from 54 to 371 nm.
Figure 2.3c shows the resulting PGIs for 105-nm, 207-nm, and 314-nm thick reso-
lution targets (see Fig. 2.A.7 for the four remaining PGIs). The results show a clear
increase of the phase gradient as the thickness of the structures increases. For a
more rigorous analysis, Fig. 2.3d shows the target thicknesses estimated from the
PGIs, in addition to the values measured using atomic force microscopy (AFM). The
agreement between these measurements shows the ability of the system to retrieve
quantitative phase data. In order to estimate the target thickness, the phase gradient
is integrated at the edges of the targets along the H axis to calculate the phase.
Then, the thickness is estimated from the phase, refractive index of the polymer
constituting target, and the wavelength. Especially, the QPGM can clearly capture
phase gradient information as small as 92.3 mrad/`m, which corresponds to a phase
of 207 mrad (see Fig. 2.A.7a for details). In addition, the measured spatial and
temporal noise levels are 36.9±0.7 and 11.4 mrad/`m, respectively (see Fig. 2.A.8
for details). Furthermore, the lateral resolutions achieved in the experiment along
the G- and H- axes are 2.76 `m and 3.48 `m, respectively (see Fig. 2.A.9 for details).
Comparing with the 1.06-`m theoretical diffraction limit, the reduced resolutions
result from the geometric aberration of the device, misalignment in the optical setup,
and imperfect fabrication. Besides, to compare our results with one of the state of
the art QPI techniques, the resolution targets are also characterized by the Fourier
Ptychography techniques [66] (see Fig. 2.A.10 for details). Finally, to demonstrate
the capability of the QPGM to image biological samples, we imaged several sea
urchin samples. As seen in a few sample PGIs plotted in Fig. 2.3e, the QPGM can
capture the edges of the sea urchin as well as the detailed morphology inside the
cells. Thus, the QPGM is able to measure the phase gradient information of the
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biological samples, which is directly related to cellular mass transport [86].

To demonstrate further miniaturization of the system, we performed additional
measurements with an off-the-shelf CMOS image sensor. Figure 2.3f shows the
schematic of the optical system. The distance from the object plane to the CMOS
image sensor is just 5.09 mm (see Figs. S11a and S11b for details of the compact
optical setup). Figure 2.3g shows three raw DIC images captured by the setup in
Fig. 2.3f when using the imaging target shown in Fig. 2.3a. Using Eq. 2.2, the three
DIC images in Fig. 2.3g result in the PGI plotted in Fig. 2.3h. The edges and the
measured phase gradient of the PGI in Fig. 2.3h are comparable to the results shown
in Fig. 2.3b (see Figs. 2.A.11c and 2.A.11d for additional measurement results).

2.5 QPGM based on monolithically integrated double-sided metasurfaces
To further miniaturize the device, we designed and fabricated a monolithically
integrated double-sided metasurface QPGM. Figure 2.4a schematically illustrates
the double-sided QPGM. While conceptually similar to the system discussed in the
previous section, the double-sided QPGM is more compact, mechanically robust,
and does not need further alignment after fabrication. The two metasurface layers
are based on the same platform discussed in the previous section, but they are
fabricated on the two sides of a 1-mm-thick fused silica substrate (see Method,
Appendix 2.1, and Table 2.A.2 for details about the design and fabrication). The
optical images of the device are shown in Fig. 2.4b. The total volume of the QPGM
is 0.62×0.41×1.00 mm3. Also, it has a magnification of 1.60× and a field of view of
140 `m in diameter. To verify the capability of the double-sided QPGM, we used
the same resolution targets as in Figs. 2.3c and 2.3d. The results, shown in Figs. 2.4c
and 2.4d, verify that the double-sided metasurface QPGM generates PGIs that are
comparable to those of the QPGM based on the two separate metasurface layers.
Particularly, the estimated thicknesses of the phase samples plotted in Fig. 2.4d are
in good agreement with the values measured by AFM. Phase images of sea urchin
samples captured by the double-sided metasurface QPGM are shown in Fig. 2.A.12.

2.6 Discussion
One limitation of the proposed system, especially for the double-sided metasurface
device, is its FOV. The small FOV mostly results from the fact that our system
is close to 4- 5 configuration that requires the sum of the focal lengths of the two
lenses to be comparable to their separation. To increase the FOV, a possible solution
is the recently reported folded metasurface platform [40] that might be able to
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Figure 2.4: Imaging with the doublet QPGM formed from monolithic integra-
tion of two metasurface layers on the same substrate. a Schematic drawing of
the miniaturized QPGM using the double-sided metasurface from different viewing
angles. The two metasurface layers are patterned on the two sides of a 1-mm-thick
fused silica substrate. b Optical images of bottom (left) and top (right) views of the
8 by 8 array of the doublet QPGM, in addition to zoomed-in images for portions of
the devices. Scale bars: 200 `m c PGIs captured using the doublet QPGM from the
same parts of the resolution target used in Fig. 2.3c. Scale bars: 15 `m d Thick-
nesses of seven different parts of the phase target calculated from the PGIs captured
by the metasurface QPGM, and those measured by AFM. The plotted estimated
thicknesses through QPGM are averaged over 100 arbitrarily chosen points on the
sample edges. Error bars represent standard deviations of the estimated values.
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achieve a large FOV and a small footprint simultaneously. In this platform, the
propagation space between the two lenses is folded inside the substrate through
multiple reflections, and therefore the effective distance between the lenses can
be significantly larger than the substrate thickness. Furthermore, adding another
metasurface layer can be used to mitigate the geometric aberrations further and
increase the FOV [78].

The QPGM system is sensitive to the equality of optical axis separation for TE and
TM polarizations in the two metasurface lenses. Nevertheless, this separation can
be controlled very precisely since metasurfaces allow for implementation of almost
arbitrary phase profiles in sub-wavelength scales. If the separations between the
optical axes are identical for the two metasurfaces, the structure becomes robust
against lateral and axial misalignment (see Fig. 2.A.13).

2.7 Outlook and Summary
It is worth noting that the multi-functionality via both polarization and spatial
multiplexing schemes, that is the key property for the design of the miniaturized
quantitative phase gradient microscope, is very hard to achieve in any other platform
if at all possible. We envision that these and other versatile properties of metasur-
faces enable various types of quantitative phase imaging devices. For example,
three different images at different axial positions can be captured to calculate the
phase information rather than the phase gradient information through the transport-
of-intensity equation [67, 92]. In addition, different focus scanning schemes can be
integrated with the quantitative phase gradient microscope to achieve a tomographic
quantiative phase imaging device with fast axial scanning [39, 93, 94]. Moreover,
we expect that around ten to a hundred of miniaturized microscopes could be in-
tegrated on a single CMOS sensor for highly parallelized microscopy. Finally, a
synergistic combination of metasurfaces and computational optics is an emerging
area to enhance the potentials of metasurface optical systems. Considering the
computational aspects of quantitative phase imaging, we believe that new kinds of
miniaturized quantitative phase imaging devices which benefit from novel properties
and enhanced optical control of metasurfaces can be proposed.

In conclusion, we utilized two multi-functional metasurface layers to realize minia-
turized quantitative phase gradient microscopes. A novel design and working
principle were proposed and investigated both through simulation and experiment.
Exploiting vertically integrated multi-functional metasurfaces, we experimentally



18

captured phase gradient images of several transparent samples and verified the quan-
titative phase imaging capability of the systems. This work clearly demonstrates
potentials of dielectric metasurface platforms in quantitative phase imaging sys-
tems to make miniaturized imaging devices such as miniaturized microscopes or
endoscopes [77]. With the great interest in quantitative phase imaging and the
miniaturized microscopes, we envision that the metasurfaces will play a significant
role in the development of these technologies.

2.8 Methods
Simulation and design
The simulation results presented in Fig. 2.A.4 were obtained by finding the transmis-
sion coefficients of corresponding periodic metasurfaces using the rigorous coupled
wave analysis technique [95]. The amorphous silicon nano-posts were assumed to
be 664 nm tall and the square lattice constant was 380 nm. The nano-posts are
capped with an 8-`m-thick SU-8 polymer layer. Refractive indices of amorphous
silicon, fused silica, and SU-8 for the operation wavelength of 850 nm in the simu-
lations were 3.56, 1.44, and 1.58, respectively. Side lengths of the nano-posts, �G

and �H, were varied in simulations to achieve full and independent phase control
over the 2c range for G and H polarizations (see Figs. 2.A.4a-2.A.4d for the simu-
lation results) [13]. Next, we optimized �G and �H as functions of q)� and q)"
to provide high transmission and desired phase shifts. The optimized maps of the
side lengths as functions of the phase delays for TE and TM polarized light are
plotted in Figs. 2.A.4e and 2.A.4f (see Figs. 2.A.4g and 2.A.4h for the simulated
transmittance corresponding to TE and TM polarizations). For the double-sided
metasurface device, while the metasurface layer 2 is designed by the same lookup
table in Figs. S4e and S4f, the metasurface layer 1 was composed of nano-posts
having a 60-nm-thick Al2O3 layer on top of the amorphous silicon layer. To consider
the presence of the Al2O3 layer, we performed additional simulations with the new
condition. In particular, the refractive index of Al2O3 for the operation wavelength
in the simulation was 1.76. The optimized results are plotted in Figs. 2.A.4i-2.A.4l.

We used the wave propagation method for the numerical studies of Fig. 2.A.1 to
calculate the optical fields for TE and TM polarized light. Then, the interference
intensity patterns at the image plane can be directly calculated from the TE and TM
polarized fields. Metasurfaces are treated as phase plates in simulations, and their
phase profiles used in the numerical simulations are given in Appendix 2.1. It is
worth noting explicitly that the optimal phase profiles of the twometasurface layers in
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Fig. 2.A.1ewere obtained through optimization with the ray-tracing technique using
a commercial optical design software (Zemax OpticStudio, Zemax) to minimize
geometric aberrations.

Device fabrication
The metasurface layers 1 and 2 shown in Fig. 2.2d were fabricated on two different
1-mm-thick fused silica substrates. A 664-nm-thick layer of amorphous silicon was
deposited using the plasma enhanced chemical vapor deposition technique. For
nano-patterning, a ∼300-nm-thick positive electron resist (ZEP-520A) was used. In
addition, a ∼60-nm-thick water soluble conductive polymer (aquaSAVE, Mitsubishi
Rayon) was spin-coated for charge dissipation. The patterns were generated using
electron-beam lithography (EBPG-5000+, Raith). The conductive polymerwas then
dissolved in water and the resist was developed in a resist developer solution (ZED-
N50, Zeon Chemicals). A 60-nm-thick Al2O3 layer was deposited by electron beam
evaporation. The pattern was transferred to the Al2O3 layer by a lift-off process in
a solvent (Remover PG, MicroChem). The patterned Al2O3 layer worked as a hard
mask to etch the amorphous silicon layer. The dry etching step was performed in
a mixture of SF6 and C4F8 plasmas using an inductively coupled plasma reactive
ion etching process. The Al2O3 mask was dissolved in a 1:1 mixture of ammonium
hydroxide and hydrogen peroxide heated to 80 ◦C.

The double-sided metasurfaces shown in Fig. 2.4b are patterned on both sides of a
1-mm thick fused silica substrate. Two 664-thick layers of amorphous silicon were
deposited on both sides of the substrate using the plasma enhanced chemical vapor
deposition technique. Then, the metasurface layer 2 was first fabricated using the
same process employed for the single-sided metasurfaces. Then, metasurface 2 was
cladded by an SU-8 polymer layer (SU-8 2002,MicroChem), which served to protect
metasurface 2 during the fabrication of the metasurface 1. A 4-`m-thick layer of
SU-8 was spin-coated on the sample, baked at 90 ◦C for 4 minutes, and reflowed at
200 ◦C for 5 minutes to achieve a completely planarized surface. The SU-8 polymer
was then exposed with ultraviolet light and cured by baking at 200 ◦C for another 90
minutes. To align the metasurface layers 1 and 2, a second set of alignment marks
were patterned on the side of the metasurface 1 and aligned to the alignment marks
on the side of the metasurface layer 2 using optical lithography. Next, metasurface
1 was fabricated by the same method as the single-sided metasurfaces. However,
the Al2O3 mask was not removed from the top of the metasurface layer 1 because
a mixture of ammonia and hydrogen peroxide at 80 ◦C would damage the SU-8
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cladding layer of the metasurface layer 2. It should be noted that the 60-nm thick
Al2O3 layer was considered as an integral part of metasurface layer 1 in the design
process. Like the metasurface layer 2, the metasurface layer 1 was also cladded by
a 4-`m-thick SU-8 layer. Next, the circular apertures on both sides were patterned
by photo-lithography, deposition of chrome and gold (10 nm/ 100 nm) layers, and
lift-off. Finally, additional 4-`m-thick SU-8 polymer layers were spin coated on
both sides to protect the apertures.

Measurement procedure
The imaging performance of the QPGM was characterized using the setups shown
schematically in Fig. 2.A.6. An 850-nm LED (Thorlabs LED851L) was exploited
as the light source. A linear polarizer (Thorlabs, LPVIS100-MP2) was placed in
front of the LED and set at 45◦ to confirm the polarization state of the input light.
The sample image was captured by the two metasurface layers which are mounted
on three-axis translation stages to enable alignment. The field at the image plane
of the QPGM was captured by a custom-built optical microscope. The microscope
consists of an objective lens (Olympus, LMPlanFL 10×) and a tube lens (Thorlabs
AC254-150-B-ML, focal length of 15 cm). The second linear polarizer, set at -
45◦, was inserted between the objective lens and the tube lens to form interference
between G- and H- polarized light. An optical band pass filter (Thorlabs, FL850-10)
in front of the camera was used to limit the bandwidth of the LED and remove the
background. For the double-sided metasurface devices, the optical system is almost
the same as the one used for the two separated metasurface layers. The double-sided
metasurface device was mounted on one three-axis translation stage instead of two.

For the setup shown in Fig. 2.A.11a, a CMOS image sensor (MT9J001, Arducam)
replaces the custom-built microscope. A 260-`m-thick linear polarizer (LPVIS100-
MP2, Thorlabs) is attached on top of a glass substrate protecting the CMOS image
sensor by a double-sided tape. As shown in Fig. 2.A.11a, the band-pass filter is
placed between a LED and a lens (LB1761-C, Thorlabs).
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2.9 Appendix
Wave propagation simulation and phase maps of the metasurfaces
In this section we present numerical analysis results of the QPGM. First, it is worth
explainingwhy theQPGMconsists of twometasurface layers, and a single layer is not
capable of doing so. Then, we verify that the QPGM based on the two metasurface
layers addresses the issues faced in the system using a single metasurface. We
used wave-propagation simulations to analyze the systems in Fig. 2.A.1. In the
simulations, the metasurfaces and the conventional lens are modeled as ideal phase
plates. Moreover, the thickness of all fused silica substrates is fixed at 1 mm. For all
metasurfaces, the distance between the optical axes for TE and TM polarizations,
ΔB, is fixed at 1.5 `m along the H-axis. Finally, the phase sample shown in Fig. 2.1c
is used for all the simulations.

Figure 2.A.1a shows a schematic of a DIC system based on a single birefringent
metasurface lens and a regular refractive lens, forming a 4- 5 imaging system.
To implement the single metasurface layer system, we use the thin lens equation
for the phase profiles of the metasurface lens (ML1,0) and the conventional lens
(Lens2, 0). More specifically, ML1,0 has two different phase profiles for TE and TM
polarizations, (qML1,a,TE and qML1,a,TM), given by:

qML1,a,TE = −
c

_ 51
(G2 + (H + ΔB

2
)2), (2.3)

qML1,a,TM = − c

_ 51
(G2 + (H − ΔB

2
)2), (2.4)

where G and H are Cartesian coordinates from the center of ML1,0 and _ is the
operating wavelength in vacuum. Moreover, the polarization-insensitive phase
profile of Lens2,0 is written as, qLens2,a = − c

_ 52
(G2 + H2). While one might expect

that the configuration in Fig. 2.A.1aworks similar to a conventionalDICmicroscope,
an additional spurious intensity gradient shows up in the formed interference pattern,
�B8=6;4, as seen in Fig. 2.A.1b. The reason is that despite the 4- 5 imaging system,
the two slightly separated optical axes for the TE and TM polarizations cause the
intensity gradient not present in the original target (see Appendix 2.2 and Fig. 2.A.2
for experimental results of the single metasurface system and theoretical analysis
about the degradation). Another clear issue with the system shown in in Fig. 2.A.1a
which undermines its miniature size is that it would require a variable phase retarder
to retrieve quantitative phase gradient information.

To resolve the spurious intensity gradient issue first, we replace the refractive lens
with a second birefringent metasurface lens in Fig. 2.A.1c. For the system based
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on the two bifocal metasurface lenses shown in Fig.2.A.1c, the metasurface lens 1,
ML1,c, is the same asML1,a shown in Fig.2.A.1a. A second birefringent metasurface
lens, ML2,c, is used in the system shown in Fig. 2.A.1c instead of Lens2, a in
Fig. 2.A.1a. The two phase profiles ofML2,c for TE and TMpolarizations, (qML2,c,TE

and qML2,c,TM), are given by:

qML2,c,TE = −
c

_ 52
(G2 + (H + ΔB

2
)2), (2.5)

qML2,c,TM = − c

_ 52
(G2 + (H − ΔB

2
)2) + q>, (2.6)

where q> is the phase offset between the two orthogonal polarizations. q> is fixed at
3c
4 for the simulations. As a result, the simulated interference intensity map shown in
Fig. 2.A.1d, �3>D1;4, is a clear DIC image of the transparent object with no intensity
artifacts (see Appendix 2.2 for theoretical explanation about the system of the two
birefringent metasurface lenses). In the experimental implementation, the values of
q> are 3c

4 and c
4 for the QPGM using two separate substrates and the double-sided

QPGM, respectively.

In addition to birefringence, the capability of metasurfaces to simultaneously per-
form multiple independent functions allows us to eliminate the requirement of a
variable retarder, since several images with different phase offsets can be captured
simultaneously as shown schematically in Fig. 2.A.1e. Moreover, we employed the
ray tracing method instead of the thin lens equation to mitigate geometric aberra-
tions. In other words, the phase profiles are optimized for the metasurface layers 1
and 2 in Fig.2.A.1e, Layer1,e and Layer2,e, to minimize the off-axis aberrations and
increase the field of view. Specifically, the phase profiles of the metasurfaces are
defined by two terms. One is a sum of even-order polynomials of radial coordinates
(mostly implementing the focusing), and the other is a linear phase gradient term
associated with the three-directional splitting of light. The phase profiles of Layer1,e

for TE and TM polarizations, qLayer1,e,TE and qLayer1,e,TM, are given by:

qLayer1,e,TE =

5∑
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0=
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)2)= − :6A0C,1H, (2.7)

qLayer1,e,TM =
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qLayer1,e,TM =
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2
)2)= + :6A0C,1H, (2.12)

where 0= are the optimized coefficients of the even-order polynomials in the shifted
radial coordinates, :6A0C,1 is the linear phase gradient, and ' denotes the radius of the
metasurfaces. Detailed information about 0=, :6A0C,1, and ' is given in Table 2.A.1.
Since a single set of rectangular nano-posts can only implement one pair of the
birefringent phase maps, three different sets of rectangular nano-posts are designed
to achieve the three pairs of phase maps in (Eqs. 2.7 and 2.8), (Eqs. 2.9 and 2.10),
and (Eqs. 2.11 and 2.12). Then, the three maps of the rectangular nano-posts are
interleaved along the G-axis using the spatial multiplexingmethod [72, 73, 96]. With
the phase profiles in Eqs. 2.7-2.12, the Layer1,4 in Fig. 2.A.1e plays the role of a
lens and a three directional beam-splitter at the same time, at the cost of a drop in
efficiency.

Layer2,4 has three different birefringent metasurfaces which are identically displaced
from the center of Layer2,4. The distance from the center of the Layer2,4 to the center
of each lens, Δ�, is 660 `m. The three coordinates of the centers of the lenses
measured from the center of the Layer2,4 are (0,-Δ�) (-Δ�,0) and (0,Δ�). The six
phase profiles of the three lenses for TE and TM polarizations are written as:

qLayer2,e,TE =
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qLayer2,e,TM =
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)2)= − :6A0C,2H + q> +

4c
3
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where 1= are the optimized coefficients of the even-order polynomials of the shifted
radial coordinates and :6A0C,2 is the linear phase gradient. The detailed information
about 1= and :6A0C,2 is given in Table 2.A.1. As a result, the two layers form the three
different DIC images at the image plane. Specifically, combinations of (Eqs. 2.7,
2.8, 2.13, and 2.14), (Eqs. 2.9, 2.10, 2.15, and 2.16), and (Eqs. 2.11, 2.12, 2.17,
and 2.18) result in the three phase-shifted DIC images in Fig. 2.A.1f, �1, �2, and �3,
respectively. To be specific, the desired phase offsets for the three-step phase shifting
are achieved by the phase maps of the second metasurface layer in Eqs. 2.13-2.18.
Moreover, we should point out that �1, �2, and �3 in Fig. 2.A.1f are comparable to
the ideal results shown in Fig. 2.1d. Figure 2.A.1g shows the PGI calculated from
the three DIC images in Fig. 2.A.1f by using Eq.2, and is in good agreement with
the ideal PGI shown in Fig. 2.1e.

As shown in Figs. 2.4a and Fig. 2.4b, the QPGM is also implemented using double-
sided metasurfaces on a 1-mm thick fused silica wafer. The double-sided meta-
surface QPGM is designed through an identical process used for the design of the
QPGM based on two metasurface layers on two separate substrates. The phase
profiles of the double-sided metasurfaces are determined by Eqs. 2.7-2.18 with the
optimized phase profile parameters such as 0=, 1=, ', Δ�, ΔB, :6A0C,1, and :6A0C,2
given in Table 2.A.2. The distances from the object plane to the metasurface layer
1 and from the image plane to the metasurface layer 2 are 317 `m and 397 `m,
respectively.
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Experimental and theoretical results with a single bifocal metasurface lens
We fabricated a single bifocal metasurface andmeasured its performance. The phase
map of the device is determined by Eqs. 2.3 and 2.4. For the fabricated single bifocal
metasurface lens, the diameter, focal length, and separation of the focal points are
900 `m, 1.2 mm, and 2 `m, respectively. The two focal points are characterized
through the optical setup shown in Fig.2.A.2a. An 850-nm semiconductor laser
(Thorlabs, L850P010) is coupled to a single mode fiber and a laser collimator for
illumination. The linear polarizer in front of the laser collimator is aligned to 0◦

(for TE), 90◦ (for TM), and 45◦ for characterization of the bifocal metasurface lens.
The measured intensity maps shown in Fig.2.A.2b clearly show the polarization
dependent bifocal property. The intensity profiles on the black dashed lines in
Fig.2.A.2b are shown in Fig.2.A.2c. In Fig.2.A.2c, the FWHM of the two focal
points and the distance between the two focal points are 1.21-1.35 `m and 2 `m,
respectively. Moreover, the measured focusing efficiencies through a pin-hole with
a diameter of about 4×FWHM at the focal plane are ∼78% for both TE and TM
polarizations.

We performed imaging experiments with the single bifocal metasurface lens using
the optical setup schematically shown in Fig.2.A.2d. We employed a variable
retarder to capture three different DIC images. Moreover, oblique illumination from
an LED was used to avoid saturation at the central pixels of the camera resulting
from undiffracted light. To limit the bandwidth, we employed a band-pass filter
with a center wavelength and bandwidth of 850 nm and 10 nm, respectively. The
three captured DIC images, �1, �2, and �3, are shown in Fig.2.A.2e. The results
clearly show that the spurious graded intensity patterns degrade the DIC images
as expected from Fig. 2.A.1b. In Fig.2.A.2f, the PGI is calculated from the three
DIC images in Fig. 2.A.2e through the three-step phase shifting method [84]. The
graded phase gradient in the background in Fig. 2.A.2f also indicates the imperfect
imaging performance of the single bifocal metasurface lens.

The degradation exists both in the simulation results shown in Fig. 2.A.1b and the
measurement in Figs. 2.A.2e and 2.A.2f. The degradation can be explained using
Fourier optics. If we consider the optical system consisting of one metasurface
bi-focal lens and a normal thin lens as in Fig. 2.A.1a such that the z-axis passes
through the center of the second lens (i.e. the optical axes of the first lens for TE and
TM polarizations are Δs/2 distant from the z-axis), we can write down the relations
between the field at the object plane (*) and the fields at the Fourier plane (*�,)�
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and *�,)") through the Fresnel diffraction. For simplicity, let us assume that the
focal lengths of the two lenses in Fig. 2.A.1a are identical. In this case, the two
optical fields formed by the first metasurface lens, *�,)� and *�,)" are no longer
simple Fourier transforms of*, but would instead be written as:

*�,)� (G, H) =
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_ 5
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where _, f, and Δs are the wavelength, focal length of the two lenses, and the
separation between the optical axes of the metasurface lens, respectively. Also, *̃
represents the 2D Fourier transform of*. �1 and �2 are complex constants. Then,
the fields at the image plane (*8,)� and*8,)") can be written through the 2D Fourier
transform of*�,)� and*�,)" :

*8,)� (G, H) =
∬
*�,)� (G′, H′)4G?[−8 2c

_ 5
(GG′ + HH′)]3G′3H′

= �14G?(+8 2c
_ 5

ΔB
2 H)* (−G,−(H +

ΔB
2 )),

*8,)" (G, H) =
∬
*�,)" (G′, H′)4G?[−8 2c

_ 5
(GG′ + HH′)]3G′3H′

= �14G?(−8 2c
_ 5

ΔB
2 H)* (−G,−(H −

ΔB
2 )),

where �1 is a complex constant. We should point out that the fields at the image
plane are not only shifted laterally by the separation Δs, but also accompanied
with a different phase gradient for TE and TM polarizations. The different phase
gradients for TE and TM polarizations cause the spurious degradation shown in
Figs. 2.A.1b, 2.A.2e, and 2.A.2f. Considering that Δs is close to the diffraction-
limit scale, the simulation result in Fig. 2.A.1b and the measurement in Figs. 2.A.2e
and 2.A.2f clearly reveal that the system is very sensitive to even very small values
of Δs. Furthermore, the inevitable axial misalignment between the double axes
of the metasurface lens and the single axis of the normal lens results in the phase
gradient difference at the image plane. In other words, lens-based DIC microscopy
typically necessitates at least three optical elements which are two lenses and a
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birefringent crystal such as a Wollaston prism between the two lenses. Although
one might suppose that the different linear phase gradients can be employed instead
of the lateral shifts along the H-axis in Eqs. 2.3 and 2.4 to remove the spurious
degradation, it is worth pointing out that both schemes aremathematically equivalent
with a different complex constant and result in a similar degradation.

In contrast, the two metasurface layers can avoid the unwanted degradation because
the two lenses have independent optical axes for both polarizations. For the system
in Fig. 2.A.1c, the fields at the image plane can be written as the Fourier transform
with respect to the optical axis of each polarization. As a result, the fields at the
image plane*8,)� and*8,)" can be written as:

*8,)� (G, H) = * (−"G,−" (H + ΔB2 ) −
ΔB
2 ),

*8,)" (G, H) = * (−"G,−" (H − ΔB
2 ) +

ΔB
2 ),

where M is the magnification of the system and is mainly determined by the phase
maps of the two bi-axial lenses. These equations clearly show that the two birefrin-
gent metasurface lenses are able to capture the conventional DIC images with two
polarizers. More interestingly, the simulation results based on the wave propagation
in Fig. 2.A.13 reveal that the proposed bi-axial system becomes very robust against
other kinds of misalignments in the fabrication or optical alignment procedures once
the separations of the optical axes for the both lenses are identical. As explained
previously, it is worth noting that the metasurfaces uniquely admit arbitrary phase
maps in subwavelength scale for both polarizations. Thus, the separation is one of
the most accurately controllable variables in the design process of the metasurfaces.
This is one of the reasons why our system performs adequately in the experiments.
Furthermore, we remark that bi-focal lenses having an accurate separation close to
the diffraction-limit are difficult to implement using any conventional birefringent
optics.
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Three-stepphase shiftingmethod for unidirectional quantitative phase gradient
imaging
Phase-shifting is a widely known technique for phase retrieval in common interfer-
ometers. Moreover, it has been also used for quantitative phase gradient imaging
by modifying the classical DIC microscope [97]. The technique utilizes multiple
phase-shifted interference patterns to retrieve the phase information. To be spe-
cific, a captured differential interference contrast (DIC) image at the object plane is
effectively written as:

� 9 = |* (G, H) −* (G, H − ΔH)48q 9 |2 = �(G, H) − � (G, H)2>B(\ (G, H) − q 9 ), (2.19)

where * (G, H) = �(G, H)48q(G,H) , �(G, H) = |�(G, H) |2 + |�(G,−ΔH) |2, � (G, H) =
2|�(G, H)�(G,−ΔH) |, \ (G, H) = q(G, H)−q(G, H−ΔH), and q 9 is a phase offset. Since
�(G, H), � (G, H), and \ (G, H) are unknown, it can be seen that a minimum of three
independent measurements are required for unambiguous retrieval of all unknowns.
This is why the second metasurface layer in the current work consists of three
different polarization sensitive off-axis lenses. Moreover, it is worth noting here
that extensive investigations have previously been done to develop two-step phase
shifting algorithms with additional assumption, some form of a priori knowledge,
or complicated computations [98–100]. In the three-step phase shifting techniques,
q1, q2, and q3 are usually set to 0, 2c

3 , and 4c
3 . Using the Eq. 2.19, �1, �2, and �3 are

written as:
�1 = �(G, H) − � (G, H)2>B(\ (G, H)),

�2 = �(G, H) − � (G, H)2>B(\ (G, H) − 2c
3 ), and

�3 = �(G, H) − � (G, H)2>B(\ (G, H) − 4c
3 ).

With further calculations, one can see that \ (G, H) can be expressed in terms of �1,
�2, and �3:

\ (G, H) = 0A2C0=(
√

3 �2−�3
2�1−�2−�3 ).

Considering that \ (G, H) = q(G, H)−q(G, H−ΔH)≈∇Hq×ΔH andΔH is small compared
to the sample feature sizes, ∇Hq can be calculated as:

∇Hq≈ 1
ΔH
0A2C0=(

√
3 �2−�3

2�1−�2−�3 ).

In Eq. 2, a calibration term, ∇Hq20;8, is added to remove any kind of unwanted
background coming from imperfect experimental conditions. Specifically, ∇Hq20;8
is the background signal measured without any sample. The calibration process also
allows for arbitrarily choosing three phase offsets with the same difference of 2c

3 .
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For example, q1 is set to 3c
4 and c

4 for the device using the two separate metasurface
layers and the device based on the double-sided metasurfaces, respectively.
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Metasurface ' (`m) Δ� (`m) ΔB (`m) 01 02 03 04 05 :6A0C,1 (rad/`m)

Layer1 300 660 1.5 -4.70×102 2.05×101 -3.88×100 7.69×10−1 -7.30×10−2 2.23

Metasurface ' (`m) Δ� (`m) ΔB (`m) 11 12 13 14 15 :6A0C,2 (rad/`m)

Layer2 300 660 1.5 -2.37×102 3.58×10−1 1.07×101 -7.58×100 1.92×101 2.22

Table 2.A.1: Phase profile parameters for the two separate metasurface layers.

Metasurface ' (`m) Δ� (`m) ΔB (`m) 01 02 03 04 05 :6A0C,1 (rad/`m)

Layer1 100 210 1.5 -1.29×102 7.96×100 -1.17×101 6.98×100 -1.34×100 2.21

Metasurface ' (`m) Δ� (`m) ΔB (`m) 11 12 13 14 15 :6A0C,2 (rad/`m)

Layer2 100 210 1.5 -7.88×101 -5.19×100 4.53×100 -1.43×100 1.61×10−1 2.19

Table 2.A.2: Phase profile parameters for the double-sidedmetasurfaceQPGM.
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Figure 2.A.1: System-level design and numerical analysis of the QPGM. a
Schematic of an optical system consisting of a single metasurface and a conventional
thin lens. The metasurface works as a bifocal lens with two focal points for TE and
TM polarizations separated along the y axis. b Simulated intensity map at the image
plane formed by the system shown in a. c Schematic of an optical system consisting
of two birefringent metasurfaces. Each metasurface acts as a bifocal lens with two
focal points for TE and TM polarizations separated along the y axis. d Simulated
intensity map formed in the image plane by the system shown in c. e Schematic of
the optical system composed of one multi-functional metasurface and three bifocal
lenses. As mentioned in Fig. 2.1b, the first metasurface collimates light from two
focal points for the TE and TM polarizations that are separated in the y direction
and splits it in three directions towards the three metasurfaces on the second layer.
Similarly to the system in c, the first metasurface forms a separate imaging system
with each of the metasurface lenses on layer 2. f Three simulated DIC images at the
image plane using the system shown in e. g The PGI calculated from the three DIC
images in f. Pol.: linear polarizer; ML: metasurface lens; 30: 2.20 mm; 32: 2.81
mm; 34: 2.70 mm ; 51: 687 `m; and 52: 1.51 mm.
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Figure 2.A.2: Phase gradient imaging with a single bifocal metasurface lens. a
Schematic illustration of the optical setup used for capturing focuses of the single
bifocal metasurface lens and measuring focusing efficiencies. The linear polarizer
(L-Pol.) in front of the laser collimator is accordingly adjusted to confirm the input
polarization states. b Measured focal points for different input polarization states.
Left, center, and right images are the measured intensity maps at the focal plane
with the linear polarizer aligned to 0◦ (TE), 90◦ (TM), and 45◦, respectively. Scale
bars: 2 `m. c Normalized intensity profiles at the focal plane on the three black
dashed lines in b. Green and blue dashed lines are the intensity profiles for TE
and TM polarized input light, respectively. The black line is the intensity profile
with the 45◦ linear polarized light. d Schematic illustration of the optical setup
capturing the three interference intensity patterns with a single bifocal metasurface
and a variable retarder. An LED is used for the oblique illumination. BP: bandpass
filter. e Measured interference intensity patterns, �1, �2, and �3 that have phase
offsets of 0, 2c

3 , and 4c
3 between the TE and TM polarizations, respectively. f PGI

calculated through the three-step phase shifting method from the three interference
intensity maps in e. Scale bars: 30 `m.
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Figure 2.A.3: Schematic illustration showing the relation between ΔB and ΔH.
ΔB is the separation between the two optical axes for TE and TM polarizations. The
green and blue dashed lines denote the optical axes for TE and TM polarizations,
respectively. ΔH is the effective shearing distance at the object plane. In other
words, two points that are ΔH apart along the H-axis in the object plane, are imaged
to the same points at the image plane for the two different polarizations. The green
and blue solid lines represent the rays coming from the green and blue points at the
object plane, respectively. While the blue dot in the object plane is imaged along
the blue dashed line representing the optical axis of TM polarization, the green dot
is actually off-axis imaged at the position of the blue dot with respect to the green
dashed line showing the optical axis of TE polarization. The black dashed box
shows the relation between ΔB and ΔH given by ΔH = ΔB(1 + 1

"
), where M is the

magnification of the optical system.
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Figure 2.A.4: Simulation results of the nano-posts at the wavelength of 850 nm.
a-d Simulated transmittance and transmitted phase of TE and TM polarized light for
periodic arrays of meta-atoms as functions of �G and �H. The amorphous silicon
layer is 664 nm thick, and the lattice constant is 380 nm. a and b: transmittance,
c and d: transmitted phase e-h The optimized simulation results calculated from
a-d for complete polarization and phase control. Calculated optimal �G and �H as
functions of the required q)� and q)" are shown in e and f, respectively. Simulated
transmittance of TE and TM polarized light as functions of q)� and q)" are shown
in g and h, respectively. i-l The optimized simulation results of the nano-posts
composed of 664-nm thick amorphous silicon and 60-nm thick Al2O3 on the fused
silica substrate. The nano-posts are arranged on a square lattice with a 390-nm
lattice constant and cladded by an ∼8-`m-thick SU-8 layer. Calculated optimal �G

and �H as functions of the required q)� and q)" are shown in i and j, respectively.
Simulated transmittance of TE and TM polarized light as functions of q)� and q)"
are shown in k and l, respectively.
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Figure 2.A.5: Simulated point spread functions of the QPGM. a Schematic
showing the locations of point sources used at the object plane for characterizing
the point spread functions (PSFs). Cartesian coordinates of each point are given
under it. The coordinates are calculated from the center of the metasurface layer 1.
b The normalized PSFs at the image plane for TE polarization of the optical system
shown in Fig. 2.A.1e. The coordinates under the PSFs are the coordinates of the
corresponding point sources. It is assumed that the PSFs are identical for TE and
TM polarizations. c The magnified intensity maps of the normalized PSFs in b.
The coordinates of the corresponding point sources are shown above the intensity
maps. The dashed black circles are airy disks whose radii are 2.54 `m at the image
plane. All coordinates in the figures are given in microns.

Figure 2.A.6: Schematic of the measurement setup. Schematics of the custom-
built microscope setup used to measure the three DIC images captured by the
QPGMs. L-Pol.: linear polarizer; BP: band-pass filter.
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Figure 2.A.7: Magnified PGIs of the phase resolution targets having different
thicknesses. The thicknesses of the targets are as follows; a: 54 nm; b: 159 nm; c:
261 nm; and d: 371 nm. Note that the color bar scale in a is different from the other
panels. Scale bars: 15 `m.

Figure 2.A.8: Measurement of spatial and temporal noise levels. a Background
phase gradient images captured in an area with dimensions of 17.6×17.6 `m2 in
the central part of the seven different measurements with the seven different phase
resolution targets used in Fig. 3d. Scale bars: 5 `m. b Phase gradient histograms of
the phase gradient images in a. Each image in a has 1681 points. The spatial noise
level is 16.4±0.3 mrad/`m calculated by measuring the standard deviation of the
phase gradients in b. c and d The 371-nm thick resolution target used in Fig. 2.A.7d
is measured 50 times during 155 seconds. c The first phase gradient image at t
= 3.1s. d Map of the standard deviations over 50 frames. The average standard
deviation over the map is 11.4 mrad/`m. e Plots of the temporal phase gradient
signals at the different points marked with red, orange, black and green circles in
c and d. The colors of the plots are matched with the colors of the circles in c
and d. The corresponding standard variations are noted over the plots. Especially,
the black line shows the maximum fluctuation having a standard deviation of 46.4
mrad/`m in the map.
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Figure 2.A.9: Investigation of the lateral resolution. PGIs of the smallest resolu-
tion groups that the QPGM based on the two separate metasurface layers was able to
resolve. The measured lateral resolutions along the G and H directions are 2.76 `m
and 3.48 `m, respectively. The thickness of the resolution target is 374 nm. Left:
elements 2 and 3 in group 8; Right: elements 4 and 5 in group 8. Scale bars: 2 `m.

Figure 2.A.10: Phasemaps of the USAF 1951 phase resolution targets measured
by Fourier ptychography. aMeasured phase maps of the seven USAF 1951 phase
resolution targets through the Fourier ptychography method (FPM). An array of
green LEDs with an operation wavelength of 522 nm was utilized for Fourier
ptychography. Scale bars: 40 `m. b Thicknesses of seven different parts of the
phase target calculated from the phase maps captured by Fourier ptychography (red),
and those measured by AFM (blue). The plotted estimated height values through
Fourier ptychography are averaged over 100 arbitrarily chosen points. Error bars
represent standard deviations of the estimated values.
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Figure 2.A.11: Compact QPGM setup and measurement results using a CMOS
image sensor. a Schematics of the custom-built miniaturized microscope setup
using a CMOS image sensor. The red and purple dashed boxes illustrate the
illumination and detection parts of the setup, respectively. The magnified schematic
of the detection part is shown in Fig. 3f. L-Pol.: linear polarizer; BP: band-pass
filter. b Optical image of the setup in a. The illumination and detection parts are
represented by the red and purple dashed boxes, respectively. c Phase gradient
images captured for the same parts of the phase target used in Figs. 3c and S7.
The thicknesses of the three targets from top left to top right and the four targets
from bottom left to bottom right are as follows: Top: 54 nm; 105nm; and 159 nm.
Bottom: 207 nm; 261 nm; 314 nm; and 371 nm. Note that the color bar scale for the
thinnest sample is different from the other panels. Scale bars: 15 `m. d Thicknesses
of the phase targets calculated from the PGIs in c and those measured by AFM. The
plotted estimated thickness values through QPGM are averaged over 100 arbitrarily
chosen points at the sample edges. Error bars represent standard deviations of the
estimated values.
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Figure 2.A.12: PGIs of the sea urchin samples captured by the doublet QPGM.
PGIs of two sea urchin samplesmeasured using the double-sidedmetasurfaceQPGM
shown in Fig. 4b of the main text. Scale bars: 25 `m.

Figure 2.A.13: Numerical investigation of the effects of misalignment between
the two metasurface layers. a Schematic illustration of the top view of the meta-
surface layer 2. The lateral misalignments along G and H directions, ΔG and ΔH,
are shown. b Schematic illustration of the side view of the QPGM. The axial mis-
alignment along the I axis, ΔI, is shown. We assumed that the thicknesses of the
two substrates is identically changed by ΔI

2 . c-f Simulated DIC images and PGIs
for four different types of misalignment. In simulation, the QPGM is based on the
system shown in Fig.2.A.1e with the phase profile parameters given in Table 2.A.1.
Left: misalignment vectors, (ΔG, ΔH, ΔI). Center: three different DIC images at
the image plane corresponding to misalignment vectors shown on the left. Right:
PGIs calculated from the DIC images at the center. For calibration, we subtract the
PGI calculated in the absence of the sample with each misalignment from the PGI
calculated from the three DIC images at the center.



40

C h a p t e r 3

COMPUTATIONAL COMPLEX OPTICAL FIELD IMAGING
USING A DESIGNED METASURFACE DIFFUSER

The material in this Chapter was in part presented in [101].

In this section, we experimentally demonstrate a computational imaging system
with the ability to retrieve complex field values using a metasurface diffuser (MD)
and the speckle-correlation scattering matrix method. We explore the mathematical
properties of the MD transmission matrix such as its correlation and singular value
spectrum to expand the understanding about both MDs and the speckle-correlation
scattering matrix approach. In addition to a large noise tolerance, reliable repro-
ducibility, and robustness against misalignments, using the MD allows for substi-
tuting the laborious experimental characterization procedure of the conventional
scattering media (CSM) with a simple simulation process. Moreover, dielectric
MDs with identical scattering properties can easily be mass-produced, thus en-
abling real world applications. Representing the first bridge between metasurface
optics and speckle-based computational imaging, this work paves the way to extend
the potentials of diverse speckle-based computational imaging methods for various
applications such as biomedical imaging, holography, and optical encryption.

3.1 Introduction
Imaging through scattering media is one of the most challenging problems in optics,
as the passage of coherent light through scatterers leads to complicated speckle
patterns. Various methods for imaging objects through scattering media, such as
optical coherence tomography [102], wavefront engineering [103], speckle correla-
tion based on the memory effect [104, 105], and the transmission matrix [106], have
been reported.

In the past few years, various computational techniques that retrieve hidden infor-
mation from changes in complicated speckle patterns have been proposed [104,
107–122]. These speckle-based computational imaging techniques, which utilize
the benefits of scattering instead of considering it an obstacle, have unique merits
in capturing various types of hidden information that are otherwise challenging to
obtain with conventional imaging systems, or require a higher degree of complexity
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in the optical system. For example, progress has been made toward developing
diverse speckle-based computational imaging techniques for retrieving depth or
three-dimensional information. These techniques include phase-space measure-
ments [107, 108], speckle holography with a reference point source [109], com-
pressed sensing techniques with speckle patterns [110, 111], deconvolution with the
manipulated point spread function based on the memory effect [112], the speckle-
correlation scattering matrix (SSM) [113, 114], and wavefront sensing with the
Demon algorithm [104]. Based on the spectral decorrelation characteristics of the
speckle pattern, various methods to retrieve spectral information have also been ex-
plored [115–118]. Moreover, speckle-based computational imaging methods allow
for retrieval ofmore diverse information about the light, such as its polarization [119]
or orbital angular momentum [120], and also can lead to retrieval of images with
enhanced resolution [121, 122].

In particular, the SSM method has recently been proposed to enable complex field
measurements without a reference signal [113, 114, 119, 120]. However, the pre-
vious works focus only on the optical methods or computational aspects, leaving
out the scattering medium as an integral part of the scheme. Similarly to other
scattering-based techniques, the use of conventional scattering media (CSM) has
many drawbacks that significantly limit the potential of this technique for real appli-
cations. For example, the instability of the optical properties [123], the fluctuation
in transmittance of diffusive CSM [124], and the trade-off between memory-effect
range andmaximum scattering angular range [125] could be critical drawbacks from
a practical point of view. Most important, the cumbersome experimental character-
ization procedure that should be individually repeated for every scattering medium
is an important barrier that will be extremely challenging to overcome if systems
employing such techniques are to be mass-produced and commercialized.

Optical metasurfaces, composed of nano-scatterers or meta-atoms, can manipulate
the phase, amplitude, and polarization of light at subwavelength scales [3–7]. Vari-
ous conventional optical components [23, 27, 28, 126, 127] as well as newer optical
devices [79, 128] have already been demonstrated using metasurfaces. In addition,
concepts of computational optics with metasurfaces were recently proposed in the
context of full-color imaging [129] and optical encryption [130]. Moreover, several
investigations about the statistical or physical properties of random metasurfaces,
such as the far-field response [131, 132] or the random Rashba effect [133], have
been reported. Recently, the concept of the metasurface diffuser (MD) was also
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proposed for wavefront control with a spatial light modulator, demonstrating wide
field of view (FOV) and high-resolution bio-imaging [125]. However, the investiga-
tion focused on wavefront shaping rather than computational imaging based on the
properties of the speckle patterns.

Here we propose the use of designed MDs that replace CSMs for the purpose of
complex field and three-dimensional imaging. The performance of the complex
field imager is demonstrated in both simulation and experiment. In particular, mea-
surements of amplitude samples and holographic imaging with numerical backprop-
agation verify the MD’s capability for complex field retrieval with real objects. In
addition, several benefits of the MD such as replacing the laborious characterization
procedure of the CSMwith a significantly simpler simulation process, reproducibil-
ity, stability, high noise tolerance, and robustness against misalignments are also
demonstrated and discussed. Moreover, we explore the mathematical properties of
the transmission matrix ()), such as the correlation between its columns and the
randomness of its entries indicated by the singular value spectrum. These properties
give important insight into the optical properties of the MD as a scattering medium
and clarify the required operating conditions of the SSM method.

3.2 Metasurface diffuser design
Figure 3.1 schematically illustrates the concept of the MD-based complex field
imager. Light from the object is scattered by the MD and leads to a speckle pattern
that is captured by an image sensor. Using the computed ) matrix of the designed
MD and the captured intensity of the speckle pattern, the complex fields of the
object can be retrieved. The MD works as a cross-polarized random phased array
that scatters light with greater efficiency than amplitude masks, which are widely
used in compressed sensing schemes [134–136]. In other words, theMD is designed
to operate as a half-wave plate (HWP), and at the same time to scatter light uniformly.

TheMD, schematically shown in Fig. 3.2a, is composed of high-contrast birefringent
amorphous silicon (U-Si) meta-atoms [13]. The meta-atoms are 652 nm tall and
rest on a square lattice with a lattice constant of 500 nm. The design wavelength is
850 nm. The meta-atoms shown in Fig. 3.2b have rectangular cross sections with
side lengths �G and �H along the x and y axes, respectively. With proper design,
the meta-atoms provide independent 2c phase coverage for x- and y-polarized light.
The meta-atom side lengths versus the phase delays for two orthogonal polarizations
(qG and qH) are plotted in Fig. 3.2c (see Appendix S1 and Fig. 3.A.1 for details of
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Figure 3.1: Schematic illustration of computational complex field retrieval using
a designed MD Light from the object is scattered by the metasurface, resulting in a
speckle pattern. The known phase profile of the MD is then used in a computational
procedure based on the SSM method to retrieve the complex fields of the object
from the captured speckle pattern.

the simulation results, design, and fabrication).

To suppress the power of the unscattered light after the MD (which is inevitable
due to the finite scattering efficiency and fabrication imperfections), we designed
and used the MD in a cross-polarized configuration. To this end, each meta-atom
operates as a HWP whose optical axis makes a 45 deg angle with the x and y
directions [Fig. 3.2a, right]. As a result, the x-polarized input light will be scattered
to the y-polarized output. The unscattered light is then rejected using a linear
polarizer. We should note here that this is an important additional benefit of the
capabilities of MDs, not achievable with CSM.

In the MD design process, the data in Fig. 3.2c act as a lookup table, with the
dashed black lines corresponding to the HWP meta-atoms. Similarly to other local
dielectric metasurfaces, the MD acts as a phase mask characterized by a two-
dimensional complex transmission function. In order for the MD to scatter light
isotropically, we designed the phase mask to have uniform amplitude in the Fourier
domain. As shown in the simulation results in Fig. 3.2d, the numerical aperture
of the MD is set to 0.6, which means that it scatters light to a maximum angle of
∼37 deg. The Gerchberg–Saxton (GS) algorithm [137–139] is used to design the
phase profile of the diffuser (see Appendix for details). An optical image of an array
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Figure 3.2: MD structure and design. a Schematic illustration of the side and top
views of the MD. The U-Si meta-atoms are arranged in a square lattice on a fused
silica substrate. A gold layer is deposited to block the light outside the diffuser
aperture. b Schematics of a uniform array (top) and a unit cell of the metasurface
(bottom), showing the parameter definitions. The transmission phase of the two
orthogonal polarizations can be manipulated using the meta-atoms. c Calculated
in-plane dimensions of the meta-atoms (�G and �H) as functions of the required
transmission phases for x- and y-polarized light (qG and qH, respectively). The black
dashed lines show the meta-atoms that work as a half-wave plate (i.e., |qG −qH | = c).
d Calculated amplitude of the Fourier transform of the MD’s phase mask. e Optical
image of the fabricated MD array. f Bird’s-eye-view scanning electron microscope
image of a portion of the metasurface. The scale bar is 1 `m.
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of fabricated MDs, each 1.6 mm in diameter, is shown in Fig. 3.2e. A scanning
electron microscope image of the meta-atoms is shown in Fig. 3.2f. Moreover, a
gold aperture is deposited around the MDs to block the unwanted light to increase
the signal-to-noise ratio (SNR).

3.3 Theory and simulation results
Theory
In linear optical systems, the) matrix can describe the relationship between an input
field (x) and an output field (y) through a linear equation, H = )G. In this section, the
properties of the ) matrix of the MD are explored for two reasons. First, knowing
) is a prerequisite of the SSM method, which we utilized to directly retrieve the
input complex field x from the output intensity of the speckle pattern, H∗H. Second,
the mathematical properties of ) can be utilized not only for better characterization
of the MD as a scattering medium, but also to improve our understanding of the
operating conditions of the SSM method.

To compute the ) matrix, we performed a numerical study using the designed MD
phase mask and the wave propagation method (see Appendix and Fig. 3.A.2 for the
detailed procedure and the flow graph showing the computation of )). To limit the
matrix dimensions and make the calculations manageable in a regular workstation,
we limited the input and output space. At the input plane, we limited the object to
a 60 × 60 array of 2.5 `m pixels. For each input pixel, the field is then calculated
at the output space. After downsampling the output field to compensate for the
oversampling caused by the microscope magnification, the effective output space
in our system becomes a 210 × 210 array of 1.06 `m pixels (see Appendix for
details). Each input/output pixel corresponds to an input/output mode. Therefore,
this choice sets the number of input and output modes, N and M, at 3600 and
44,100, respectively. The simulated amplitude and phase of the speckle patterns on
the output space for the 1st, 2nd, and Nth input modes are shown in Fig. 3.3a.

The calculated complex speckle pattern for the ith input mode, C8, can be written as
an M × 1 vector. This vector then constitutes the ith column of ) , which is an M ×
N matrix. The SSM, / , is then computed from ) and the intensity of the speckle
pattern resulting from a certain object, H∗H,

/8 9 =
1∑
8

∑
9

[< C∗8 C 9 H∗H > − < C∗8 C 9 >< H∗H >], (3.1)
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Figure 3.3: Numerical investigation of the ability of the MD to retrieve complex
fields. a Simulated speckle amplitudes and phases for sample input modes, which
are then shaped as complex M × 1 vectors and form the columns of ) . b The �
matrix formed from the inner product mapping of the normalized vectors of ) . �8 9
represents the absolute value of the inner product of normalized C8 and C 9 . The 130
× 130 elements located at the center of � are magnified in the inset. c Eigenvalue
distribution of the )†)/" matrix. The solid red line is the Marchenko-Pastur law
prediction for a randomM×Nmatrix. d, eThe sample amplitude and phase objects.
f, g Simulated speckle patterns of the amplitude and phase objects. h–k Amplitude
and phase maps of the initially retrieved complex fields. h, j Amplitude object. i, k
Retrieved fields for the phase object. l–oAmplitude and phase maps of the retrieved
complex fields after 20 iterations.

using [113] where < · > indicates spatial averaging and
∑
? =< |C? |2 >. / plays

a key role in the complex field retrieval if three conditions are met. First, the M/N
ratio, denoted by W, should be much larger than 1. In this case, the rank of /
becomes one and its eigenvector forms the initial retrieved complex field. In our
case W is 12.25, which is sufficiently larger than 1, as our system performs well in
both simulation and experiment. If a system works well with a low W, it is beneficial
in terms of computational cost and performance. That is because a low W means a
wide FOV for a fixed M (i.e., higher performance) or a small-sized ) matrix for a
fixed N (i.e., less computation required).

Second, the columns of ) should be orthogonal to each other (i.e., the speckle
patterns for different input modes should be uncorrelated). To investigate the or-
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thogonality, we formed a symmetric matrix G whose elements are the correlation
of normalized columns of ) (�8 9 =< C∗8 C 9 > /

∑
8

∑
9 ). The elements of � are plotted

in Fig. 3.3b, which shows an approximately diagonal matrix with all diagonal ele-
ments equal to 1. There are some nonzero off-diagonal elements (with values close
to 0.18) corresponding to the speckle field–field correlation between neighboring
input modes [140, 141]. The correlation drops quickly to negligible amounts for
input modes that are farther apart (see Fig. 3.A.3 for details about the correlation
between the columns of )). The almost uncorrelated columns of ) could be ex-
plained by the fact that the MD is a subwavelength-thick diffractive layer with a
high scattering power. Also, computing the ) matrix avoids additional correlation
caused by any type of noise during the experimental characterization procedure.
From an engineering viewpoint, it is possible to design the MDs to minimize the
correlation between columns of ) for given optical setup conditions. This could
be a key advantage of the MD for the purpose of various speckle-based imaging
methods based on the) matrix [106, 140]. Nevertheless, as the following numerical
and experimental results show, the achieved level of orthogonality works well for
the field retrieval. It is also worth noting here that even if the vectors (C8 and C 9 ) are
not orthogonal, one can in principle form and use an orthogonal basis with them
using the Gram–Schmidt process [see Figs. 3.A.4a and 3.A.4b for details].

As the third condition for accurate complex field retrieval, the MD should be de-
signed to scatter light in random directions. To investigate the randomness more
rigorously, an eigenvalue analysis of )†)/" was performed, where † denotes the
conjugate transpose. It has previously been shown that because of multiple scat-
tering, the distribution of the normalized singular value spectrum of the square )
matrix of a thick CSM follows a quartercircle law, which is a special case of the
Marchenko–Pastur law [140, 142, 143]. As shown in Fig. 3.3c, the distribution of
the normalized eigenvalues of )†)/" for the MD deviates from the Marchenko
Pastur law, indicating dependence between the entries of ) [141, 144]. This is
because unlike with a thick CSM, the MD consists of a single layer of scatterers.
Also, the dependence between the entries is consistent with a large memory-effect
range for the MD [125]. However, our experimental and numerical results verify
that this level of randomness is enough to implement the SSM method.

Simulation Results
To numerically investigate the operation of the MD, we performed simulations
using amplitude and phase samples. Figures 3.3d and 3.3e show sample amplitude
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and phase objects, respectively, along with their corresponding simulated speckle
patterns [Figs. 3.3f and 3.3g, respectively]. Using the speckle patterns and the
precalculated ) matrix, the / matrix is calculated for each speckle pattern. The
first estimate of the complex field is the eigenvector of / corresponding to the
eigenvalue with the largest absolute value. The amplitude and phase of these initial
estimated fields are shown in Figs. 3.3h and 3.3j, respectively, for the amplitude
object in Fig. 3.3d, and in Figs. 3.3i and 3.3k for the phase object in Fig. 3(e).
An iteration method based on the modified GS algorithm (originally proposed
by Lee and Park [113]) is then applied to improve the SNR (see Appendix for
the detailed computational procedure). The results after 20 iterations are shown
in Figs. 3.3l– 3.3o, demonstrating the ability of the MD to retrieve the complex
fields very accurately. Furthermore, to investigate the effects of the orthogonality
between the columns of ) , we also performed the complex field retrieval of the
same amplitude and phase targets with the transmission matrix modified through
theGram–Schmidt process ()�'�"). We could not discern any noticeable difference
between the fields retrieved using either matrix, and therefore we conclude that the
achieved level of orthogonality is high enough to allow near-ideal operation of the
SSMmethod [see Figs. 3.A.4c– 3.A.4f for details]. The iteration process converged
quickly, showing negligible changes after 20 iterations. Therefore, we used the same
number of iterations (20) in the experimental studies as well. On average, calculating
the initial retrieved fields and performing the 20 iterations takes less than 30 s in
total on our workstation (Intel Xeon E5-2640 CPU; 96.0 Gbytes RAM). Most of the
computation time is consumed by multiplication of the large matrices, and thus we
expect that the time would significantly decrease with parallel computing.

3.4 Experimental complex field retrieval with amplitude targets
To experimentally test the MD and the method, we use two different parts of the
1951 USAF resolution test target as amplitude objects in the measurement setup
shown in Fig. 3.A.5a. Figures 3.4a and 3.4b show images of the amplitude objects
captured using the conventional microscope (i.e., with the MD and the polarizers
removed). The speckle patterns generated by the objects through the MD are
plotted in Figs. 3.4c and 3.4d. Then, proper downsampling of the speckle pattern is
performed to compensate the oversampling caused by the microscope magnification
and image sensor pixel size. The / matrix can then be computed via Eq. 3.1
using the downsampled speckle intensity patterns and the precalculated ) matrix.
The retrieved amplitudes and phases of the two amplitude objects are shown in
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Figure 3.4: Experimental retrieval of amplitude objects. a, b in-focus images of
targets captured by a custom-built microscope; c, d The resulting speckle patterns
of the samples after passing through the MD; e, f The retrieved object amplitudes;
g, h phases from the captured speckle patterns. The scale bars are 25 `m.

Figs. 3.4e– 3.4h after 20 iterations [see Figs. 3.A.5b and 3.A.5c for the retrieved
fields before performing iterations].

Unlike with CSM, changing the measurement setup or the input/output mode con-
ditions (distances, pixel sizes and numbers, etc.) does not require the MD to be
characterized again. Instead, the new ) matrix is calculated using the designed
phase mask and the new conditions. To examine the reproducibility of the results
under such changes, further measurements were performed with different distances
and pixel sizes. We were able to reproduce the results under various conditions by
just updating the ) matrix accordingly (see Fig. 3.A.6 for details). Moreover, the
retrieval process is successful despite the experimental noise. To show the effect of
a large W, we also performed the complex field retrieval for a W value of 69.4. The
large W results in improved accuracy of the initial retrievals and retrievals after 20
iterations, as well as in an increased computation time from 30 s to 3 min on average
(see Fig. 3.A.7 for details). In addition, the optical properties of the MD are stable
over time, and no noticeable change was observed in more than five months. It is
also worth noting here that a thin linear polarizer and a compact image sensor can
replace the custom-built microscope for miniaturization.
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3.5 Numerical noise tolerance analysis
We performed a numerical noise tolerance study using the computed) matrix of the
MD.Various intensity noiseswith aGaussian distribution and different energieswere
added numerically to the simulated andmeasured speckle intensity patterns to adjust
the SNR. We focused on incoherent intensity noise, because the employed cross-
polarized scheme cuts almost all of the coherent noise from the laser. The results
of the noise tolerance study are summarized in Fig. 3.5. First, we investigated the
noise tolerance with the calculated speckle intensity patterns. The initially retrieved
fields for various SNR values are plotted in Figs. 3.5a and 3.5b for an amplitude
object, and Figs. 3.5c and 3.5d for a phase object. The retrieval process works for
SNR values greater than 1, and the initially retrieved fields look almost identical for
SNR values larger than 5.

Figures 3.5e– 3.5h show the retrieved fields after 20 iterations. As expected, the
retrieval accuracy improves as the SNR value increases. The same analysis can be
performed using the measured speckle patterns. To this end, the Gaussian intensity
noise was numerically added to the experimentally measured speckle pattern shown
in Fig. 3.4c. We should note here that the actual SNR value of the noisy speckle
pattern is less than the numerically controlled SNR, since the measured speckle
pattern already includes the measurement noise and errors arising from imperfec-
tions in the fabricated MD. The results shown in Figs. 3.5i– 3.5l are comparable to
the amplitude target shown in Fig. 3.4a. If the SNR is less than 1, it is better to
avoid iterations, since the iteration process automatically assumes a high SNR in
the speckle pattern.

It is worth noting the differences between the noise tolerance analysis in this work
and the study performed by Lee and Park [113]. Here, we used the computed transfer
matrix of the actual MD instead of the randomly generated complex matrix used
in [113]. The randomly generated transfer matrix has almost perfectly uncorrelated
columns, and its corresponding eigenvalue spectrum follows the Marchenko–Pastur
law (i.e., it is almost ideal for the SSM method). Nevertheless, our results for the
MD show better noise tolerance and similar retrieval performance in comparison to
the randomly generated transfer matrix (see Section S2 and Fig. 3.A.8 for details).
In addition, here the noise tolerance was investigated using both simulated and
measured speckle patterns, and we observed that the complex fields can be retrieved
in both cases, even for a low W value of 12.25 and an SNR value as low as 1.
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Figure 3.5: Numerical noise tolerance analysis. a–d Retrieved amplitudes and
phases for the amplitude and phase objects in Figs. 3.3d and 3.3e for SNR values
from 0.5 to 1000. A Gaussian noise is added to the simulated speckle patterns to
test the noise tolerance. e–h Reconstructed objects after performing 20 iterations of
the GS algorithm using the results in a–d as initial points. i, j Retrieved intensity
and phase maps for the object shown in Fig. 3.4a when changing the SNR from
0.5 to 1000. A Gaussian noise is added to the measured speckle pattern shown in
Fig. 3.4c. k, lReconstructed intensity and phase maps after conducting 20 iterations
of the GS algorithm using i and j. The scale bars in i–l are 25 `m.

3.6 Holographic imaging experiment and numerical analysis of robustness
against misalignment

To further demonstrate the ability of the MD and the method to retrieve complex
fields, we performed holographic imaging experiments. To this end, the complex
fields are retrieved at a 150 `m aperture behind the MD [Fig. 3.6a]. The fields are
then numerically backpropagated to the desired distance to reconstruct the object
behind the aperture. We imaged several target objects at different distances from the
aperture, as shown in Fig. 3.6a. The reconstructed objects are shown in Figs. 3.6b
and 3.6c for different targets and distances. For comparison, we also imaged the
objects through the same aperture using the microscope shown in Fig. 3.6d. The
results are plotted in Figs. 3.6e and 3.6f, showing good agreement with the MD
results. The retrieved complex fields for all images at the aperture are shown in
Fig. 3.A.9. In both Figs. 3.6c and 3.6f, the image resolution decreases as the object
distance to the aperture increases. This is due to the smaller effective NA of the
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Figure 3.6: Experimental results of complex field retrieval for holographic
imaging. aSchematic drawing of themeasurement setup showing the computational
steps. The complex field is retrieved at the 150 `m aperture using the captured
speckle pattern. The field is then backpropagated to reconstruct the object at different
distances from the aperture. b Reconstructed images for different objects at point A.
c Reconstructed images for a target shaped like the number 5 at different distances
from the aperture. d Schematic drawing of a microscope setup that images the
target through the same aperture for comparison. e Captured in-focus images with
the microscope for the same objects as in b. f Captured in-focus images with the
microscope for the same object and distances as in c. The distances between the
points and the aperture are as follows: A, 1.5 mm; B, 2 mm; C, 2.5 mm; D, 3.5 mm;
and E, 4.5 mm The scale bars are 25 `m.

system in imaging farther objects as the aperture diameter is kept constant. We also
numerically investigated the performance of theMD and the method under axial and
transverse misalignments. Not only is the method robust to the MD displacement in
the axial and transverse directions, but also some misalignments can be corrected
or exploited in the alignment of the optical system (see Section S3 and Fig. 3.A.10
for details).

3.7 Discussion and conclusion
In summary, we demonstrated computational complex field imaging using dielectric
MDs. We investigated the mathematical properties of the ) matrix of the MD and
demonstrated its performance as a scattering medium in the SSM method. In addi-
tion, we discussed the advantages of MDs for computational imaging over the CSM.
A key benefit is the replacement of the difficult and time-consuming characteriza-
tion process with a single simulation. The MD provides reliable reproducibility,
long-term stability, high noise tolerance even for small W values, and robustness
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against misalignments. CSM usually suffer from the trade-off between the light
efficiency and maximum scattering angle, because both are highly dependent on
the thickness of the CSM. In contrast, the MD can achieve high transmission and
a large maximum scattering angle at the same time. This could be a noteworthy
property for future investigations based on the MDs. Another important property
of the MDs is the possibility of massproducing designed MDs with almost identical
optical properties. Avoiding the required case-by-case characterization could be a
key factor in applying scattering-medium-based computational imaging techniques
in real-life applications.

Similarly to some other lensless techniques, speckle-based computational imaging
systems can overcome some of the limits of conventional lens-based imaging sys-
tems, such as the trade-off between resolution and FOV [145]. In addition, it is
worth noting that the lensless imaging systems inherently suffer less from vari-
ous monochromatic and chromatic optical aberrations, which are major challenges
faced by metasurface lenses [14, 15, 78, 146–149]. Even though the relatively
heavy computational load is generally one of the main drawbacks for computa-
tional imaging systems, recent investigations based on deep learning have shown
not only a significant decrease in the computational load but also improved imaging
performance [150–152].

This work can be extended to various existing speckle-based computational optics
schemes and may be beneficial for a diverse set of applications. For example,
endoscopes for in-vivo quantitative phase imaging can be realized by using the MD
and thin linear polarizers in existing image-sensor-based endoscopes with a laser
light source [59, 62, 153]. Due to the compactness of the MD and its compatibility
with semiconductor fabrication processes, it might be possible to integrate the
MD-based holographic camera into smartphones or other electronic devices for the
purpose of point-of-care diagnostics [154] and holography [155]. Furthermore, we
expect that the versatile metasurface platform, which enables scattering media with
tailored properties, can be exploited for speckle-based optical encryption [156, 157].

3.8 Methods
Simulation and design
The transmitted amplitude and phase of the meta-atoms with normally incident light
were calculated using the rigorous coupled wave analysis technique [95]. The U-Si
meta-atoms were 652 nm tall, and the square lattice constant was 500 nm. Given
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the high numerical aperture of the designed MD, a smaller lattice constant could
be used to increase the scattering efficiency and reduce unwanted diffraction into
the substrate [39]. Refractive indices of U-Si and fused silica for the operating
wavelength of 850 nm in the simulation were 3.56 and 1.44, respectively. Side
lengths of the meta-atoms, �G and �H, were varied in the simulation to achieve
independent phase control to cover the full 2c range for x and y polarizations.
Figures 3.A.1b and 3.A.1c show transmittance and transmission phase for both
polarizations for a periodic array of the meta-atoms as functions of �G and �H.
Then, we optimized �G and �H as functions of qG and qH [Fig. 3.2c of the main
text] to provide high transmission and the desired phase shifts. Since the MD is
designed to operate in cross-polarizationmode, onlymeta-atoms operating as HWPs
are required (corresponding to the dashed black lines in Fig. 3.A.1a and main text
Fig. 3.2c). The meta-atoms are rotated 45 degrees (with respect to the x and y axes)
to change the state of polarization from horizontal to vertical, and modulate the
phase through the method explained in the supplementary material of Ref. [13].

Design of the phase profile of the MD
To design the phase profile of the MD, the GS algorithm was exploited [125, 137].
We performed 100 repetitions to get the phase profile of the MD. The initial phase
profile was determined by random number generation with a uniform distribution
in the 0-2c range. Each repetition process consists of four steps. First, the Fourier
transform of the phase profile is calculated. Second, the amplitude in the Fourier
domain is updated to be uniform inside the disk with a radius of NA:0, where NA
is 0.6 and :0 is the propagation constant in vacuum. Third, the inverse Fourier
transform of the updated Fourier domain distribution is performed. Fourth, we
update the phase profile to have unity transmission inside the MD aperture. The
final phase profile of the MD is acquired after 100 repetitions. Figure 3.2d shows
the amplitude distribution of the finalized MD design in the Fourier domain.

Device fabrication
A 652-nm-thick layer of U-Si was deposited using plasma-enhanced chemical va-
por deposition on a ∼500-`m-thick fused silica substrate. For nano-patterning, a
positive electron-beam (e-beam) resist (ZEP520A) was spin-coated on the sample
(∼300 nm). To avoid electrostatic charging during the e-beam lithography, a charge-
dissipating polymer (aquaSave, Mitsubishi Rayon) was spin-coated on the e-beam
resist layer. The metasurfaces were patterned by an e-beam lithography system
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(Vistec EBPG5000+) and developed in the ZED-N50 developer. A 70-nm Al2O3

layer was deposited and then the nano-pattern was transferred to the Al2O3 layer by
a lift-off process. The Al2O3 layer was exploited as a hard mask to etch the U-Si
layer in a mixture of C4F8 and SF6 gases, and was then removed by a mixture of am-
monium hydroxide and hydrogen peroxide. The metallic aperture was patterned by
photo-lithography, deposition of a 100-nm-thick gold layer with a 10-nm chromium
adhesion layer, and a lift-off process. To avoid confusion about the shape of theMDs
shown in Fig. 3.2e, it is necessary to note here that the MDs are square-shaped with
1.6-mm side lengths, and the gold apertures are circular with 1.6-mm diameters (i.e.
the transmittance in the overlapping region is negligible, so the final device aperture
is determined by the gold aperture). For all results, we treated the MD as circularly
shaped with a 1.6-mm diameter.

Computational procedure
The transmission matrix of the MD ()) in each specific condition was computed
using the wave propagation method [158] and the calculated phase mask of the
MD. The flow graph in Fig. 3.A.2 shows the procedure for a certain optical setup.
The phase mask of the MD, distances between the optical elements, magnification
and NA of the custom-built microscope, and the input/output mode conditions
were used to compute ) . First, each input mode is propagated by I1 to find its
corresponding field distribution at the MD plane. Passing through the MD is
modeled by multiplying the field and the a priori known phase mask of the MD.
The fields are then propagated by I2 to the working distance of the objective lens.
The microscope is modeled as a Fourier domain filter (with the 0.4 NA of the
objective lens) followed by a Fourier domain up-sampling to take into account the
magnification and the NA of the objective lens. Oversampling can happen because
of the microscope if ?2/"06 < _/2#� where ?2 is the camera pixel period, "06
denotes magnification, and _ is the wavelength. The oversampling effect can be
compensated by a proper Fourier domain down-sampling. In our case, the speckle
intensity pattern captured on a 500×500 array of 7.4-`mpixels centered at the optical
axis are utilized in the retrieval process. Considering the 16.7× magnification and
the diffraction-limited spot size of 1.06 `m (determined by the NA of the optical
system), the fields on the 500×500 camera pixel array can be effectively down-
sampled to a 210×210 array of 17.6-`m pixels at the camera plane. The 210×210
array at the camera plane corresponds to a 210×210 array of 1.06-`m pixels at
a plane far from the objective lens by the working distance of the lens. Finally,
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the simulated complex fields on the 210×210 output array form the columns of
) , with each column corresponding to a single input mode (for a 60×60 array of
input modes). The filtering and the up-sampling processes will be eliminated if a
miniaturized CMOS image sensor and a thin linear polarizer are used instead of the
microscope to capture the speckle pattern. Also, the down-sampling process can
be eliminated by adjusting the magnification of the optical system. Using parallel
processing on 6 cores of a multi-core CPU (Intel Xeon E5-2640), it took almost
2 hours to compute ) . We expect the time to be reduced significantly with GPU
and advanced parallel computing. We should also note that for each specific set of
input/output parameters ) should only be calculated once.

The speckle correlation scattering matrix / was used to retrieve the complex
fields [113]. The definition of / is shown in Eq. 3.1. Before calculating / , it
is necessary to perform the down-sampling for the speckle intensity patterns cap-
tured by the image sensor so that the oversampling effect is compensated. When /
has a rank of one (approximately), a single eigenvector constitutes the initial field re-
trieval estimate. In practice, the eigenvector corresponding to the largest eigenvalue
forms the initial estimate. The first retrieval process (including the computation of
/) takes most of the retrieval time ( 22 seconds without parallel computing). To
reduce the noise, we then performed the iteration procedure based on the modified
GS algorithm proposed by Lee and Park [113]. Before the iterations, the pseudo-
inverse of ) ()−1) was calculated by singular value decomposition. Using ) , )−1,
the first estimate of the target, and the captured intensities of the speckle pattern, the
20 iterations based on the GS algorithm were performed. The 20 iterations take 8
seconds on average without any parallel computing.

Measurement procedure
Schematic of the optical setup used to measure the speckle patterns with the am-
plitude targets is shown in Fig. 3.A.5a. An 850-nm semiconductor laser (Thorlabs,
L850P010) was coupled to a single mode fiber for illumination. The fiber was
connected to a collimator package (Thorlabs, F220APC-850). A linear polarizer
(Thorlabs, LPVIS100-MP2) was placed in front of the collimator to confirm the
horizontal (x) polarization state of the input, and a fiber polarization controller was
used to maximize the power passing through the polarizer. A bi-convex lens with a 5
cm focal distance (Thorlabs, LB1471-B-ML) was used to confine the illuminated re-
gion on the targets. We used a custom-built microscope setup to capture the speckle
pattern, which consisted of a 20× objective lens (Olympus, LMPlanFL) with an NA
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of 0.4, a tube lens with a focal distance of 15 cm (Thorlabs, AC254-150-B-ML),
a linear polarizer aligned along the y axis (Thorlabs, LPVIS100-MP2) to reject
unscattered light, and a CCD camera (CoolSNAP K4, Photometrics). In front of the
camera, an optical band pass filter (Thorlabs, FL850-10) was used to decrease the
background noise and limit the bandwidth. Schematics of the optical setup used for
holographic imaging with the MD are shown in Fig. 3.A.5a. The optical setup was
mostly similar to the setup described above and shown in Fig. 3.A.5a. The bi-convex
lens used to confine the illumination region was removed. Also, an aperture with
a 150-`m diameter (Thorlabs, P150H) was inserted at the position between the
sample and the MD, where the complex field was retrieved. The schematics of the
optical setup used to capture the reference images for comparison with the holo-
graphic images is shown in Fig. 3.5d. Compared with the setup shown in Fig. 3.5a,
the MD and the linear polarizer in the custom-built microscope are removed. In
addition, the objective lens was moved to bring the sample in focus.
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3.9 Appendix
Mathematical properties and noise tolerance of a randomly generated matrix
We investigated the noise tolerance of a randomly generated ) matrix for com-
parison. The random transmission matrix )' was generated using the code in the
supplementary materials of Ref. [113]. Similarly to the results shown in Fig. 3.3b
and 3.3c, the �' matrix generated from )' and the eigenvalue spectrum of )†

'
)/"

are shown in Figs. 3.A.8a and 3.A.8b, respectively. As seen in Fig. 3.A.8a, the
columns of )' are almost perfectly uncorrelated. Moreover, Fig. 3.A.8b shows that
the entries of )' are statistically independent [8,9]. Using )', we investigated the
noise tolerance in the same way used for noise tolerance study of the MD. Gaussian
intensity noise with various energies was added to the speckle pattern generated
by )' to adjust the SNR value. The results shown in Fig. 3.A.8c-j verify that the
complex fields could be retrieved when the SNR value is equal to or greater than 5
when using )'. Comparing the noise tolerance shown in Fig. 3.A.8 to the results
shown in Fig. 3.5 for the MD, one can see that the complex fields can be retrieved
for an SNR value of 1 only with the MD. This shows that despite the existing corre-
lation between the neighboring input modes and the dependence between entries of
T, the MD demonstrates higher noise tolerance compared to the randomly generated
transmission matrix.

Numerical analysis of robustness against misalignment
We numerically investigated the performance of the MD and the method with
axial and transverse misalignments. The location of the meta-diffuser shown in
Fig. 3.A.10a is changed transversely or axially to study the effect of the misalign-
ment. Thanks to the large memory-effect range of the meta-diffuser [125], the
misalignment leads to relatively small changes in the speckle patterns. Referring to
Figs. 3.A.10b and 3.A.10c, the axial and transverse misalignments cause magnifi-
cation/demagnification and parallel shift of the speckle patterns, respectively [111].
Thus, these changes in the speckle pattern affect the retrieved complex fields. A
difference in the estimated and the actual distance between the aperture and the
object results in an out-of-focus retrieved image as shown in Fig. 3.A.10e. Fig-
ure 3.A.10f shows that the out-of-focus images can be corrected simply through
numerical propagation. In Fig. 3.A.10g, the case of an error in the estimation of the
distance between the MD and the image sensor degrades the results, but it has still
almost negligible results if the error is less than 10 `m. As the results in Fig. 3.A.10h
show, a transverse misalignment of the MD approximately results in a transverse
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displacement of the speckle pattern and the retrieved image along with a gradient in
the phase. It is worth noting that this shift itself can help in aligning the system by
showing the misalignment type and direction. Also, Fig. 3.A.10i demonstrates that
the images can be corrected and the phase gradient can be mitigated by cropping
the speckle patterns in the corresponding shifted region if the image sensor has
additional pixels. In summary, the numerical investigation demonstrates that our
system is robust against axial and transverse types of misalignment and the results
can be corrected or exploited for the aligning process. Moreover, the MD could be
manufactured monolithically on top of a CMOS image sensor in the fabrication to
minimize these types of misalignment, particularly the axial error between the MD
and the CMOS image sensor.

Effect of the number of iteration on complex field retrieval
To explore how the number of iterations affects the complex field retrieval, we
performed additional simulations by changing the number of iterations from 5 to
100 (i.e. 5/10/20/30/50/100 iterations) for both the numerically generated amplitude
and phase targets [shown in Figs. 3.3d and 3.3e, respectively], and the experimental
target [shown in Fig. 3.4a]. In Figs. 3.A.11a-3.A.11f, it is clearly shown that there
is no considerable difference after 20 iterations for both the numerically generated
and the experimental targets. For the numerically generated amplitude and phase
targets, we have also plotted the correlations between the original targets shown in
Figs. 3.3d and 3.3e and the retrieved complex field maps shown in Figs. 3.A.11a-d
versus the number of iterations. In Fig. 3.A.11g, the plot clearly shows that the
correlation is saturated after 20 iterations and reaches 0.986 just after 5 iterations.

Effect of the numerical aperture and the magnification/field of view of the
objective lens in complex field retrieval
We have performed additional experiments to investigate the effects of the objective
lens on field retrieval quality. We used 10× (0.3 NA) and 50× (0.7 NA) objective
lenses to compare with the results based on the 20× (0.4 NA) objective lens shown
in Fig. 3.4. The NA of the objective lens determines the diffraction limited spot
size corresponding to the effective sampling pixel size for the speckle pattern (i.e.
effective output pixel size). In other words, the effective sampling pixel size of the
10× and 50× objective lenses are 1.42 `m and 0.57 `m, respectively. In order for
the comparison of the results to be fair, we fixed not only the input pixel size at 2.5
`m, but also the number of output modes (M) and input modes (N) at 44100 and
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3600, respectively. With the 10× objective lens, a large 280×280 `m2 central area
of speckle pattern is sampled by a 210×210 array of 1.42-`m pixels. On the other
hand, a smaller central area of 120×120 `m2 of the speckle pattern is sampled by
a 210×210 array of 0.57-`m pixels with the 50× objective lens. The targets shown
in Fig. 3.4a and 3.4b were exploited again to compare with the results based on
the 20× objective lens shown in Figs. 3.4e-3.4h. First of all, the retrieved complex
maps based on the 10× objective lens shown in Fig. 3.A.12a are comparable with
the targets shown in Fig. 3.4a and 3.4b, as well as the retrieved results based on
the 20× objective lens shown in Fig. 3.4e-3.4h. However, the retrieved amplitude
and phase maps based on the 50× objective lens shown in Fig. 3.A.12b verify
that the targets cannot be retrieved well with the 50× objective lens under these
conditions. The experimental results with the three different objective lenses shown
in Figs. 3.4e-3.4h, 3.A.12a, and 3.A.12b clearly demonstrate that it is better to
capture a large area of the speckle pattern with lower resolution than a small area
of the speckle pattern with higher resolution (assuming fixed numbers of input and
output modes). Finally, we increased the number of the output modes from 44100
to 176400, keeping the input pixel size the same for the 50× objective lens. This
means that the 240×240 `m2 central area of the speckle pattern is sampled by a
420×420 array of 0.57-`m pixels. In these new conditions, the complex fields are
successfully retrieved using the 50× objective as shown in Fig. 3.A.12c. Thus, if
the sampling area is determined, it is better to increase the number of output modes
with smaller output pixel size. In this case, the ratio between the number of output
and input modes increases, resulting in a more accurate field retrieval as well as a
rise in the computational time.
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Figure 3.A.1: Simulation results of the meta-atoms at the wavelength of 850
nm. a The simulated transmittance of x- and y-polarized light (|CG |2 and |CH |2)
corresponding to Fig. 3.2c as functions of qG and qH. The black dashed denote the
meta-atoms that work as half wave-plates. b Simulated transmission amplitudes,
and c phases for periodic arrays of meta-atoms as functions of �G and �H. The data
in b and c is utilized to derive a and Fig. 3.2c. The meta-atoms are 652-nm tall
and the lattice constant is 500 nm. The simulations are performed with a normally
incident plane-wave source.
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Figure 3.A.2: Schematics of the setup and flow graph of the numerical calcu-
lation process of the transmission matrix T. a The virtual optical setup used to
calculate T. z1 and z2 represent the distances between the MD and the input and
output planes, respectively. The optical components in the green dashed box (that
magnify the speckle pattern and image it onto the image sensor) are optional and
can be dropped for miniaturization. b Flow graph of the process used to calculate
T. The speckle pattern corresponding to each input mode (pixel) is calculated using
the wave propagation technique and the phase mask of the MD. The objective and
tube lens are modeled as a low pass filter and a Fourier up-sampling. If there is an
oversampling effect caused by high magnification, Fourier down-sampling can be
performed to compensate the oversampling effect. The complex field of the speckle
pattern corresponding to each input mode constitutes a column in T. The low pass
filtering and up-sampling processes in green dashed box will be eliminated if the
optical components in green dashed box in a are dropped. Moreover, the down-
sampling process in red dashed box will be eliminated if the magnification of the
optical system is adjusted to prevent the oversampling effect.
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Figure 3.A.3: Visualization of�−�matrix. Themain diagonal of� is always a unit
diagonal by definition. Thus, the main diagonal part is removed for visualization. It
clearly shows that the correlations between neighboring modes are close to the 0.18
and the correlations between further modes are suppressed quickly. The average of
the correlations between two arbitrary input modes is 0.006.

Figure 3.A.4: Orthogonality properties between the columns of the transmission
matrix ()�'�") and the capability to retrieve complex fields with )�'�" . a The
��'�" matrix formed from the inner product mapping of the normalized vectors
of the )�'�" matrix. The entry ��'�"8 9 represents the absolute value of the inner
product of normalized C�'�"8 and C�'�" 9 , which are i-th and j-th columns of the
)�'�" matrix, respectively. The 130×130 elements located at the center of ��'�"

are magnified in the inset. (b) Plot of (��'�" − �) in log scale. We removed the
main diagonal elements of ��'�" which are always unit by definition. Thus, it
clearly shows that all of the correlations between any two arbitrary input modes are
eliminated (<10−13). (c-f) Retrieved amplitude and phase maps for the numerically
generated amplitude and phase objects of Figs. 3.3d and 3.3e of the main manuscript
using )�'�" after 20 iterations.
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Figure 3.A.5: Measurement setup and the initially retrieved complex fields
before iterations. a Schematic illustration of the measurement setup. The distance
between the targets and the MD is 3 mm, and the speckle pattern is imaged 1.5 mm
after the MD. b and c Intensity and phase maps of the first retrieved complex fields
from the objects shown in Figs. 3.4a and 3.4b, respectively. Scale bars are 25 `m.

Figure 3.A.6: Testing the reproducibility of the results under different in-
put/output conditions and setup parameters. Complex fields are retrieved using
parts of the 1951 USAF test target as amplitude objects. The speckle patterns are
captured under different conditions and the corresponding T matrix is used for each
one to retrieve the complex field. The same MD (i.e. phase mask) was used for all
images, and we kept the number of input pixels and the distance between the MD
and the samples fixed at 60 and 3 mm, respectively. a and b Intensity and phase
maps of retrieved complex fields for two different objects when the distance between
the MD and the speckle plane is 1 mm, and the input pixel size is 3 `m. c-f Intensity
and phase maps of retrieved complex fields when the distance between the MD and
the speckle plane is 1.5 mm. The input pixel size is 2 `m in c and d, and 1.5 `m in
e and f. 20 iterations were used for all retrievals.
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Figure 3.A.7: Complex field retrieval with a W value of 69.44. Compared to the
T matrix used in Fig. 3.4 of the main text, the only difference is the number of the
effective output modes changed from 44100 to 250000. a-dNumerical field retrieval
with amplitude and phase targets. a and b Amplitude and phase maps of retrieved
complex fields for the amplitude target shown in Fig. 3.3d before and after iterations,
respectively. c and d Amplitude and phase maps of retrieved complex field for the
phase target shown in Fig. 3.3e before and after iterations, respectively. e and f
Intensity and phase maps of retrieved complex fields for the measured amplitude
object shown in Fig. 3.4a.
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Figure 3.A.8: Mathematical properties and noise tolerance of the randomly
generated transmission matrix. a The �' matrix formed from the inner product
mapping of the normalized vectors of the randomly generated )' matrix. The entry
�'8 9 represents the absolute value of the inner product of normalized tRi and tRj,
which are i-th and j-th columns of the)'matrix, respectively. The 130×130 elements
located at the center of GR are magnified in the inset. b Eigenvalue distribution
of the. The red solid line is the Marchenko-Pastur law prediction for M×N random
matrices. c-f Retrieved amplitude and phase maps for the amplitude and phase
objects of Figs. 3.3d and 3e when changing the SNR from 0.5 to 1000. A white
Gaussian noise is added to the simulated speckle pattern intensity to investigate the
noise tolerance. g-j Reconstructed objects after 20 iterations of the GS algorithm.
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Figure 3.A.9: Retrieved amplitude and phase distributions at the 150-`m aper-
ture used to reconstruct the intensity images shown in Figs. 3.6b and 3.6c a and
c Retrieved amplitude maps. b and d Retrieved phase maps. Scale bares are 25 `m.
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Figure 3.A.10: Numerical investigation of robustness against axial and trans-
verse misalignments. a Schematic illustration of the utilized system showing the
object, the MD, the speckle patterns and their relation to the coordinate systems. b
Schematic drawing of the axial misalignment and its effect on speckle pattern. ΔI1
and ΔI2 are the errors in estimated distances between the input plane, the MD, and
the speckle plane. Right: illustration represents that the speckle is approximately
magnified or de-magnified as a result of the axial misalignment. c Schematic draw-
ing of the transverse misalignment and its effect on the speckle pattern. Right:
illustration represents that the transverse misalignment leads to an approximate shift
of the speckle pattern parallel to the misalignment direction. d-i Retrieved am-
plitude (top) and phase (bottom) distributions. The SNR value is fixed at 100 to
account for the noise in real systems. An amplitude mask is used as the target for
the analysis. All coordinates and numbers in the figure are given in microns. d
Retrieved complex field without any misalignment e Retrieved results for ΔI1 ≠ 0.
The numbers above the images denote the value of ΔI1. f Corrected results from
the fields in e through numerical propagation. g Retrieved results for ΔI2 ≠ 0. The
numbers above the images denote the value of ΔI2. h Retrieved results at (ΔG, ΔH) ≠
(0, 0). The coordinates above the images show the values of ΔG and ΔH. i Corrected
results for (ΔG, ΔH) ≠ (0, 0). The correction is achieved by cropping the speckle
patterns in the properly shifted regions at the output plane. From the first to the
fourth, the results are the corrected images from the results shown in h, in the same
order. The fifth column of images shows the corrected results for the case of (ΔG,
ΔH) = (-50, 50). Although the amplitudes are corrected well by cropping the speckle
patterns in the shifted region, the correction process is accompanied with a relieved
linear gradation in the phase maps.
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Figure 3.A.11: Studying the effect of the number of iterations on complex field
retrieval. a-f Retrieved amplitude and phase maps for the numerically generated
amplitude and phase targets of Figs. 3.3d and 3.3e and experimental target of
Fig. 3.4d while the number of iterations changes from 5 to 100. The scale bars
in e and f are 25 `m. g Correlation between the numerically generated amplitude
and phase targets of Figs. 3.3d and 3.3e and retrieved complex maps of a-d versus
the number of iterations. Blue line: Correlation between the numerically generated
amplitude target of Fig. 3.3d and the retrieved complex maps shown in a and b. Red
line: Correlation between the numerically generated phase target of Fig. 3.3e and
the retrieved complex maps shown in c and d.
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Figure 3.A.12: Experimental investigation of the effects of the objective lens
for complex field retrieval. a and b Retrieved amplitude and phase maps for the
experimental amplitude targets shown [in Figs. 3.4a and 3.4b] with the 10× (0.3
NA) and 50× (0.7 NA) objective lenses. The number of input (N) and output modes
(M) are 3600 and 44100, respectively. c Retrieved amplitude and phase maps for
the experimental amplitude targets shown [in Figs. 3.4a and 3.4b] with the 50×
(0.7 NA) objective lens when the N and M are 3600 and 176400, respectively. 20
iterations were used for all retrievals. The scale bars are 25 `m.
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C h a p t e r 4

NANO-ELECTROMECHANICAL TUNING OF DUAL-MODE
RESONANT DIELECTRIC METASURFACES FOR DYNAMIC

AMPLITUDE AND PHASE MODULATION

The material in this Chapter was in part presented in [159].

Planar all-dielectric photonic crystals or metasurfaces host various resonant eigen-
modes including leaky guided mode resonance (GMR) and bound states in the
continuum (BIC). Engineering these resonant modes can provide new opportunities
for diverse applications. Particularly, electrical control of the resonances will boost
development of the applications by making them tunable. Here, we experimentally
demonstrate nano-electromechanical tuning of both the GMR and the quasi-BIC
modes in the telecom wavelength range. With electrostatic forces induced by a few
voltages, the devices achieve spectral shifts over 5 nm, absolute intensity modula-
tion over 40%, and modulation speed exceeding 10 kHz. We also show that the
interference between two resonances enables the enhancement of the phase response
when two modes are overlapped in spectrum. A phase shift of 144◦ is experimen-
tally observed with a bias of 4V. Our work suggests a direct route towards optical
modulators through the engineering of GMRs and quasi-BIC resonances.

4.1 Introduction
Photonic crystals or metasurfaces composed of low-loss dielectric materials are
known to host highly resonant modes including leaky guided mode resonances
(GMR) [19, 160, 161] and bound state in the continuum (BIC) modes [18, 162].
GMR is a leaky resonance offering a large optical signal via efficient coupling be-
tween leaky radiation and free-space light. Since the GMR can provide resonances
that can be easily accessed from free-space, there has been a large volume of work
focusing on howGMRcan be used for diverse optical elements such as optical filters,
polarizers, and bio-sensors [19, 160, 161]. Recently, the BICmode has received sig-
nificant interests because these exotic resonant states could still be perfectly trapped
in the extended structures despite its existence within the energy spectrum of the
continuum [18, 162]. While the GMR has large coupling to free-space modes, the
quasi-BIC modes enable sophisticated control of the radiative lifetime through a
symmetry-lowering perturbation, which provides a versatile platform for various
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applications such as lasers [163, 164], nonlinear light generation [165, 166], mod-
ulators [167–170], and sensors [171]. Complementary to GMR and BIC concepts,
passive metasurfaces have shown an extraordinary capability for controlling diverse
aspects of light such as phase, amplitude, polarization, and spectrum [1, 2]. Fur-
thermore, reconfigurable metasurfaces can exploit new degrees of the freedom to
manipulate light in time domain [45]. To achieve substantial tunability of the opti-
cal properties, the required optical response should generally be sensitive to small
perturbations. Both the GMR and the quasi-BIC mode are not only highly resonant,
but also efficiently coupled to free-space modes. Thus, the two resonant modes
can potentially play a pivotal role in the realization of active metasurfaces. Over
the past decades, reconfigurable devices hosting the GMR have been demonstrated
through various platforms, such as microelectromechanical tuning [172], thermal
tuning [173], carrier injection [174], and electro-optic polymer [175]. However, to
the best of our knowledge, none of the works has been related to the concept of
the BIC mode. Thanks to the highly resonant characteristic of BIC mode, tuning
with the quasi-BIC mode can be superior in the quality factor (Q-factor) compared
to GMR in similar device size. In contrast to the devices hosting a single GMR
mode, devices hosting both the GMR and the quasi-BIC modes can be beneficial
in exhibiting a larger phase response. Until now, the experimental demonstration
of the reconfigurable BIC mode was mostly limited to all-optical tuning [167–
169] or global thermal tuning [170]. In contrast to the previous tuning methods,
electro-mechanical tuning can be advantageous in terms of power efficiency, high
modulation speed, and integration with electronic circuits [49, 176, 177]. Moreover,
the previous experimental demonstrations of the reconfigurable BIC modes mostly
focused on modulation of intensity rather than phase [167–170]. In this work, we
experimentally demonstrate nano-electromechanical tuning of both the GMR and
the quasi-BIC modes hosted by suspended silicon gratings. With a few volts, the
devices achieve reconfigurable spectral shifts, large reflection modulation, and mod-
ulation speed over 10 kHz in air. It is also shown that the electrical tuning of the
interference between the GMR and the quasi-BIC mode can offer continuous tuning
with large phase response.

4.2 Results
The schematic of nano-electromechanically tunable gratings is illustrated in Fig. 4.1a.
The gratings consist of two sets of pairs of doped silicon nanobars. Throughout this
paper, all structures are based on arrays of 500 nm thick and 30 `m long silicon
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Figure 4.1: Nano-electromechanical tunable suspended gratings. a Schematic
illustration of the nano-electromechanically tunable gratings. The grating is com-
posed of pairs of silicon nanobars. The nanobars are connected to electrodes for
actuation through electrostatic force. Black arrows show the directions of the actu-
ation. b Schematic illustration of top (top) and side (bottom) views of the grating.
Top: Two gold electrodes are deposited on top of the doped-silicon layers. Anchors
and the gold electrodes are marked. Bottom: Buffered silicon oxide layer under the
silicon nanobars is partially etched by 300 nm for the suspension while the anchors
are supported by the oxide layer. c Scanning electron microscope images of the fab-
ricated devices. Left: An array of the gratings and two gold electrodes are shown.
One of the gratings is marked by a purple box. Right: Zoom-in scanning electron
microscope image of the grating marked with the purple box in the left image. The
grating consists of 23 pairs of silicon nanobars. Scale bars in left and right denote
500 `m and 5 `m, respectively. d Optical images of the fabricated device. The
device is wire-bonded to a custom printed circuit board that is connected to an
external source by a SMA cable.
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Figure 4.2: Calculated and measured reflection spectra of the GMR and the
quasi-BIC modes hosted by the gratings. a Calculated reflection spectra (TE-
polarized light) for gratings where widths of the nanobars vary from 420 nm to 480
nm by 5 nm. Period of the grating and incidence angle of light are 700 nm and 6
degree, respectively. b Measured reflection of TE-polarized light for the fabricated
gratings with 6 degree tilted incident light. The reflection is normalized by the
measured reflection from the gold electrode. The widths vary from 420 nm to 480
nm by 10 nm. c Three example spectra of the measured reflection spectra shown
in b. The widths of the nanobars are 460, 470 and 480 nm and noted in legend.
In b and c, black and red circles denote resonances of the GMR and the quasi-BIC
modes, respectively.

bars. We also ensure that the lattice constant of the pair of the nanobars is smaller
than the wavelength of interests to avoid unwanted diffraction. Figure 4.1b shows
top and side views of illustrative schematics of the gratings. One end of the sus-
pended nanobars is connected to the large silicon layer on which gold electrodes are
deposited. To prevent bending or buckling of the suspended structures, the other
end of the suspended nanobars is connected to the anchors marked in Fig. 4.1b.
The gold electrodes are used to induce the Coulomb forces between the nanobars
thus enabling the actuation. The silicon gratings and the electrodes are fabricated
by sequential conventional nanofabrication procedures (see Methods for details).
Figure 4.1c shows the scanning electron microscope images of the fabricated de-
vice, which consists of two electrodes and an array of the gratings. The device is
wire-bonded to a custom-made printed circuit board so that it allows for connection
to an external voltage source. The optical image of the fabricated device and the
printed circuit board is shown in Fig. 4.1d.

First, the optical characterization of the gratings is performed. The finite-sized
gratings are known to host both GMR and quasi-BIC modes that allow for coupling
with free-space light [18, 178]. Figure 4.2a shows calculated reflection spectra for
6◦ tilted TE-polarized input light (see Methods for details). With a lattice constant
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of 700 nm, the widths of the nanobars vary from 420 nm to 480 nm. A non-
zero incident angle is chosen for efficient coupling with the quasi-BIC mode. In
other words, the coupling is achieved by breaking of the even symmetry of the
incident beam. Moreover, it is worth noting here that breaking the odd symmetry
of the mode can also result in efficient coupling at normal incidence [179]. In
Fig. 4.2a, two distinct resonant modes can be found. One mode at the shorter
wavelength is the leaky GMR mode and the other mode at the longer wavelength
is the quasi-BIC mode. We fabricated and measured seven corresponding devices
with nanobar widths varying from 420 nm to 480 nm by 10 nm. A custom-built
microscope setup is utilized to measure the reflection spectra of the grating samples
(See Method and Fig. 4.A.1 for details about the measurement). The spectrum is
normalized by the reflection from the gold layer to remove fluctuations resulting from
polarization variations of the input light. Thus, the actual reflection values should
be a few percentages lower than the plotted reflection spectra presented in this paper
considering the reflection loss of the 95 nm thick gold layer. Themeasured reflection
spectra for the six degree tilted TE polarized light are plotted in Fig. 4.2b showing
good agreement with the simulation results in Fig. 4.2a. The black and red circles
show the positions of the GMR and quasi-BIC modes, respectively. Furthermore,
three examples of the measured reflection spectra are shown in Fig. 4.2c. As shown
in Figure 4.2b, two distinct modes, GMR and quasi-BIC mode, are observed at
the three spectra shown in Fig. 4.2c and also marked by black and red circles.
While broad dips below 1510 nm show dips of the low-Q fano-shape GMRs, other
narrow dips over 1520 nm represent high-Q quasi-BIC modes. If the incident angle
decreases from six to zero degree, the BIC will be protected by symmetry [18, 179].
As a result, the radiation channels of the quasi-BIC mode are gradually closed,
which increases Q-factor and decreases the amplitude of the resonant signal (see
Fig. 4.A.2 for two measured reflection spectra for normal and 6◦ tilted TE-polarized
input light).

To demonstrate nano-electromechanical tuning of the devices, static voltage is ap-
plied to the electrodes and the induced changes in the optical reflection are evaluated.
The shape and position of both the GMR and the quasi-BIC mode highly depend
on the gap size between the nanobars, which can be continuously controlled as a
function of the external bias. Specifically, in the configuration shown in Fig. 4.3a
every two nanobars are connected to one electrode and biased by an external source
or ground, so bars connected to different electrodes will attract each other. In
Fig.4.3a, 61 (62) is the gap between the nanobars having different (same) voltages.
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Figure 4.3: nano-electromechanical tuning of the resonances for intensity mod-
ulation. a Schematic illustration of an array of pairs of the silicon nanobars. The
grating consists of periodic pairs of the silicon bars. Pink and red colors represent
ground, GND, and external bias, +0, respectively. Parameter definitions are shown
in the illustration where ;, F, 61, and 62 are the lattice constant of the grating, the
width of the nanobar, the gap between the nanobars having a different bias, and the
gap between the nanobars having the same bias, respectively. b and c Measured
reflection spectra of TE-polarized lights for two different structures (see Table. 4.A.1
for detailed design parameters). The spectra aremeasured under four different biases
and plotted in different colors. The applied bias for each color is shown in legends.
d and e Spectra of absolute modulation in reflection calculated from b and c. The
applied bias for each color is shown in legends.
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As the external bias is applied, 61 and 62 will decrease and increase, respectively.
Consequently, this nanomechanical actuation enables continuous shifts of the res-
onances. It is worth noting here that similar laterally movable actuators have been
investigated with single-mode low-Q grating resonators [176, 180]. The measured
reflection spectra under several bias voltages are shown in Figs. 4.3b and 4.3c.
For the devices used in Figs. 4.3b and 4.3c, it should be mentioned that 61 and
62 are adjusted in the fabrication process to make 61 smaller than 62 such that the
nano-electromechanical tuning of the gaps efficiently results in a large shift of the
resonances (See Table. 4.A.1 for the detailed information about the device). In
Figs. 4.3b and 4.3c, the static bias causes the red shift of the GMR mode and blue
shift of the quasi-BIC mode. The observed directions of the spectral shifts show
good agreement with the simulated results (see Fig. 4.A.3 for the numerical inves-
tigation about spectral shifts of the resonances induced by the actuation). With the
external bias of 7 V, the peak shifts of the GMR and the quasi-BIC mode shown in
Fig. 4.3b are as large as 5 nm and -6 nm, respectively. The absolute spectral shifts
over 5 nm indicate that the required Q-factor for the spectral shift corresponding
to the bandwidth of the resonance is around 300, which is readily achievable with
quasi-BIC mode resonance even in a small array [165]. In general, the large spectral
shift is beneficial in terms of robustness, stability, and operating bandwidth. To
illustrate the capability of reflection intensity modulation of the presented devices,
the absolute changes in reflection over spectrum are plotted in Figs. 4.3d and 4.3e.
In Fig. 4.3e, the maximum absolute change in the reflection is as high as 0.45.
As we treat the reflection of the 95nm thick gold electrode as 1 and use it as the
normalization constant, the reflection change induced by the nanomechanical tuning
will be larger than 0.4 if a few percentage loss from the gold surface is considered.
It is also worth noting that the modulation can be readily improved by increasing the
coupling between the resonant mode and the free space light by using the structural
symmetry-breaking perturbation. Moreover, the measured values are not the real
limit but the lower bound of the performance as the spectral shifts and the intensity
modulation are measured with the external bias below pull-in voltage.

The temporal and frequency responses of the gratings are investigated in air. To
explore temporal responses first, a periodic square-wave signal with a modulation
frequency of 3 kHz, amplitude of 6V, and duty cycle of 0.5 is applied to the electrodes
(see Methods for details). The device used for Fig. 4.3b is measured with input light
at 1562 nm. The measured output signals are plotted in Fig. 4.4a having the
corresponding frequency of 3 kHz. Fig. 4.4b shows measured rise time (up to 90%
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Figure 4.4: Temporal and frequency response of the nano-electromechanically
tunable grating. a Measured time response of the grating with a 3-kHz square
wave signal of which duty cycle and amplitude are 0.5 and 6V, respectively. Raw
and filtered reflection signals are plotted by grey and orange curves, respectively. b
Magnified temporal signal marked by sky-blue color in a. Measured rise and fall
times are 41 and 66 `s, respectively. cMeasured frequency response of the grating.
The 3 dB frequency cutoff is 25 kHz.

power) and fall times (down to 10% power) of 41 and 66 `s, respectively. The rise
and fall times indicate the speed limit of 15.2 kHz which is dominantly limited by air
damping. The frequency response is measured and plotted in Fig. 4.4c showing the
3 dB frequency cutoff of 25 kHz. In addition, the mechanical resonant frequency in
vacuum can be calculated by COMSOL® (see Methods for details). The mechanical
resonance frequency of the devices presented in this paper is estimated to be around
4.5MHz that could be observed with proper vacuum packaging [176, 181]. Thus,
our device has the potential to operate in a few MHz regime with decreased driving
voltage.

Finally, we investigate enhanced phase modulation based on the interference of the
two resonant modes. Temporal coupled mode theory can generally describe the
optical response of eigenmodes through ports [182]. With coupled mode equations
describing a single mode and a single port, it is known that large phase shift close
to 2c can only be achieved when the resonant mode is over-coupled to the input
port [183–185]. Specifically, coupling coefficient between the mode and the input
is larger than intrinsic loss of the mode in the over-coupled regime [184, 185].
Furthermore, the over-coupling is often achieved by the presence of the bottom
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Figure 4.5: Overlap of the GMR and quasi-BIC mode resonances for enhanced
phase modulation. a Calculated reflection and reflected phase spectra. The quasi-
BIC mode is placed near the peak of the GMR. b Calculated spectra of reflection
phase. The spectra are plotted as a function of the nanomechanical tuning, 62 − 61.
c Measured reflection spectra with applied biases of 0V (black) and 4V (red). d
Measured phase shift of the metasurface at the wavelength of 1556 nm as a function
of the applied biases from 0V to 4V.

mirrors, that ensure the radiation of the mode is matched with the direction of
the input [184, 185]. The silicon nanobars shown here are surrounded by air so the
structure is nearly symmetric in z-axis (Fig. 4.1). This nearly symmetric environment
results in almost identical radiation in the +I and −I directions, which hinders the
over-coupling of light through one direction. As a result, using a single GMR or
quasi-BIC mode hosted by the presented devices, it is very challenging to achieve
large phase modulation of reflected light if there is no bottom mirror (see Fig. 4.A.4
for numerical study about the phase response of the single BIC resonance). In
contrast, if there are multiple resonances in the frequency range of interest, the
overall reflected phase response is affected by interference effects of the multiple
resonant modes. Thus, the interference of dual modes can enable large phase shifts
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with non-zero reflection. It is worth mentioning here that a similar mechanism of the
enhanced phase responses through dual modes has been investigated in the context
of the Huygens metasurfaces or Huygens BIC metasurfaces [22, 186]. Figure 4.5a
shows calculated reflection intensity and phase spectra of a device for which the
design parameters are adjusted to place the narrow quasi-BIC mode resonance near
the peak of the broad GMR (see Table. 4.A.1 for detailed designs of the device).
In Fig. 4.5a, the minimum reflection at the resonance is 0.237 and the reflected
phase shows strong phase response close to 2c. To numerically show the phase
modulation via nanomechanical tuning, expressed by 62 − 61, the spectra of the
reflected phase are plotted in Fig. 4.5b as a function of 62 − 61. In Fig. 4.5b,
the mechanical tuning results in continuous blue-shift of the resonance while the
strong phase response remains at the resonance. The blue-shifts of the quasi-BIC
mode shown in Fig. 4.5b agree with the experimental observations in Figs. 4.3b
and 4.3c. For the experimental demonstration, a new device is fabricated with the
corresponding design parameters and its reflection spectra are plotted in Fig. 4.5c.
The reflection spectra in Fig. 4.5c show electrical tuning of the resonances and a
good agreement with the spectra shown in Fig. 4.5a. The measured Q-factor of the
device used in Fig. 4.5c is ∼244, which is less than simulated Q factor of ∼1836.
The difference could be explained by the small size of the array and imperfect
fabrications. To experimentally characterize the phase response of the device used
in 4.5c , we used aMichelson-type interferometer setup (seeMethod and Fig. 4.A.1).
Due to the small size of the device, the incident laser beam illuminates the entire
grating and the gold electrode at the same time and the interference patterns on both
interfaces are simultaneously collected by a camera. At the resonant wavelength of
1556 nm, the fringes on the grating are shifted by external biases from 0 V to 4 V
while the fringes on the electrode are unchanged (see Method and Fig. 4.A.5 for the
details). The induced phase modulation is estimated by the observed shifts of the
fringes on the grating and plotted in Fig. 4.5d. The largest phase shift of 144◦ is
achieved at the external bias of 4V, which is smaller than the simulation result shown
in Figs. 4.5a and 4.5b. The deviation from the simulation is primarily due to limited
free-space coupling to the quasi-BIC mode. For example, the absolute reflection
dip shown in Fig. 4.5a is much smaller than the measured dip in Fig. 4.5c indicating
imperfect coupling to the quasi-BIC mode. We believe that this inefficient coupling
dominantly results from the finite size effect.

Although it might be expected that the introduction of a spatially varying pertur-
bation for each pair of the nanobars could allow electrically controlled wavefront
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shaping, it is worth explicitly noting that the presented resonance mode does not
support efficient wavefront shaping at subwavelength scale. The introduction of the
spatially varying perturbations at subwavelength scale may severely break the peri-
odic condition of the structures, that the two modes necessitate to resonate. Thus,
the interference effect of the two resonant modes is more suitable for spatial light
phase-modulators having a pixel pitch of tens of micrometers than the pixel pitch
of subwavelength scale. However, we expect that electrically controlled wavefront
shaping in subwavelength or wavelength scale is possible with judicious engineering
of various resonance modes hosted by an array of dielectric nanostructures [170,
187–189].

4.3 Summary and Conclusion
In summary, we demonstrate nano-electromechanical tuning of the leaky GMR
and the quasi-BIC modes hosted by suspended silicon grating structures. With an
external bias below 7 V, the devices experimentally achieve a spectral shift of the
resonance over 5 nm, intensity modulation exceeding 40%, and modulation speed
over 10 kHz in air. The required electrostatic bias can be further decreased by
choosing the resonant modes that host large electric fields in the gaps [190]. In
addition, co-optimization of both mechanical and optical properties is expected to
improve the operating speed in air. With proper vacuum packaging, the devices may
operate at high mechanical resonant frequency around several MHz. Moreover, we
experimentally show that the interference between theGMRandquasi-BICmode can
enhance the phase response. The phase shift of 144◦ is measured at the external bias
of 4V. Engineering of the resonantmodes via structural tuningwill improve the phase
responses and enable dynamic wavefront shaping at subwavelength scale. Thus,
this work paves the way of nano-electromechanical dynamic dielectric metasurfaces
towards diverse applications such as spatial light modulators, lasers, nonlinear or
structured light generation, pulse controller, polarization converters, and compact
spectrometers for bio-sensing.
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4.4 Methods
Simulation and design
The reflected spectra of the gratings with 6◦ tilted incidence light were calculated
using the rigorous coupled wave analysis technique [95]. Assuming the infinite
length of silicon nanobars, 2D simulations were performed. The silicon, air, and
silicon oxide layers on a silicon substrate were 500nm, 300 nm, and 2700 nm thick,
respectively. Refractive indices of Si and SiO2 for the telecom wavelength in the
simulation were 3.4 and 1.45, respectively. The width and lattice constant were
varied in the simulation to achieve the desired reflection spectra (see Table. 4.A.1
for detailed information about the design parameters).

The mechanical resonance frequency is calculated by a commercial software based
on the finite element method, COMSOL®. The eigenfrequency of the Si bar is
extracted assuming that both ends of the suspended nanobars are fixed. In the
mechanical simulation, Young’s modulus and density values for silicon were 170
GPa and 2329 kgm−3, respectively.

Device fabrication
The devices are fabricated using a silicon-on-insulator wafer with a device layer
of 500 nm and a buffered oxide layer of 3 `m on a 1 mm thick silicon substrate.
The fabrication includes two sequential e-beam lithography steps, the first one for
the grating structures and another for the electrodes. For both lithography steps,
a ∼300-nm-thick positive electron resist (ZEP-520A, Zeon) is spin-coated on the
device. The patterns are generated by 100 kV electron beam exposure (EBPG5200,
Raith GmbH), and the resist is developed in a developer solution (ZED-N50, Zeon).
For the silicon grating structures, the ZEP resist is utilized as a soft mask to etch
the silicon device layer and then removed by remover PG (Microchem). Next, the
electrodes are patterned by electron beam lithography, the deposition of chrome and
gold (5nm and 95nm) layers, and liftoff. Buffered hydrofluoric acid is exploited to
etch the buffered oxide layer under the gratings. The time of the under-cut process
is carefully controlled such that the anchors are supported by the SiO2 while the
gratings are fully suspended. The device is dried by a critical point dryer. Finally, the
device is bonded to a custom printed circuit board using a wire bonder (WestBond
7476D).
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Measurement procedure
All of the reflection spectra presented in this paper are characterized using the
set-ups shown schematically in Figure 4.A.1 [184]. A tunable laser (Photonetics,
TUNICS-Plus) is used as the light source and the wavelength of the light is tuned
from 1450 nm to 1580 nm. We use a beam splitter in front of the fiber collimator
(Thorlabs, F260FC-1550) to capture the power from the source and send the light
to the sample. For reference, the power from the source is captured by a InGaAs
detector (Thorlabs, PDA10CS). Due to variation in polarization states from the laser,
a quarter waveplate in front of a polarization beamsplitter (PBS) is used to prevent
low transmission through PBS at specific wavelengths, increasing signal-to-noise
ratio over the entire spectrum. The PBS, a half waveplate (HWP), and a polarizer are
inserted to set the polarized state of the incident light to TE polarization. The sample
at the object plane is imaged by a 20× infinity-corrected objective lens (Mitutoyo,
M Plan Apo NIR) and a tube lens with a focal length of 200 mm. As the tube lens
and the objective lens are forming a 4-f system, the movement of the tube lens in
the G-axis enables adjustment of the angle of illuminated light. At the image plane,
a pinhole with a diameter of 400 `m is inserted to select a region of interest with a
diameter of 20 `m in the object plane. The spatially filtered light was either focused
onto another InGaAs detector for the measurement of the spectra, or imaged on an
InGaAs SWIR camera (Goodrich, SU320HX-1.7RT) using relay optics. All spectra
in this paper were obtained by dividing the signal from the sample by the signal from
the sources. Due to different input polarization states, the incidence power onto the
sample varies in different wavelengths. Thus, the spectra are further normalized by
the spectra from the gold electrode. For the measurement of dynamic responses
shown in Figs. 4.3-4.5, bias voltages, both DC and AC, are applied with a function
generator (FeelTech, FY6600-60M).

To measure the phase response shown in Fig. 4.5d, we use a Michelson-type inter-
ferometer setup. A part of the setup marked by a black dashed box in Fig. 4.A.1 is
only utilized for the phase measurement. Specifically, the reference beam interferes
with the reflected beam of the sample and forms fringe patterns at both image and
camera planes enabling the measurement of reflected phase as a function of applied
biases from 0V to 4V. As shown in Fig. 4.A.5b and 4.A.5c, the fringes are not
shifted on the electrode but on the gratings under different external biases. The
phase responses under the external biases are calculated by using the corresponding
shifts of the fringes on the grating shown in Fig. 4.A.5c. We used the formula 2c XF

F0

to calculate the phase shifts, where XF is the averaged shift of the fringes in the unit
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of camera pixel number, and F0 is the pixel number of a period of the fringe. The
measured F0 is 10 camera pixels. Finally, the phase shifts are averaged from all five
pictures in Fig. 4.A.5c and plotted in Fig. 4.5d.
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4.5 Appendix

Figure 2; (nm) F (nm) 61 (nm) 62 (nm)

Figures 4.3b, 4.3d, and 4.4 1400 495 245 165

Figures 4.3c and 4.3e 1320 495 185 145

Figure 4.5 1332 494 144 200

Figure 4.A.2a 1400 460 240 240

Figure 4.A.2b 1400 480 220 220

Table 4.A.1: Design parameters for the blazed grating simulations shown in
Fig. 5.3.
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Figure 4.A.1: Schematic illustration of the Experimental setup. Red lines repre-
sent the paths of the light. To achieve the reflection spectra of the TE-polarized input
light, Pol. and HWP in front of the objective lens are aligned to 45 and 67.5 degree,
respectively. A black dashed box represents optical elements exploited to generate
a reference beam for the phase measurement shown in Fig. 4.5d and Fig. 4.A.5.
Pol.: linear polarizer. BS: beamsplitter. PBS: polarizing beamsplitter. L: lens. PD:
photodetector. M: mirror. QWP: quarter waveplate. HWP: half waveplate. Obj.:
microscope objective lens. SWIR camera: short-wave infrared camera.

Figure 4.A.2: Measurement of angle-sensitive reflection spectra. a and bRed and
blue curves show the reflection spectra for normal and 6 degree tilted TE polarized
incident light, respectively. With 500 nm thickness and 700 nm period of the lattice,
the design parameters of a and b are shown in Table 4.A.1.
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Figure 4.A.3: Numerical investigation related to spectral shifts of the resonances
induced by actuation. The spectra are simulated under six different values of 62−61
and plotted in different colors. The value of 62 − 61 for each color is shown in the
legends. The width and lattice constant of the device are 480 nm and 700 nm,
respectively.
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Figure 4.A.4: Calculated reflection and reflected phase spectra for single BIC
resonance. The quasi-BIC mode is apart from the peak of the GMR. At the
resonance wavelength of 1543 nm, the calculated phase response of the quasi-BIC
mode is smaller than 55 deg. The width and the lattice of the structures are 475 nm
and 666 nm, respectively.
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Figure 4.A.5: Fringe analysis for phase response measurement. a A camera
image of the fringes on the measured device. The red dashed square shows the
position of the measured device. Five solid red lines inside the red square and
a black solid line show the places that we use to analyze the phase responses on
the grating and the electrode, respectively. Scale bar denotes 30 `m. b The fringe
patterns on the electrode under the external biases from 0V to 4V. The fringe patterns
are captured along the black solid line in a. The fringes are nearly identical and not
shifted for the different voltages. c The five fringe patterns on the grating under the
external biases from 0V to 4V. The fringe patterns are captured at the center of the
grating along the five red solid line in a. The five plots show the clear shifts of the
fringes. In b and c, G- and H- axes are pixel number and pixel value of the camera,
respectively. The applied biases for all colors are denoted in outsets in b and c.
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C h a p t e r 5

NANO-ELECTROMECHANICAL SPATIAL LIGHT
MODULATOR ENABLED BY ASYMMETRIC RESONANT

DIELECTRIC METASURFACES

Spatial light modulators (SLMs) play essential roles in various free-space opti-
cal technologies such as ranging, holographic display, and bio-imaging, offering
spatiotemporal control of amplitude, phase, or polarization of light. Beyond con-
ventional SLMs based on liquid crystal or micromechanical systems, active meta-
surfaces are considered as promising platforms for realization of advanced SLMs
because they potentially provide high-speed, high-efficiency, small pixel size, and
compact footprints simultaneously. However, the active metasurfaces reported so
far have achieved either limited phase modulation or low efficiency. From the
perspective of photonic structures, most of reflective active metasurfaces leverage
mirrors to achieve strong phase response at resonances. Thus, the way to design
efficient reflective active metasurfaces without mirrors has remained elusive. Here,
we propose nano-electromechanically tunable asymmetric metasurfaces as a novel
platform for reflective SLMs. Exploiting the strong asymmetric radiation of the
perturbed high-order Mie reosnance, the proposed metasurfaces without mirrors
experimentally achieve large phase shift over 300◦, high absolute reflection over
50%, and a wavelength-scale pixel size. Furthermore, we demonstrate electrical
control of diffraction patterns, manipulating the electrical biases applied into the
nanostructures. This work paves the ways for future exploration of the asymmet-
ric metasurfaces and for their application to the realization of the next-generation
SLMs.

5.1 Introduction
Spatial light modulators (SLMs) enable spatiotemporal control of phase, ampli-
tude, or polarization of input free-space light. In particular, phase-dominant SLMs
realize efficient wavefront engineering and play essential roles in various applica-
tions such as LIDAR [48], holographic display [191], optical computing [192], and
bio-imaging [103, 193]. Most of conventional SLMs rely on liquid crystals or mi-
cromechanical systems, which result in low speed and limited field of view [194].
On the other hand, metasurfaces have been developed as a new kind of diffractive
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optical elements, successfully realizing high-performance passive optical compo-
nents [1, 2, 195]. Complementary to the great advancement of the passive meta-
surfaces, active metasurfaces may open new opportunities in the development of
optical elements because they offer a new degree of freedom in time domain [45]. In
particular, the phase-modulated active metasurfaces are considered as a promising
platform for next-generation phase SLMs, enabling high-speed and high-resolution
in compact footprint. Many seminal works have been proposed in the context of the
active metasurfaces, using various active materials or mechanisms such as trans-
parent conducting oxides [46–48], liquid crystal [55], phase-change materials [52],
2D materials [50, 51, 196], electromechanical system [49, 159], and semiconduc-
tors [54]. Among these various demonstrations, the most notable examples are
active plasmonic metasurfaces based on the transparent conducting oxides [46–48].
The active plasmonic metasurfaces have successfully achieved complex modulation,
ranging measurement, or arbitrary wavefront controls [47, 48]. However, as they
operate near epsilon near zero regime where the light is critically coupled to lossy
plasmonic resonant modes, most of the light is absorbed when large phase shift
occurs so the efficiency is significantly limited [48]. Furthermore, the efficiency
issue may be severe if scalable metals such as aluminium are used instead of no-
ble metals such as gold. Regarding the photonic structures, most of the reflective
active metasurfaces exploit mirrors to achieve strong phase response at optical res-
onances [46–48, 51, 52, 54]. The presence of the mirror ensures the radiation of
the resonance is matched with the input light, enhancing the coupling between the
resonance and the input light [183]. However, a way to achieve strong phase shift
and high reflection without the mirror has remained illusive.

Here, we propose novel nano-electromechanically tunable asymmetric metasurfaces
to realize phase-dominant SLMs. In particular, by exploiting the asymmetric high-Q
Mie modes and nano-electromechanical system (NEMS), the active metasurfaces
operate as efficient reflective SLMs without mirrors. First, we provide an analytical
model that not only describes the physical picture of the proposed system, but also
offers design intuitions. We numerically and experimentally verify that the proposed
metasurfaces achieve strong phase modulation of 312◦, high reflection over 50%,
and a wavelength-scale pixel size of 2.186`<. Finally, we demonstrate electrically
controllable diffraction in experiment.
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Figure 5.1: Nano-electromechanically tunable asymmetric metasurfaces and
their operation principle Conceptual illustration of the nano-electromechanically
tunable metasurfaces composed of asymmetric suspended nanostructures. Each
pair of the nanostructures is connected to individually addressable electrodes. The
electrical biases induce electrostatic forces between the neighboring bars, leading
to lateral movements of the nanostructures in the G-axis. The blue arrows represent
the induced movements. The asymmetric metasurface reflects normally an incident
plane wave and dynamically manipulates the wavefront of the reflected light as a
function of the applied biases.

5.2 Theoretical and numerical study of asymmetric resonant metasurfaces
Figure 5.1 shows a conceptual illustration of the proposed metasurface. The meta-
surface consists of suspended silicon (Si) nanostructures having notches at right top
corners. Furthermore, each pair of the nanostructures is connected to an electrode
enabling its lateral movements [159]. As a result, the metasurface actively manipu-
lates wavefronts of reflected light as a function of the applied biases when the input
plane wave is normally incident.

First, we model the suspended metasurface with the temporal coupled mode theory
(TCMT) in order to get a rigorous physical picture of the system as well as design
intuition [182, 183]. As shown in Fig. 5.2a, the metasurface under normal incidence
can be generally modeled by a resonator coupled to two ports [197, 198]. When
driving the metasurface with a continuous laser, whose frequency is F, the complex
reflection coefficient for each port, A1 and A2, can be derived by (see Appendix for
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detailed derivation):

A1 =

8

[
A (F − F0)±

√
2
g2
1
+ 2
g2
2
− A2

g2
C>C

− 1
A2f2

]
− 1
Af

8(F − F0) + 1
gC>C

, (5.1)

A2 =

8

[
A (F − F0)±

√
2
g2
1
+ 2
g2
2
− A2

g2
C>C

− 1
A2f2

]
+ 1
Af

8(F − F0) + 1
gC>C

, (5.2)

where A is the real reflection coefficient of the direct scattering process; F0 is the
resonant frequency; 1

g1
and 1

g2
are the resonator’s radiative decay rates into port 1

and port 2, respectively; 1
gC>C

= 1
g1
+ 1
g2

and 1
f
= 1

g1
− 1

g2
represent total radiative

decay rate and the difference between the two radiative decay rates, respectively.
In general, the coupling condition between the port and the resonator determines
the phase response of the reflected light [183]. Specifically, when a decay rate
into a certain port is larger than the sum of other decay rates including radiative
and non-radiative decay rates, the resonance is over-coupled to the port and the
over-coupling results in almost 2c phase shift in reflection across the resonance
frequency. In contrast, when a decay rate into a port is smaller than the sum of
other decay rates, the resonance is under-coupled to the port such that the phase
shift in reflection becomes negligible. To achieve the desired phase modulation, we
aim to design the over-coupled resonator and tune its strong phase response near
the resonance frequency [184, 199]. In Eqs. 5.1 and 5.2, the coupling conditions
between the port and the resonator are determined by the 1

f
. If 1

f
> 0, the port

1 is over-coupled and the port 2 is under-coupled, and vice versa. Besides, strong
asymmetric radiation leads to a large magnitude of 1

f
, making the magnitude of 1

Af

comparable to the magnitude of 1
gC>C

in Eqs. 5.1 and 5.2. As a result, the strong
asymmetric radiation can make the reflection loss at the resonance and the variation
in reflection spectra decrease [184]. Finally, the ratio between the two decay rates
is bounded and the bound is determined by the direct scattering process [197]:

1 − A
1 + A ≤

g2
g1
≤ 1 + A

1 − A . (5.3)

In particular, Eq. 5.3 indicates that high A is necessary for the desired strong asym-
metric radiation.

In contrast to the asymmetric cases, the symmetric resonators always have the same
1
g1 and 1

g2 , which lead to 1
f
of zero. Therefore, critical coupling always occurs in
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Eqs. 5.1 and 5.2, resulting in negligible reflection and c phase shift near the resonant
frequency. Furthermore, this unwanted critical coupling even happens for oblique
incident light when the resonator is symmetrically coupled to the available ports
(See Appendix for details). As a result, the limited performance of the symmetric
resonator explains why the asymmetry in the resonator is essential for high-efficient
phase modulation when the surrounding environment is symmetric.

It isworth explicitly noting here that theTCMTdescribing the asymmetric resonators
has been explored previously [197, 198]. Besides, the asymmetric photonic crystal
resonator has been demonstrated very recently [200]. However, the phase responses
of the resonances have been mostly overlooked. Up to our best knowledge, the
asymmetric metasurfaces’ potentials in active devices have not been explored yet.

To implement the model based on the TCMT, we first simulate the metasurfaces
possessing the mirror symmetry in the I-direction. In Fig. 5.2b, the metasurface
grating is composed of Si nanobars and surrounded by air. Specifically, the 841
nm wide and 838nm thick 2D nanostructures are periodically arranged with the
lattice constant of 1093 nm. Referring to Eq. 5.3, we carefully select the thickness,
width, and lattice constant of the unperturbed structures to make r higher than 0.9
in telecom wavelength range. Figure 5.2c shows an electrical field profile of the
TE-polarized eigenmode at Γ point. The mode in Fig. 5.2c originates from the
Mie mode hosted by individual Si nanostructures (see Fig. 5.A.1 for details). It is
worth explicitly noting why we select the high-order Mie mode instead of the guided
mode. Supported by the individual nanostructure instead of the periodic lattice, the
Mie mode is potentially more robust against breaking of periodicity than the guided
mode. As a result, in the scheme of the nano-electromechanicalmodulation shown in
Fig. 5.1, each pair of the nanostructures individually hosts the resonance and works
as an independent reflective resonant antenna [2]. Reflection and reflected phase
spectra are calculated under 0◦ and 5◦ tilted incident lights and plotted in Figs. 5.2d
and 5.2e. The resonance is not coupled to the normally incident light in Figs. 5.2d
and 5.2e. That is due to the symmetry mismatch between the excitation and the
eigenmode. In detail, the plane-wave excitation and the eigenmode in Fig. 5.2c are
odd and even under �2 rotation, 180◦ rotation around the I-axis, respectively. In
contrast, the 5◦ tilted light excites the resonant mode by breaking the odd symmetry
of the incident light. However, the critical coupling between the excitation and the
resonant mode occurs, causing negligible reflection at the resonance in Fig. 5.2d
and limited phase shifts smaller than 180◦ in Fig. 5.2e. Finally, the results shown in
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Figure 5.2: Numerical investigations on resonant reflection behaviors of sym-
metric and asymmetricmetasurfaces. a Schematic of a periodicmetasurface (left)
and illustration of the corresponding analytical model based on an optical resonator
coupled to two ports (right). Themodel describes the asymmetricmetasurface under
normal incident light. B+1 (B+2) and B

−
1 (B−2 ) are incoming and outgoing waves through

the port 1 (port 2), respectively. The resonance decays into the port 1 and 2 with
decay rates, 1

g1 and 1
g2 , respectively. b Schematic illustration of the suspended sym-

metric metasurfaces. The metasurface possesses mirror symmetry in the I-direction
with respect to the middle of the nanostructure. The TE polarized light is incident
on the metasurface. c Simulated electrical field profile of the eigenmode at Γ point.
At the wavelength of 1568 nm, the H-components of the electrical fields are plotted.
Scale bar denotes 500 nm. d and e Calculated reflection and reflected phase spectra
of the symmetric metasurfaces. Solid and dashed curves show the spectra for 0◦ and
5◦ degree tilted TE polarized incident light, respectively. f Schematic illustration of
the asymmetric metasurfaces. The structure is the same as the structure in b, except
the notches placed at the right top corners. The notches have square cross-cessions
and their side length is 143 nm. The TE polarized light is normally incident from ei-
ther the top or the bottom side of the metasurface. |A)�,1 | (|A)�,2 |) and q)�,1 (q)�,2)
are reflected amplitude and phase for the top (bottom) illumination, respectively. g
Simulated electrical field profile of the asymmetric metasurface’s eigenmode at Γ
point. At the wavelength of 1531 nm, the H-components of the electrical fields are
plotted. Scale bar denotes 500 nm. h and i Calculated reflection and reflected phase
spectra of the asymmetric metasurfaces for top and bottom illuminations. h: The
reflection spectra are identical for both illumination condition, thus plotted by one
solid black curve. i: Solid and dashed curves represent the reflected phase spectra
for the top and bottom illuminations, respectively.
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Figs. 5.2d and 5.2e agree with the previous discussion of the symmetric resonator.

To achieve strong phase response with high reflection, we break the symmetry of
the nanostructures in Fig. 5.2f, making the notch at the right top corner of each
nanostructure. Each notch has a square cross-section in the G − I domain and
its side length is 184 nm. In addition, the notches at the corners simultaneously
break the mirror symmetry in the I-direction as well as the even symmetry of the
resonant mode under �2 rotation. The former aims to improve phase responses
through asymmetric radiations, the later enables coupling between the Mie mode
and normally incident light. Figure 5.2g shows the electrical field profile of the
eigenmode of the asymmetric metasurface at Γ point. In Fig. 5.2g, the high-order
Mie mode is preserved with some variations in the electrical fields compared to the
symmetric field profile in Fig 5.2c. The spectra of the reflection and reflected phase
are calculated for top and bottom illuminations and plotted in Figs. 5.2h and 5.2i.
Specifically, the calculated reflection spectra are identical for both illumination
conditions in Fig. 5.2h, whereas the phase responses in Fig. 5.2i show strong and
negligible phase response for the top and bottom illuminations, respectively. The
illumination-dependent phase responses in Fig. 5.2i result from the distinct coupling
conditions determined by the two radiative decay rates. In particular, for the top
illumination, the metasurfaces simultaneously achieve ∼2c phase shift and high
reflection over 78% over the spectrum. We also fit the simulated spectra in Figs. 5.2h
and 5.2i by using Eqs. 5.1 and 5.2 (see Fig. 5.A.2 for details). From the fitting
in Fig. 5.A.2, we find the Q-factor and g2

g1
of 1004 and 17.52, respectively. The

aforementioned values show good agreement with the numerical eigenmode analysis
in Fig. 5.A.3.

5.3 Numerical investigations on nanomechanical phase modulation and beam
steering

Wenumerically investigate the phasemodulation, utilizing the nano-electromechanical
movement in lateral directions [159]. For every two pairs of nanostructures, the
asymmetric nanostructures are either grounded or connected to an external bias in
Fig. 5.3a. 61 and 62 are gap distances between the nanostructures having different
and same biases, respectively. The applied bias enables the continuous control of
the nanomechanical movement, expressed by 61−62

2 . To numerically implement such
nano-electromechanical tuning of the resonance, a pair of nanostructures is simu-
lated by changing 61−62

2 . As the period of a pair of the nanostructures, 2Λ, is 657
nm larger than a design wavelength of 1529 nm in Fig. 5.3a, the induced nanome-
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Figure 5.3: Simulations on nano-electromechanical phasemodulation and beam
steering a Schematic illustration of an array of pairs of the asymmetric nanostruc-
tures. For every two pairs of the nanostructures, one pair is connected to ground,
GND, and the other pair is connected to an external bias, +4. Pink and red colors
represent GND and +4, respectively. Left: When the external bias is applied, in-
duced electrostatic forces result in lateral movements of the nanostructures. The
black arrows show the corresponding movements. Right: The side view of the
asymmetric metasurfaces is shown with design parameter definitions. b Calculated
spectra of reflected power coefficient and phase of the 0th order diffraction, |A0Cℎ |2
and q0Cℎ. The spectra are plotted as a function of the nanomechanical tuning, 62−61

2 .
dCalculated nanomechanical tuning of |A0Cℎ |2 and q0Cℎ/2c at the wavelength of 1524
nm. |A0Cℎ |2 and q0Cℎ/2c are plotted by black and red curves as a function of 62−61

2 ,
respectively. The corresponding data is noted by black dashed lines in b and c. e (h)
Conceptual illustration of nanomechanical beam steering with negative (positive)
phase gradients. In reflection, the −1st (1st) order diffraction is dominant over the
0th and +1st (−1st) order diffractions. f and g (i and j) Calculated reflected power
coefficient spectra of the 0th and ±1st order diffractions where phase-gradient is
negative (postive). The spectra of the 0th, −1st and +1st order diffractions are plot-
ted by black, red, and blue curves, respectively. The periodicities of the metasurface
are 4 and 6 pairs in f (i) and g (j), respectively.
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chanical movement causes unwanted diffraction orders at ±44◦. Nevertheless, we
expect that the high-order diffraction could be suppressed when we expand the pe-
riodic boundary for desired wavefront engineering. The reflected power coefficient
and phase of the 0th-order, |A0Cℎ |2 and q0Cℎ, are calculated and plotted in Fig. 5.3b
and 5.3c, respectively. In Fig. 5.3b, the blue shift of the resonances and the decrease
of the minimum reflection are observed when the induced nanomechanical move-
ment increases. Specifically, the decrease of the minimum reflection dominantly
results from the ±1st order diffractions (see Fig. 5.A.4 for the calculated reflected
power coefficient spectra of the ±1st order diffractions). In Fig. 5.3c, the mechanical
tuning results in a continuous blue-shift of the resonance while the strong phase re-
sponse remains at the resonance, indicating that the phase can be readily modulated
by the nanomechanical tuning near the resonant wavelength. In particular, at the
wavelength of 1529 nm, |A0Cℎ |2 and q0Cℎ are plotted in Fig.5.3d as a function of the
nanomechanical tuning, revealing that the nanoscale movement within 80 nm can
lead to phase modulation up to 252◦ with minimal |A0Cℎ |2 over 0.47. In Fig. 5.3d,
we set the maximum mechanical movement at 80 nm to avoid irreversible stiction
of the nanostructures, which is known as pull-in effect.

Next, we numerically investigate the metasurfaces’ capability of beam steering,
utilizing a pair of the nanostructure as a building block of the proposed active
metasurfaces. Specifically, the gaps of the pairs of nanostructure are adjusted by the
applied biases so that the metasurface manipulates the wavefronts of the reflected
light. When assuming that the phase is locally determined by the gap of the two
nanostructures, we can exploit the relationship between q0Cℎ and 61−62

2 plotted in
Fig 5.3d as a lookup table to design the metasurfaces. In other words, once the
desired phase distribution is determined, the gaps of nanostructures can be inversely
obtained from Fig. 5.3d. It is noteworthy to mention that this lookup table approach
is widely used in passive and active metasurfaces. First, we investigate a blazed
diffraction grating of which the linear phase gradient is negative. As shown in
Fig. 5.3e, the period of the grating, ?6, is determined by periodicity and 2Λ, where
the periodicity represents the number of the pairs in one period of the blazed grating.
As the blazed grating is designed to have the negative phase gradient of − 2c

?6
, the

metasurfaces expect to cause the dominant −1st order diffraction at the angle of
−\6 = −B8=−1( _

?6
). We simulate negative phase gradient gratings having periodicity

of 4 and 6. The spectra of reflected power coefficients for the 0th and ±1st and order
diffractions are plotted in Figs. 5.3f and 5.3g. At 1529 nm, the reflected power
coefficients of the −1st order diffraction are 16.7 and 27.0% in Figs. 5.3f and 5.3g,



99

respectively. In contrast, the calculated reflected power coefficients of the +1 st
(0th) order diffraction are 2.53% (5.69%) and 4.66%(7.47%) in Figs. 5.3f and 5.3g,
respectively. Similarly, the blazed gratings with positive phase gradients are also
investigated. In Fig. 5.3h, the arrangement of the gap sizes are simply reversed
compared to the arrangement of the negative phase gradient blazed gratings shown
in Fig 5.3e. Then, the reversed nanomehcanical displacements realize the positive
phase gradient of 2c

?6
, expecting to result in the dominant +1st order diffraction

at the angle of \6. The reflected power coefficient spectra of the positive phase
gradient blazed gratings are plotted in Figs. 5.3i and 5.3j. The dominant +1st
order diffraction and the suppressed 0th and −1st order diffractions are observed
in Figs 5.3i and 5.3j. At the design wavelength of 1529 nm, the reflected power
coefficients of the +1st order diffraction are 10.1% and 18.0% in Figs. 5.3i and 5.3j,
respectively. At the same wavelength, the calculated reflected power coefficients of
the −1st (0th) diffraction order are 4.26% (7.46%) and 7.11%(8.49%) in Figs. 5.3i
and 5.3j, respectively. For both periodicities of 4 and 6, the negative phase-gradient
gratings used in Figs. 5.3f and 5.3g performmore efficiently than the positive phase-
gradient gratings used in Figs. 5.3i and 5.3j. The same trend can be also found in the
case of periodicity of 1 (see Fig. 5.A.4 for details). We expect that these differences
inherently result from the asymmetry of the structure with respect to G-axis. Besides,
at the design wavelength of 1529 nm, reflected power coefficients of all available
diffraction orders are plotted in Fig. 5.A.5, showing that all high-order diffraction
components are suppressed compared to the desired diffraction order.

5.4 Fabrication and optical characterization of the active metasurfaces
We fabricate the active metasurface using a standard silicon-on-insulator wafer and
sequential nanofabrication process (see Methods for details). Figure 5.4a shows
a photographic image of the device. In Fig. 5.4a, the fabricated device is wire-
bonded to a custom-made printed circuit board for connections to the external
electrical sources. Scanning electron microscope images of the devices are shown
in Figs. 5.4b-d. The metasurface consists of 36 pairs of the asymmetric suspended
nanostructures. In this paper, all of the nanostructures are 50 `m long in H-axis
and both ends of the nanostructures are connected to either anchors or large silicon
layers that are supported by the buffered oxide layers [159]. Furthermore, 61 and
62 are adjusted in the fabrication process to make 61 120 nm smaller than 62 such
that the nano-electromechanical tuning leads to efficient tuning of the resonance.
In Fig. 5.4d, the fabricated asymmetric nanostructures show great agreement with
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Figure 5.4: Optical characterization of dynamic properties of the asymmetric
nano-electromechanical metasurface. a Optical image of the fabricated metasur-
face. Electrodes in the device are wire-bonded to a custom printed circuit board.
b-d Scanning electron microscopy images of the metasurface. Every pair of the
nanostructure is connected to the electrodes. Scale bars in b, c, and d denote 500,
10, and 1 `m, respectively. e Schematic of electrical configuration. Four different
electrical biases, +1, +2, +3, and +4, are periodically applied to every four pairs of
the nanostructures. In f-h, +2 and +4 are equally changed with +1 and +3 grounded.
f Measured reflection spectra for TE-polarized normally incident light. The spectra
are measured under six different biases and plotted in different colors. The applied
bias for each color is shown in legend. The reflection spectra are normalized by the
reflection from a gold electrode. g Measured intensity modulation under different
biases at the wavelength of 1524 nm. The applied bias varies from 0V to 8V. h
Measured phase shift of the metasurface at the wavelength of 1524 nm as a function
of the applied biases from 0V to 8V. Error bars represent standard deviations of the
estimated phase shifts.

the design shown in Fig. 5.1. Figure 5.4e illustrates the electrical configuration of
the device, showing that every four pairs of nanostructures are connected to four
different electrodes. In Fig. 5.4e, +1, +2, +3, and+4 denote the four different applied
biases. The voltage differences between the neighboring nanostructures locally
determine the gap sizes. The electrical configuration shown in Fig. 5.4e enables the
nano-electromechanical modulation with periodicity of 4.

We characterize the tunable optical properties, implementing the scheme shown in
Fig. 5.3a. While +1 and +3 are grounded, +2 and +4 are connected to the external
biases. When the TE-polarized light is normally incident, the reflection spectra are
measured under different external biases and plotted in Fig. 5.4f (see Methods and
Fig. 5.A.6 for details). Without any bias, the resonance dip was observed around
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1526 nm in Fig. 5.4f, showing good agreement with the simulated resonance dip
at 1529 nm shown in Fig. 5.3b. We believe that the small deviation results from
slight errors in fabrication. When the bias changes from 4V to 7V, blue-shift of
the resonances and decrease of the minimum reflection are observed in Fig. 5.4f,
showing great agreement with the simulated results in Fig. 5.3b. As an objective lens
in the setup cannot capture the diffraction at ∼44 degree, the decrease of minimum
reflection in Fig. 5.4f can be explained by the increase of the ±1st-order diffractions
(see Fig. 5.A.4 for details). However, the spectrum measured with the bias of 8V
in Fig. 5.4f results in increase of the minimum reflection, abrupt broadening of the
resonance, and a large spectral shift of −8nm, deviating from the simulation results
in Fig. 5.3b. We believe that the deviation results from non-negligible bending of
the nanostructures at the large applied bias.

We experimentally investigate electrical modulations of reflection and reflected
phase. Like themeasurements in Fig. 5.4f, we implement the electrical configuration
shown in Fig. 5.3a. To measure the intensity as a function of the applied bias, the
reflection is measured at 1524 nm by increasing the applied bias from 0 to 8V. The
measured reflection is plotted as a function of the applied bias in Fig. 5.4g, showing
that the measured reflection is higher than 50% (see Supplementary Fig. 5.A.7
for measured amplitude modulations at different wavelengths). Figure. 5.4g can
be qualitatively explained by the blue shifts observed in Fig. 5.3b and Fig. 5.4f.
In Fig. 5.4f, the resonance dip is placed at 1526 nm without any bias. As the
applied bias increases, the resonance is continuously blue-shifted so the resonance
dip moves towards the measured wavelength of 1524 nm. From the position of the
dip in Fig. 5.4g, the resonance dip is placed at 1524 nm when the applied bias is
around 6.91V. For the further increase of the bias, the resonance dip is blue-shifted
below 1524 nm and the shift results in increase of the reflection. In addition,
we measure the phase modulation at 1524 nm by varying the applied bias. For
the measurement of the phase shifts, we employ a Michelson-type interferometer
setup [159]. As the field of view of the objective lens is larger than the device size,
the input light illuminates the metasurface and unpatterend regions at the same time
and forms fringes with a reference beam at the image plane. The phase shift is
mainly evaluated by the shift of the fringes on the metasurface, while we ensure that
the fringes on the unpatterned regions are unchanged. Figure 5.4h shows measured
phase shifts as a function of the applied bias at the wavelength of 1524 nm. First of
all, the device achieves large phase modulation over 312◦ within the applied bias of
8V. Although the measured phase modulation is 61◦ larger than the simulated phase
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modulation shown in Fig. 5.3d, the enhanced phase modulation in the measurement
may result from significant resonance shifts observed in Fig. 5.4f at the applied bias
of 8V. As discussed before, the non-negligible bending effect at the large electrical
bias may result in the large tuning of the resonance. In Fig. 5.4h, the phase shift
mostly occurs over 6V and the phase shift of ∼180◦ is observed with the applied
bias of 7.37V.

5.5 Experimental demonstration of electrically controllable diffraction
After validating the wide phase tunability and high reflection, we demonstrate
electrical control of the diffraction patterns. As shown in Fig. 5.4e, the device has
the fixed periodicity of 4, so it realizes beam splitting into the ±1 st orders and beam
deflection into the +1st or −1st order with the \6 of 10.04◦. While+1 is connected to
ground, the values of +2, +3, and +4 are controlled to verify the dynamic diffraction
patterns in experiment. We image a Fourier plane of the metasurface such that the
diffraction patterns from the metasurface are directly measured (see Methods and
Fig. 5.A.6 for details). First, we only increase +4 from 0 to 8 V continuously and
observe the changes in the Fourier plane. In Fig. 5.5a, the diffraction occurs near
±10◦ for the large bias over 6V. As shown in Figs. 5.5a and 5.5b, negligible signals
are observed at 10◦ when no bias is applied. The strongest diffraction intensity
is observed when +4 is at 7.63V in Figs. 5.5a and 5.5c. Furthermore, the −1st
order signal was stronger than the +1st order signal in Fig. 5.5c. This asymmetric
diffraction mainly results from the inherent asymmetry of the structure, showing
agreement in the numerical results shown in Fig. 5.3d-i and Fig. 5.A.4. Interestingly,
when the +4 further increases up to 8V, the devices achieve comparable ±1st order
diffractions in Fig. 5.5d so nearly symmetric beam splitting is realized. Next, we
start to control +2, +3, and +4 for the demonstration of the beam deflection into the
−1st or +1st order diffraction. In Fig. 5.5e, the device achieves the strong −1st order
of which normalized intensity reaches 44%. Compared to the results shown in 5.5c.
the +1st order diffraction is well suppressed in 5.5e and its normalized intensity is
as small as 9 %. Likewise, the device can provide strong +1st order diffraction by
adjusting the electrical bias reversely. In Fig. 5.5f, the strong +1st order diffraction
is observed. Compared to the results in Fig. 5.5d, the −1st order is well suppressed
but the peak intensity of the +1st order is rarely changed in Fig. 5.5f.

In addition to the electrical diffraction control, we should mention that the lobes
near 0◦ in Figs. 5.5a-e are split. We believe that the finite size of the sample and the
electric field profile in Fig. 5.2g result in the splitting of the main lobe. Although the
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Figure 5.5: Tunable diffraction with the asymmetric nano-electromechanical
metasurface. a Measured intensity at the Fourier plane of the metasurface. The
intensity is measured at the 1524 nm as a function of the applied bias from 0V to
8V. At each bias, the intensity is normalized by the peak intensity near 0◦. The
± 1st order diffractions start to appear near +?<10◦ when the applied bias is over
6V. On top of the image, the values of +1-+4 are noted and +4 is only changed. b-f
Measured diffraction patterns at the wavelength of 1524 nm. The applied biases
are changed for each result. (top) Normalized intensity images are measured at
the Fourier plane of the metasurface. The values of +1-+4 are noted on top of the
images. Scale bars are 0.05:0 where :0 is a magnitude of wave vector in free-space.
(bottom) Measured cross-sectional intensity profiles are plotted as a function of the
diffraction angle. The intensities are normalized by the peak intensity at 0◦. The
diffracted signals near ±10◦ are denoted by pink shades.
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notches break the symmetry in the G-axis, the field profile in Fig. 5.2g is nearly anti-
symmetric along the G-axis from the center of the nanostrcuture, so we expect that
the individual antenna weakly radiates into the 0◦. Then, the finite size may allow
non-zero angle radiation of the individual antenna even under normally incident
light, potentially resulting in a dip around the center of the main lobe. Nonetheless,
we can readily move the resonance away from the operating wavelength by inducing
the large electrostatic forces and it shows the large lobe near 0◦ without any artifacts
in experiment (see Fig. 5.A.8 for details).

Furthermore, the strong 0th order signals are observed in Fig. 5.5a-e, indicating
that the diffraction efficiencies are not as good as the numerical results shown in
Figs. 5.3f, 5.3g, 5.3i, and 5.3j. We expect that the low experimental efficiencymainly
results from the imperfect fabrications and the finite size effect. To demonstrate
efficient devices in experiment, we fabricate another array of the metasurfaces with
changes in the electrical configuration (see Fig. 5.A.9 for details). The best device
shows the±1st order diffractions whose normalized intensities are larger than the 0th
order diffraction (see Fig. 5.A.9 for details). It experimentally points out that further
optimization in the nanofabrication process improves the diffraction efficiency of
the device.

5.6 Discussion and outlook
We utilized the asymmetric dielectric metasurfaces for the realization of tunable
phase SLMs, revealing that the asymmetric radiation is the key characteristic for the
designs of the reflective SLMs without mirrors. The asymmetric metasurfaces have
not just shown interesting physical properties such as a strong single-sided phase
response, but also offered practical advantages. For example, the proposed asym-
metric structure uniquely has allowed for the use of standard silicon-on-insulator
wafers in which the mirrors are usually not included. Furthermore, the strong
phase response of the asymmetric metasurfaces can be modulated by not only
NEMS, but various active mechanisms in general. For example, one can employ
thermo-optic [184], plasma-dispersion [201], DC-induced Kerr [202], and electro-
optic [203, 204] effects for all-solid-state active metasurfaces without significant
changes in the photonic design. Such all-solid-state active metasurfaces expect to
overcome several limits of the mechanical systems such as fragility and limited
aperture size.

In the numerical investigations on the beam steering capability of the active metasur-
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faces shown inFig. 5.3f, 5.3g, 5.3i,and 5.3j, all of the structures are designed by using
the lookup table in Fig. 5.3d. Although this intuitive approach enables large-scale
designs with moderate efficiencies, the efficiencies of the metasurfaces can poten-
tially be improved using optimization process [205]. Specifically, the parameterized
adjoint optimization can be performed with arbitrary target wavefronts to determine
optimal arrangement of the gap distances between the nanostructures [206]. For the
moderate size of the device, we expect the parameterized adjoint optimization to
yield significant improvement in efficiency.

In addition, it is worth noting that the tunable strong phase response shown in
Fig. 5.3c is a necessary condition for wavefront shaping at wavelength scale. For
example, in Ref. [159], interference of two guided mode resonances have led to
similar nanomechanically tunable phase responses. However, the device could not
support the wavefront engineering at wavelength or sub-wavelength scale. There-
fore, the difference in performance makes the presented efficient beam steering
performance unique. As explained before, we believe that the presented beam
steering performance mainly results from the use of high-Q Mie mode resonance.
The results presented here open up new questions about the design process of
nano-electromechanical active metasurfaces: "What resonant modes can we use
for high-resolution phase SLMs?" "What is a sufficient condition for the wavefront
shaping?" etc. In general, we expect that the questions are fundamentally related to
complicated interactions between non-periodic resonant nanostructures.

We employed two sequential nanofabrication processes to create asymmetric nanos-
tructures shown in Fig. 5.4d (see Methods for details). Although the high-end
CMOS fabrication process supports the multi-layer nanofabrication with high ac-
curacy, the complexity of the multi-layer nanofabrication and the high accuracy
required in the fabrication process may hinder scalable production of the proposed
devices. However, we envision that slanted gratings can replace the proposed struc-
tures for the scalable production. In particular, it has been recently shown that the
slanted gratings can achieve asymmetric radiations [200]. More importantly, the
slanted gratings can be fabricated with a single lithography step and angled etching
techniques [200]. Thus, the slanted structures potentially allow for integration of
our asymmetric active metasurfaces in a scalable fashion using the mature standard
optical MEMS foundry process.

In summary, we experimentally demonstrated the nano-electromechanically tunable
phase SLMs, which are enabled by the asymmetric metasurfaces. Besides, a rig-
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orous theoretical modeling based on temporal coupled mode theory was shown,
offering detailed physical explanations and design intuitions. Furthermore, the ac-
tive metasurfaces numerically and experimentally achieved wide phase tunability,
high absolute reflection, and a wavelength scale pixel size. Finally, we demonstrated
the nano-electromechanical control of diffraction patterns using the proposed meta-
surfaces. In general, this work experimentally showcases the potential of the asym-
metric resonant dielectric metasurfaces in their applications to the next-generation
SLMs.

5.7 Methods
Simulation and design
The reflected spectra are calculated using the rigorous coupled wave analysis tech-
nique [95]. Assuming the infinite length of silicon nanostructures, 2D simulations
were performed. While we assume that the silicon structures are surround by air in
Fig. 5.2, 700-nm air gap, 2300-nm thick silicon oxide layers and silicon substrate are
added underneath the silicon structure in Fig. 5.3 to simulate the fabricated devices.
The eigenmode analysis shown in Figs. 5.2c, 5.2g, S1, and S3 are performed using
a commercial software based on finite elements method, COMSOL®. Refractive
indices of Si and SiO2 for the telecom wavelength in the simulation are 3.4 and 1.45,
respectively.

Device fabrication
We use a silicon-on-insulator wafer with a device layer of 1500 nm and a buffered
oxide layer of 3 `m on a 1 mm thick silicon substrate. First of all, the device layer is
thinned down to the target thickness of ∼838 nm using reactive-ion-etching with a
gas mixture of SF6 and C4F8. The nanofabrication includes three sequential electron
beam lithography steps, the first one for the grating structures, the second one for the
notches, and the last one for the electrodes. For all electron beam lithography steps,
a ∼300-nm-thick positive electron resist (ZEP-520A, Zeon) is spin-coated on the
device. The patterns are generated by 100 kV electron beam exposure (EBPG5200,
Raith GmbH), and the resist is developed in a developer solution (ZED-N50, Zeon).
To pattern the gratings and notches, the ZEP resist is utilized as a soft mask in the
reactive ion etching steps and then removed by remover PG (Microchem). After the
fabrication of the aysmmetric silicon nanostructures, the electrodes were patterned
by electron beam lithography, the deposition of chrome and gold (5nm and 65nm)
layers, and liftoff. To etch the buffered oxide layer under the gratings, we exploit
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buffered hydrofluoric acid. Like the under-cut process in [159], the time of the
under-cut process is adjusted carefully such that the anchors are supported by the
SiO2 while the nanostructures are fully suspended. After the under-cut, the device
is dried by a critical point dryer. Finally, the device is connected to a custom printed
circuit board using a wire bonder (WestBond 7476D). In Fig. 5.4e, the device has
four different sets of electrodes. The customized PCB is capable of providing four
independent voltages to the sets of the electrodes in the device. The independent
biases are produced by Arduino (Arduino Uno R3). Specifically, four different pulse
width modulation (PWM) channels in Arduino are connected to four PWM to DC
converter modules (LC-LM358-PWM2V) and a custom external circuit. As a result,
the applied biases are individually controllable by updating the four PWM channels,
which are programmed via a common laptop by using the Arduino software (IDE).

5.8 Appendix
Temporal coupled-mode theory on asymmetric resonant dielectric metasur-
faces
For resonant metasurfaces or photonic crystals, it is known that temporal responses
of the resonator can be described by temporal coupled mode theory (TCMT). As
seen in Fig. 5.2a, with normally incident light, the resonant metasurface can be
modeled by a single-mode resonator that is coupled to two ports. The dynamics of
the optical resonance can be generally formulated by:

3D

3C
= (8F0 −

1
g1
− 1
g2
− 1
g=A
)D +

(
31 32

) (
B+1
B+2

)
, (5.4)

(
B−1
B−2

)
= �

(
B+1
B+2

)
+

(
31

32

)
D, (5.5)

where D and F0 correspond to complex amplitude of the resonance and the central
resonance frequency, respectively; 31 and 32 are the coupling coefficients between
the two ports and the resonances; the resonance radiatively decays into port 1 and
2 with decay rates of 1

g1
and 1

g2
, respectively; 1

g=A
is the nonradiate decay rate; B+1

(B−1 ) and B
+
2 (B−2 ) are amplitudes of the incoming (outgoing) waves from the ports; �

is a direct-transport scattering matrix, written by � = 48q3

(
C 8C

8C A

)
, where r, t, and

q3 are the real reflection coefficient, the real transmission coefficient, and the phase
factor, respectively. � generally describes the direct coupling between the incoming
and outgoing waves. In addition, as q3 depends on the selection of reference planes
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in the model, q3 can be set to 0 for simplicity. In addition, we here assume that
1
g=A

is negligible because silicon is almost lossless in the telecom wavelength range.
According to the time-reversal symmetry and the energy conservation, the coupling
coefficient satisfies

3∗131 =
2
g1
, 3∗232 =

2
g2
, (5.6)

�

(
3∗1
3∗2

)
= −

(
31

32

)
, (5.7)

revealing that the coupling conditions are fundamentally related to the decay rates
of the resonances as well as the direct-transport scattering [182, 197].

According to Refs. [197, 198], we could analytically solve Eqs. 5.4-5.7 to obtain the
Eqs. 5.1 and 5.2. In detail, when the system is driven by a continuous laser, whose
frequency is F, we can derive D as a function of F from Eq. 5.4

D =

(
31 32

) (
B+1
B+2

)
8(F − F0) + 1

gC>C

, (5.8)

where 1
gC>C

= 1
g1
+ 1
g2
. By inserting Eq. 5.8 into Eq. 5.5, the outgoing waves can be

described by, (
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)
= �

(
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B+2

)
+

(
31

32

) (
31 32

)
8(F − F0) + 1

gC>C

(
B+1
B+2

)
. (5.9)

From Eq. 5.9, we can derive the reflection spectra of port 1 and 2, A1 and A2:

A1 =
B−1
B+1

����
B+2=0

= A + 31
2

8(F − F0) + 1
gC>C

, (5.10)

A2 =
B−2
B+2

����
B+1=0

= A + 32
2

8(F − F0) + 1
gC>C

. (5.11)

Next, Eqs. 5.6 and 5.7 are employed to eliminate phase ambiguity of 31 and 32 in
Eqs. 5.10 and 5.11. Specifically, from Eq. 5.6, 31 and 32 can be described by

31 =

√
2
g1
48\1 , 32 =

√
2
g2
48\2 , (5.12)

where \1 and \2 are phases of the coupling coefficients of 31 and 32, respectively.
By inserting Eq. 5.12 into Eq. 5.7, 2>B(2\1) and 2>B(2\2) can be derived by
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)
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)
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where 1
f
= 1

g1
− 1
g2
. Then, B8=(2\1) and B8=(2\2) are expressed as:
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As A1 and A2 in Eqs. 5.10 and 5.11 can be described by 2>B(2\1), 2>B(2\2), B8=(2\1),
and , B8=(2\2), we can derive the Eqs. 5.1 and 5.2:

A1 = A +
2
g1

(
2>B(2\1) + 8B8=(2\1)

)
8(F − F0) + 1

gC>C

=

8

[
A (F − F0)±

√
2
g2
1
+ 2
g2
2
− A2

g2
C>C

− 1
A2f2

]
− 1
Af

8(F − F0) + 1
gC>C

,

(5.17)
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(5.18)

The two-port resonator model shown in Fig. 5.2a generally describes any single-
mode resonant metasurfaces under normal incidence. When the light is obliquely
incident and themetasurface is in sub-wavelength regime (i.e. there is no diffraction),
the metasurface can be modeled by a four-port resonator. The general description of
the four-port resonator model can be found in Ref. [198]. Here, we only deal with
a fully symmetric case where the resonance equally decays into the four ports with
the decay rate of 1

g0
. The reflection spectrum of the symmetric resonator, AB, can be

expressed as [198]:

AB =

8

[
A (F − F0)± 2

g0

√
1 − A2

]
8(F − F0) + 2

g0

. (5.19)
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We should note that Eq. 5.19 becomes identical to Eq. 5.17 or 5.18when 1
g1
= 1

g2
= 1

g0
.

In other words, if the structures are symmetric with respect to all available ports and
1
g0
≠ 0, the single-mode resonance is always critically coupled to the excitation.
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Measurement procedure
All of the measurements presented in this paper are characterized using the set-ups
shown schematically in Fig. 5.A.6 [159, 184]. We use a tunable laser (Photonetics,
TUNICS-Plus) as the light source. A beam splitter is placed in front of the fiber
collimator (Thorlabs, F260FC-1550) to capture the power from the source and send
the light to the sample. For reference, the power from the source is measured by a
InGaAs detector (Thorlabs, PDA10CS). The PBS, a half waveplate (HWP), and a
polarizer are inserted to set the polarized state of the incident light to TE polarization.
The sample at the object plane is imaged by a 20× infinity-corrected objective lens
(Mitutoyo, M Plan Apo NIR) and a tube lens with a focal length of 200 mm. The
position of tube lens and the mounting stage of the sample are adjusted to ensure
normal incidence. At the image plane, an iris (Thorlabs,ID25) is inserted to select a
region of interest with a diameter of 45 `m in the object plane. The spatially filtered
light was either focused onto another InGaAs detector for the measurement of the
spectra, or imaged on an InGaAs SWIR camera (Goodrich, SU320HX-1.7RT) using
relay optics. All reflection signals were obtained by dividing the signal from the
sample by the signal from the sources. Due to different input polarization states, the
incident power onto the sample varies at different wavelengths. Thus, the signals
are further normalized by the signals from the gold.

To measure the phase response shown in Fig. 5.4h, we use a Michelson-type in-
terferometer setup [159]. A part of the setup marked by a black dashed box in
Figure 5.A.6 is only utilized for the phase measurement.

To measure the diffracted signal shown in Figs. 5.5 and 5.A.9 , we image a Fourier
plane of the metasurface [159]. Parts of the setup marked by a green solid box in
Figure 5.A.6 are only utilized for the diffraction pattern measurement. Specifically,
relay lenses, L6 and L7, and a filp mirror are used to image the Fourier plane with the
InGaAs SWIR camera. Also, we built a custom microscope setup at the wavelength
of 850 nm to align the sample when we image the Fourier focal plane.
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Figure 5.A.1: Electric field profile of high-order Mie mode resonance in a
symmetric Si nanobar. H-components of electric fields are plotted. The eigenmode
is found without the periodic boundary condition. The width and thickness are 841
and 838 nm, respectively. The calculated complex eigenfrequency is (191 + i0.291)
THz, corresponding to the resonant wavelength of 1569 nm and Q-factor of 328.
Scale bar denotes 500 nm.
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Figure 5.A.2: Analytical fitting of calculated reflection and reflected phase spec-
tra of the asymmetric metasurface. a and b Numerical data shown in Figs. 5.2h
and 5.2i is fitted by using Eqs. 5.1 and 5.2. As shown in Fig. 5.2f, |A)�1 |2 (|A)�F |2)
and q)�1 (q)�2) represent reflection and reflected phase for top (bottom) illumi-
nation, respectively. a: Calculated and fitted spectra of |A)�1 |2 and |A)�2 |2. Red
asterisks show the calculated spectra of |A)�1 |2 or |A)�2 |2. The fitted spectrum is
plotted by a black solid line. i: Calculated and fitted spectra of q)�1 and q)�2. Red
and blue asterisks represent the calculated spectra of q)�1 and q)�2, respectively.
The fitted spectra of q)�1 and q)�2 are plotted by solid and dashed black lines,
respectively. c Fitted reflection spectra of the direct-transport scattering process.
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Figure 5.A.3: Numerical investigation of asymmetric radiation of the proposed
metasurface. Calculated electric field profiles of the eigenmode at Γ point. The
H-components of the electric field profiles of the eigenmode are plotted. Strong
radiation toward top direction is observed. In simulation, the power ratio between
the top and bottom radiations and Q-factor of the eigenmode are 17.54 and 1021,
respectively.
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Figure 5.A.4: Numerical investigations on high diffraction orders. a and b
Simulated reflected power spectra of the ±1st order diffractions. The reflected
power coefficient spectra of the −1st and +1st order diffractions, |A1BC |2 and |A+1BC |2,
are calculated as a function of the nanomechanical tuning, 62−61

2 , and plotted in a
and b, respectively. It should be noted that the color bars are different in a and
b. The calculated reflected power coefficient spectra of the 0th order diffraction is
shown in Fig. 5.3b.
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Figure 5.A.5: Numerical investigation on reflected power coefficients of the
asymmetric metasurface. a-d Calculated reflected power coefficients of the meta-
surface grating at the design wavelength of 1529 nm. The simulated reflected power
coefficients are plotted for all available diffraction orders. The designs used in
Figs. 5.3f, 5.3g, 5.3i and 5.3j are employed for a, b, c, and d, respectively
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Figure 5.A.6: Schematic illustration of the experimental setup. Red lines rep-
resent the paths of the light. To achieve the reflection spectra of the TE-polarized
input light, Pol. and HWP in front of the objective lens are aligned to 45 and 67.5
degree, respectively. A black dashed box represents optical elements exploited to
generate reference beam for the phase measurement shown in Fig. 5.4h. Also, we
use optical components in green boxes only for the measurements of the diffraction
pattern shown in Figs. 5.5, 5.A.8, and 5.A.9. Pol.: linear polarizer. BS: beamsplit-
ter. PBS: polarizing beamsplitter. L: lens. PD: photodetector. M: mirror. QWP:
quarter waveplate. HWP: half waveplate. Obj.: microscope objective lens. SWIR
camera: short-wave infrared camera.
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Figure 5.A.7: Measured intensity modulations near the resonance wavelength.
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ent colors as a function of the applied biases. The applied biases vary from 0V to
8V. The measured wavelength for each color is shown in legend.
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Figure 5.A.8: Measured back focal plane image with large resonance shift. Top:
The normalized intensity image is measured at the Fourier plane of the metasurface.
The values of +1-+4 are noted on top of the images. +2 and +4 increase up to 8
nm to move the resonance below the measured wavelength of 1524 nm. Scale bars
are 0.05:0 where :0 is a magnitude of wave vector in free-space. Bottom: The
measured cross-sectional intensity profile is plotted as a function of the diffraction
angle. The intensities are normalized by the peak intensity at 0◦. The diffracted
signals near ±10◦ are denoted by pink shades.
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Figure 5.A.9: Experimental demonstration of the efficient active metasurface.
a Schematic of electrical configuration. With three pairs of the asymmetric nanos-
tructures grounded, only one pair is connected to external bias, +4, for every four
pairs of nanostructures. As two electrodes are required for this electrical bias, a
large number of devices can be fabricated and modulated simultaneously [159]. b
Measured reflection spectrum for TE-polarized normally incident light. The spec-
trum is measured without any bias and normalized by the reflection from a gold
electrode. c Measured intensity at the Fourier plane of the metasurface. The inten-
sity is measured at the 1519 nm as a function of the applied bias. +4 changes from
0V to 7.6V with a step size of 0.1 V. At each bias, the intensity is normalized by
the maximum intensity. d Measured diffraction patterns at 1519 nm with +4 of 7V.
The corresponding data is noted by a blue dashed line in c. Top: The normalized
intensity image is measured at the Fourier plane of the metasurface. The value of
+4 is noted on top of the image. Scale bar denotes 0.05:0 where :0 is a magnitude
of wave vector in free-space. Bottom: Measured cross-sectional intensity profile is
plotted as a function of the diffraction angle. The intensities are normalized by the
peak intensity around −10◦. The diffracted signals near ±10◦ are denoted by pink
shades. Quantitatively, the −1st and +1st order signals are 6.06 dB and 3.75 dB
larger than the 0th order signal, respectively
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C h a p t e r 6

NEMS-TUNABLE DIELECTRIC CHIRAL METASURFACES

Active control of strong chiroptical responses in metasurfaces can offer new oppor-
tunities for optical polarization engineering. Plasmonic active chiral metasurfaces
have been investigated before, but their tunable chiroptical responses is limited due
to inherent loss of plasmonic resonances, thus stimulating research in low loss active
dielectric chiral metasurfaces. Among diverse tuning methods, electrically tunable
dielectric chiral metasurfaces are promising thanks to their potential for on-chip
integration. Here, we experimentally demonstrate nano-electromechanically tun-
able dielectric chiral metasurfaces with reflective circular dichroism (CD). We show
a difference between absolute reflection under circulary polarized incident light
with orthogonal polarization of over 0.85 in simulation and over 0.45 experimen-
tally. The devices enable continuous control of CD by induced electrostatic forces
from 0.45 to 0.01 with an electrical bias of 3V. This work highlights the potential
of nano-electromechanically tunable metasurfaces for scalable optical polarization
modulators.

6.1 Introduction
Chirality is an asymmetric feature describing structures that are not superimposed
onto their mirror images. Chiral structures are known to interact differently with
light polarized with different handedness and the optical responses that are sen-
sitive to handedness are called by chiroptical responses. Although chirality is
ubiquitous in various molecules, the chiroptical effects in natural materials are
generally very weak, requiring considerable propagation distances to observe the
chiropotical effects such as circular dichroism (CD) or circular birefringence. To
overcome the limited amount of the natural chiroptical effects, chiral metatmate-
rials or metasurfaces have been investigated in past two decades [32–34]. First,
plasmonic 3D-printed metamaterials or multilayers of patterned metasurfaces have
been explored [207–210]. Despite their strong and broadband chiroptical proper-
ties, complicated fabrication procedures limit practical applications and extensions
to tunable devices. Moreover, planar plasmonic chiral metasurfaces with a single
patterned layer have been investigated. In particular, patterned plasmonic chi-
ral metasurface on top of a flat back metallic mirror has achieved high circular
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dichroism [211–213]. Unlike conventional metallic mirrors which reflect circular
polarized light with reversal of handedness, these plasmonic mirrors selectively re-
flect one circularly polarized light without changing the handedness while the other
circular polarization is absorbed [211–213]. These polarization selective mirrors
are often called chiral spin-preserving mirrors and have potential applications in
valley exciton-polaritonics [214]. Complementary to plasmonic metastructures, all-
dielectric chiral metasurfaces also have shown strong chiroptical effects [215–217].
In particular, it has been recently demonstrated that a single-layer dielectric metasur-
face is able to realize near-unity CD in reflection [217]. Unlike the aforementioned
plasmonic chiral structures with back metallic mirrors [211–213], the single-layer
dielectric chiral metasurface selectively reflects one circular polarized light with
preserved handedness and transmits the other circular polarized light with flip of
handedness [217].

Dynamical control of the strong chiroptical effects in metamaterials can boost de-
velopment of devices for novel polarization control. During the last decade, recon-
figurable plasmonic chiral metastructures have been extensively investigated in THz
and microwave domain [218–221]. For example, diverse active platforms using
optical tuning [218], global mechanical deformation [219], microelectromechanical
systems [220], and electrical gating of graphene [221] have been proposed. In
addition to the devices working in THz or microwave domain, dynamic plasmonic
chiral metasurfaces have been also extensively studied in optical domain. For ex-
ample, all-optical tuning of phase change materials [222] or DNA structures [223]
has enabled switchable chiroptical responses. Also, global environmental tuning of
liquid [224], pH [225], strain [226], and magnetic field [227] have been explored.
However, these all-optical or global tuning methods generally require complicated
setups hindering the development to on-chip integration. Thus, electrical control
of the chirality can be more attractive than other methods for practical applications.
We should note that Zhang et al reported cery recently nano-electromechanically
tunable chiral plasmonic metasurfaces, thus enabling active control of polarization
and chiroptical responses through nano-electromechanical actuation in vertical di-
rection [228]. Nevertheless, all of the aforementioned tunable plasmonic chiral
metasurfaces are inherently lossy which limit optical performance.

In contrast to the extensive works on tunable plasmonic chiral metasurfaces, inves-
tigations related to tunable dielectric chiral metasurfaces have been limited. For
instance, optothermal moving of the nanoparticles [229] and all-optical tuning of
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nonlinearity of Si [230] have enabled tunable chiroptical responses. However, both
systems still require additional optical systems to modulate the device optically,
imposing considerable limits on compact integration [229, 230]. More broadly,
optomechanical GaAs chiral metasurfaces have been demonstrated using excitation
of global mechanical oscillation of the membrane through a bulky piezoelectric
actuator [231]. However, the system has not just shown very weak tunable response
mainly due to the limited movement of the membrane, but also only allowed the os-
cillation of the output signal [231]. Therefore, up to our knowledge, electrical tuning
of dielectric chiral metasurfaces has not been explored and can be promising alterna-
tives to that of the plasmonic chiral metasurfaces thanks to low-loss optical property
of dielectric materials. Furthermore, from perspectives of devices, scalable material
platforms such as silicon and low electrical bias within CMOS logic level can be
important for the on-chip integration. In this work, we experimentally demonstrate
nano-electromechanically tunable dielectric chiral metasurfaces in telecom wave-
length. The metasurfaces resonantly work as the chiral spin-preserving mirrors,
exhibiting selective reflection for one circular polarization without external bias.
Furthermore, the resonances hosted by the metasurfaces can continuously tuned by
induced electrostatic forces. Especially, the devices experimentally achieve transi-
tion of CD in reflection from 0.44 to 0.01 at the resonant wavelength. Finally, the
devices are modulated within electrical bias of 3V and fabricated by using standard
silicon-on-insulator platforms.

6.2 Main
Figure 6.1 shows conceptual illustrations of the proposed nano-electromechanically
tunable chiral metasurface. In Fig. 6.1a, the illustrative schematic of top view of
the suspended silicon chiral metasurface is displayed. The metasurface consists of
two sets of pairs of doped silicon nanostructures and an electrode is deposited on
each silicon layer for electrical bias. In Figs. 6.1a and 6.1b, different colors are
used to explicitly visualize two sets of the nanostructures. Throughout this paper,
all devices are composed of 675 nm thick and 45 `m long silicon nanostructures.
Two pairs of the suspended nanostructures are shown in Fig. 6.1b with design
parameters. Especially, period, p, is chosen to be 700 nm so that the period of
the pair is smaller than the wavelength of interests to avoid unwanted diffraction
under normal incidence. As shown in Fig. 6.1b, we intentionally breaks n-fold
rotational symmetry for n>2 and any in-plane mirror symmetry to achieve strong
chiroptical effects in reflection. It is worth noting here that this design approach has
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Figure 6.1: nano-electromechanically tunable all-dielectric chiral metasurfaces
a Schematic illustration of a top view of the metasurface. The metasurface is
composed of two sets of doped silicon nanostructures. Anchors and the gold
electrodes are marked. Electrodes are deposited on each silicon layer for mechanical
actuation. b Schematic illustration of two pairs of the nanostructures constituting to
the metasurface. Geometric parameter definitions are shown in the illustration. In a
and b, two different colors are employed to distinguish two sets of the nanostructures
and visualize voltage difference between two sets. Pink and red colors represent
ground, GND, and applied bias, +0, respectively. c and d Illustrations of reflection
behavior of the metasurfaces without and with external bias. c: Without external
bias, the metasurface selectively reflects RCP light by keeping the handedness and
transmits LCP light with change of handedness. d With actuation, the metasurface
becomes achiral. The amounts of co- and cross-polarized reflection and transmission
become symmetric for both RCP and LCP input lights.

been extensively used for the single layer dielectric chiral metasurfaces [217] and
the plasmonic chiral metasurfaces having back metallic reflectors [211–213]. When
the electrical bias is applied, all pairs of the neighboring nanostructures that are
connected to the different electrodes have voltage difference and become capacitors.
Thus, the induced electrostatic forces between the nanostructures enable continuous
mechanical actuation as a function of the external bias. In other words, 61 (62)
decreases (increases) by applying the bias, where 61 (62) is the gap size between the
two neighboring bars in the different (same) set. In Fig. 6.1c and Fig. 6.1d, optical
functions of the metasurface are schematically illustrated. In Fig. 6.1c, the structure
without the actuation reflects right circular polarized (RCP) light without flip of the
handedness while left circular polarized (LCP) light is transmitted with reversal of
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Figure 6.2: Simulated mechanically tunable chiroptical responses. a Simulated
reflection spectra of co- and cross- polarized components under RCP and LCP
illuminations. The spectra of '!,! and '',' are plotted by dashed and solid black
lines, respectively. '',! and '!,' are identical and plotted together by a grey line.
Geometric parameters used in the simulation: ? = 700 nm, F = 505nm, 61 = 62
= 195 nm, F? = 85nm, and ;? = 265nm. b Electric field distribution cuts from a
middle plane of the nanostructure. The magnitude of the field profiles are plotted
under LCP (left) and RCP (right) illuminations at the resonance wavelength of 1478
nm. c Calculated reflection spectra of '!,! and '',' with mechanical movements.
The spectra of '!,! and '',' are plotted in dashed and solid lines, respectively. The
mechanical movements, expressed by 61−62

2 , varies from 0 nm to 80 nm. The value
of 61−62

2 for each color is shown in the legend. d Spectra of circular dichroism in
reflection, |'!,! − '',' |, for the different mechanical movements. The spectra are
calculated from c. The value of 61−62

2 for each color is shown in the legend.

handedness. When the bias is applied, the suspended nanostructures are actuated
and their chiroptical properties are continuously modulated. As shown in Fig. 6.1d,
the metasurface can exhibit negligible chiroptical responses with the actuation so its
co- and cross polarized reflection and transmission become identical for LCP and
RCP illuminations at the target wavelength.
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First, the proposed metasurfaces are numerically investigated by a commercial soft-
ware based on the finite element method, COMSOL® (see Method for details).
Polarization analysis of reflection from the metasurface is plotted in Fig 6.2a. The
reflection coefficient '!,! ('',') is defined as the reflection of the LCP (RCP) com-
ponent from the metasurfaces to the LCP (RCP) input light. Similarly, '',! ('!,')
is defined as the reflection of the RCP (LCP) component from the metasurfaces
to the LCP (RCP) input light. In Fig. 6.2a, the polarization-sensitive reflection is
observed near the resonant wavelength of 1478 nm. The metasurface selectively
reflects RCP light without flip of the handedness, while the LCP light is mostly
transmitted. Specifically, '!,! , '',', and CD in reflection, defined by |'!,!-'',' |
in this paper, are 0.04, 0.89, and 0.85, respectively. Moreover, '',! and '!,' are
identical due to the symmetry of the unit cell [232] and it is confirmed by a grey
curve plotted in Fig.6.2a. In Fig. 6.2b, electric field profiles in the xy plane at the
middle of the nanostructures (i.e. 337.5 nm above from the bottom) are plotted
under LCP and RCP illuminations, showing that the metasurfaces interact with LCP
and RCP lights differently at the resonance. The chiroptical responses in Fig. 6.2a
and the two distinct electric field profiles in Fig. 6.2b can be qualitatively explained
by spectral overlap of two leaky guided mode resonances hosted by the dielectric
metasurfaces [217]. For example, the input polarization state determines the ampli-
tude and phase of two leaky guided modes and the interference between the resonant
modes results in the two distinct field profiles shown in Fig. 6.2b. The input po-
larization state also affects the phase and amplitude of the radiations from the two
leaky guided modes, so the radiations from the guided modes interfere differently
with directly transmitted or reflected light. Therefore, the reflection spectra shown
in Fig. 6.2a highly depend on the handedness of the input polarization.

To simulate mechanical tuning of the chiroptical effects, the spectra of '!,! and
'',' are calculated by varying the mechanical movement, 62−61

2 , from 0 to 80 nm
and plotted in Fig. 6.2c. In Fig. 6.2c, increase of 62−61

2 causes red shift of peaks in
the spectra of '',' and blue shift of dips in the spectra of '!,! . Furthermore, the
amount of the spectral shift of the '!,! is larger than that of '','. To visualize the
change of the chiroptical effects clearly, |'!,!−'',' | is evaluated from Fig. 6.2c and
plotted in Fig. 6.2d. In Fig. 6.2d, it is clearly shown that the mechanical movement
in lateral direction causes the strong change of |'!,! − '',' | around the resonant
wavelength of 1478 nm in Fig. 6.2d. In details, the 80 nm movement leads to
change of |'!,! − '',' | from 0.85 to 8×10−4 at 1478 nm in Fig. 6.2d. Namely, the
mechanical actuation in the lateral direction results in the transition from the strong
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Figure 6.3: Dielectric chiral metasurfaces and measurements of chiroptical
repsonses in reflection. a Scanning electron microscope images of the fabricated
metasurfaces. Left : An array of the nanoabars. Right: Zoom-in scanning electron
microscope image of the 2 pairs of the nanostructures. Scale bars in left and right
denote 5 `m and 1 `m, respectively. b and c Measured reflection spectra of '!,!
and '',' for two different structures (see Table 6.A.1 for the measured design
parameters). The spectra of '!,! and '',' are plotted in dashed and solid lines,
respectively.

chiroptical response to the negligible chiroptical response even with the presence of
chirality in the structure.

To experimentally verify nano-electromechanically tunable chiroptical responses,
the device is fabricated using the conventional nanofabrication process of stan-
dard silicon-on-insulator technology (see Methdo for details). We should mention
here that 61 and 62 are adjusted in the fabrication process such that 61 is 60 nm
smaller than 62. This adjustment allows for a large shift of the resonance with
nano-electromechanical tuning of the gaps. Figure 6.3a shows scanning electron
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microscopy images, confirming good agreement with the illustrative schematics in
Figs. 6.1a and 6.1b. To characterize chiroptical responses of the devices, spectra
of '!,! and '',' are measured using the setup in Fig. 6.A.1. is worth noting here
that the measured spectra shown in this paper are normalized by the reflection from
65 nm gold electrode in order to estimate absolute reflection efficiency and remove
fluctuations resulting from variations in polarization states of input tunable laser
(see Method and Fig. 6.A.1 for details about measurement procedures). Consider-
ing reflection of the 65 nm of gold layer (∼98% in simulation), the actual reflection
can be a few percentage smaller than the values presented in the paper. Two differ-
ent devices are measured and corresponding spectra of '!,! and '',' are plotted
in Figs. 6.3b and 6.3c (see Table 6.A.1 for the measured design parameters). Al-
though the shape of the spectra in Fig. 6.3b shows good agreement with the shape
of the simulated spectra in Fig. 6.2a, the dips in Fig. 6.3c are overlapped around
the wavelength of 1492 nm. This deviation in Fig. 6.3c mainly results from the
design parameters that are not perfectly matched. In specific, the value of ;? is
slightly larger than the optimal value for other design parameters such as 61, 62,
6?, F, and ; (see Fig. 6.A.2 for details). The spectra in Figs. 6.3b and 6.3c show
maximal |'!,! − '',' | of 0.45 and 0.37 at the resonance wavelengths of 1475 nm
and 1493 nm, respectively. Even with a few percentage reflection loss of the gold
electrode used for the normalization, the maximal values calculated from Figs. 6.3b
and 6.3c are still higher than 0.44 and 0.36, respectively. On the other hand, the
ratios between '!,! and '',' reach to 3.58:1 and 8.19:1 in Figs. 6.3b and 6.3c,
respectively. The large ratio between '!,! and '',' directly indicates potentials to-
ward electromechanically tunable circular polarization filters. The measured values
of |'!,! −'',' | are smaller than the simulated value shown in Fig. 6.2a. We believe
that the deviation results from the finite length of the resonators, which may cause
limited coupling between the resonance and the input light. We should note here
that the optimized single-layer dielectric metasurfaces are able to reach near unity
CD in reflection [217].

To demonstrate nano-electromechanical tuning of the chiroptical responses, static
electrical bias is applied to the electrodes and the induced changes in the optical
reflection are characterized. The spectra of |'!,!−'',' | are measured under several
electrical biases and plotted in Figs. 6.4a and 6.4b (see Fig. 6.A.3 for the measured
spectra of '!,! and '','). The devices used in Fig. 6.3b and Fig. 6.3c are used
for Figs. 6.4a and 6.4b, respectively. In both spectra, the CD in reflection is varied
from the maximum value to nearly zero. For example, the external bias of 2.75 V
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Figure 6.4: nano-electromechanical tuning of chiroptical responses. a and b
Measured circular dichroism in reflection, |'!,! − '',' |, under different external
biases. The devices exploited in Fig. 6.3b and Fig. 6.3c are measured and plotted
in a and b, respectively. The applied bias for each color is shown in legends. c
Measured temporal response of the metasurfaces. Top: Input square wave signal of
which duty cycle, frequency, and amplitude are 0.5, 100 Hz and 2V, respectively.
Bottom: Measured output signals of '!,! by a photodetector. Raw and filtered
reflection signals are plotted by grey and black curves, respectively.

(2.8 V) causes change of the CD from 0.45 (0.37) to 0.01 (1×10−4) in Fig. 6.4a
(Fig. 6.4b). The required electrical bias for the maximal change of the chiroptical
response is smaller than 3V, which is already within CMOS logic level. Also, the
static bias causes the blue shifts of main peaks of the |'!,! − '',' |, which mainly
resulting from the dominant blue shift of '!,! shown in Fig. 6.2c. To be specific,
the peak shifts of |'!,! − '',' | shown in Fig. 6.4a and Fig. 6.4b are as large as -2
nm and -6 nm under the the bias of 2.75 V and 2.8 V, respectively. The large spectral
shifts up to 6 nm indicate that the low-Q leaky guided resonances are sufficient to
achieve considerable chiroptical tunablity. The large spectral shift is advantageous
in terms of bandwidth and robustness in general, which are important from practical
persepectives. Furthermore, the measured spectral shift is not the limit but the lower
bound as the induced voltage up to 2.8V is smaller than pull-in voltage.

Finally, dynamic responses of the chiral metasurfaces are investigated in air. A
periodic square-wave signal with a modulation frequency of 100 Hz, amplitude of
2V, and duty cycle of 50% is applied (see Method for details). The device used for
Fig. 6.4b is measured with the input light at the wavelength of 1493 nm. The input
electrical signals and the measured raw signals of '!,! are plotted in Fig. 6.4c. It
clearly demonstrates that the optical responses are fully reconfigurable. In Fig. 6.4c,
measured rise time (up to 90% power) and fall time (down to 10% power) are 1.48
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ms and 460 `s, respectively. We believe that the low speed mainly results from the
low-doping density of the Si layer of the silicon-on-insulator wafer.

6.3 Discussion and Summary
Many aspects of the proposed devices can be improved with further investigations.
First of all, the modulation depths of CD in reflection shown in Figs. 6.4a and 6.4b
are not limited by the spectral shifts but by the measured maximal CD in Figs. 6.3b
and 6.3c. Considering the low loss of the dielectric metasurface, large sweep of
design parameter spaces may result in near unity CD in reflection so improve the
modulation depths of CD in reflection [217]. Furthermore, inverse-design of the
tunable chiral metasurfaces can be of interest [205]. The inverse-design may not
only improve CD in reflection, but also find other guided modes that are more robust
against imperfect fabrication or more efficient for nano-electromechanical tuning.
In specific, the inverse design may find two leaky guided mode resonances which
similarly reacts to variations in design parameters. Thus, the large chiroptical re-
sponses resulting from the interfernce between two modes possibly become tolerant
against imperfect fabrication. For efficient nano-electromechanical tuning in lateral
direction, the optical modes can be optimized to store considerable electromagnetic
energy at the gap between the nanostructures instead of inside of the nanostructures.
In addition to optical aspects, considering the scale of the devices, we envision
that high switching speed up to a few MHz is achievable with a highly-doped Si
layer, co-optimization from both mechanical and optical perspectives, and proper
packaging [49, 233]. With mechanical resonances supported by the metasurfaces,
the proposed devices might provide efficient electromechanical platforms for polar-
ization controlled optomechanical transduction [231].

In conclusion, we demonstrate nano-electromechanical tuning of the suspended sili-
con chiral metasurfaces. With an external bias below 3V, the devices experimentally
achieve continous tuning of CD in reflection from 0.45 to 0. This work paves the way
of nano-electromechanically tunable dielectric chiral metasurfaces towards scalable
and novel optical modulators, which can be used in diverse applications such as
dynamic polarization engineering, stereoscopy, valleytronics, polarization optome-
chanics, and chiral sensing.
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6.4 Methods
Simulation and design
The reflected spectra of themetasurfacewere calculated using a commercial software
based on finite element method, COMSOL. Assuming infinite periodic array, the
3D silicon structure is simulated in air with normal incident light. Refractive indices
of Si in the simulation was 3.5. The design parameters used in the simulation are
shown in Fig. 2.

Device fabrication
The devices are fabricated using a silicon-on-insulator SOI wafer. Detailed fabrica-
tion process can be found in Ref. []. We use a wafer having a device layer of 675
nm and a buffered oxide layer of 3 `m on a 1 mm thick silicon wafer. The fab-
rication includes two sequential e-beam lithography steps. First, the metasurfaces
were fabricated with e-beam lithography and reactive ion etching. Subsequently, the
electrodes are defined by the e-beam lithography, e-beam deposition of 65 nm gold/5
nm chromium layers, and lift-off process. Buffered hydrofluoric acid was used to
etch the buffered oxide layer under the silicon layer. The time of the under-cut
process is carefully controlled so that the metasurfaces are fully suspended while
the anchors are supported by the SiO2. In other words, one end of every suspended
nanostructure is connected to anchors and the other end is connected to the silicon
layer. That is because the connections on both sides prevent breaking during the
undercut. To prevent destruction of the suspended device, the device is dried by a
critical point dryer after the under-cut process. The device is bonded to a custom
printed circuit board using a wire bonder (WestBond 7476D).

Measurement procedure
All of the reflection spectra presented in this paper are characterized using the set-ups
shown schematically in Fig. 6.A.1 in Appendix. We use a tunable laser (Photonetics,
TUNICS-Plus) as the light source and the wavelength of the light is tuned from 1450
nm to 1580 nm. A beam splitter is placed in front of the fiber collimator (Thorlabs,
F260FC-1550) to capture the power from the source and send the light to the sample.
For reference, the power from the source is captured by a InGaAs detector (Thorlabs,
PDA10CS). a linear polarizer and a quarter waveplate (QWP) are inserted between
a polarization beam splitter and a 20× infinity-corrected objective lens (Mitutoyo,
M Plan Apo NIR) to set the polarized state of the incident light. Especially, the
QWP is mounted on a rotation stage to set the input polarization state to LCP or
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RCP. The sample at the object plane is imaged by the objective lens and a tube lens
with a focal length of 200 mm. At the image plane, a pinhole with a diameter of
400 `m is inserted to select a region of interest with a diameter of 20 `m in the
object plane. The spatially filtered light was simultaneously focused onto another
InGaAs detector for the measurement of the spectra, or imaged on an InGaAs SWIR
camera (Goodrich, SU320HX-1.7RT) using relay optics. All spectra in this paper
were obtained by dividing the signal from the sample by the signal from the sources.
To estimate absolute reflection and remove fluctuation resulting from variation in
polarization states of input laser, the spectra are normalized by the spectra from the
65 nm gold electrode. For measured dynamic responses shown in Figs. 6.4, we use
a function generator (FeelTech, FY6600-60M).
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6.5 Appendix

Figure 2? (nm) F (nm) 61 (nm) 62 (nm) F? (nm) ;? (nm)

Figures 3b 1400 505 165 225 53 275

Figures 3c 1400 520 150 210 70 270

Table 6.A.1: Measured design parameters of the devices used in Figs. 6.3b and 6.3c.
The definitions of the design parameter are shown in Fig. 6.1b. 2?: Period for a
pair of the nanostructures. F: Width of the nano structure. 61: Gap between the
silicon bars having voltage difference. 62: Gap between the silicon bars having
same voltage. F?: Perturbated width. ;?: Perturbated length.
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Figure 6.A.1: Schematic illustration of the Experimental setup. Red lines repre-
sent the paths of the light. Pol. of the objective lens are aligned to 45◦. To achieve
the reflection spectra of '!,! and '',', the QWP2 is mounted on the rotation stage
and aligned to 0◦ and 90◦. Pol.: linear polarizer. BS: beamsplitter. PBS: polarizing
beamsplitter. L: lens. PD: photodetector. M: mirror. QWP: quarter waveplate.
HWP: half waveplate. Obj.: microscope objective lens. SWIR camera: short-wave
infrared camera

Figure 6.A.2: Numerical investigation on fabrication errors. a-c The simulated
reflection spectra of '!,! and '',' for different values of ;?. Other parameters
are same with the parameters noted in Fig. 6.2 in the main text. Top: Schematic
illustration of the nanostructures constituting to themetasurface. The values of ;? are
shown in the illustration. Bottom: Calculated reflection spectra of '!,! and '','.
The spectra of '!,! and '',' are plotted in dashed and solid lines, respectively.
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Figure 6.A.3: Measured reflection spectra with electrical biases. a and b Mea-
sured reflection spectra of '!,! and '',' under different external biases. The devices
exploited in Figs. 6.3b and 6.3c are measured and plotted in a and b, respectively.
The spectra of '!,! and '',' are plotted in dashed and solid lines, respectively. The
applied bias for each color is shown in legends. The spectra of CD, |'!,! − '',' |,
are calculated from a and b and plotted in Fig. 6.4a and 6.4b in the main text.
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C h a p t e r 7

MULTILAYER METASTRUCTURES DESIGNED BY ADJOINT
OPTIMIZATION

The material in this Chapter was in part presented in [206].

High-performance metasurfaces are important from a practical perspective. How-
ever, single-layer metasurfaces often show quick degradation in performance if the
number of required optical functions increases. Thus, multi-layer metasurfaces,
which are stacked layers of interacting metasurface layers, potentially provide suffi-
cient degrees of freedom to implement efficient multifunctional devices. However,
the design of the multi-layer metasurface is a complicated task due to considerable
inter-layer coupling. Thus, the conventional design process used for the single-layer
metasurfaces produces suboptimal devices. To address this challenge, we experi-
mentally demonstrate the multi-layer metasurfaces that are designed by the adjoint
optimization technique. Specifically, our technique considers the structure com-
posed of more than 21,000 nanostructures as a whole and iteratively optimizes the
structure. As proof of concept, we experimentally demonstrate a double-layered
metasurface, designed using adjoint optimization, that has significantly higher ef-
ficiencies than a similar device designed with the conventional design approach.
The multi-layer metasurfaces empowered by the optimization-based design tech-
nique and multi-layer nanofabrication is a general platform for high-performance
multifunctional optical components and systems.

7.1 Introduction
Multilayer metasurfaces provide a significantly larger number of degrees of freedom
and can be used for the implementation of multifunctional devices. Reference [81]
recently demonstrated multiwavelength bilayer metasurfaces assuming layers to be
non-interacting. However, considering interlayer interactions (evanescent coupling
or unwanted diffracted propagating fields) allows one to leverage even more de-
grees of freedom for similarly-sized metasurfaces, promising higher-performing
devices. Highly coupled multilayer metasurfaces can be considered as 2.5D aperi-
odic metamaterials [Fig. 7.1a]. Metamaterials and photonic crystals are periodic 3D
arrangements of meta-atoms designed to achieve desired effective material proper-
ties or band structures, and are fully described by one of their unit cells. By contrast,
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2.5D metastructures are composed of dissimilar interacting meta-atoms with a large
number of design parameters. The methods that are conventionally used to de-
sign single-layer metasurfaces are not accurate for designing 2.5D devices due to
multiple reflections and diffraction of light between the layers that lead to nonlocal
interactions among meta-atoms in different layers. To address this issue, here we
develop and use an adjoint optimization technique to design 2.5D metastructures.

Adjoint optimization [205, 234–237] is a versatile and powerful technique that has
been used in the electromagnetics and optics communities to design various devices
such as couplers and beam splitters [238], integrated components [239–242], and
photonic crystals [234]. It has also been utilized to design single- [21, 243, 244]
and multi-layer [245–247] metasurfaces; however, its applications have been mostly
limited to periodic structures [21, 248] or 2D metasurfaces, resulting in a simpler
formulation and implementation.

Here, we experimentally demonstrate 2.5D multifunctional metastructures designed
using adjoint optimization. In contrast to most demonstrations so far that use a
topological optimization scheme, we use parameterized meta-atoms that are more
suitable for the layer-by-layer fabrication. The simulated and experimentally mea-
sured focusing efficiencies of the optimized device were found to be significantly
higher than the simulated efficiency of the control, confirming the potential of
the adjoint-based technique in designing high performance 2.5D multifunctional
devices. We should mention that the detailed numerical study can be found in
Ref. [206]. In this Chapter, we review the design method briefly and focus on the
experimental demonstration.

7.2 Design process and numerical investigations
To describe the overall design process of the 2.5D metasurfaces, we use a bilayer
metalens shown in Fig. 7.1b as an example. The bilayer structure in Fig. 7.1b
is composed of more than 21,000 amorphous silicon meta-atoms arranged in two
stacked layers. The bilayer meta-atoms are nano-posts with square cross-sections,
and are placed on a periodic square lattice. The device has a diameter of 40 `m
and focuses _1 = 780 nm and _2 = 915 nm light to two points 60 `m away from it.
These two wavelengths were selected because of the availability of sources at these
wavelengths. Although we use the bilayer metalens as an example in this study, we
should explicitly mention that the proposed design (and fabrication) methods are
generally applicable to 2.5D aperiodic metamaterials shown in Fig. 7.1a.
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Figure 7.1: Multifunctional 2.5D metastructure. a Schematic of a metastructure
with the ability to generate independent wavefronts for different wavelengths. b
Illustration of one suchmetastructurewhich focuses two different wavelengths to two
separate focal points. The blue and red arrows represent the light at the wavelength
of 780 and 915 nm, respectively. The inset shows a closer picture of a part of the
device.
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Figure 7.2: Direct and optimized design methods of 2.5D metastructures. a
Illustration of the direct design method. First, the periodic unit cell is simulated
by varying the design parameters to construct design maps. For the bilayer meta-
surfaces, the unit cell is composed of two nano-posts. With the desired optical
transformation, the nanostructures in each unit cell can be chosen from the design
maps. For the multi-layered structures, the direct design method often results in low
efficiency. b Illustration of the proposed design method. The parameterized adjoint
optimization is additionally performed after the direct design method shown in a.
The additional optimization process improves the efficiency in general.
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Figure 7.2a describes the direct design method. As shown in Fig. 7.2a, design
maps are calculated with fully periodic conditions in the direct design method. The
design maps relate the optical response of a unit cell to geometrical parameters
of meta-atoms within it. Metastructures designed with this method use the design
maps to determine the spatial arrangement of dissimilar unit cells that implement
the desired optical transformation. An underlying assumption in the direct design
is that the transmission amplitude of a unit cell in an aperiodic metasurface can
be approximated by the transmission amplitude of the same unit cell in a periodic
metasurface. The approximation is valid when the meta-atom geometries vary
slowly and the metasurface is nearly periodic in the vicinity of each meta-atom.
However, the accuracy of the approximation decreases as the interactions between
neighboring unit cells deviate from those of a periodic structure. In the design
of multilayer metasurfaces with conventional direct design, the deviation of the
meta-atoms from perfect periodicity in one layer leads to scattering and diffraction
of the waves in the spacer layers and non-local excitation of the meta-atoms in the
following layers [81]. As a result, the accuracy of the direct technique for modeling
and designing multilayer metasurfaces decreases as the number of layers increases.

Because of the inaccuracy of the underlying approximations of the direct de-
sign method, high-performance 2.5D metastructures cannot be designed using this
method, and a new approach is required that accurately considers the complex inter-
actions between meta-atoms. Thus, we employ the adjoint optimization technique
to design such metastructures [21, 237, 238, 249, 250]. The newly proposed design
method is shown in Fig. 7.2b. Compared to the direct design process shown in
Fig. 7.2a, the additional parameterized adjoint optimization process is performed
after the direct design process. In other words, we iteratively optimize the structure
by using the directly designed metasurface as the initial design.

With the initial design, the adjoint optimization process starts by defining an objec-
tive function. Then, the device is optimized through an iterative procedure. Each
iteration consists of two general steps: First, forward and adjoint simulations of the
whole structure are performed. The results of these simulations are used to compute
the gradient of the objective function with respect to the design parameters. Second,
the design parameters are updated in small increments using the calculated gradient
information. The iterations are continued until no further significant improvement
to the objective function is observed.

For the proposed devices shown in Fig. 7.1b, the forward and adjoint simulations
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Figure 7.3: Multiwavelength metalens design using adjoint technique. a
Schematic representation of the forward, and b the adjoint simulations in the adjoint
optimization technique. In the forward simulation, the metalens is excited with the
incident wave intended for the device operation, while in the adjoint simulation, it is
excited by sources that are equal to the time-reversed (i.e., complex conjugate) of the
desired output fields. c Color-coded plots of the surface electric current densities
that are used as excitation sources in the adjoint simulation at the two wavelengths.
The current densities are applied on the dotted plane shown in b.
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Figure 7.4: Multifunctional metalens designed using adjoint optimization. a
Evolution of the focusing efficiencies of the device during the optimization process.
b Electric field distribution on a plane 78 nm above the optimized metalens at 780
and 915 nm. c Simulated intensity distributions in the focal plane of the directly
designed and optimized metalenses at 780 and 915 nm.

are conceptually illustrated in Figs. 7.3a and 7.3b, respectively. Specifically, in the
forward simulations, normally incident plane waves at the wavelengths of 780 and
915 nm illuminate the metalens aperture [Fig. 7.3a]. In the adjoint simulation shown
in Fig. 7.3b, the same structure is illuminated by adjoint sources that are equal to the
complex conjugate of the desired output fields. A snapshot of the surface current
densities that generate such illuminations are shown in Fig. 7.3c.

Figure 7.4a shows the evolution of the focusing efficiencies of the device, during
the optimization process. The optimized device has simulated focusing efficiencies
of 0.52 and 0.49 at 780 and 915 nm, respectively, for G-polarized incident light.
Considering that the directly designed metasurface is used as an initial design, the
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results in Fig. 7.4a clearly show that the optimized efficiencies are significantly
larger than the efficiencies of the directly designed metasurfaces. Snapshots of the
electric fields in a plane ∼80 nm above the optimized metalens’ top surface are
presented in Fig. 7.4b, showing great agreement of the adjoint sources shown in
Fig. 7.3c. Figure 7.4c shows the focal plane intensities of the directly designed and
optimized metalenses. Both devices are simulated with the same incident waves,
and thus the focal spot intensities can be directly compared. In addition to the
results shown in Fig. 7.4a, the focal plane intensities in Fig. 7.4c confirm that the
proposed optimization method significantly improves the efficiency of the bilayer
metasurfaces. Furthermore, it is worth noting that including additional degrees of
freedom in the optimization (e.g., interlayer distance, post layer heights, additional
layers of posts) can further increase the device efficiency [206].

7.3 Experimental results
We fabricated the 2.5D metalens using standard nano-fabrication techniques. A
layer of amorphous silicon was deposited on a fused silica substrate, and the bottom
layer meta-atom pattern was generated using electron beam lithography and dry
etching. An SU-8 layer was then spin-coated to fill the gaps and cover the first
metasurface, and to act as a spacer between the two layers. The top layer was
then fabricated in a process mostly similar to the first one (see Methods for more
details). Scanning electron micrographs of the fabricated devices showing top and
cross-sectional views of the device are presented in Fig. 7.5a. By repeating the
planarization and nano-post fabrication steps, an arbitrary number of layers can be
incorporated.

The fabricated metalens was characterized using the setup shown schematically in
Fig. 7.5b (see Methods for more details). Collimated beams from diode lasers at
780 and 915 nm were used to illuminate the device, and the intensity distribution
after the device was measured using a custom-built microscope. The intensity
distributions captured in the focal plane at both wavelengths are shown in Fig. 7.5c
(logarithmic-scale intensity plots are shown in Fig. 7.A.2). Figure 7.5d shows the
axial intensity distributions (in the H-I plane) at both wavelengths. As Figs. 7.5c
and 7.5d show, the crosstalk between the two focal points is negligible. In Fig. 7.5e,
the measured full width at half maximum (FWHM) spot sizes are 1.33 and 1.54
`m at 780 and 915 nm, respectively. For comparison, the corresponding FWHMs
values for ideal phase profiles are 1.30 and 1.50 `m, respectively, and thus the device
shows near-diffraction-limited focusing. To confirm that the device is polarization
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Figure 7.5: Experimental results of the inverse-designed 2.5D metasurface. a
Scanning electron micrographs of the top and cross-sectional view of the 2.5D
metalens. A thin, protective platinum layer (light green) was deposited on the top
nano-post layer during cross-sectioning. b Schematic of the measurement setup
used to characterize the bilayer metalens. c Intensity distributions measured in the
H-I plane at 780 and 915 nm. d Intensity distributions measured in the focal plane
of the device at 780 and 915 nm. e Intensity profile along the dashed lines shown in
c and d at 780 and 915 nm.
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insensitive, we measured the device with both G- and H-polarized input light and
observed a negligible polarization dependence (see Fig. 7.A.1).

We measured the focusing efficiency of the device at both wavelengths, which is the
ratio of optical power focused to a 3.6 `mdiameter circle to the power incident on the
device, at both wavelengths (see Methods for details). The measured efficiencies
were found to be 30.3 ± 0.7% (33 ± 1.2%) and 38.2 ± 1% (36.5 ± 1%) for G-
polarized(H-polarized) light at 780 and 915 nm, respectively. We attribute the lower
measured efficiencies (in comparison to full-wave simulated values of about 50%)
to fabrication imperfections, and especially to the difference between the fabricated
spacer layer thickness of 800 nm from its designed value of 500 nm. To confirm
this, we performed further full-wave simulations of the optimized metalens, but
with the actual spacer thickness of 800 nm that resulted in efficiencies of 42% and
38%. Another source of imperfection in 2.5Dmetasurfaces ismisalignment between
registered layers. The device characterized in this Chapter was one of a large array
of devices written with deliberate shifts (up to 200 nm in both G- and H-directions)
in an effort to produce a device with minimal misalignment between layers. We
experimentally characterized devices with a relative shift between layers to study
this effect (see Fig. 7.A.3 for the measured efficiencies with several different lateral
shifts.). A device with a 56 nm shift along the G-axis exhibited a -0.8% (-4.8%)
change in efficiency for 780 (915) nm light, while a device with the same lateral shift
along the H-axis exhibited changes of -7.2% (+1%). For reference, the misalignment
between layers patterned using electron beam lithography is typically on the order
of tens of nanometers.

7.4 Discussion and conclusion
The versatile 2.5D metastructure platform presented here provides more degrees of
freedom than ordinary single layer metasurfaces, enabling the implementation of
efficient multifunctional optical devices. By increasing the number of layers or by
using more complicated meta-atoms, one can imagine the possibility of integrating
additional functionalities by accommodating more wavelengths, different polariza-
tions, or angles of incidence. The conventional direct methods used in designing
metasurfaces have a few built-in approximations, making them inaccurate even for
designing bilayer metastructures. The problem is exacerbated as the number of lay-
ers increases because the interactions between different layers become increasingly
complex and thus cannot be captured by the simple unit cell model.
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The adjoint optimization technique provides an effective approach for overcoming
most of these design limitations. The cost, however, is the significantly increased
computational resource requirements, resulting in demonstrations of either very
small or 2D devices. The use of parameterized meta-atoms (instead of the con-
ventionally used topological schemes) lays out a way of overcoming the design
limitations while decreasing the computation time through reducing the design do-
main dimensionality. This compromise allows for optimization of 3D structureswith
volumes as large as a few thousand cubic wavelengths. However, the efficiencies
achieved might be lower than what might be possible with a freeform device.

Although the fabrication process of 2.5D metastructures involves more steps than
single-layer metasurfaces, the significant performance improvement is large enough
to justify the more involved fabrication process. Multilayer structures with tens
of nanometer tolerances are routinely fabricated in CMOS foundries, and similar
processes can be potentially used to manufacture practical 2.5D multifunctional
metastructures such as color-splitting filters for image sensors.

7.5 Methods
Device fabrication

A 578-nm-thick layer of U-Si was deposited using plasma-enhanced chemical vapor
deposition (PECVD) on a 1-mm-thick fused silica substrate. For nano-patterning,
we spincoated a positive electron-beam (e-beam) resist (ZEP520A) on the sample
(∼300 nm). In addition, a charge-dissipating polymer (aquaSave, Mitsubishi Rayon)
was spin-coated on the e-beam resist layer to avoid electrostatic charging during the
e-beam lithography. The first meta-atom layer and alignment marks were patterned
by an e-beam lithography system (Vistec EBPG5000+) and developed in ZED-N50
developer. A ∼60-nm Al2O3 layer was deposited by e-beam evaporation and then
the nano-pattern was transferred to the Al2O3 layer by a lift-off process. The Al2O3

layer was used as a hard mask to etch the U-Si layer in a mixture of C4F8 and SF6

gases. The Al2O3 was then removed by a mixture of NH4OH and H2O2 at 100>C.

To make a spacer between the first and second meta-atom layers, we spin-coated
the SU-8 2002 at 5300 rpm and performed photo-lithography so that the alignment
markers on the first layer were exposed. Subsequently, thermal reflow at 250>C was
performed for the planarization of the SU-8 layer, resulting in an ∼1.38 `m spacer
layer. We deposited the second 550-nm thick U-Si layer, and then the second layer
was patterned using a procedure similar to the one used for the first layer. Finally,
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the removal process of Al2O3 is avoided because the mixture of NH4OH and H2O2

could attack the SU-8 spacer layer.

Measurement

A schematic of the optical setup used to measure the two focal points is shown in
Fig. 7.5. A 780-nm or 915-nm semiconductor laser was coupled to a single-mode
fiber for illumination. The fiber was connected to a fiber polarization controller
and a collimator package (Thorlabs, F220APC-850). A linear polarizer (Thorlabs,
LPVIS100-MP2) was placed in front of the collimator to confirm the polarization
of the input light, and the fiber polarization controller was used to maximize the
power passing through the polarizer. A custom-built microscope setup, which
was used to capture the focal plane intensity distributions, consisted of a 100×
objective lens (Olympus, UNPlanFl) with an NA of 0.95, a tube lens with a focal
length of 15 cm (Thorlabs, AC254-150-B-ML), and a CCD camera (CoolSNAP K4,
Photometrics). The objective lens was mounted on the three-axis stage. To decrease
the background noise, an optical longpass filter (Thorlabs, FEL0700) was placed in
front of the camera. Furthermore, a flip mirror and a pinhole with a diameter of 300
`m (Thorlabs, P300D) in the image plane of the microscope were used to measure
the focusing efficiency. The pinhole was mounted on the axial stage for alignment.
To calculate the focusing efficiency, we divided the optical power focused by the
device and passed through the pinhole by the power incident on the device. The
power incident on the device was measured by placing an iris instead of the pinhole
and removing the sample and adjusting the iris diameter to effectively have a 40-`m
diameter at the sample plane. Moreover, the objective lens is moved along the I-axis
in steps of 1 `m for obtaining the axial plane measurements shown in Figs. 7.5d
and 7.A.1c.
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7.6 Appendix
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Figure 7.A.1: Polarization-resolved measurements of the optimized metalens.
a Measured focal plane intensity distributions for G- and H-polarized incident light
on linear and logarithmic scales. b Focal plane intensity profiles along the G = 0
line for G- and H-polarized incident light. c Measured intensity distributions in the
H-I plane for G- and H-polarized incident light.
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Figure 7.A.2: Measured focal plane intensity distributions of the optimized
metalens on a logarithmic scale at 780 nm and 915 nm.

Figure 7.A.3: Schematic diagram of measured efficiencies for different inter-
layer shifts.
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C h a p t e r 8

CONCLUSION AND OUTLOOK

8.1 Summary and Contributions
In this thesis, I investigated dielectric metastructures for optical field imaging sys-
tems, reconfigurable optical elements, and high-performance multi-layered optical
devices. In Chapter 1, we first introduced the concept of optical metasurfaces
and briefly reviewed the history of metasurfaces. Then, we focused on the recent
advancements of high-contrast dielectric metasurfaces. In addition to passive meta-
surfaces, a brief overview of active metasurfaces was also introduced. In Chapter 2
and 3, we proposed and explored optical field imaging devices using high-contrast
dielectric metasurfaces. In particular, we extensively employed the high-contrast
metasurfaces’ unique capability to control phase and polarization simultaneously.
In Chapter 2, we demonstrated novel single-shot quantitative phase gradient micro-
scopes inspired by conventional differential interferencemicroscopes. The proposed
quantitative phase gradient microscope was composed of two dielectric metasurface
layers. The quantitative phase gradient microscope simultaneously captured three
phase-shifted interference patterns to generate a quantitative phase gradient image
in a single shot. Also, the volumes of the metasurface optical systems was on the
order of 1-mm3 volume. Imaging experiments with various phase samples veri-
fied their capability to capture quantitative phase gradient data, with phase gradient
sensitivity better than 92.3 mrad/`m, single cell resolution, and low spatial and
temporal noise level. In Chapter 3, we proposed a computational holographic imag-
ing system based on metasurface diffusers and the speckle-correlation scattering
matrix method. We experimentally showed holographic reconstruction of USAF
resolution targets. Furthermore, we explored the mathematical properties of the
metasurface’s transmission matrix such as correlation between columns and sin-
gular value spectrum, which elucidate the metasurfaces’ properties in the aspect
of random media. Compared to the conventional random media, the metasurface
diffusers provided a large noise tolerance, reliable reproducibility, and robustness
against misalignments. More importantly, the metasurface diffusers (or the ran-
dommetasurface) allowed for replacing the laborious experimental characterization
procedure of the conventional random media with a simple simulation process. In
Chapters 4-6, we proposed nano-electromechanically tunable metasurfaces as a new
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platform for active metasurfaces. Three different types of nano-electromechanically
tunable metasurfaces were experimentally demonstrated. For example, we exploited
two resonant eigenmodes to showcase the intensity and phase modulators in Chap-
ter 4. Particularly, the metasurfaces hosted two different types of resonances, leaky
guided mode resonances and quasi-bound states in the continuum, enabling efficient
nano-electromechanical tuning of the optical responses. The devices experimentally
achieved intensitymodulation over 40%with >10kHzmodulation speed in air. More
importantly, we showed that the phase response at the resonance can be enhanced
by the interference between the two resonant modes. The devices experimentally
achieved 144◦ phase modulation. In Chapter 5, we exploited the high-order Mie
resonance in the dielectric nanostructures instead of the guided mode resonances
discussed in Chapter 4 such that the metasurfaces efficiently supported wavefront-
engingeering. Specifically, we intentionally broke the mirror symmetry in the I-axis
and this broken symmetry uniquely enabled the large phase response in reflection
without mirrors. The metasurfaces showed the large phase modulation over 300◦

and the electrically controllable diffraction in experiment. In Chapter 6, we show-
cased the novel chiroptical modulators based on the dielectric chiral metasurfaces
and NEMS. In experiment, the devices achieved the reconfigurable transition from
strong to negligible chiroptical responses within the electrical bias of 3V. This
work generally showed that the metasurfaces could realize a new type of spatial
light modulators. In Chapter 7, we experimentally demonstrated the double-layered
metastructures for highly efficient multifunctional optical elements. In general, the
design of multi-layeredmetastructures is a complicated task because of considerable
inter-layer coupling. Therefore, we addressed this issue by designing the layered
metastructures using the parameterized adjoint optimization technique. The opti-
mized devices had significantly higher efficiencies than a similar device designed
with the conventional unit-cell approach. The multi-layered metastructures empow-
ered by the optimization-based design technique and multi-layer nanofabrication is
a general platform for the realization of high-performance multifunctional optical
components and systems.

8.2 Outlook
In the last two decades, the dielectric metasurfaces have shown great potentials be-
yond bulky refractive optical elements or conventional diffractive optical elements.
These metasurfaces have not only outperformed conventional diffractive optical el-
ements in terms of the efficiencies, but also offered novel optical functionalities,
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planar form factor, compatibility with conventional semiconductor fabrication pro-
cesses, and potentials for system-level free-space optical engineering. With those
advantages, we believe that metasurfaces are promising candidates for the realiza-
tion of the next-generation free-space optical systems. On the other hand, several
fundamental and practical challenges have still remained unsolved. Thus, we will
discuss the opportunities and the challenges of metasurfaces in various aspects.

Metasurfaces may offer great opportunities in free-space optical imaging and sens-
ing applications. First of all, the high-contrast metasurfaces have already shown
superior imaging performance for narrow-band applications compared to conven-
tional assembly of polymer-based lenses which are widely used in CMOS camera
modules [251]. These narrow-band cameras have great applications in autonomous
vehicles, eye-tracking for AR/VR headsets, and face/fingerprint recognition sys-
tem in smartphones. Moreover, the single-layered or volumetric metasurfaces are
promising candidates for next-generation color filters thanks to their small foot-print
and superior optical functionality [252–254]. In addition to the intensity imaging
and the color filters, we expect that the metasurfaces’ unprecedented optical func-
tionality can play pivotal roles for optical functional imaging system such as phase
imaging [56, 101], polarization imaging [255–257], spectrometer [40] or spectral
imaging [258], edge detection [17, 83], and other multidimensional imaging. In
this context, the works presented in Chapters 2 and 3 showcased the metasurfaces’
potentials for the phase imaging [56, 101]. Despite the metasurfaces’ great po-
tentials in the field of optical imaging and sensing, severe chromatic aberration of
the metasurfaces has resulted in narrow operating bandwidth and become critical
issues for the real-world applications. For instance, the narrow bandwidth primarily
hinders the metasurfaces’ applications for lenses in ubiquitous color camera mod-
ules. Although several seminar works have demonstrated dispersion-engineered
achromatic metasurfaces [14, 15, 259], the sizes and numerical apertures of the
demonstrated devices are very limited. Recently, it was theoretically shown that
the dispersion-engineering method cannot realize high-NA large-size achromatic
lenses [14, 260]. In contrast to the aforementioned dispersion engineering method,
a novel way to overcome the narrow bandwidth issue has been proposed recently,
utilizing cascade metasurfaces [261]. Specifically, the sophisticatedly designed cas-
caded metasurfaces leverage the propagation between the two metasurface layers
to significantly enlarge the bandwidth [261]. However, the imaging quality of the
proposed metasurface lenses has not been experimentally explored yet. Therefore,
the achromatic metasurfaces lenses having a large diameter over a few millimeter
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and moderate numerical apertures have not been demonstrated. Furthermore, the
broadband functional imaging such as white-light polarization or phase imaging
might be of great interests for applications in remote sensing, computer vision,
and point-of-care. Finally, instead of improving the metasurfaces in the classi-
cal optical systems, co-design of the metasurfaces and computational algorithms
may open up new opportunities over the classical imaging systems based on the
metasurfaces [101, 129, 262, 263].

Low-cost mass-production of metasurfaces is also important for real-world appli-
cations. Including all the works presented in this thesis, most of the works in the
academic literature still rely on expensive electron beam lithography rather than
conventional photolithography so far. However, it is worth noting that a company
in the USA (Applied Materials) and a national laboratory in Singapore (A-Star)
have already demonstrated metasurface lenses on 12-inch glass wafers by using
standard semiconductor fabrication technology [264]. Also, nano-imprinting [265,
266] and roll-to-roll [267] fabrication techniques have shown great potentials as
alternative scalable fabrication methods. In addition to the high-volume produc-
tion, the uses of the semiconductor fabrication techniques, the planar features, and
the high refractive indices of optical materials can be beneficial for the integration
of multiple metasurfaces. Considering that the alignment process of the separate
optical elements in conventional optical systems often costs more than the optical
elements themselves, the integration of the multiple metasurfaces with the accuracy
of the conventional multi-layer nanofabrication may ease the complicated optical
alignment process and provide scalable ways to realize the complicated free-space
optical systems. It is worth noting here that the concept of the folded metasurfaces
suggests promising methods to fabricate multiple elements in a single lithography
step [40, 258, 268]. Unlike the conventional optical elements, the metasurface is
suitable for the co-integration of the photonic and electronic components because
both the metasurfaces and the electronic chips can be produced by the same foundry
process in principle. This aspect is potentially advantageous for the high volume
low-cost optical sensors and on-chip active metasurfaces.

High efficiency of the metasurfaces is very important for realizing high-performance
optical devices. Furthermore, the high efficiency is a prerequisite for system-level
engineering. That is because the total efficiency of the system is rapidly degraded if
the systems are composed of inefficient optical elements. In this regard, new design
methods to optimize efficiencies are critically needed. To overcome the conventional
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design approaches that utilize a limited design space, various inverse designedmeth-
ods [205] such as gradient-free optimization [269], adjoint-optimization [21, 270],
and deep learning [271] have been proposed. These inverse designed methods
may not only improve the efficiency significantly, but also provide general design
methods for multi-layered or volumetric metastructures as we discussed in Chapter
7 [206, 254]. However, general optimization platforms to design efficient metas-
tructures have not been introduced yet and the experimental demonstrations of the
optimized performance are still very limited. Thus, we believe that there is a lot
of room for optimization of high-performance metadevices. In this regard, high-
speed parallelized electromagnetic solvers for large-scale photonic simulations are
particularly important in the field of metasurfaces as well as integrated photonic
systems. On the other hand, fundamental limits of the metastructures’ performance
still remain unknown. Theory on the fundamental limits of the metasurface device
is of great interest. This theoretical intuition will help to shed light on questions
that have not been fully answered: "What is the fundamental limit of the efficiencies
of the metasurface-based optical elements such as metalenses or metagratings?"
"Do metasurfaces fundamentally outperform the conventional diffractive optical el-
ements or holographic optical elements?" "How large does the number of available
degree of freedom exist in a specific volume?", and so on.

Reliable modulators are essential to build high-end optical systems. In the field
of silicon photonics, fast and efficient integrated phase modulators have played an
essential role in many applications of the silicon photonics technology. For exam-
ple, integrated phase modulators have enabled transceivers, optical phased arrays,
and optical computing. Likewise, active metasurfaces in many spectral ranges are
of great need for the next-generation free-space optical systems. Especially, high-
efficiency, ultra-fast, high-resolution, electrically controllable wavefront tuning will
open up new opportunities in many technologies such as LIDAR, holographic dis-
plays, bio-imaging, quantum optics, Li-Fi, and so on. As we demonstrated in Chap-
ters 4 and 5, NEMS is one of the promising active platforms for high-performance
spatial light phasemodulators thanks to low energy consumption, compatibility with
the foundry process, and large tuning range compared to weak optical nonlinear ef-
fects. Particularly, the relatively large tunability enables large optical bandwidth and
low modulation voltage level. Despite these advantages, NEMS also has several
limitations. First, the nanostructures in NEMS are usually suspended, so the devices
are inherently fragile to external forces, and it is hard to achieve a large aperture size.
While unsuspended nanostructures can be actuated in a stable manner and fabricated
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with a large aperture size, they usually require high-aspect ratios and considerable
increase of the modulation voltages. Furthermore, the fundamental limit of the
modulation speed is on the order of a few MHz, which is orders of magnitudes
slower than electro-optic effects. Also, NEMS based on the silicon-on-insulator
technology is not suitable for wavelength ranges below 1100 nm due to absorption
of the silicon layers. In addition to NEMS, we can think of various active mech-
anisms. Particularly, the electro-optic materials such as lithium niobate, barium
titanate, aluminum nitride, electro-optic polymer, and 2D materials are promising
platforms for the high-speed active metasurfaces thanks to their high modulation
speed up to tens of GHz. Although the nonlinearity of the electro-optic materials
is very small in nature, we can significantly boost the weak light-matter interaction
through high-Q free-space coupled resonators described in Chapters 5 and 6. As
lithium niobate, barium titanate, and aluminum nitride achieve a large bandgap and
large second-order optical nonlinearity at the same time, the resonant metasurfaces
composed of those materials may realize high-speed (up to tens of GHz) spatial
light modulators in a visible frequency range, which have potential applications to
bio-imaging and quantum optics. Finally, the type of the spatial light modulators
is not limited to the phase-dominant spatial light modulators. For example, we
have demonstrated chiroptical modulators in Chapter 7. With diverse new optical
functions provided by the metasurfaces, novel types of the spatial light modulators
may be conceived for new technology.

In conclusion, we envision that the metasurfaces may provide unprecedented advan-
tages over conventional free-space optical elements. So far, it is hard to say that the
metasurfaces have changed a paradigm of optical engineering yet. We believe that
they are still in the early stage towards the realization of a real-world technology.
As we discussed above, much research is critically needed on how to realize the
next-generation free-space optical systems using metasurfaces.
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