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ABSTRACT

Optimally designing interdependent mechanical properties in a structure allows for it to be used
in application where an arbitrary combination of properties is desired. Architected materials have
proven to be an effective way of attaining mechanical behaviors that are unattainable using their
constituent materials alone, such as unusual static mechanical properties, unusual wave propagation
behavior, and shapemorphing. The advent of 3-D printing has allowed for fabricatingmetamaterials
with complex topologies that display engineered mechanics. However, much of the current efforts
have focused on optimally designing simple mechanical behaviors such as designing for stiffness
and weight, particular frequency bandgaps, or bi-stability. In this work, we study two metamaterial
systemswherewe control and optimize awide set of static and dynamic properties, and one complex
multi-stable structure.

Most studies on the optimal design of static properties have focused on engineering stiffness and
weight, andmuch remains unknown about ways to decouple the critical load to failure from stiffness
and weight. This is the focus of the first part of our work. We show that the addition of local
internal pre-stress in selected regions of architected materials enables the design of materials where
the critical load to failure can be optimized independently from the density and/or quasistatic
stiffness. We propose a method to optimize the specific load to failure and specific stiffness using
sensitivity analysis, and derive the maximum bounds on the attainable properties. We demonstrate
the method in a 2-D triangular lattice and a 3-D octahedral truss, showing excellent agreement
between experimental and theoretical results. The method can be used to design materials with
predetermined fracture load, failure location and fracture paths.

For the second part of our work, we focus on designing acoustically transparent structures, by
engineering the acoustic impedance – a combination of wave speed and density, to match that of
the surroundings. Owing to the strong correlation between acoustic wave speed and static stiffness,
it is challenging to design acoustically transparent materials in a fluid, while maintaining their
high structural rigidity. We provide a sensitivity analysis to optimize these properties with respect
to design parameters of the structure, that include localized masses at specific positions. We
demonstrate the method on five different periodic, three dimensional lattices, to calculate bounds
on the longitudinal wave speed as a function of their density and stiffness. We then perform
experiments on 3-D printed structures, to validate our numerical simulations. Further, using
the sensitivity analysis together with a data-driven approach, we design and demonstrate a mode
demultiplexer, that is capable of splitting arbitrarily mixed modes. The tools developed in this work
allow for designing structures in a plethora of applications, including ultrasound imaging, wave
filtering, and waveguiding.
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Finally, most multi-stable structures are limited by bi-stability either at the macroscopic or the unit
cell level owing to the difficulty in engineering a highly non-linear energy landscape using just
elements that display convex energy landscapes. We demonstrate a method to design arbitrarily
complexmulti-stable shapemorphing structures, by introducing rigid kinematic constraints together
with disengaging energy storing elements. We present the idea on a kagome lattice configuration,
producing a quadri-stable unit cell and complex stable topologies with larger tessellations, validated
by demonstrations on 3-D printed structures. Most designs that use passive actuation address one-
way shape morphing along the direction of least resistance. We demonstrate reversible, thermally
actuated shape morphing between stable open and closed topologies using shape memory springs.
The designs can be extended to non-planar structures and fabricated at vastly different length scales.
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1

C h a p t e r 1

INTRODUCTION

1.1 Motivation
It has long been understood that material microstructure or microgeometry affects a material’s
overall or engineering property, and this has been exploited in composite materials, sandwich
structures, and cellular materials [47, 85, 122]. There are well-established engineering approaches
[93] and rigorous mathematical results [85, 86] that have studied the problem of finding bounds
on mechanical properties and identifying optimal microstructures that attain them. However, till
recently, the ability to make materials with controlled microgeometry was limited. The advent of
3D printing and similar approaches of materials synthesis with highly controlled geometries have
overcome this limitation [45], and opened the doors for engineering architected or metamaterials
with unusual mechanical properties [10, 64].

Engineering failure load and stiffness
A topic that has received particular attention is designing and synthesizing materials that maximize
stiffness for a given density [9, 28, 30, 32, 41, 46, 65, 104, 108, 116, 118, 127]. A recent result
demonstrated that it is possible to approach the Hashin-Shtrikhman bounds with a single-scale
architected material [10], though hierarchical structures were known earlier [43]. Another topic
that has received much attention is the development of architected materials with unusual (negative)
Poisson’s ratio [40, 105]. Note that both these concern aspects of the overall linear elastic modulus.
There is now an emerging line of work on nonlinear properties. For example, Milton and his
collaborators have studied the class of materials that can undergo prescribed finite deformation
including the identification of a pentamode material [18, 87].

Still, much remains unknown about failure for many reasons. Failure depends on the local state of
stress, and it is therefore difficult to characterize from a theoretical point of view. Further, failure
is sensitive to defects and imperfections. Finally, there are no known bounds on failure. However,
failure is critically important from the point of view of application. Typically, the critical load
to failure increases with stiffness, and this leaves a gaping hole in the space of possible material
properties as shown in Fig. 1.1(A). This figure shows the specific stiffness and specific failure load
of various materials systems, and we note that there are no materials that have high specific load to
failure but limited stiffness indicated by the dashed ellipse in Fig. 1.1(A).
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Engineering wave speed and stiffness
In acoustics, the transmission coefficient can be defined as the ratio of amplitude of the transmitted
wave to that of the incident wave at an interface between two media [49]. This ratio is unity when
the acoustic impedances (product of density and wave speed) of the two media are identical [49],
ensuring maximum transmission of elastic wave energy across the interface. This is of particular
importance in the design of acoustically transparent materials, where the acoustic impedance of the
materialmatches that of the surroundings, and produces negligible interferencewith the propagating
acoustic waves. Traditionally, while engineering the acoustic impedance of a structure, there is not
much freedom in designing its static stiffness. This is because the static stiffness (along the direction
of wave propagation) varies with the square of the elastic wave speed, making it difficult to design
structures with high stiffness but low ormoderate wave speeds. There are several applications where
the mechanical rigidity of these acoustically transparent media is critical, including underwater
sonar windows, acoustic imaging using transducer arrays, medical ultrasonography, hydrophone
casings, and other support structures for polymer transducers [2, 26, 90, 107, 117].

Engineering the wave speeds in different regions of a structure allows us to guide waves based
on their modal composition and frequency. Such manipulation of waves enables a demultiplexer,
where multiple/mixed modes of waves can be separated into their individual components that are
guided in distinct paths. Such a device can be extremely valuable in realizing phononic [17, 33,
75, 76, 77, 94, 128] and photonic [22, 63, 66, 71, 72, 123, 124] based computing. Phononic and
photonic based computing have received increasing attention in recent years due to their potential
in information transfer with minimal losses in heat, as opposed to current carrying wired electrical
systems. In order to facilitate thermal or mechanical computing, it is important to realize phononic
and photonic devices that are analogous to electronic systems. Some of these devices include
thermal and acoustic rectifiers [22, 66, 71, 75, 77, 94], switches [5, 13, 15, 73], diodes [15, 36, 75,
102], and lasers [62, 119]. All such devices are to be used together in order to realize a phononic
or photonic computer, but each device may use as an input, waves propagating along different
modes and at different frequencies. It would be more beneficial to send multiple/ mixed modes of
waves through a single channel and be able to separate the individual components to the devices,
as opposed to transmitting each mode through a different line.

Engineering multi-stability
A number of applications including robotics [24, 129], bio-medicine [70, 130], energy storage [50,
109], deployable aerospace and solar structures [23, 25] require reconfigurability between a number
of shapes. These shape changes can include morphing between flat and curved geometries [51, 67]
or between open and closed topologies [23, 92]. Further, it is important that the structure is stable
in each configuration for it to be load-bearing in application. Engineering arbitrarily complex
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stable configurations requires the design of a highly non-linear energy landscape. However, in
most studies the overall structure or the repeating elements are bi-stable limiting the number and
complexity of stable configurations. This can be attributed to the difficulty in engineering highly
non-linear energy landscapes in simple mechanisms that use energy storing elements that display
strictly convex energy landscapes.

1.2 Scope of the thesis
In this work, we demonstrate ways to decouple mechanical properties of materials that are strongly
correlated by tuning certain elements in its topology. First, we demonstrate a way to decouple
the critical load to failure of a structure from its stiffness and weight, when the structure may be
subject to multiple modes of loading. We formulate the expressions for failure load and stiffness of
truss-like structures in terms of its topology, that include the dimensions of struts and internal stress
distribution. We perform a sensitivity analysis that uses an adjoint method to calculate bounds
and independently design the failure load, stiffness, and density of a truss. In our analysis, we
vary the cross-sectional areas of bars and pre-stress in the structure. We validate our results with
experiments on 3-D printed trusses, where a desired internal stress distribution is simulated by
introducing pre-compression in selected bars of the truss.

Second, we study periodic trusses, i.e. lattices, that feature point masses at selected joints to manip-
ulate waves propagating through a structure independently from its static properties. Specifically,
we engineer the wave speeds of chosen modes at a frequency while also designing for the static
stiffness. We obtain bounds on the mechanical properties using a sensitivity analysis, where we
vary the cross-sectional areas of struts and the point masses at the joints. We validate our results
with experiments on 3-D printed structures, where we analyze one lattice with a fast propagating
longitudinal wave and another with a slow propagating wave at the same frequency and similar
densities. Our sensitivity analysis allows us to also calculate the second derivative of frequency of
wave propagation with respect to the wavenumber (magnitude of wave vector). This allows us to
automate the tracking of modes in a dispersion plot for a structure. We then use a data-intensive
approach that involves tracking dispersion curves for several thousand lattices, which allows us to
design a demultiplexer that can split a mixed mode input. We demonstrate the method by demul-
tiplexing a combination of longitudinal and shear waves into individual channels. We validate our
results on 3-D printed lattices where we recover the demultiplexed signal at the output, reconstruct
the expected dispersion curves, and measure the wave speeds.

Third, we demonstrate shape morphing between arbitrarily complex stable topologies using rigid
kinematic elements and disengaging springs. We design a tri-stable switch that has two stable
closed configurations and one stable open configuration. As the switch consists of two equilateral



5

triangles, it can be tessellated in a kagome lattice configuration to realize severalmode stable shapes.
We show that a unit cell of the kagome lattice is quadri-stable and larger tessellations can attain
thousands of stable configurations. We demonstrate multi-stability on 3-D printed tessellations
where the rigid triangles and energy storing springs are printed with materials that possess different
stiffnesses. We demonstrate reversible shape morphing between open and closed stable shapes
using thermally actuated shape memory springs. We also measure the force in each spring to cause
each structure to snap.

Finally, we summarize the key findings of our research and discuss potential avenues for future
work.
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C h a p t e r 2

ENGINEERING FAILURE LOAD AND STIFFNESS

Research presented in this chapter has been adapted from the following publication:

Injeti, S. S., Daraio, C. &Bhattacharya, K.Metamaterials with engineered failure load and stiffness.
Proceedings of the National Academy of Sciences 116, 23960–23965 (2019).
https://doi.org/10.1073/pnas.1911535116

2.1 Motivation
Architected materials have proven to be a very effective way of making materials with unusual
mechanical properties. For example, by designing the mesoscale geometry of lattice materials, it
is possible to obtain extremely high stiffness to weight ratio or unusual Poisson’s ratio. However,
much of this work has focused on properties like stiffness and density, and much remains unknown
about the critical load to failure. This is the focus of the current work. We show that the addition of
local internal pre-stress in selected regions of architected materials enables the design of materials
where the critical load to failure can be optimized independently from the density and/or quasistatic
stiffness. We propose a method to optimize the specific load to failure and specific stiffness using
sensitivity analysis, and derive the maximum bounds on the attainable properties. We demonstrate
the method in a 2-D triangular lattice and a 3-D octahedral truss, showing excellent agreement
between experimental and theoretical results. The method can be used to design materials with
predetermined fracture load, failure location, and fracture paths.

2.2 Introduction
In this work, we show using trusses that the gap indicated by the dashed ellipse in Fig. 1.1(A) can
be bridged. In particular, we show that the critical load to failure in a truss can be varied within a
range while holding the stiffness and density fixed. We do so by exploiting states of self-stress in
a truss. A truss is a structure made of elongated members or bars joined together at nodes that can
transmit force but not moments. Depending on the topology of a truss, it may have mechanisms
whereby some nodes are free to move or it can support states of self stress. Fig. 1.1(B) shows
an octet truss with self stress – the bars in blue are in compression while the bars in red are in
tension. We show that states of self-stress can be exploited to increase the critical load to failure,
and then derive bounds on the range of specific (per unit relative density) stiffness and specific load
to failure, where the relative density of a truss is the ratio of density of the lattice to the density
of the material from which it is constructed. We validate the results from numerical simulations
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using experiments in both two and three dimensions.

Our work is related to two ideas in the literature. First, Paulouse et al. five showed using the 3D
version of a Kagome lattice that they can control the nonlinear mechanical response by selectively
activating buckling modes using states of self-stress. Our focus is on tensile fracture rather than
compressive buckling. Second, Mishuris and Slepyan [88] showed that the peak stress in a self-
equilibrated 1-D chain of stretched and compressed bonds can be controlled by varying the internal
stresses. Our idea is similar, but addresses higher dimensions.

2.3 Optimization of specific failure load and specific stiffness
A pin-jointed truss is a structure made of linear bars that carry uniaxial (tensile or compressive)
force held together by joints that transmit force but no moment. The truss is called statically
determinate if the force in each bar can be calculated only from static equilibrium equations given
the external loads. If there are too many bars such that the equilibrium conditions are insufficient
to determine the forces in the members, the truss is statically indeterminate. Such a structure can
be internally stressed, even when there are no external loads. An analysis going back to Maxwell
and subsequently generalized two,three shows that

1 − =3 + 3(3 − 1) = B − <, (2.1)

where 1 is the number of bars, = the number of joints, 3 the dimension (two or three), B the number
of linearly independent (modes) of self-stress, and < the number of independent mechanisms. In a
self-stressed system, some members are in tension while others are in compression, but the whole
structure is in equilibrium without any external loads. In our analysis, we consider a statically
indeterminate truss with B states of self-stress and denoted by B 9U be the stress in the Uth bar due to
the 9 th state of self-stress, U = 1, . . . , 1, 9 = 1, . . . , B. So the stress in the Uth bar is

∑
9 _ 9 B

9
U where

_ 9 is the intensity of the 9 th state of self-stress.

In designing architected materials, the octet truss has played a predominant role among space filling
structures, since it naturally exhibits high stiffness and strength that scale linearly with its relative
density. Also, the structure has a nodal connectivity of 12, making it highly indeterminate with
a stretch dominated mechanical response twenty. These properties make it a prime example for
our analysis. We study the octahedral truss with six unit cells and nine states of self-stress (Fig.
2.1(A)) and the octet truss with two unit cells and five states of self-stress (Figures 1.1(B), 2.1(B),
and 2.1(C)). The octahedral truss considered is still a portion of a larger octet truss with several
unit cells stacked together in all three dimensions.

Now suppose the truss is subjected to a particular mode of loading (e.g., Fig. 2.1(A)) with an
applied force T. We solve the equations of equilibrium as described in the Methods section and
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Figure 2.1: Optimal design of failure load and stiffness: (a) Octahedral truss loaded along a single
mode, in which failure occurs in a bar in green. (b) and (c) Octet truss loaded along a single
mode and two modes, respectively, where any bar can fail in tension. (d) Construction of bounds
on specific (per unit relative density) failure load and specific stiffness for the octahedral truss
with varying cross-sectional areas alone. (e) Table indicating parameters of optimization for both
trusses. B<0G represents the maximum allowed magnitude of pre-stress in a bar. 0<0G and 0<8=
are the maximum and minimum values 0U can take. (f) and (g) Calculated bounds on attainable
specific load to failure and specific stiffness, for the octahedral truss and octet truss loaded along a
single mode. The dashed line indicates the specific stiffness of the octahedral truss experimentally
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obtain the force carried by the Uth bar to be ) 5U where 5U is a dimensionless quantity depending
on the topology of the truss. The total force in this bar is ) 5U +

∑
9 _ 9 �UB

9
U where �U is the

cross-sectional area of the Uth bar. The whole structure is safe if this force is less than the critical
failure load �cr

U = �Uf
cr
U in that bar. It follows that the failure load – the applied load at which any

bar fails – is given by

)cr = � min
{V: 5V>0}

0V

fcr
V
−∑

9 _ 9 B
9

V

5V
(2.2)

where we denote �U = �0U for some non-dimensional area ratio 0U. Further, the stiffness/ modulus
of the structure is given by

" =
�∑

U
;U 5

2
U

�0U

(2.3)

where ;U is the length of the UCℎ bar and � the elastic modulus of the solid material.

It is possible to show that the relative density, d of a truss with fixed length of the bars scales as
� as long as

∑
U 0U = 1 so that d = �d> where d> depends on the truss geometry and length of a

bar. In particular, if all the bars are uniform (with length ; and cross-sectional area �), the relative
density is 6

√
2�
;2

(7 �√
2;2

) for the octet (octahedral) truss in Fig. 2.1.

Therefore, we obtain the expressions for the specific failure load (ratio of failure load to relative
density) and specific stiffness (ratio of stiffness to relative density) as

)cr = min
{V: 5V>0}

0V

d>

fcr
V
−∑

9 _ 9 B
9

V

5V
, (2.4)

" =
1
d>

1∑
U
; 5 2
U

�0U

. (2.5)

Previous work has considered optimizing and bounding the specific stiffness " by varying the
non-dimensional cross-sectional areas 0U subject to the constraint

∑
U 0U = 1. In this work, we

focus on a combination of the specific stiffness " and specific failure load )cr, while varying non-
dimensional area 0U (

∑
0U = 1) and pre-stress _ 9 . A difficulty in doing so is that the specific failure

load is itself defined through a variational principle – this makes usual approaches to optimization
which requires the computation of the sensitivity difficult. Therefore, we approximate it as

)cr ≈
©«

∑
{V: 5V>0}

(
0V

d>

fcr
V
−∑

9 _ 9 B
9

V

5V

)−?ª®¬
−1/?

, (2.6)

for ? large enough (we take p=5 in our calculations).
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We find bounds on all attainable values of )cr, " that can be obtained by varying 0U, _ 9 . Given
any W1 and W2, we maximize the objective function O = W1)cr +W2" to find Omax using established
methods (we find the sensitivity using the adjoint method and avoid local minima by taking
multiple initial guesses; details in Methods section). It then follows that for any given {0U, _ 9 },
W1)cr(0U, _ 9 ) + W2" (0U, _ 9 ) lies in the half plane W1)cr + W2" ≤ Omax. The intersection of
all such half planes (for all values of W1, W2) defines an outer bound on all possible values of
)cr(0U, _ 9 ), " (0U, _ 9 ). This construction is shown in Fig. 2.1(D), using the constraints on design
mentioned in Fig. 1.2(E). It is an outer bound because all attainable values lie in the set, but it
is not guaranteed by the argument above that all points inside the set are feasible. However, the
points on the boundary that correspond to unique points where the tangent touches the set are in
fact feasible, i.e., it is possible to find the distribution of non-dimensional areas 0U and intensities
of states of self-stress _ 9 that result in specific failure load and specific stiffness indicated by these
points. This is important because extremal properties are likely to occur at such points.

Our analysis shows that it is possible to significantly expand the attainable specific failure load
and specific stiffness values in trusses, by varying the non-dimensional areas and pre-stress of the
bars (Figures 2.1(F) and 2.1(G)). The points marked in black indicate the specific failure load and
specific stiffness for a uniform truss with no pre-stress. The yellow region (line in the case of the
octet truss) gives bounds on all possible values of specific failure load and specific stiffness that can
be obtained by varying the non-dimensional areas while keeping the pre-stress uniformly zero (i.e.,
varying 0U subject to the constraint

∑
U 0U = 1 with _ 9 = 0). The blue region gives bounds on all

possible values of specific failure load and specific stiffness that can be obtained by varying both
non-dimensional areas and pre-stress (i.e., varying 0U subject to the constraint

∑
U 0U = 1 and _ 9 ).

Here, the pre-stress does not affect the range of specific stiffness that the truss can attain. Instead,
internal stresses can significantly increase the specific failure load. By varying the distributions
of non-dimensional areas and pre-stress, one can increase the specific stiffness of the octet truss
by a factor two and simultaneously increase its specific failure load by a factor three, within the
constraints of design mentioned in Fig. 2.1(E).

Finally, we study the case in which an octet truss is loaded in multiple modes (Fig. 2.1(C)). In
such situations, it is natural to seek the Pareto optimal or the envelope of optimal values for various
weights of the different loading modes. Consider A loading modes and suppose we assign weights/
intensities F8, 8 = 1, . . . A, F8 > 0,

∑
F8 = 1 for the different modes. Then, the formulae above are

easily generalized as

)cr =
∑
8

F8 min
{V: 58,V>0}

0V

d>

fcr
V
−∑

9 _ 9 B
9

V

58,V
, (2.7)
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" =
∑
8

F8

d>

1∑
U

; 5 2
8,U

�0U

. (2.8)

We find the Pareto optimal by considering all possible weights. Fig. 2.1(H) shows representative
results for the octet truss for a combination of two modes of loading shown in Fig. 2.1(C).

In this section, we calculated bounds on attainable specific failure load and specific stiffness.
However, in order to design a truss with a particular property within these bounds, one can
minimize a norm of the difference between eq. (2.4) or eq. (2.5) and the required property using
a sensitivity analysis similar to the one described in the Methods section. We would then arrive at
distributions 0U and _ 9 that result in specific failure load/ stiffness close to or at the desired value.
For a truss with a given relative density d and non-dimensional area distribution 0U, the distribution
of cross-sectional areas of bars can be calculated as �U = �0U, where d = �d>.

2.4 Experimental results
To demonstrate the principles described above, we first choose a triangular lattice (Fig. 2.2(A)),
which is part of a planar section of the octet truss with several unit cells stacked along two directions.
This geometry is statically indeterminate with three states of self-stress. We then validate the model
in three dimensions, using an octahedral truss, with nine states of self-stress (Fig. 2.2(B)). Since
prior work has studied stiffness in detail thirty, here we focus on maximizing the failure load with
respect to the distribution of internal stress _ 9 for a given distribution of area 0U and relative
density d. Internal stress distributions as a result of this optimization (see algorithm in the Methods
section) are qualitatively indicated on samples in Figures 2.2(A) and 2.2(B). The bars in red are
in tension while those in blue are under compression. The octahedral truss considered here has a
specific stiffness value and maximized specific failure load that lie on the dashed line indicated in
Fig. 2.1(F). The specimens are fabricated using a Stratasys Connex500 multi-material 3D-printer,
with the bars made of DM8530-GREY60 material and the soft joints with TangoBlackPlus (TB)
thirtytwo. The length of each bar is 40 mm.

Any statically indeterminate structure can be internally pre-stressed to a desired distribution, by
inducing local pre-strain in selected bars. This is possible because the principle of superposition
applies in the limit of small deformations. In our examples, we introduce local pre-compression
in three of the bars in the triangular lattice and in four bars of the octahedral truss. These bars
(indicated by green arrows in Figures 2.2(A) and 2.2(B)) are initially pre-compressed, but are then
subjected to tensile stresses when the truss is loaded. The magnitude of the local pre-compression
on these bars is determined using superposition, so that the final stress-state of the lattices matches
the desired distribution of self-stress, obtained from numerical simulations (see Methods section).

To emulate the effect of local pre-compression, we introduce hingemechanisms in the center of these
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bars, allowing them to buckle slightly and remain unstressed before loading is applied. We call such
bars the slack bars (Fig. 2.2(C)). The amount of slack in each mechanism is designed to match the
displacement needed for its locally pre-compressed bar to reach zero stress. Hence, as the structure
is loaded, the tensile displacements in the mechanism compensate the slack, eventually engaging
the pins in each hinge. From this point onwards, the stress state of the truss is identical to that
expected from the desired pre-stressed structure under the same load. We verify this experimentally
by ensuring that the global effective stiffness of the structures tested match the expected values. In
control experiments, we introduce hinges with no slack, to test the failure of structures with no
initial pre-stress. Importantly, the hinge mechanisms also act as defects in the bars, and localize
failure away from the joints of the truss, at a fixed load level.

The lattices are tested in an Instron testingmachine, operated in displacement control. The results of
the tensile tests, performed to failure for both the triangular lattice (Fig. 2.2(A)) and octahedral truss
(Fig. 2.2(B)), show a significant difference between the samples with and without slack in the hinge
mechanisms. The resulting stiffness and failure load are compared to the theoretically predicted
values (Figures 2.2(D) and 2.2(E)), showing excellent agreement. To obtain the theoretical values,
individual bars are fabricated using the same method and tested in tension at the same strain rate.
We obtain a linear stiffness of 115.28 ± 1.91 N/mm and 21.12 ± 0.64 N/mm for the regular and
slack bar, respectively, and the maximum load to failure in the slack bar is 15.12 ± 1.56 N.

We obtain a two-fold increase (107.21% for the triangular lattice, and 127.44% for the octahedral
truss) in the specific failure load of the pre-stressed structures, as compared to the structures with
no pre-stress. However, the stiffness of the structures with and without pre-stress remains almost
constant, as intended. Consequently, there is a four-fold increase in the work of fracture.

2.5 Discussion
Our analysis expresses failure load of architected materials in terms of geometrical parameters that
can be used in design. This approach decouples stiffness from strength and allows the calculation of
global optima using sensitivity analysis. As stiffness and failure load scale linearly with density, for
stretch dominated structures, the approach can be used to design arbitrarily lightweight structures.
We show that the design bounds can be reached in truss-like structures introducing internal stresses
and varying the distribution of cross sectional areas within the structures. We demonstrate this
technique on the octet and octahedral trusses. While these are relatively simple examples, they
illustrate the principle. The formulas and themethods presented are applicable to trusses of arbitrary
complexity. The proposed design approach could be further extended in the future to include more
complicated loading conditions (e.g., complex loading histories or dynamic solicitations) and
expand materials’ functionalities. For example, engineering pre-stress can be used to improve
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impact energy absorption and failure of architected foams. The addition of pre-stresses can also be
an important tool to engineer large shape changes in materials thirtysix. Finally, internally stressed
structures can be studied to create predetermined failure paths in a structure, which can be useful
to prolong the life of a product.

2.6 Methods
2.6.1 Equilibrium equations
In this section, we provide details to obtain the force in any bar of a pre-stressed truss in the presence
of external loads.

Consider a truss with 1 bars and = joints or nodes. Let
˜
H0
8
denote the position of the 8th joint in the

absence of any self-stress and any external load (i.e., the ideal truss). Thus, the length !0
8 9
of the

bar connecting the 8th and 9 th joint is given by |
˜
H0
9
−

˜
H0
8
|.

A state of self-stress can be induced in the truss by changing the natural length of the bar connecting
the 8th and 9 th joint to be !8 9 that is different from the ideal natural length !0

8 9
. Further, we can

apply external force
˜
�4GC
8

at the 8th joint. The new positions of the joints, {
˜
H8}, can be obtained from

solving the equilibrium equations. Assuming that each bar is made of a linear elastic material, the
equilibrium of the 8th joint is given by

∑
9

 8 9

(
|
˜
H 9 −

˜
H8 | − !8 9

) (
˜
H 9 −

˜
H8

)
|
˜
H 9 −

˜
H8 |
−

˜
�4GC8 = 0 (2.9)

where  8 9 denotes the stiffness of the bar connecting the joints indexed 8 and 9 (with  8 9 = 0 if
there is no such bar).

These equations are nonlinear in the positions. However, if the displacement of the joints is small
enough (as for example, if the strain to failure is small as is true in our situation), we can linearize
around the natural positions. To do so, we set

˜
H8 =

˜
H0
8
+

˜
D8 and !0

8 9
= !8 9 + 48 9 , and linearize the

equilibrium equation (2.9) in {
˜
D8} and {48 9 }. We obtain∑
9

 8 9
(̃
C8 9 .(˜

D 9 − ˜
D8) − 48 9

)
˜
C8 9 = ˜

�4GC8 , (2.10)

where
˜
C8 9 is the unit vector tangent to the bar given by ˜

H0
9
−

˜
H0
8

|
˜
H0
9
−

˜
H0
8
| . We can now exploit the linearity of

the equation and write
˜
D8 = ˜

D�
8
+

˜
D(
8
where

˜
D�
8
,
˜
D(
8
solve∑

9

 8 9

(
˜
C8 9 .(˜

D�9 − ˜
D�8 )

)
˜
C8 9 =

∑
9

 8 9 ˜
D�9 = ˜

�4GC8 , (2.11)

∑
9

 8 9

(
˜
C8 9 .(˜

D(9 − ˜
D(8 ) − 48 9

)
˜
C8 9 = 0, (2.12)
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with  8 9 =
(̃
C8 9 ⊗  8 9˜

C8 9
)
− X8 9

(∑
: ˜
C 9 : ⊗  9 :˜

C 9 :
)
. The first equation above finds the displacements

due to the external force in the absence of self stress while the latter finds the displacements due to
self-stress in the absence of the external forces.

Now, note that  8 9
(
˜
C8 9 .(˜

D(
9
−

˜
D(
8
) − 48 9

)
is the force in the bar connecting joints indexed 8 and 9 in

the pre-stressed structure without the application of an external load. Representing this force by
%(
8 9
, eq. (2.12) becomes

∑
9 %

(
8 9˜
C8 9 = 0. Switching to an indexing with respect to bars, eq. (2.12)

further simplifies to ∑
U

�8U%
(
U = 0, (2.13)

where � represents a connectivity matrix of size 3= × 1 and U = 1, . . . , 1. If the UCℎ bar starts or
ends at the joint indexed 8, then the vector in the UCℎ column of � from its 3 (8 − 1) + 1Cℎ row to its
38Cℎ row is given by the unit vector

˜
CU, which represents the direction cosines of the bar pointing

away from the joint 8. The vector is zero otherwise. The null-space of matrix � indicates states of
self-stress in the system, and the orthonormal vectors that span this null-space describe the different
states of self-stress in the truss.

Therefore, the total force in the UCℎ bar is given by

%U = %
�
U +

∑
<

_<�UB
<
U , (2.14)

where %�U =  8 9 (˜
D�
9
−

˜
D�
8
).

˜
C8 9 is the force in the UCℎ bar due to the external force. Finally, consider

a loading mode on the structure with an applied force ) . It is easy to calculate a non-dimensional
quantity 5U associated with the UCℎ bar such that eq. (2.14) becomes

%U = ) 5U +
∑
<

_<�UB
<
U . (2.15)

Here, \ 5U is the force in the UCℎ bar when the initially stress-free structure is loaded along the mode
with a unit external load, where \ is a unit force.

To illustrate the states of self-stress, consider the structure shown in Fig. 2.3 with a uniform stiffness
distribution. As a result, there are three states of self-stress represented by the linearly independent
vectors,

˜
B1 = [−1, −1, 1, −1, 1, −1, 1, 0, −1, 1, 0, 0, 0, −1, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0]) ,

˜
B2 = [0, 0, 0, 0, 0, −1, 1, 1, −1, −1, −1, −1, −1, 0, 1, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0]) ,

˜
B3 = [0, 0, 0, 0, 0, −1, 1, 1, −1, −1, 0, −2, 0, 0, 1, 1, 0, 0, 1, 0, −1, −1, −1, 1, 1, 1]) .
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Figure 2.3: Triangular lattice: Example of a statically indeterminate 2-D truss with 13 joints
(labeled in black) and 26 bars (labeled in red).

2.6.2 Sensitivity analysis
2.6.2.1 Sensitivity of specific failure load

Consider a matrix
˜
+8 of size 18 x 3, where 18 is the number of elements in the set {V} for the 8Cℎ

loading mode. Let the 9 Cℎ row in
˜
+8, ˜

E8, 9 be the difference in displacement vectors (due to the
external force) of joints associated with the bar given by the 9 Cℎ element in the corresponding set
{V}. From eq. (2.11), it is easy to find the relation

˜
+8 = ˜

�
˜
�8, where the : Cℎ row of

˜
�8 is the external

force at the : Cℎ joint for a unit load along the 8Cℎ mode. Note that
˜
� is a matrix of size 18 x =. With

this revised notation, the specific failure load considering failure of a bar in tension can be written
as

) 2A =
∑
8

\F8

��d>

©«
∑

{V: 5V>0}

(
; (fcr

V
−∑

9 _ 9 B
9

V
)

˜
E8,V. ˜

CV

)−?ª®¬
−1/?

, (2.16)

where
˜
C 9 is the unit vector along the bar indexed 9 in the corresponding set {V}. The sensitivity of

specific failure load with the internal stress distribution can be easily calculated as
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m) 2A

m
˜
_
=

∑
8

\F8

��d>

[ ©«
∑

{V: 5V>0}

(
; (fcr

V
−∑

9 _ 9 B
9

V
)

˜
E8,V. ˜

CV

)−?ª®¬
−(?+1)
?

©«
∑

{V: 5V>0}

(
; (fcr

V
−∑

9 _ 9 B
9

V
)

˜
E8,V. ˜

CV

)−?−1 ( −;
˜
BV

˜
E8,V. ˜

CV

)ª®¬
]
. (2.17)

However,
˜
+8 and hence ˜

E8, 9 depend on the stiffness distribution within the truss. In order to calculate
the sensitivity of eq. (2.16) with respect to 0U, we modify eq. (2.16) by introducing the method of
Lagrange multipliers, as follows

) 2A =
∑
8

\F8

��d>

©«
∑

{V: 5V>0}

(
; (fcr

V
−∑

9 _ 9 B
9

V
)

˜
E8,V. ˜

CV + ˜
�V.(˜

E8,V − ˜
�V ˜
�8)

)−?ª®¬
−1/?

, (2.18)

where
˜
�V represents the VCℎ Lagrange multiplier of size 1 x 3 and

˜
�V represents the VCℎ row of

˜
�.

The sensitivity of ) 2A with respect to 0U, U = 1, 2, . . . , 1 is calculated as

m) 2A

m0U
=

∑
8

\F8

��d>


©«

∑
{V: 5V>0}

(
; (fcr

V
−∑

9 _ 9 B
9

V
)

˜
E8,V. ˜

CV

)−?ª®¬
−(?+1)
? ©«

∑
{V: 5V>0}

(
; (fcr

V
−∑

9 _ 9 B
9

V
)

˜
E8,V. ˜

CV

)−?−1

;�8
ª®¬
 .

(2.19)

For each loading mode given by the index 8,

�8 =

mf2A
V

m0U
−

˜
_.

(
m
˜
BV

m0U

)
˜
E8,V. ˜

CV
−

(
fcr
V
−∑

9 _ 9 B
9

V

) (
˜
CV.
m

˜
�V

m0U ˜
�8

)
(
˜
E8,V. ˜

CV
)2 . (2.20)

Note that we avoid computing m
˜
E8,V
m0U

by choosing
˜
�V to be −˜

CV.

2.6.2.2 Sensitivity of specific stiffness

Similarly to the procedure carried out in the previous subsection, the specific stiffness can be written
as

" =
∑
8

\2F8;

� �2d>

1∑
U 0U

(
˜
E8,U . ˜

CU
)2 +

˜
�U .(˜

E8,U − ˜
�U ˜
�8)
. (2.21)

Choosing the Lagrange multiplier
˜
�U to be −20U

(
˜
E8,U . ˜

CU
)
˜
CU,

m"

m0U
=

∑
8

−\2F8;

� �2d>

(
˜
E8,U . ˜

CU
)2 + 20U

(
˜
E8,U . ˜

CU
)
˜
CU .

m
˜
�U
m0U ˜

�8(∑
U 0U

(
˜
E8,U . ˜

CU
)2

)2 . (2.22)
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We optimize the specific stiffness with respect to 0U subject to the constraints,
∑
U 0U = 1 and

0<8= ≤ 0U ≤ 0<0G , U = 1, 2, . . . , 1, using algorithm 1. We optimize ) 2A with respect to both 0U
and _ 9 , subject to the additional constraints |

∑
9 _ 9 B

9
U | ≤ B<0G , using algorithm 2.

2.6.3 Experimental details
2.6.3.1 Design of the truss

Figures 2.4(A) and (B) show the design of the truss (without the joints) for the triangular lattice and
octahedral truss, respectively. The reduced cross-sectional area at the bars’ intersection ensures a
decrease in bending resistance. To ensure that failure does not occur at the joints when the structure
is loaded, we fabricate them using a softer material (TangoBlack, TB, by Stratasys). During testing,
the structures are fastened to an Instron mechanical testing machine using bolts that pass through
the loops at the two corners of the structure (Figures 2.4(C) and (D)). The close-up image in Fig.
2.4(E) shows an expected fracture of a slack bar at the thinnest region.

In order to calculate the internal stress distribution that optimizes the failure load, we first measure
the properties of a single bar. We perform tensile tests on the samples shown in Figures 2.4(F) and
(G) to measure the linear stiffness of a regular bar and a slack bar. It is to be noted that the effective
length of these bars is twice that of one bar in a truss. Hence, we double the measured stiffness to
calculate the stiffness of just one bar in each truss. We calculate the linear stiffness of each sample
as the slope of the straight line portion in its force-position data for a fixed displacement. We use
these values as input to maximize the failure load in the following subsection.

2.6.3.2 Maximum failure load and slack length distribution

We calculate optimal distributions of internal stress
˜
_∗1 and ˜

_∗2 that maximize the failure load for the
structures shown in Figures 3(A) and (B), respectively. We assume a maximum pre-compression/
pre-extension limit in each bar of 0.97 << (≈ 2.5% maximum pre-strain) for the triangular lattice
and 0.85 << (≈ 2.1% maximum pre-strain) for the octahedral truss. The failure load is optimized
with the constrained gradient based method, using eq. (2.17). We use algorithm 2 to calculate
the internal stress distributions

˜
_∗1 and

˜
_∗2, that maximize the failure loads in each structure. This

desired increase in failure load can be achieved in the triangular lattice by introducing a slack length
of 2.28 << in each of the three slack bars indicated in Fig. 3(A)– using algorithm 3. Similarly, we
introduce a slack length of 1.4 << in each of the four slack bars in Fig. 3(B).

2.6.3.3 Experimental setup

Figures 2.4(C) and (D) show the triangular lattice and octahedral truss loaded using the Instron
tensile testing machine. Since the fixtures are constrained to move vertically, this process replicates
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A B

GF

C D

E

Figure 2.4: Design of samples: (a) and (b) Models of bars for the triangular lattice and octahedral
truss, respectively. (c) and (d) The triangular lattice and octahedral truss loaded using the Instron
machine. (e) A triangular lattice sample post testing. Notice fracture in the slack bar indicated
by the blue circle in the close-up image. (f) and (g) Model of a regular bar and a slack bar,
respectively.
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Table 2.1: Experiments vs theory– Triangular lattice

Quantity Experimental results Theoretical results

Failure load (stress-free) 31.89 ± 3.01 # 26.07 #

Failure load (internally stressed) 66.13 ± 3.89 # 60.30 #

Stiffness (stress-free) 13.64 ± 1.72 #/<< 11.55 #/<<
Stiffness (internally stressed) 10.07 ± 0.52 #/<< 11.55 #/<<

Percentage increase in failure load 107.21 % 131.30 %

Table 2.2: Experiments vs theory– Octahedral truss

Quantity Experimental results Theoretical results

Failure load (stress-free) 86.03 ± 8.67 # 85.14 #

Failure load (internally stressed) 195.59 ± 7.39 # 185.74 #

Stiffness (stress-free) 47.12 ± 1.65 #/<< 41.37 #/<<
Stiffness (internally stressed) 46.02 ± 0.43 #/<< 41.37 #/<<

Percentage increase in failure load 127.44 % 118.16 %

the desired mode of loading. As we load the triangular lattice, some of the bars compress and
naturally tend to buckle out of plane at the joints. This happens due to the negligible bending
resistance offered by the joints. In order to make sure all the bars remain in the same plane, which
is the plane of view, we constrain the sample between two glass slides with lubricated internal
surfaces. The lubrication helps reduce friction between the sample and the glass, without adding
any in-plane external force. Further, the spacing between the glass slides is held constant using
a fixed number of standard nuts and washers between them. Finally, the glass slides are held
stationary with respect to the machine using clamps that are attached to the Instron machine. The
two ends are moved vertically away with respect to each other, quasi-statically, till the first bond
breaks. The displacement rate is set at 0.5 <</B. We then measure the peak load at which this
failure occurs from the recorded data.

Tables 2.1 and 2.2 summarize the experimental results (mean values with standard deviations)
against the corresponding theoretical predictions. Note that we calculate the stiffness of each
structure as slope of the straight line regions for a fixed displacement in Figures 3(A) and (B).
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2.6.4 Algorithms

Algorithm 1 Optimization (minimization) with respect to 0
1: Objective function⇒ O (0), fix _ = 0
2: Randomly select 100 points for 0 such that the constraints are satisfied
3: Evaluate O at all 100 points
4: Let 0

8
represent the vector of stiffness at the 8Cℎ iteration.

5: Identify 01 such that O (01) is minimum of all 100 values
6: i=1 (step)
7: Evaluate �

0,8
(Gradient of O with 0 at 0

8
) and � ?

0,8
(�

0,8
projected on active constraints)

8: while (norm (�
0,8
)>0) OR (norm (� ?

0,8
)>0) do

9: 0
8+1 = 08 − 4 � {� = �

0,8
, if ∃ 4 > 0 s.t. 0

8+1 is feasible; � = � ?
0,8
, otherwise}

10: If 0
8+1 violates a constraint, recalculate 08+1 on boundary

11: while (O(0
8+1) − O(08))>0 do

12: 4 = g 4, where 0 < g < 1
13: Re-evaluate feasible 0

8+1
14: end
15: i=i+1
16: Evaluate �

0,8
and � ?

0,8

17: end
18: 0∗ = 0

8
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Algorithm 2 Optimization (minimization) with respect to 0 and _
1: Objective function⇒ O (0, _)
2: Randomly select 100 points for (0, _) such that the constraints are satisfied
3: Evaluate O at all 100 points
4: Let (0

8
, _

8
) represent the stiffness and internal stress distribution vectors at the 8Cℎ iteration.

5: Identify (01, _1) such that O (01, _1) is minimum of all 100 values
6: i=1 (step)
7: Evaluate �

0,8
, �

_,8
(Gradient of O with 0 at 0

8
and with _ at _

8
, respectively), � ?

0,8
and

� ?
_,8
(�

0,8
and �

_,8
projected on active constraints, respectively)

8: while (norm (�
0,8
)>0 AND norm(� ?

0,8
)>0) OR (norm (�

_,8
)>0 AND norm (� ?

_,8
)>0) do

9: 0
8+1 = 08 − 41 � {� = �

0,8
, if ∃ 41 > 0 s.t. 0

8+1 is feasible; � = � ?
0,8
, otherwise}

10: If 0
8+1 violates a constraint, recalculate 08+1 on boundary

11: while (O(0
8+1, _8) − O(08, _8))>0 do

12: 41 = g141, where 0 < g1 < 1
13: Re-evaluate feasible 0

8+1
14: end
15: Re-evaluate �

_,8
and � ?

_,8

16: _
8+1 = _8 − 42� {� = �

_,8
, if ∃ 42 > 0 s.t. _

8+1 is feasible; � = � ?
_,8
, otherwise}

17: If _
8+1 violates a constraint, recalculate _8+1 on boundary

18: while (O(0
8+1, _8+1) − O(08+1, _8))>0 do

19: 42 = g242, where 0 < g2 < 1
20: Re-evaluate feasible _

8+1
21: end
22: i=i+1
23: Evaluate �

0,8
, �

_,8
, � ?

0,8
and � ?

_,8

24: end
25: (0∗, _∗) = (0

8
, _
8
)
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Algorithm 3 Distribution of slack lengths
1: Assign stiffness :2 to slack bars and :1 to the remaining bars. Let the set of indices of slack

bars be represented by Set1.
2: Calculate _∗ from algorithm 2, for this fixed 0
3: for i=1: 1: size (Set1) do
4: Natural length of bar indexed by Set1(i)→ ! + 1 mm
5: Natural lengths of all other bars→ ! mm
6: Resultant equilibrium pre-stress distribution (without external load)→ _

8

7: end
8: Solve for the optimal solution, G∗ = 0A6 <8=G |

∑
8 G8_8 − _∗ |2, subject to G ≥ 0 and G ≤ D1

(upper bound determined by a maximum pre-strain limit)
9: Distribution of natural lengths: ! + G∗

8
mm for the 8Cℎ bar in Set1 and ! mm for the rest, where

! is the natural length of each bar in the homogeneous structure.
10: Amount of slack in the 8Cℎ bar in Set1 is G∗

8
mm.
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C h a p t e r 3

ENGINEERING WAVE SPEED AND STIFFNESS

Research presented in this chapter has been adapted from the following publication:

Injeti, S. S., Bhattacharya, K. & Daraio, C. Tuning acoustic impedance in load-bearing structures.
In preparation (2021).

3.1 Tuning acoustic impedance in load-bearing structures
3.1.1 Motivation
Acoustic transparency is the capability of a medium to transmit mechanical waves to adjacent
media, without scattering. This characteristic can be achieved by carefully engineering the acoustic
impedance of the medium – a combination of wave speed and density, to match that of the
surroundings. Owing to the strong correlation between acoustic wave speed and static stiffness,
it is challenging to design acoustically transparent materials in a fluid, while maintaining their
high structural rigidity. In this work, we propose a method to design architected lattices with
independent control of the elastic wave speed at a chosen frequency, the mass density, and the
static stiffness, along a chosen loading direction. We provide a sensitivity analysis to optimize
these properties with respect to design parameters of the structure, that include localized masses at
specific positions. We demonstrate the method on five different periodic, three dimensional lattices,
to calculate bounds on the longitudinal wave speed as a function of their density and stiffness. We
then perform experiments on 3-D printed structures, to validate our numerical simulations. The
tools developed in this work can be used to design lightweight and stiff materials with optimized
acoustic impedance for a plethora of applications, including ultrasound imaging, wave filtering,
and waveguiding.

3.1.2 Introduction
In this work, we present a design approach that decouples the static stiffness of a structure from its
elastic wave speed. We apply this method to architected lattices featuring point masses at specific
locations, which act as localized scatterers or resonating elements in the dynamic response of these
structures.

Architected solids are a class of materials whose macroscopic properties stem from a carefully-
engineered mesostructure, whose characteristic lengthscale is in between the atomistic one (that
dictates the behavior of the constituent material) and the overall size of the system [42]. Com-
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monly, these mesostructures are obtained by spatially-repeating a unit cell or repetitive volume
element (RVE) that comprises peculiar spatial arrangements of material phases and voids. An
engineering-relevant subclass of architected solids are lattice structures, i.e., networks of simple
structural elements like trusses [35], shells [120], or plates [11], that show unusual combinations
of mechanical properties like high strength and light weight [4]. Most early studies on lattice
structures focused on their peculiar mechanics, e.g., on their ability to display mechanisms of inex-
tensional deformation and states of self stress [55, 57], and on their potential structural applications,
e.g., as cores of sandwich panels [34, 39]. Lattice structures with increasingly complex architec-
tures can now be additively fabricated in many different materials, from polymers and metals [57,
99], to ceramics [84], composites [103], and cementitious materials [89], and with characteristic
lengthscales reaching down to nanometers [7].

Lattice structures are particularly appealing for their response to dynamic loads, since their complex
architectures give way to peculiar dispersion properties [100]. In the context of elastic wave
propagation, periodic lattices can exhibit bandgaps, i.e., frequency ranges where waves are not
allowed to propagate [48, 69, 78, 101, 125]. Beyond this well-known attribute, lattices also exhibit
spatial wave manipulation capabilities, e.g., wave anisotropy or directionality [8, 19, 20], negative
refraction [115], and topologically-protected backscattering-free waveguiding [121], stemming
from intrinsic or carefully-chosen unit cell symmetries that yield mode-rich dispersion relations.
In acoustics, microlattice metamaterials immersed in a fluid behave as poroelastic media and
interact with ultrasonic waves, leading to local resonance based bandgaps [68, 113] and other wave
manipulation effects such as wave focusing [114], with potential applications in the biomedical
field [61]. When manufactured at the micro- or nano-scale, lattice architectures can also interact
with electromagnetic waves and exhibit photonic gaps [27]. These characteristics, coupled with
their structural performance, make lattices appealing as multifunctional systems for mechanical,
aerospace, and biomedical applications.

A critical need to translate structured materials into engineering applications is the development of
inverse design strategies, to obtain optimal architectures given desired specifications. In dynamics,
the dispersion properties of a periodic lattice are often derived from the analysis of a single cell,
applying periodic boundary conditions of the Floquet-Bloch type, which impose a dependency on
the wavenumber [16, 101]. This approach simplifies the optimization process, and reduces it to
the design of a single cell. Most optimization efforts to date target the position in the frequency
spectrum and frequency width of elastic bandgaps [6, 12, 44, 52, 54, 80, 106, 112]. In this context,
the techniques used are mainly gradient-based topology optimization and genetic algorithms [74].
Fewer studies are dedicated to the optimization of other dispersive properties, e.g., the elastic wave
speeds. Topology optimization has been used to design the transient response of one-dimensional
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elastic waveguides, based on a sensitivity analysis that uses the adjoint method to calculate the
effects of topological changes on the group velocity [31]. A similar technique, albeit applied to
frequency-domain equations, is adopted for spatial wave manipulation [3, 29, 98]. In one example,
authors design plates with perforations, optimized to control the direction of flexural modes at
different frequencies [3]. However, this method avoids the calculation of implicit derivatives that
describe the evolution of a mode shape with the cell architecture, an aspect that could be useful
for the optimization of mode shape-dependent dispersion characteristics. Furthermore, the studies
mentioned are restricted to structures consisting of a single material and void. However, we note
that the local addition of a second material with a relatively high density can have drastic effects
on the range of wave speeds that can be attained, while maintaining constant the static stiffness.

In this section, we develop a tool to optimize the elasticwave speeds in three-dimensional architected
lattices at a fixed frequency of propagation. The key step is a sensitivity analysis to calculate the
topological gradient of the elastic group velocity of any particular mode at a chosen frequency of
interest, by providing a method to compute the sensitivities of the mode shape together with an
adjoint method. These derivatives are also useful in understanding and engineering the rich modal
composition exhibited by these 3-D structures at any frequency. We show that analyzing the real and
imaginary parts of the mode shape separately simplifies the problem of computing sensitivity. In
order to demonstrate our method, we study five periodic lattices (simple cubic (SC), body-centered
cubic (BCC), face-centered cubic (FCC), octet, and hexagonal) that propagate pressure-like elastic
waves at similar frequencies. We model these lattices using frame elements [53, 79]. We use our
sensitivity analysis to optimize the group velocity for a chosen mode and at a chosen frequency for
all five structures, as a function of their density and/or static stiffness. The structural parameters
we choose to vary are the circular cross-sectional areas of the beams and the value of point masses
located at the joints. We non-dimensionalise our analysis, so that the results can be applied to any
frequency, by simply scaling a length parameter within each unit cell. In order to verify our results,
we compare them to finite element simulations with 3-D elements in COMSOL, and validate them
by comparing to experiments on 3-D printed samples. Our technique could also be applicable to
other phenomena involving directional or preferential wave propagation, such as wave focusing or
backscattering-free waveguiding.

Following this introduction, in Section 3.1.3, we report details on the formulation of group velocity
culminating with its sensitivity analysis. In Section 3.1.4, we use our sensitivity analysis to
calculate bounds on the wave speeds for the five considered lattices as a function of their densities
and stiffness. Finally, in Section 3.1.5, we conduct experiments on two representative BCC lattices
with engineered wave speeds and compare the results to our findings obtained from numerical
calculations.
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3.1.3 Optimal design of group velocity
Several important applications such as impedancematching structures, delay lines, frequency filters,
and vibration absorbers require engineering wave speeds, i.e. group velocities, of specific modes
at a frequency of propagation, or a range of frequencies. In this subsection, we define the group
velocity of a wave propagating at a certain frequency in periodic media and we detail a framework
to optimize the group velocity in a structure together with static properties such as the stiffness and
mass density.

3.1.3.1 Background

Consider an infinite heterogeneous periodic medium, where the unit cell geometry is described by
? parameters

˜
j ∈ R?. In this work, we consider a discrete system (either a discrete mass system

or one obtained by the discretization of a continuum system as in Section 3.1.4.1) with 3 degrees
of freedom

˜
* ∈ R3 in the reference unit cell. We index the unit cells with =-tuple of integers

˜
= ∈ Z= depending on whether the unit cell is repeated in = = 1, 2, or 3 dimensions. Let D8

˜
= denote

the generalized displacement and ?8
˜
= =

∑
9 ,

˜
< "8

˜
= 9

˜
< ¤D 9

˜
< denote the momentum associated with the

8Cℎ degree of freedom in the
˜
=Cℎ unit cell, and let  8

˜
= 9

˜
< be the stiffness between the 8Cℎ degree of

freedom in the
˜
=Cℎ unit cell and the 9 Cℎ degree of freedom in the

˜
<Cℎ unit cell. Then the generalized

equation of motion is∑
9 ,

˜
<

"8
˜
= 9

˜
< ¥D 9

˜
< = �8

˜
= =

∑
9 ,

˜
<

 8
˜
= 9

˜
< (D8

˜
= − D 9

˜
<) 8 = 1, . . . 3,

˜
= ∈ Z=. (3.1)

The general solution to this equation may be written as a superposition of functions of the form
D8

˜
= (C) = exp(−8lC)*8

˜
=. Further, Bloch’s theorem [16] enables us to write *8

˜
= = exp(8

˜
: ·

˜
=)*8

where
˜
* ∈ R3 represents amplitude of displacements within a single unit cell. Thus, the general

solution is a superposition of waves D8
˜
= (C) = exp(8(

˜
: ·

˜
= − lC))*8 with temporal frequency l and

wave vector
˜
: . Substituting this in eq. (3.1), we obtain the characteristic equation

˜
 (

˜
j,

˜
:)

˜
* = l2

˜
" (

˜
j,

˜
:)

˜
*, (3.2)

where
˜
 and

˜
" are the 3 × 3 self-adjoint stiffness and mass matrices with components

 8 9 (
˜
j,

˜
:) =

∑
˜
=

(
exp(8

˜
: ·

˜
=) 8

˜
0 9

˜
= (

˜
j) −

∑
;

X8 9 9
˜
0;

˜
= (

˜
j)

)
, (3.3)

"8 9 (
˜
j,

˜
:) =

∑
˜
=

exp(8
˜
: ·

˜
=)"8

˜
0 9

˜
= (

˜
j). (3.4)

Since
˜
= ∈ Z= is an =-tuple of integers and

˜
: occurs only in sinusoidal terms, it suffices to consider

˜
: in the irreducible Brillouin zone (B) which is the set (0, c/!)= for a cubic periodicity with
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ω

k
ππ

Figure 3.1: Dispersion plot: Example of a body-centered cubic lattice and the corresponding
dispersion relation between non-dimensional frequency and wavenumber.

period !. Given any wave-vector
˜
: ∈ B, eq. (4.1) is a generalized eigenvalue problem. Further

since
˜
 ,

˜
" are self-adjoint and also positive definite for stable structures, there is a complete set

of positive eigenvalues l2. It is customary to normalize the eigenmodes
˜
* ·

˜
"

˜
* = 1. Since

˜
 ,

˜
"

depend smoothly on
˜
: , the resulting eigenvalues l2 and eigenvectors (eigenmodes)

˜
* also depend

smoothly on
˜
: . Thus, we obtain the dispersion relation with 3 branches l(<) (

˜
:), < = 1, . . . , 3.

A typical example – that of a body-centered cubic lattice that repeats in one dimension is shown
in Fig. 3.1. The lattice displays point masses indicated by the red and blue dots at its joints.
The plot shows the relation between non-dimensional frequency and non-dimensional wavenumber
(magnitude of wave vector). We explain the non-dimensionalisation later in this section. The
branch associated with the longitudinal mode where all deformations are parallel to the direction
of periodicity indicated in red in Fig. 3.1.

In this work, we shall be concerned with wave packets consisting of waves with a particular mode
with a narrow range of wave numbers and frequency. The energy of a wave packet associated with
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the <Cℎ mode propagates with the group velocity

˜
� (<) :=

ml(<)

m
˜
:

= l
(<)

˜
:
. (3.5)

For future use, we note the relations

˜
� (<) =

1
2l(<) ˜

* (<) .
(
˜
 

˜
: − (l(<))2 ˜

"
˜
:

)
˜
* (<) (3.6)

that follows from eq. (4.1) and the normalization of the eigenmode. In the above, subscript indicates
partial derivative of a quantity. The wave speed is calculated as the magnitude of group velocity,
� (<) = |

˜
� (<) |.

The static stiffness � (<) of the structure deformed in a particular mode is related to the speed of
propagation of long wavelengths:

� (<) =
(� (<)0 )

2

d
, where �

(<)
0 = lim

˜
:→

˜
0
� (<) (

˜
:) (3.7)

and d is the average density of the unit cell. The long wavelength (or low frequency) wave speed
and the finite wavelength (or moderate frequency) wave speed for the longitudinal mode in the
illustrated BCC lattice are indicated by the slopes of the green and blue solid lines in Fig. 3.1,
respectively.

Finally, we note that the dispersion relation may be such that there are no waves propagating at
certain frequencies. We call the interval of frequencies for which there are no waves the bandgap.

3.1.3.2 Optimal design problem

We seek to design a structure, i.e., identify parameters
˜
j in a design setD, so that the structure has

a given static stiffness �∗, a given density d∗, and a given wave speed �∗ for a particular mode <
of propagation with a given frequency l∗.

The first step is to verify that there are indeedwaves associatedwithmode< and the given frequency
l∗, i.e., we can find

˜
j0 ∈ D and

˜
:0 ∈ B such thatl(<) (

˜
j0, ˜

:0) = l∗. Suppose we can identify such
a point, and further suppose that the group velocity at that point is non-zero, i.e., � (<) (

˜
j0, ˜

:0) ≠ 0,
then we can use the implicit function theorem to identify a function

˜
: =

˜
:∗(

˜
j) such that

l(<) (
˜
j,

˜
:∗(

˜
j)) = l∗ (3.8)

in the neighborhood of
˜
j0, ˜

:0.

Second, we consider the density. The density d(
˜
j) is generally a monotone function of the

parameters
˜
j, so it is generally possible to identify a set of admissible parameters which attain the

given density:
Dd∗ = {

˜
j ∈ D : d(

˜
j) = d∗}. (3.9)
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We assume that this is the case. If not, we can proceed by adding a constraint on our optimal design
problem below.

The third step is to understand the range of wave speeds that can be attained by the admissible set
of parameters. We do so by identifying the maximum and minimum wave speeds in terms of the
optimal design problem

max/ min
˜
j∈Dd∗

� (<)
(
˜
j,

˜
:∗(

˜
j)

)
. (3.10)

We solve this problem using a descent method, but postpone the computation of the gradient till
the next subsection.

We then turn to bounding the set of wave speeds and elastic moduli pairs that one can attain using
the admissible set of parameters. We can obtain an outer bound on this set by studying the Pareto
optimal of weighted averages. Given any W1, W2 ∈ R, let

O(W1, W2) := max
˜
j∈D

W1�
(<)

(
˜
j,

˜
:∗(

˜
j)

)
+ W2�

(<) (
˜
j). (3.11)

Then the convex hull of the set of all attainable wave speeds and stiffness is given by

S = {(� (<) , � (<)) : W1�
(<) + W2�

(<) ≤ O(W1, W2), W1, W2 ∈ R}. (3.12)

We again solve (3.11) using a descent method, but postpone the computation of the gradient till
the next subsection. Figure 3.3(c) shows a typical result. We emphasize that this method only
identifies the convex hull of the set: we do not know if the set is convex and therefore do not know
how good an approximation the convex hull is to the actual set. However, extremal properties are
of particular interest in the design and this method identifies these.

Finally, we address the full problem of identifying a structure that has a given static stiffness �∗, a
given density d∗, and a given wave speed �∗ for a particular mode < of propagation with a given
frequency l∗. We can again pose this as an optimal design problem: given X1, X2 ≥ 0,

min
˜
j∈Dd∗

(
X1

(
� (<)

(
˜
j,

˜
:∗

(
˜
j

))
− �∗

)2
+ X2

(
� (<)

(
˜
j

)
− �∗

)2
)
. (3.13)

This objective is non-negative and equal to zero exactly when we find an optimal design. If the
objective cannot be driven to zero, then we have a design that does not meet all the requirements. If
this is the case, the ratio between X1 and X2 can be adjusted to find a design that matches the group
velocity or the static stiffness. Again, we solve (3.13) using a descent method which requires the
computation of the gradients as we presently describe.
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3.1.3.3 Sensitivity analysis

We address the optimization problems (3.10), (3.11), and (3.13) using a descent method. We start
by calculating the sensitivity of the group velocity to the design variables. Using the chain rule, we
have

3

3j 9 ˜
� (<)

(
˜
j,

˜
:∗(

˜
j)

)
=
m

˜
� (<)

mj 9

(
˜
j,

˜
:∗(

˜
j)

)
+

∑
;

m
˜
� (<)

m: ;

(
˜
j,

˜
:∗(

˜
j)

)
×
3:∗

;

3j 9

(
˜
j

)
(3.14)

recalling that
˜
:∗ is defined implicitly via the relation l(<)

(
˜
j,

˜
:∗(

˜
j)

)
= l∗. Let the direction

of propagation of the wave be perpendicular to the plane containing unit vectors ˆ
˜
1 and ˆ

˜
2. We

incorporate the constraints and calculate the sensitivities using the adjoint method, by modifying
eq. (3.5) as

˜
� (<)

(
˜
j,

˜
:∗(

˜
j)

)
=
ml(<)

m
˜
:

(
˜
j,

˜
:∗(

˜
j)

)
+

˜
_(1)

(
det

(
˜
 

(
˜
j,

˜
:∗(

˜
j)

)
− l∗2

˜
"

(
˜
j,

˜
:∗(

˜
j)

)))
+

˜
_(2)

(
˜
:∗(

˜
j). ˆ

˜
1

)
+

˜
_(3)

(
˜
:∗(

˜
j). ˆ

˜
2

)
, (3.15)

where det(.) denotes the determinant of a matrix. Notice that det
(
˜
 − l∗2

˜
"

)
= 0, when the

relation l(<) = l∗ is satisfied and
˜
:∗. ˆ

˜
1 =

˜
:∗. ˆ

˜
2 = 0 when the wave vector is along ˆ

˜
: = ˆ

˜
1 × ˆ

˜
2. This

allows us to choose adjoint variables
˜
_(1) ,

˜
_(2) , and

˜
_(3) such that we avoid the computation of the

derivative,
3:∗

;

3j 9
in eq. (3.14). Substituting eq. (3.15) in eq. (3.14), we get

3
˜
�
(<)
8

3j 9
=
m2l(<)

m:8mj 9
+ _(1)

8
tr

(
adj

(
˜
 − l∗2

˜
"

) (
˜
 j 9 − l∗

2
˜
"j 9

))
+∑

;

(
m2l(<)

m:8m: ;
+ _(1)

8
tr

(
adj

(
˜
 − l∗2

˜
"

) (
˜
 :; − l∗

2
˜
":;

))
+ 2_(2)

8

∑
@

X@; 1̂@ + 2_(3)
8

∑
@

X@; 2̂@

)
×
3:∗

;

3j 9
,

(3.16)

where tr(.) and adj(.) are the trace and adjoint of a matrix, respectively [110].

Let 0̂; = tr
(
adj

(
˜
 − l∗2

˜
"

) (
˜
 :; − l∗2 ˜

":;

))
. We pick

˜
_(1) ,

˜
_(2) , and

˜
_(3) such that
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m2l(<)

m2
˜
:
+

˜
_(1) ⊗ ˆ

˜
0 + 2

˜
_(2) ⊗ ˆ

˜
1 + 2

˜
_(3) ⊗ ˆ

˜
2

)
= 0. This gives us

˜
_(1) = −

m2l(<)

m2
˜
:

ˆ
˜
:

ˆ
˜
0. ˆ

˜
:

, (3.17)

˜
_(2) = −

m2l(<)

m2
˜
:

ˆ
˜
1 +

˜
_(1)

(
ˆ
˜
0. ˆ

˜
1

)
2 ˆ
˜
1. ˆ

˜
1

,

˜
_(3) = −

m2l(<)

m2
˜
:

ˆ
˜
2 +

˜
_(1) ( ˆ

˜
0. ˆ

˜
2)

2 ˆ
˜
2. ˆ

˜
2

.

Substituting eq. (3.17) into eq. (3.16) gives us

3
˜
�
(<)
8

3j 9
=
m2l(<)

m:8mj 9
−

∑
;

m2l(<)

m:8m: ;
:̂ ;

ˆ
˜
0. ˆ

˜
:

tr
(
adj

(
˜
 − l∗2

˜
"

) (
˜
 j 9 − l∗

2
˜
"j 9

))
. (3.18)

Let U = j 9 or : ; . Then,
m2l(<)

m:8mU
can be calculated by differentiating eq. (3.6) as

m2l(<)

m:8mU
=

1
2l(<)

(
2 Re

(
˜
*
(<)
U .

(
˜
 :8 − (l(<))

2

˜
":8

)
˜
* (<)

)
+

˜
* (<) .

(
˜
 :8U − (l(<))

2

˜
":8U − 2l(<)l(<)U ˜

":8

)
˜
* (<) − l

(<)
U

l(<) ˜
* (<) .

(
˜
 :8 − (l(<))

2

˜
":8

)
˜
* (<)

)
,

(3.19)

where Re(.) is the real part of a complex entity.

Evaluating eq. (3.19) poses a challenge, as the sensitivity of the eigenvector with respect to the
topology and wavenumber,

˜
*
(<)
U , is not trivial to calculate. This is because the explicit expression

of the mode shape
˜
* (<) in terms of j 9 and : ; is often difficult to compute.

We now present a method to calculate the sensitivities
˜
*
(<)
U , which can be used to compute the

sensitivities of dispersion properties that depend on the eigenvector
˜
* (<) . By analyzing the real

and imaginary parts of eq. (4.1) separately, we arrive at the equations

˜
�'

˜
* (<)

' −
˜
��

˜
* (<)

�
= 0, (3.20)

˜
��

˜
* (<)

' +
˜
�'

˜
* (<)

�
= 0, (3.21)

where
˜
� =

˜
 − (l(<))2

˜
" and the superscripts ' and � denote the real and imaginary parts of the

complex entity. The mass orthogonality constraint
˜
* (<) .

˜
"

˜
* (<) = 1 can be written as(

˜
* (<)

' − 8
˜
* (<)

�
)
.

((
˜
"'

˜
* (<)

' −
˜
" �

˜
* (<)

�
)
+ 8

(
˜
" �

˜
* (<)

' +
˜
"'

˜
* (<)

�
))
= 1. (3.22)
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Differentiating equations (3.20) to (3.22) with respect to U yields

˜
�'

˜
*
(<)
U

'
−

˜
��

˜
*
(<)
U

�
=

˜
��U ˜
* (<)

� −
˜
�'U ˜
* (<)

'
=: 11, (3.23)

˜
�'

˜
*
(<)
U

�
+

˜
��

˜
*
(<)
U

'
= −

˜
��U ˜
* (<)

' −
˜
�'U ˜
* (<)

�
=: 12, (3.24)

˜
*
(<)
U

'
.

(
˜
"'

˜
* (<)

'
)
+

˜
*
(<)
U

�
.

(
˜
"'

˜
* (<)

�
)
= −1

2

(
˜
* (<)

'
.
˜
"'
U ˜
* (<)

' +
˜
* (<)

�
.
˜
"'
U ˜
* (<)

�
)
=: 21,

(3.25)

˜
*
(<)
U

'
.

(
˜
" �

˜
* (<)

'
)
+

˜
*
(<)
U

�
.

(
˜
" �

˜
* (<)

�
)
= −1

2

(
˜
* (<)

'
.
˜
" �
U ˜
* (<)

' +
˜
* (<)

�
.
˜
" �
U ˜
* (<)

�
)
=: 22. (3.26)

We notice that equations (3.20) to (3.24) together with the sum of equations (3.25) and (3.26) can
be combined using a block matrix representation as

©«

0
( (

˜
"' +

˜
" �

)
˜
* (<)

'
)) ( (

˜
"' +

˜
" �

)
˜
* (<)

�
))

−11 ˜
�' −

˜
��

−12 ˜
��

˜
�'

ª®®®®®®®®¬

©«

1

˜
*
(<)
U

'
− (21 + 22) ˜

* (<)
'

˜
*
(<)
U

�
− (21 + 22) ˜

* (<)
�

ª®®®®®®®®¬
=

©«

0

0

0

ª®®®®®®®®¬
. (3.27)

Superscript ) denotes transpose of a matrix. Now, set

�1 =

©«

0
( (

˜
"' +

˜
" �

)
˜
* (<)

'
)) ( (

˜
"' +

˜
" �

)
˜
* (<)

�
))

−11 ˜
�' −

˜
��

−12 ˜
��

˜
�'

ª®®®®®®®®¬
, �2 =

©«
˜
�' −

˜
��

˜
��

˜
�'

ª®®®¬ ,

�3 =

©«

0 0 0

0
˜
�' −

˜
��

0
˜
��

˜
�'

ª®®®®®®®®¬
, �4 =

©«

0
( (

˜
"' +

˜
" �

)
˜
* (<)

'
)) ( (

˜
"' +

˜
" �

)
˜
* (<)

�
))

−11 0 0

−12 0 0

ª®®®®®®®®¬
. (3.28)

Let the size of matrix �1 be = × =. We have that rank(�2) is = − 2, assuming single multiplicity of
the eigenvalue at the fixed frequencyl∗ for a chosen mode in eq. (4.1). As �2 is a submatrix of �1,
rank(�1) ≥ =−2. From the previous argument, it is straightforward to show that rank(�3) = =−3,
and we also see that �4 is a matrix of rank at most equal to one. Since �1 is the sum of matrices
�3 and �4, we have that rank(�1) ≤ = − 2. Hence, we conclude that the nullity of matrix �1 is
two. Let the elements of this null space be represented by

˜
H1 and

˜
H2. Then, eq. (3.27) gives us
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©«

0

˜
*
(<)
U

'

˜
*
(<)
U

�

ª®®®®®®®®¬
= V1

˜
H1 + V2

˜
H2 −

©«

1

−(21 + 22) ˜
* (<)

'

−(21 + 22) ˜
* (<)

�

ª®®®®®®®®¬
. (3.29)

Finally, the sensitivities
˜
*
(<)
U can be computed as

˜
*
(<)
U =

˜
*
(<)
U

'
+ 8

˜
*
(<)
U

�
. The scalars V1 and V2

can be calculated from the equality that the first element of the vector V1
˜
H1+ V2

˜
H2 is 1, together with

one of equations (3.25) or (3.26). For cases where the multiplicity of the eigenvaluel∗ is more than
one, we have multiple eigenvectors satisfying the eigenvalue problem given by eq. (4.1) and as a
result end up with more than two vectors in the null space from eq. (3.27). This requires additional
information on the sensitivities of the desired mode shape. Such situations seldom happen and we
stick to geometries and modes where the eigenvalue from eq. (4.1) has single multiplicity, in this
section.

Plugging the sensitivities
˜
*
(<)
U into eq. (3.19) and subsequently into eq. (3.18) gives us the sens-

itivities of the group velocity with respect to the topological parameters. The sensitivities of the
objectives in problems (3.10), (3.11), and (3.13) can be expressed in terms of the sensitivity of the
group velocity, to solve them using a descent method. In the rest of the section, we look at waves
propagating along one of the orthogonal axes, which is the direction of periodicity of a lattice i.e.
ˆ
˜
: = (1, 0, 0)) , ˆ

˜
1 = (0, 1, 0)) , ˆ

˜
2 = (0, 0, 1)) , in which case we notice that ˆ

˜
0 is parallel to ˆ

˜
: . As we

study waves propagating in this fixed direction, any function of the wave vector can be thought of
as a function of wavenumber in that direction. We refer to the component of the group velocity
vector from eq. (3.5) along the direction of propagation as the group velocity or wave speed.

3.1.4 Lattices
In this subsection, we solve the optimal design problems using the sensitivity analysis explained
in the previous subsection to study five periodic lattice structures with masses at joints as shown
in Fig. 3.2(a)-(e). However, the methods developed in this section are general and can be used on
structures with arbitrary directions of periodicity and arbitrarily chosen frequencies of propagation.

We repeat each unit cell along one direction indicated by the arrow in Fig. 3.2(a)-(e), with a lattice
parameter equal to the length of the unit cell in that direction, as to generate one dimensional arrays
of cells. For these one dimensional arrays, we consider longitudinal waves propagating at a fixed
frequency along the direction indicated by the arrow, and solve the optimal design problems from
section 3.1.3.2. The topological parameters varied are the circular cross-sectional areas of the bars
together with point masses at each node, while still maintaining symmetry of the structures. In
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Figure 3.2: Lattices: (a)-(e) Unit cells from the SC, FCC, BCC, octet and hexagonal lattices,
respectively, where the lines are links, the colored dots are concentrated, point masses and the
arrows indicate the direction of wave propagation. (f) Convergence study of wave speed and
frequency of the first longitudinal mode with number of frame elements in a bar for a BCC lattice.
Inset shows a frame element with two nodes and six degrees of freedom at each node.

each unit cell, bars indicated by the same stroke (solid, dashed, or dotted) are constrained to have
identical cross-sectional areas. Similarly, the points at the corner nodes (shown in blue) have the
same mass in each unit cell and all the points marked in red have the same mass.

3.1.4.1 Frame elements

We discretize each bar in a lattice connecting two point masses into multiple frame elements. A
frame element can deform along its axis as well as along the directions perpendicular to its axis.
Each element can carry axial and shear loads, and bending and torsional moments. Hence, each
point on the element has six degrees of freedom– three translational displacements (D, E, and F)
and three rotational (\1, \2, and \3) as shown in Fig. 3.2(f). Assuming small deformations, these
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displacements and angles can be calculated as

D = #1D
(1) + #2D

(2) , (3.30)

E = #3E
(1) + #4\

(1)
3 + #5E

(2) + #6\
(2)
3 ,

F = #3F
(1) + #4\

(1)
2 + #5F

(2) + #6\
(2)
2 ,

\1 = #1\
(1)
1 + #2\

(2)
1 ,

\2 =
mF

mG
,

\3 =
mE

mG

where the degrees of freedom D(1) , E (1) , F (1) , \ (1)1 , \
(1)
2 , and \ (1)3 (three translational (displacement)

degrees of freedom and three rotational (angular) degrees of freedom) correspond to one end of
a frame element (labeled (1) in Fig. 3.2(f)). The degrees of freedom D(2) , E (2) , F (2) , \ (2)1 , \

(2)
2 ,

and \ (2)3 are the corresponding degrees of freedom associated with the other end (labeled (2)) of
the frame element. The shape functions #8, 8 = 1, . . . , 6 can be calculated from the boundary
conditions as [53, 79]

#1 =
1 − b

2
, (3.31)

#2 =
1 + b

2
,

#3 =
2 − 3b + b3

4
,

#4 =
0(1 − b − b2 + b3)

4
,

#5 =
2 + 3b − b3

4
,

#6 =
0(−1 − b + b2 + b3)

4
,

where 0 = !4;/2, with !4; the length of the element, and b = G/0, with −0 ≤ G ≤ 0 and G = 0 and
the center of the element.

From this point onward, we non-dimensionalize our analysis so that the designs derived in the
following subsections can be scaled to any frequency of operation with just a length parameter of
the lattice. Let ! be the length of a unit cell along the direction of periodicity, dB be the density
of the solid material, and �B be the Young’s modulus of elasticity of the solid material. Then,
every length, mass, and time dimension is non-dimensionalized by dividing them with !, dB!3,
and

√
dB
�B
!, respectively.
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We non-dimensionalze the elemental stiffness and mass matrices for frame elements from ref. [53,
79] as detailed in Methods A. Assembling them for a wave propagating through the structure, while
invoking Bloch’s theorem, gives us the non-dimensional version of eq. (4.1)

˜
 

(
˜
j,

˜
:

)
˜
*

(
˜
j,

˜
:

)
= l

(
˜
j,

˜
:

)2

˜
"

(
˜
j,

˜
:

)
˜
*

(
˜
j,

˜
:

)
, (3.32)

where
˜
 and

˜
" are the non-dimensional self-adjoint global stiffness and mass matrices, and

˜
* is

the non-dimensional global displacement vector. l and
˜
: represent the non-dimensional frequency

and wave vector of propagation. The vector
˜
j represents the topology of a unit cell and comprises

the non-dimensional cross sectional areas of bars (cross-sectional area divided by !2) and the
non-dimensional masses at the joints (mass divided by dB!3). Note that for a given frequency of
wave propagation l∗ (in rad/s), the corresponding non-dimensional frequency l∗ (in rad) can be
calculated as l∗

√
dB
�B
!. Hence, the optimal topology obtained from optimizing the wave speed at

one particular frequency can be scaled by a function of the length of the unit cell !, in order to
obtain the topology that optimizes the wave speed at any chosen frequency.

We perform a convergence study to test the effect of number of elements considered in a bar on
dispersion properties, as shown in Fig. 3.2(f). As an example, we consider a BCC lattice without
any point masses at the joints, and edge bars (solid in Fig. 3.2(c)) four times in the cross-sectional
area compared to the diagonal bars (dotted). We first measure the non-dimensional wave speed of
the first longitudinal mode at a non-dimensional frequencyl∗ = 0.35 (illustrated by the slope of the
blue solid line in Fig. 3.1). Second, we measure the non-dimensional frequency of the mode (red
curve in Fig. 3.1) at a high non-dimensional wavenumber : = |

˜
: | = c, which tends to be sensitive

to the number of elements considered. The change in wave speed is 1.70% and in frequency at
: = c is 0.33%, on increasing the number of elements in a bar from two to three. As a result of
this negligible increase, we consider in the rest of this section two elements in each bar.

In the following subsection, we calculate bounds on the non-dimensional group velocity of an =Cℎ

longitudinal mode,�
(;=) as a function of non-dimensional density and longitudinal static stiffness of

each 1-D periodic lattice, for a non-dimensional frequency of propagation l∗ = 0.35. To compute
these bounds, we solve the problems formulated in section 3.1.3.2, which are non-dimensionalized
as described earlier in this subsection.

3.1.4.2 Bounds on group velocity

For waves propagating along the directions indicated by the arrows in Fig. 3.2(a)-(e), the non-
dimensional wavenumber : (in rad) ranges from 0 to c on B. This zone corresponds to the path
that the wave vectors are restricted to in section 3.1.3. We can calculate the non-dimensional
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Table 3.1: Material properties and bounds on topological variables

Parameter �B dB �B �<8= �<0G <<8= <<0G

Value 1.7 GPa 930 kg/m3 0.63 GPa 4.25 × 10−3 17 × 10−3 0 34 × 10−3

frequency l associated with each : for a fixed topology of a unit cell, to obtain its band structure.
An example of this dispersion relation is shown in Fig. 3.1, for a BCC lattice. Each frequency of
propagation excites multiple modes within the lattice, highlighting the modal richness typical of
lattice structures. The mode highlighted in red indicates the first longitudinal mode of the structure,
i.e. the frequencies of this mode at any wavenumber correspond to l(;1) . This longitudinal mode
is the combination of a mode that involves displacements only along the direction of propagation
of the wave and a flexural mode that involves bending of the beams along this direction. We
obtain this longitudinal mode by isolating its frequency of propagation from the other modes. The
algorithm used to obtain the frequency of propagation l(;=) of the =Cℎ longitudinal mode at any
given wavenumber : is discussed in Algorithm 7 of Methods B.

First, we calculate bounds on the non-dimensional group velocity as a function of density for each
of the five lattices repeating in one direction as shown in Fig. 3.2 at l∗ = 0.35, by solving problem
(3.10). To avoid bandgaps for the most part within the bounds of choice for the chosen frequency
l∗, we optimize the wave speed of the first longitudinal mode of the SC, BCC, hexagonal and octet
lattices. For the FCC lattice, we pick the third longitudinal mode. In the rest of this section, we
assign material properties of the solid material (Table 3.1) making the lattice to be that of EOS
polyamide PA 2200 [1, 96], which we also use for our experimental validation. �B is the shear
modulus of rigidity of the material. We set constraints on the topology of each lattice (domain D
in section 3.1.3.2), by choosing bounds on the non-dimensional cross-sectional areas of the bars
and on the added masses, concentrated at the joints. These bounds can be chosen based on the
manufacturing tolerances for specific applications. In our analysis, the minimum and maximum
non-dimensional areas of a bar are chosen to be �<8= and �<0G , respectively, indicated in Table
3.1. We pick these bounds so that the beams are slender enough to be modeled by our numerical
method, while still ensuring their structural integrity to repeatedly test the 3-D printed samples.
The maximum mass (<<0G) at a joint is considered to be twice as heavy as the thickest possible
beam with a length equal to the lattice parameter and the minimum mass (<<8=) is taken to be
zero. We can represent these bounds on the topology vector

˜
j by non-dimensional lower and upper

bound vectors
˜
�; and ˜

�D, respectively. As the topology of each unit cell is described by a vector
of cross-sectional areas and masses, it is easy to calculate the non-dimensional density of a lattice
from a linear equation of the form 5

(
˜
j

)
=

˜
�4@ .

˜
j = d. We solve the optimization problems with

MATLAB’s gradient based solver fmincon, which also allows for linear equality and inequality
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constraints.

To determine an initial guess for topology and wavenumber and to ensure we start with a geometry
that has wave propagation at l∗, we solve the problem,

arg min

˜
j, :

(
l∗ − l(;=)

(
˜
j, :

))2

subject to 0 ≤ : ≤ c

˜
�; ≤

˜
j ≤

˜
�D

˜
�4@ .

˜
j = d,

(3.33)

using Algorithm 7 together with sensitivities derived in section 3.1.3.3, using a gradient based
optimization method. Given a topology of a structure

˜
j0 with wave propagation of the desired

longitudinal mode at l∗, the corresponding wavenumber of propagation :0

(
˜
j0

)
can be calculated

by solving

arg min
:

(
l∗ − l(;=)

(
˜
j0, :

))2

subject to 0 ≤ : ≤ c.
(3.34)

We now solve problem (3.10) to calculate bounds on the non-dimensional group velocity at a
given non-dimensional density as follows. Starting from the initial guess for topology from
problem (3.33), the gradient of the wave speed with respect to the unit cell topology from section
3.1.3.3 is used to increment the topology vector along the direction of steepest descent/ ascent (for
minimization/ maximization). After this increment, the new wavenumber corresponding to the
updated topology :

(
˜
j

)
at frequency l∗ is calculated by solving problem (3.34). These increments

are made until we converge to an optimum around the initial guess. Owing to the non-linearity of
the problem, the topologies corresponding to the optimal values need not be unique.

For some geometries, we notice that more than one wavenumber can coexist at a given frequency
for a selected mode, due to the fact that dispersion branches need not be monotonic. For example,
this is the case for the highlighted longitudinal mode in Fig. 3.1. In such cases, we optimize the
wave speed at the lower wavenumber. As a last note on the optimization problem, we fix the length
of the diagonal bars in the hexagonal lattice as half the length of the unit cell along the direction of
periodicity, so that we maintain the linear form of the function describing its density in terms of

˜
j.

An example showing the construction of bounds is shown in Fig. 3.3(a) for the BCC lattice, where
we calculate the maximum andminimum group velocities at fixed densities for the range of possible
densities. Notice that a minimum wave speed of zero is achieved for a broad range of densities
for the chosen longitudinal mode. This indicates that we either find topologies that force l∗ to
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a band edge or that we observe a standing wave. We pick two topologies of the BCC lattice to
experimentally validate our results, one with the fastest propagating wave speed

(
�
(;1)

= 0.43
)
and

the other with an arbitrarily chosen low speed
(
�
(;1)

= 0.1
)
within the bounds of wave speed, and

roughly the same density. The properties of these structures are indicated by dashed lines and start
markers in Fig. 3.3(a) and the topologies are calculated by solving problem (3.13). We are limited
by the manufacturability of point masses at the nodes, which causes the slight variation in density
between the two chosen geometries. In the lattice with the intermediate wave speed, the bars along
the diagonal of a unit cell are the thickest (� = 17× 10−3) and the bars along the wave propagation
vector are the thinnest (� = 4.25 × 10−3), with point masses at the corners with non-dimensional
mass < = 5.8× 10−3. In the lattice with the faster wave speed, the bars along the diagonal have the
least cross-sectional areas (� = 4.25 × 10−3) and the bars along the lattice vector have the highest
areas (� = 17 × 10−3) without any point masses at the joints.

Fig. 3.3(b) shows the results of the optimization for the five one-dimensional periodic lattices of
choice at l∗ = 0.35, in terms of achievable regions of the wave speed vs. density space. The
hexagonal lattice features the highest wave speeds at low relative densities. This can be attributed
to its high static stiffness in the longitudinal direction provided by the six bars aligned along this
direction (see Fig. 3.2(e)). Intuitively, placing the thickest bars along the propagation direction in
all geometries boosts the long wavelength wave speed at a given density. The SC lattice is the
least dense, while still featuring high wave speeds. FCC and BCC lattices allow to span wider
density ranges, while presenting similar wave speeds. Finally, the octet lattice presents the lowest
maximum wave speeds, owing to the absence of bars aligned in the direction of wave propagation.

Next, we calculate bounds on the non-dimensional group velocity vs. static stiffness for the five
lattices, at l∗ = 0.35. We maintain the same constraints on the topology of each unit cell as
indicated in Table 3.1. Once again, to avoid bandgaps for the most part within the topological
bounds for l∗ = 0.35, we optimize the group velocity �

(;=) of the first longitudinal mode for the
SC, BCC, hexagonal, and octet lattices, and the third longitudinal mode for the FCC lattice. To
calculate the bounds, we solve problem (3.11) using a gradient based method with the sensitivities
derived in section 3.1.3.3. An example showing the construction of bounds is shown in Fig. 3.3(c)
for the BCC lattice. Here � (;=)

(
˜
j

)
= � (;=)

(
˜
j

)
/�B. The shaded region contains all the attainable

values of group velocity and stiffness. Also, the properties at the corners of the shaded region
where three or more hyperplanes are concurrent are always achieved. We repeat the process for
all five lattices to calculate the bounds as shown in Fig. 3.3(d). We can achieve a large range of
possible wave speeds at fixed stiffness values, even though the two properties are highly dependent
and proportional. We are able to decouple these properties because of the presence of point masses,
which allow us to vary the dispersion properties such as wave speed, without affecting the static
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Figure 3.3: Bounds on properties: (a) Construction of bounds on non-dimensional group velocity
vs. non-dimensional density for the BCC lattice at l∗ = 0.35. (b) Bounds on the non-dimensional
group velocity of the chosen longitudinal mode with respect to the non-dimensional density of each
lattice. (c) Construction of bounds on non-dimensional group velocity vs. non-dimensional static
stiffness for the BCC lattice at l∗ = 0.35. (d) Bounds on the non-dimensional group velocity of the
chosen longitudinal mode with respect to the non-dimensional stiffness of each lattice.
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stiffness.

3.1.4.3 Verification with 3-D finite element solver

We obtain the optimal designs and bounds in section 3.1.4.2 by modeling the bars in each structure
using frame elements, which assumes slender bars represented by one dimensional elements. In
this subsection, we compare the group velocities and mode shapes of key optimal designs modeled
using 3-D solid elements (tetrahedral elements) in COMSOL. Specifically, we compare the wave
speeds and mode shapes of topologies that attain peak group velocity in Fig. 3.3(b) and (d) as these
designs are achieved at extremal values of

˜
j. To visualize the cell deformation that is characteristic

of the longitudinal modes, we plot mode shapes for each of the five lattices in Fig. 3.4(a) and (b)
obtained by modeling the structures using frame elements and 3-D solid elements, respectively,
at extreme wavenumbers. Fig. 3.4(c) depicts the dispersion curves for the longitudinal modes
considered in these lattices modeled using frame elements. Note that the dashed line indicates the
frequency of interest, l∗ = 0.35.

In order to understand the mode shape of each mode depicted in Fig. 3.4(c), we evaluate the mode
shape, i.e. the mass normalized eigenvector from eq. (3.32) at a given wavenumber : for each
topology. This eigenvector contains the displacement vector of each node in the lattice from their
initial position in the undeformed state. Note that a mode shape is qualitative in the sense that any
scalar multiple of an eigenvector still represents the same mode. We calculate the mode shapes
of the five one-dimensional lattices at non-dimensional wavenumbers : = 0 and c, modeled using
frame elements (Fig. 3.4(a)). We obtain the deformed geometries (indicated by solid curves) after
displacing the underformed geometries (indicated by dashed lines) by some scalar multiple of the
eigenvector (chosen based on adequate magnification) at each wavenumber. Notice that the mode
shape in each geometry involves a rigid body translation of the lattice at the low wavenumber
and transitions into a more flexural mode of propagation that involves bending of bars at the high
wavenumber. Note that the direction of periodicity of these lattices, which is also the direction
of propagation of the wave, is indicated by an arrow against each unit cell. In order to verify the
mode shapes of propagation, we model the same five lattices in COMSOL with 3-D solid elements.
The resulting mode shapes obtained from Bloch wave analyses in these lattices is shown in Fig.
3.4(b). Qualitatively comparing figures 3.4(a) and (b), it is clear that the mode shapes obtained
from modeling the lattices as an assembly of bars represented by one dimensional frame elements
is almost identical to modeling the whole lattice using 3-D solid elements.

In order to verify the mode shapes quantitatively, we take a look at a non-dimensional parameter
that is a characteristic of the mode shape, and its correlation with longitudinal wave speed and mode
shape. We have that the mass normalized eigenvector obtained from eq. (3.32) for a given topology
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Figure 3.4: Numerical verification: (a) and (b) Mode shapes of the five 1-D periodic lattices ob-
tained by modeling them using frame elements and 3-D solid elements, respectively. (c) Dispersion
curves for the topologies with highest wave speed of the longitudinal mode considered, in each of
the five 1-D lattices at l0 = 0.35. (d) Variation of parameter Λ (eq. (3.35)) of the first longitudinal
mode for the 1-D BCC lattice, with the non-dimensional wavenumber for five different ratios of
cross-sectional areas. (e) Variation of parameter Λ of the first longitudinal mode for the BCC
lattice with A0 = 4 modeled using frame elements and 3-D solid elements.
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and wavenumber is
˜
*. We can define constant projection matrices

˜
%1, ˜

%2, and ˜
%3 so that the

non-zero components of the vectors
˜
%1 ˜
*,

˜
%2 ˜
*, and

˜
%3 ˜
* indicate the non-zero non-dimensional

displacements of the nodes along three mutually perpendicular directions with
˜
%1 ˜
* along the

direction of wave propagation. Now, we define a ratio

Λ =

√
˜
%1 ˜
*.

˜
%1 ˜
*∑

8

√
˜
%8 ˜
*.

˜
%8 ˜
*

, (3.35)

which is a non-dimensional measure of the longitudinal displacement (i.e., the displacement along
the direction of propagation of the wave) relative to the total displacement of all nodes for the mode
under consideration at a given topology and wavenumber of propagation. To study the evolution
of this ratio with topology, we pick as an example the one-dimensional BCC lattice with different
topologies by varying the area of the diagonal bars. Let A0 denote the ratio of the non-diagonal
bars’ cross-sectional area to the diagonal bars’ cross-sectional area, with the thickest possible area
along the non-diagonal bars. For every topology, we notice that the ratio Λ starts at one (i.e., all
displacements are along the direction of propagation of the wave) at : = 0 and decays to values
that are less than half at : = c, as shown in Fig. 3.4(d). This indicates that the majority of
displacements at : = c are perpendicular to the direction of wave propagation. The behavior is
consistent with the qualitative mode shapes indicated in Figures 3.4(a) and (b). To quantitatively
compare the mode shapes of the lattices modeled using frame elements and 3-D solid elements,
we compute the parameter Λ for the BCC lattice with A0 = 4 using both models. The results are
shown in Fig. 3.4(e). The mean squared error, calculated between the data points indicated by red
circles (3-D solid elements) and the black curve (frame elements) is 0.67%, further indicating that
both models display similar longitudinal mode shapes.

In Table 3.2 we compare the non-dimensional group velocities associated with the topologies of
the five lattices with maximum wave speed (Fig. 3.3(b) and (d)) modeled using both methods.
We see great agreement in measured wave speeds with the two methods as the bounds on the
topological vector ensure that the bars remain slender for the most part. The discrepancies mainly
occur when the thickest bars are placed between joints that are much closer to each other, reducing
their slenderness (ratio of length to diameter), which is often the case to obtain maximum wave
speeds in these lattices. For the topology of the BCC lattice with an intermediate wave speed (Fig.
3.3(a)), the non-dimensional wave speed calculated with a model using frame elements is 0.10,
while the wave speed of the lattice modeled using 3-D solid elements is 0.245. This discrepancy
can be attributed to a low slenderness ratio of 5.88 of the diagonal bars in the optimal design, which
implies that the experiments in the next subsection must be verified with the 3-D solid element
model over the frame element model for accuracy.
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Table 3.2: Comparison of non-dimensional group velocities of lattices that attain maximum �
(;=)

in Fig. 3.3(b)

Lattice 1-D frame elements 3-D solid elements

Hexagonal 0.70 0.81

SC 0.54 0.57

BCC 0.43 0.50

FCC 0.48 0.46

Octet 0.32 0.40

In Fig. 3.5(a), we show the dispersion curve of the first longitudinal mode plotted using both
models for the topologies of BCC lattice with maximum and intermediate wave speeds mentioned
in the previous subsection. While the dispersion curves for the lattice with maximum wave speed
are nearly identical (dashed curves), the difference in curves for the lattice with an intermediate
speed (solid curves) mostly occurs at higher wave numbers and frequencies, where the lattice is
more dispersive. As a result, we see differences in wave speeds between the two methods at larger
frequencies such asl∗ = 0.35 (black dotted line). We examine the sensitivity of topology variables
on the wave speed in the lattice with maximum wave speed. For this lattice, the thickest bars are
along the edges while the thinnest bars are along the body diagonal. When modeled using frame
elements, the sensitivities of the wave speed with respect to the cross-sectional areas of edge bars,
diagonal bars and masses at corners (<2>A=4A) are positive, negative, and negative, respectively,
according to eq. (3.14). We verify these trends and ensure that the topology corresponds to a local
maximum in wave speed when modeled using 3-D solid elements, as shown in Fig. 3.5(b), (c), and
(d). This shows that the extremal topology still remains optimal or displays similar trends in wave
speed with respect to topological parameters regardless of the method chosen to model.

3.1.5 Experiments
In this subsection, we explain how our samples are designed and fabricated, and we illustrate a
procedure to excite and study the spectro-spatial characteristics of the longitudinal modes. We
then measure the wave speed of the first longitudinal mode at a particular frequency in the samples
and compare it to the wave speeds computed theoretically. We also experimentally reconstruct the
dispersion curves for the selected mode around the frequency of operation, and compare them to
our finite element calculations.
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Figure 3.5: Optimal topology: (a) Dispersion curves obtained by modeling the BCC lattice with
maximum and intermediate wave speeds, using frame elements and 3-D solid elements. (b), (c) and
(d) Variations of wave speeds of BCC lattice with maximum wave speed, with the radius of its edge
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(a)

(b)

Figure 3.6: Experimental samples: (a) BCC lattice with an intermediate wave speed (featuring
point masses at the joints, as illustrated in the inset). (b) BCC lattice with the highest wave speed
(the inset illustrates a closeup view of the unit cell).

3.1.5.1 Design of structures with engineered group velocities

We focus our attention on two samples with properties indicated by the dashed lines in Fig. 3.3(a),
as these lattices exhibit similar densities but vastly different wave speeds. The optimal values for
both topologies are obtained from problem (3.13) and detailed in Section 3.1.4.2. We then pick the
closest experimentally realizable topologies (Fig. 3.6). The first corresponds to the BCC lattice with
the highest wave speed of 0.504 at l∗ = 0.35, and the second has an engineered non-dimensional
wave speed of 0.245 at the same frequency, when modeled using 3-D solid elements.

As previouslymentioned, in the lattice with the intermediate wave speed, the bars along the diagonal
of a unit cell have area � = 17 × 10−3 and the bars along the direction of periodicity have area
� = 4.25 × 10−3, with point masses at the corners with non-dimensional mass < = 5.8 × 10−3

(Fig. 3.6(a)). In the lattice with the faster wave speed, the bars along the diagonal have area
� = 4.25× 10−3 and the bars along the lattice vector have the area � = 17× 10−3 without any point
masses at the joints (Fig. 3.6(b)).

In order to experimentally test the properties of these lattices, we fix our frequency of operation
at 2200 kHz (l∗ = 350 rad/s). This frequency gives us a lattice parameter (unit cell length, !)
of 34 mm at l∗ = 0.35 according to the relation l∗ = l∗

√
dB
�B
!. We choose this frequency as it
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yields lattices within a convenient length scale to fabricate and test. However, as mentioned in the
previous subsections, the designs can be scaled to any frequency of operation as the analysis in
non-dimensionalized. A 3-D printed lattice at this length scale can be conveniently manufactured
using a selective laser sintering process, which results in a homogeneous distribution of material
properties of our chosen material (EOS polyamide PA 2200). These properties are summarized in
Table 3.1.

The lattice with intermediate wave speed features non-zero point masses at the cell corners. We
realize these experimentally by press-fitting 3 mm diameter tungsten ball bearings made of tungsten
carbide into cavities that are designed at the corners of each unit cell, as shown in Fig. 3.6(a). The
alloy is over 16 times more dense (density of 14900 kg/m3) than the solid material that the lattice
frame is made of. The fact that we have a relatively high mass within a small volume at the joints
supports our assumption of point masses. The sample with the highest wave speed (Fig. 3.6(b))
does not include point masses at the joints and does not need any special assembly after fabrication.
As mentioned earlier, we slightly relax the constant density constraint as we are limited by the
discrete nature of availability of the ball bearings. We fabricate two sets of samples: arrays of 10
units and arrays of 15 units. The 10-unit arrays are used to measure wave speeds while the longer
ones are used for dispersion reconstruction.

3.1.5.2 Setup

The experimental setup is sketched in Fig. 3.7(a). To measure the group velocity through a sample
at the frequencyl∗, we construct a burst input signal with four cycles andmeasure the time taken for
the centroid of the wave packet to travel through the sample, as shownwith the signals in Fig. 3.7(b).
Note that the amplitude of each signal is normalized by the maximum positive amplitude of the
input signal. This wave packet is narrow-banded around the frequency of interest, as indicated
by the solid curve in Fig. 3.7(c), which is obtained from the DFT of the input signal. The
signal is communicated to the signal generator (Agilent 33220A), sent to a piezoelectric amplifier
(Piezomechanik LE 150/100 EBW) and to a piezoelectric transducer (Panametrics V1011). The
transducer imparts a longitudinal excitation to the base of the lattice array. This ensures that no
other modes (shear or torsional) are excited in the lattice. We then use a laser doppler vibrometer
(LDV, Polytec OFV-5000) to measure the signal at the base and at the top of the specimen. The
signals are read by an oscilloscope (Tektronix DPO3014) and fed back to a computer. The wave
speed is then calculated from the signal’s time-of-flight between measurement points. We choose
arrays of 10 units for the wave speed measurements since this dimension corresponds to over
five wavelengths of the longitudinal wave at the frequency of interest. This guarantees separation
between the incoming and reflected wave packets when we measure at the top of the array (Fig.
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Figure 3.7: Experimental setup: (a) Layout of the experimental setup used to measure the elastic
wave response of the lattices. (b) Example of a measured transient wave response (normalized) at
two points of the lattice. (c) Frequency response of the input signals used to calculate wave speed
and reconstruct the dispersion structure.

3.7(b)). To reconstruct the dispersion properties of the lattice, we instead use a broadband signal
(a burst with carrier 50 but featuring a single oscillation). The wave packet is broader around
the frequency of interest, as indicated by the dashed curve in Fig. 3.7(c). We then record the
response on the bars that are perpendicular to the direction of wave propagation. The time histories
at all measurement points are then collected into a matrix. Upon 2D Discrete Fourier Transform
(2D-DFT), we obtain a frequency-wavenumber matrix, containing information on the dispersion
characteristics of a truncated lattice, from the time-space data [97]. In this case, we choose arrays
of 15 cells since our setup only allows one measurement per cell plus one at the top of the lattice,
and 16 measurement points guarantee enough spatial resolution.

3.1.5.3 Results

We record the burst input signal with four cycles at four corners of each sample on the base and its
top face. From this, we calculate sixteen wave speeds of the longitudinal mode through a sample.
Finally, we compute the group velocity as an average of these sixteen speeds. We repeat this over
two samples for each of the BCC lattices, i.e., we obtain the group velocity as the average of 32
wave speeds measured across different points on different samples for each lattice of the types
shown in Fig. 3.6. We non-dimensionalize the group velocity by dividing the measured speed by



50

Table 3.3: Comparison of non-dimensional group velocities between experiments and numerical
calculations

Method Fig. 3.6(a) Fig. 3.6(b)

Experiments 0.185 ± 0.002 0.485 ± 0.027
3-D solid elements model 0.245 0.504

√
�B
dB

and compare it to our finite element calculations. These results are summarized in Table 3.3.

We notice that the numerical and experimental results agree well for the sample with maximum
wave speed (Fig. 3.6(b)). We observe a considerable decrease in wave speed on introducing masses
(Fig. 3.6(a)) at the joints, as verified by the solid elements model. The slight differences between
experiments and numerics can occur due to the fact that the input wave, although concentrated
at the frequency of interest, has a slight frequency spread as seen in Fig. 3.7(c). Note that the
experimental results show that we can obtain more than a 160% increase in wave speed between
the two BCC samples with nearly the same densities—an aspect that can have interesting practical
implications.

3.1.5.4 Dispersion reconstruction

To understand if we are indeed measuring experimental wave speeds that correspond to the desired
longitudinal mode, we experimentally reconstruct the dispersion relation around the frequency of
interest l∗. Choosing an input burst with just one cycle guarantees that the DFT of this signal has a
wide frequency spread aroundl∗ as indicated by the dashed curve in Fig. 3.7(c). This input signal is
used to excite the longer samples and, as explained above, the output signal (amplitude as a function
of time) is measured at sixteen equally spaced points starting from the base of the sample to its
top. The colormaps in Fig. 3.8 represent the reconstructed frequency vs. wavenumber plots for the
two lattices we test. The darkest regions represent the highest amplitudes at a particular frequency
and wavenumber. One can notice that some frequencies have higher amplitude than others. This
originates from the fact that, due to the limited length of the samples, the recorded signals include
several boundary reflections and, therefore, contain some signature of the natural frequencies of
the sample [21]. We compare these color-maps to the first longitudinal branches obtained using
both a frame element model (blue curve) and 3-D solid element model with COMSOL (red curve).
One can appreciate how the numerical results roughly overlap the maxima of the experimental
colormaps, indicating agreement between the dispersion for an infinite lattice and the experimental
results on a finite sample. The discrepancy in Fig. 3.8(a), where the experiments match the results
obtained by modeling the lattice using 3-D solid elements, better than the model that uses frame
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Figure 3.8: Results: (a) and (b) Experimental dispersion reconstruction and comparison of the
first longitudinal branch for the BCC lattices in Figures 3.6(a) and (b), respectively.

elements, is consistent with arguments discussed in the previous subsection.

3.1.6 Discussion
We present a sensitivity analysis to optimize the elastic group velocity of a structure at a fixed
frequency of propagation together with static properties such as mass density and static stiffness
along any chosen direction. In calculating the sensitivities, we provide a method to compute the
implicit derivatives, i.e., the sensitivities of the eigenvectors describing themode shape, with respect
to the topology of the structure. We then present a design method to optimize the elastic group
velocity in lattice structures, independently from the static properties, density and stiffness. We are
able to decouple these properties by adding point masses to the structure at specific locations. We
target longitudinal modes in five common lattice structures (SC, BCC, FCC, octet, and hexagonal)
and provide bounds on the wave speed with the density and static stiffness of each structure while
varying cross-sectional areas of the bars and masses at their joints. The bounds are calculated in the
structures by modeling them as an assembly of bars made of several frame elements. We then verify
the theoretical model by comparing group velocities and mode shapes of representative structures
modeled using 3-D solid elements. To experimentally validate our results, we test two 3-D printed
BCC lattices, one with the highest group velocity within our chosen bounds and another with an
intermediate wave speed. To verify that the experimentally calculated wave speeds correspond
to the desired longitudinal mode, we reconstruct the dispersion relation around the frequency of
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operation and compare it to the numerically simulated curves.

The methods presented in this section can be easily extended to optimize the wave speeds of
other modes (e.g., shear or torsional) displayed by lattice structures. The non-dimensionalization
of our analysis allows us to perform the optimization at a fixed non-dimensional frequency that
scales with a chosen length dimension of the lattice for a given frequency of operation. Finally, the
analysis in the section can be used to design stiff and lightweight structures with arbitrary dispersion
characteristics.
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3.1.7 Methods
Method A

The non-dimensional elemental stiffness matrix
˜
 4; and mass matrix
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matrices with non-zero elements in their upper triangular portions being
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where = is the number of elements in the bar, ! is the length of the lattice vector, � = �

!2 with �
being the circular cross-sectional area of the beam and 0 = !10A

2=! . !10A is the total length of the bar

that the element is a part of. � = �
2

4c , A =
�
2c , and � = 2� are the non-dimensional planar second

moment of area, radius of gyration, and polar second moment of area, respectively. �B, the shear
modulus of rigidity can be calculated as �B

2(1+a) for the linear elastic material, where �B and a are
the Young’s modulus of elasticity and Poisson’s ratio, respectively.
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Method B

Algorithm 4 Non-dimensional frequency of propagation l(;=) of the =Cℎ longitudinal mode for a
non-dimensional wavenumber :
1: For the fixed topology

˜
j of the unit cell and : , find the eigenvalues and associated eigenvectors

of
˜
"
−1

˜
 (l2

8 and ˜
*8, 8 = 1, . . . , B8I4

(
˜
"

)
)

2: Modify
˜
*8 by subtracting from the displacement of each node, the displacement of the centroid

of the unit cell
3: Compute the direction cosines of each bar before displacement,

˜
3 9 , 9 = 1, . . . , number of bars

4: Denote the set of indices of bars on the outer frame of the front face of the unit cell by S1
5: Denote the set of indices of bars along ˆ

˜
: (direction of wave vector) by S2 and perpendicular ˆ

˜
:

by S3. ˆ(.) represents a unit vector.
6: count=0
7: for 8 = 1 : 1 : B8I4

(
˜
"

)
do

8: compute the direction cosines of the line joining the displaced end points of each bar,
˜
4 9

and the mean displacement of nodes along each bar
˜
E 9 , 9 = 1, . . . , number of bars

9: ? = 1
10: for : = 1 : 1 : B8I4((1) do
11: ? = ? × |

˜
3(1(:) .˜

4(1(:) | (Indicates a shear/ torsional distortion of lattice if ? < 1)
12: end for
13: @ = 1
14: for : = 1 : 1 : B8I4((2) do
15: @ = @ ×

(
1 − | ˆ

˜
:. ˆ

˜
E 9 |

)
16: end for
17: C = 1
18: for : = 1 : 1 : B8I4((3) do
19: C = C × | ˆ

˜
:. ˆ

˜
E 9 |

20: end for
21: B = ? × @ × C (s=1 for a longitudinal mode)
22: if B == 1
23: count=count+1
24: if count== =
25: break all
26: end if
27: end if
28: end for
29: l(;=) = l8
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C h a p t e r 4

ENGINEERING A MODE DEMULTIPLEXER

Research presented in this chapter has been adapted from the following publication:

Injeti, S. S., Bhattacharya, K. & Daraio, C. Data intensive architecture of a mode demultiplexer. In
preparation (2021).

4.1 Data intensive architecture of a mode demultiplexer
4.1.1 Motivation
Analogues to electronic devices in phononic (elastic and acoustic) and photonic (electromagnetic)
systems can open up a plethora of applications in wireless information transfer and processing. A
mode demultiplexer, a device that can decouple mixed modes of wave propagation, can allow for
increased data transmission over fewer lines and help realize more efficient thermal and acoustic
computers. However, most studies have focused onmanipulating vibrations associated with a single
mode of wave propagation, whereas designing a demultiplexer requires simultaneously controlling
multiple arbitrarily chosen modes spanning several frequencies. This is the focus of our work.
We couple a sensitivity analysis to track the wave speeds and frequency band gaps associated with
any mode of choice in a structure, with a data-intensive method to design a metamaterial-based
mode demultiplexer. This device consists of multiple architected lattice channels, each capable of
extracting a different mode in a range of frequencies from a mixed elastic vibration. We validate
our designs with experiments on 3-D printed lattices that decouple a mixed signal containing
both longitudinal and shear elastic waves. As a result of low relative densities of lattices, these
channels could be interpenetrated into each other without contact, enabling extremely compact
demultiplexing. The design methodology presented could help pave the way towards economic
thermal and acoustic computing.

4.1.2 Introduction
Exploiting the periodicity in materials has been useful to control waves in phononic [16, 111] and
photonic [38, 81] systems. Specifically in phononics, architected lattices have proven effective due
to their ease of fabrication spanning vast length scales and materials using additive manufacturing
[7, 35, 58, 84, 89, 103]. But more importantly, they allow us to manipulate waves with complex
modal behavior [56]. Due to the heterogeneous nature of these metamaterials, waves propagating
through the structure undergo dispersion, giving rise to properties such as frequency band gaps
[16] that are key in designing a mode demultiplexer. In order to demultiplex a mixture of multiple
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modes, we create individual channels (lattices periodic in one direction as shown by the schematic
in Fig. 4.1(a)), where each channel dissipates the energy associated with all but one mode at a
frequency, i.e. the mode that the channel propagates.

Fig. 4.1(b) shows a schematic of a dispersion plot between frequency l and wavenumber :
(magnitude of wave vector

˜
:) of propagation of waves through a heterogeneous periodic structure.

We obtain such a plot by solving the following eigenvalue problem obtained on a discretized domain
and applying Bloch’s theorem [49],

˜
 (

˜
:)

˜
D(

˜
:) = l(

˜
:)2

˜
" (

˜
:)

˜
D(

˜
:). (4.1)

For a structure modeled using finite elements,
˜
 and

˜
" are the self-adjoint stiffness and mass

matrices [56]. We solve eq. (4.1) at distinct wave vectors along a path called the irreducible
Brillouin zone (B) [16]. In this section, we consider waves propagating along a periodic lattice
channel made of unit cells repeating along one-direction ˆ

˜
\, the wave vector can be written as

˜
: = : ˆ

˜
\.

B contains wavenumbers that belong to the range [0, c/!], where L is the lattice parameter i.e.
length of a unit cell along the direction of periodicity. The eigenvector/mode shape

˜
D (vector of

displacements at nodes in the finite element domain) and angular frequency l are obtained by
solving the eigenvalue problem at wave vector

˜
: . We normalize the eigenvector in our analysis such

that
˜
D.

˜
"

˜
D = 1. If a majority of nodes displace along the wave vector, the mode shape is said to

describe a longitudinal mode. If the displacements of nodes are primarily in an orthogonal direction
to the wave propagation, the mode shape describes a shear mode. Let us say that in Fig. 4.1(b) the
first three shear modes are tracked by the blue curves, the first shear band gap (a frequency range
where no shear waves propagate) is indicated by the blue shaded region, and the first longitudinal
mode by the orange curve. Such a structure (Fig. 4.1(b)) would propagate a longitudinal wave at
frequencies in the shear band gap while dissipating shear modes. Hence, putting together multiple
such structures that possess band gaps associated with specific modes at desired frequencies, while
propagating certain other modes at those frequencies can help us realize a demultiplexer.

4.1.3 Design of the demultiplexer
Traditionally, identifying and tracking specific modes for a given structure on the dispersion curve
involves solving the eigenvalue problem (eq. (4.1)) at a large number of distinct wavenumbers and
visually inspecting the mode shapes (eigenvectors) associated with each frequency [82, 126]. For
complex structures, which demonstrate interesting wave propagation characteristics, this becomes
a cumbersome task. For example, in [56], the authors show that longitudinal modes in several cubic
lattices periodic in one direction start as rigid body motion at low wavenumber and transition to
flexural deformation of certain bars at higher wavenumber, implying steep changes in mode shapes
with wavenumber. This makes the automation of mode tracking challenging. We overcome this
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Figure 4.1: Mode demultiplexer: (a) Example of a mode demultiplexer consisting of two lattice
channels. (b) Schematic of a dispersion plot indicating the first three shear modes, the first
shear band gap, and a longitudinal mode. (c) and (d) Unit cells of lattices that propagate
longitudinal modes and dissipate shear modes ((c)), and propagate shear modes and dissipate
longitudinal modes ((d)), in the same frequency range. The direction of periodicity is indicated
by the longitudinal direction (orange arrow) and the blue arrow indicates direction of shear
vibrations.
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issue by using a mode tracking algorithm (Appendix) that estimates the frequency of a mode being
tracked from one wavenumber to the next for any general structure. We do so by estimating the
eigenvectors up to the first derivative, and frequencies up to the second derivative with respect to
the wavenumber, allowing us to automate the process of mode tracking and solve the eigenvalue
problem at much fewer wavenumbers (see Methods). The algorithm described can be used to track
modes for a structure with arbitrary heterogeneities, that may even intersect other similar modes on
the dispersion curve. Owing to the automation of our mode tracking algorithm and modal richness
displayed by lattices, we employ a data-intensive method where we study several lattice geometries
(modeled using frame elements – a combination of beam and truss elements [56]) and several
modes of interest associated with each structure.

In order to build a large database of lattice structures periodic in one direction, we focus our
attention on lattices made from repeating cubic symmetric unit cells. Each unit cell can be
constructed through reflections of an octant about mutually orthogonal planes as seen in Fig. 4.5.
Fig. 4.1(c), (d) show two such examples. These unit cells can be made fairly complex with the
arrangement of bars within them, allowing for interesting dispersion behavior. We construct a
database of unit cells containing close to 1 million cubic symmetric geometries using an algorithm,
which ensures compatibility (non-intersecting bars) within an octant and structural stability (no
dangling bars) as described in Appendix. Further, we fix a uniform slenderness ratio ) (ratio of
strut length to diameter) for each bar in an octant to 10, lattice parameter ! (equal to unit cell
length) of 30 mm, and material properties (Young’s modulus � , density d, and Poisson’s ratio a)
of the base material we use to 3-D print our samples for experiments (see Methods) while building
the database. Finally, we can study the modal behavior associated with several modes of choice
for a large number of lattices (a thousand randomly selected) that are part of this database, using
our mode tracking algorithm. Although we fix the values of parameters !, � , and d, we non-
dimensionalize our analysis and as a result, the frequencies of associated modes in the dispersion
curve would scale for other values of those parameters as detailed in Appendix.

In ourwork, as a proof of conceptwe consider an inputwave that is a combination of longitudinal and
shear waves at a certain frequency ( 50 =1435 Hz), and we wish to separate these waves. However,
the method can be easily extended to other modes with a similar analysis, and we also show that the
input signal can be separated even with a mixture of frequencies. The non-dimensional frequency
of the signal is calculated as l0 = 2c 50

√
d

�
! (l0 = 0.2 for values of parameters mentioned above).

We then choose two lattices from the database, one that displays a longitudinal band gap with shear
wave propagation at the frequency of interest l0, while another exhibits a shear band gap with
longitudinal wave propagation at the same frequency. The unit cells associated with these lattices
have connectivities as shown in Fig. 4.1(c), (d). Once we obtain these lattices from the database
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(with uniform slenderness of struts), we engineer the topology such that the frequency l0 is within
the band gap but away from a band edge (see Methods). The results are depicted in Fig. 4.1(c),
(d). Lattice A contains bars with uniform cross-sectional areas, i.e. slenderness ratio of 10 for the
bars along the edge of the octant and slenderness ratio of 14.14 for bars along the face diagonal of
the octant. In lattice B, the slenderness ratio of bars along the edge of the octant is 14.14, along the
face diagonal of the octant is 20, and along the body diagonal of the octant is 12.25.

The dispersion curves corresponding to the longitudinal and shear modes in both lattices are shown
in Fig. 4.2(a),(b), obtained using themode tracking algorithm. Note that we non-dimensionalize the
wavenumber as : = :!, and the range of non-dimensional wavenumbers is [0, c]. l is calculated
from the angular frequency l, as l = l

√
d

�
!. Lattice A propagates a longitudinal mode within

the first shear band gap at l0 = 0.2, while lattice B propagates a shear mode within the second
longitudinal band gap at the same frequency. The corresponding non-dimensional (dimensional)
band gaps in lattices A and B are 0.144 (1032.9 Hz) and 0.084 (602.5 Hz), respectively. The
group velocity of the propagating mode can be calculated as the slope on the dispersion curve,

i.e.
3l

3:
, indicated by the slope of the dashed lines in Fig. 4.2(a),(b). The corresponding non-

dimensional (dimensional) wave speeds in lattices A and B are 0.265 (358.3 m/s) and 0.167 (225.8
m/s), respectively.

Understanding the bounds on attainable wave speed and band gap of a lattice is important while
choosing target values for the material properties. We find these bounds on attainable values by
varying the non-dimensional cross-sectional areas of the bars (cross-sectional area divided by !2),
which can also be thought of as varying the slenderness ratios of bars. We obtain the convex
envelope of the attainable region by minimizing the weighted combination of bang gap and wave
speed for several weights using a sensitivity analysis (see Methods and Appendix). The results of
this optimization for lattices A and B are shown in Fig. 4.2(c),(d). We set the minimum slenderness
ratio within an octant to be 10 and the maximum to be 25, remaining in a range where the bars
are slender enough to be modeled using frame elements [56]. In order to reach close to the global
optima, we start the gradient-based optimization algorithm from several initial guess values. Note
that every combination of values in the shaded region may not be achieved, but the values at the
corners of the shaded regions are achieved. Such points are of interest as the extremal properties
occur there. In order to engineer a specific combination of properties of each lattice in the shaded
region, we would optimize a norm of the difference between the property (wave speed or band gap)
and the target value using the same sensitivity analysis.
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Figure 4.2: Bounds on properties: (a) and (b) Shear and longitudinal modes tracked in lattices
A and B. The respective band gaps are shaded in blue and orange with the slope of dashed lines
indicating group velocity. (c) and (d) Bounds on the attainable band gap and wave speed values,
in lattices A and B. The properties of designs in (a) and (b) (experimentally tested designs) marked
with black dots.
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4.1.4 Experiments and results
We chose to fix the frequency 50 at 1435 Hz and the lattice parameter of each lattice at ! = 30 mm.
As a result, the non-dimensional frequency is fixed at l0 = 0.2. However, we can vary the unit cell
length in each lattice across a range while still splitting the mixed wave at a frequency of 1435 Hz,
owing to the width of bang gaps in either lattice. For example, in lattice A, we could shrink the
lattice parameter down to 20 mm and the non-dimensional frequency now associated with 1435 Hz
is at l0 = 0.13, which still falls in the blue shaded region in Fig. 4.2(a). We test in experiments
each lattice A and B with a lattice parameter of ! = 30 mm and theoretical wave speed and band
gap mentioned earlier, and indicated by the black dots in Fig. 4.2(c),(d). We excite both lattices
with a mixture of modes at the same frequency ( 50 = 1435 Hz), but note from Fig. 4.2(a),(b) and
subsequently in experiments that we can separate a mixture with different frequencies that lie in
a range common to both band gaps. This means the frequencies of longitudinal and shear modes
can be different and anywhere in between 1196 Hz and 1675 Hz and still be separated, as can be
deduced from Fig. 4.2(a) and (b).

We pick 10 unit cells in each 3-D printed structure to allow for sufficient wavelengths within the
length of the structure to approximate the behavior of infinite lattices (Fig. 4.3(a)). The wedge
(base of the samples) at the surface of the piezoelectric actuator in Fig. 4.3(b) simulates a combined
longitudinal and shear excitation, along the orange and blue arrows in Fig. 4.3(a), respectively. The
sample preparation and experimental setup are detailed in Methods.

We first measure the frequency transmission – ratio of output frequency response at the top unit
cell of each lattice to the input at the base (see Methods). For maximum response anticipated
from the mode shapes (Fig. 4.8(a)), we pick the body center of the unit cell (orange dot in Fig.
4.3(a)) to measure the longitudinal response, while orienting the vibrometer along the orange arrow.
Similarly, we pick the edge center (blue dot in Fig. 4.3(a)) to measure the shear response along the
blue arrow. To measure the transmission, the frequency spectrum of input signal centered around
50 is shown in Fig. 4.7(a). Fig. 4.4(a),(b) indicate a clear shear band gap in the response of
lattice A and a longitudinal band gap in the response of lattice B, as predicted. We also perform
numerical simulations on the finite structures with each strut modeled using frame elements (details
in Appendix). We see great agreement in regions of attenuation between the theoretically predicted
values (for infinite lattices), numerical results (for lattices with 10 unit cells), and experiments, for
both lattices A and B. Also, Fig. 4.4(c),(d) show healthy transmission of the longitudinal wave (in
lattice A) and shear wave (in lattice B) over a range of frequencies as designed, and confirmed by
both experiments and numerical simulations.

Further, we reconstruct the dispersion curve for the propagating modes in each lattice using an
input signal with a frequency spectrum shown in Fig. 4.7(a), to compare the dominant propagating
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Figure 4.3: Experimental setup: (a) 3-D printed lattices A and B, with equal lattice parameters
(! = 30 mm). The longitudinal and shear directions are indicated by orange and blue arrows,
respectively. Orange and blue dots in the close-up views of the unit cells indicate measurement
points for longitudinal and shear response, respectively. (b) Experimental setup layout to measure
the elastic wave response in each lattice and demonstrate decoupling of the mixed signal at
50 = 1435 Hz.
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Figure 4.4: Results: (a) and (b) Frequency transmission comparing experiments, numerics, and
theory, showing attenuation of shear waves lattice in A and longitudinal waves in lattice B. (c)
and (d) Frequency transmission comparing numerics and experiments, showing propagation of
longitudinal waves in lattice A and shear waves in lattice B. (e) and (f) Dispersion reconstruction
of the propagating longitudinal mode (in lattice A) and shear mode (in lattice B).
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frequencies (see Methods). As shown in 4.4(e),(f), we see propagation of waves (longitudinal in
lattice A and shear in lattice B) for a range around the frequency of interest (l0 = 0.2). The
dominant frequencies of propagation at a wavenumber are indicated by the darker regions. In this
calculation, due to the finite nature of the samples, we are limited to fewer discrete wavenumber
measurements and we may also observe effects due to boundary reflections. Finally, with the mixed
input wave packet shown in Fig. 4.7(b), we measure the wave speed of propagation close to 1435
Hz of the longitudinal mode in lattice A as 424.9 ± 2.2 m/s and of the shear mode in lattice B as
210.8 ± 1.1 m/s (details in Methods). These values compare well with the theoretically predicted
values for the infinite structures (358.3 m/s and 225.8 m/s for lattices A and B, respectively).

We demonstrate a conceptual design of a mode demultiplexer which is capable of separating mixed
modes of wave propagation into its individual components spanning multiple frequencies. Using
a data-intensive method, we pick lattices that propagate and dissipate selected modes, and further
optimize their properties (wave speeds and band gaps) using a sensitivity analysis. Given our non-
dimensional analysis along with the slenderness of struts in a lattice, the resulting channels can be
woven into each other giving us close-packed demultiplexers that are load-bearing. The proposed
method can be used to decouple arbitrary mixtures of modes at any frequency of operation, allowing
for the integration of several phononic and photonic devices.

4.1.5 Methods
4.1.5.1 Summary of techniques

Mode tracking

If the modes are indexed by frequency for a long wavelength (or small wavenumber), we are
interested in tracking the frequency l(=) (:) of the =Cℎ mode with increasing wavenumber : ,
= = 1, . . . , 3, where 3 is the dimension of stiffness or mass matrix in eq. (4.1). Along B,
we discretize the wavenumbers as : (8) , 8 = 1, . . . , # , where # is the total number of discrete
wavenumbers. Let the frequency associated with the =Cℎ mode at the smallest wavenumber : (1) be
l(=) (: (1)), and its corresponding eigenvector/mode shape be

˜
D(=) (: (1)). For any other wavenumber

: (8) along B, let the frequency and mode shape corresponding to this mode be l(=) (: (8)) and

˜
D(=) (: (8)), respectively. Then from eq. (4.1), we have

˜
 (: (8))

˜
D(=) (: (8)) = l(=) (: (8))2

˜
" (: (8))

˜
D(=) (: (8)), (4.2)

for this =Cℎ mode indexed by frequency at : (1) .

The principle behind our mode tracking (algorithm in Appendix), is to estimate the values of
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˜
D(=) (: (8+1)), l(=) (: (8+1)) and ml

(=)

m:
(: (8+1)) given l(=) (: (8)) and

˜
D(=) (: (8)).

˜
D(=) (: (8+1)) ≈

˜
D(=) (: (8)) + m˜

D(=)

m:

����
: (8)
(: (8+1) − : (8)), (4.3)

l(=) (: (8+1)) ≈ l(=) (: (8)) + ml
(=)

m:

����
: (8)
(: (8+1) − : (8)) + 1

2
m2l(=)

m:2

����
: (8)
(: (8+1) − : (8))2, (4.4)

ml(=)

m:
(: (8+1)) ≈ ml

(=)

m:
(: (8)) + m

2l(=)

m:2

����
: (8)
(: (8+1) − : (8)). (4.5)

We take these estimated values of mode shape, frequency, and group velocity at wavenumber : (8+1)

and compare them to the eigenvectors, frequencies, and group velocities from solving eq. (4.1)
at : = : (8+1) , to correctly classify the =Cℎ mode at wavenumber : (8+1) . A method to calculate the

sensitives
m

˜
D(=)

m:
and

m2l(=)

m:2 analytically is detailed in Appendix. Calculation of these sensitivities

and hence eq. (4.3), (4.4), and (4.5) allows us to take large wavenumber steps (: (8+1) − : (8)) while
tracking a mode of interest. The algorithm in Appendix allows us to automate the process of
tracking any mode starting from low wavenumber to the end of B.

Optimal design of band gap

We are interested in calculating the slenderness ratios of the bars in a unit cell such that the
frequency of interest l0 lies away from a band edge, while still improving the width of the band
gap. Let the cross-sectional areas of the struts be represented by j 9 , 9 = 1, . . . , <, where < is the
number of struts in an octant describing the cubic symmetric unit cell. Suppose the band gap exists
between the ;Cℎ and =Cℎ modes, we formulate the problem

arg max
˜
j∈D

X1

(
l0 −Ω(;)max

)2
+ X2

(
l0 −Ω(=)min

)2
(4.6)

s.t. Ω
(;)
max ≤ l0 ≤ Ω(=)min,

where Ω(;)max = max
8
l(;) (: (8)), Ω(=)min = min

8
l(=) (: (8)), and D is the set of allowable values for

˜
j.

The ratio between non-negative weights X1 and X2 can be chosen to achieve a target separation of
l0 from individual band edges. We choose a ratio of 1. We solve (4.6) using a descent method,
with sensitivities discussed in Appendix.

Bounds on wave speeds and band gaps

The band gap between the ;Cℎ and =Cℎ mode can be calculated as

O1 = Ω
(=)
min −Ω

(;)
max. (4.7)
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Note that the accuracy of eq. (4.7) to estimate the bang gap is better with a finer discretization of
the wavenumber. The wave speed for the ?Cℎ mode at a frequency l0 is [56]

O2 =
ml(?)

m:

����
: (?∗)

, s.t. det(
˜
 (: (?∗)) − l2

0 ˜
" (: (?∗))) = 0. (4.8)

We calculate : (?∗) by finely dividing B around the wavenumber close to l0 for the ?Cℎ mode (see
algorithm in Appendix). To calculate the bounds on attainable values as shown in Fig. 4.2(c),(d),
for each lattice we define the objective O = W1O1 + W2O2. W1 and W2 are scalars between -1 and
1. We calculate the maximum value of O for several combinations of W1 and W2 while varying
the cross-sectional areas of bars

˜
j using a descent algorithm, with the sensitivities calculated in

Appendix. Each maximum value gives us a half space that bounds the attainable values on the band
gap and wave speed. Intersection of several such half spaces gives us the convex envelope of the
attainable region (shaded regions in Fig. 4.2(c),(d)). In order to engineer target band gaps Otarget

1
or target wave speeds Otarget

2 , we would minimize the objectives |O1 − Otarget
1 | or |O2 − Otarget

2 |,
respectively.

Sample fabrication and experimental setup

We 3-D print our lattices using a selective laser sintering process, which gives us a homogenous
distribution ofmaterial properties in each strut. Thematerial properties of the basematerial used for
3-D printing (EOS polyamide PA 2200) are, Young’s modulus � = 1.7GPa, density d = 930 kg/m3,
and Poisson’s ratio a = 0.35 [1, 56]. The layout of the experimental setup in sketched in Fig. 4.3(b).
The input wave packet information from the signal generator (Agilent 33220A) is communicated to
a piezoelectric transducer (Panametrics V1011) after amplification via the piezoelectric amplifier
(Piezomechanik LE 150/100 EBW). Due to the wedge mechanism, the longitudinal excitation from
the transducer excites the samples at the base at an angle, i.e. a combination of longitudinal and
shear waves. We measure the response at desired points using a laser doppler vibrometer (LDV,
Polytec OFV-5000) and read the output signal (amplitude vs time) on the oscilloscope (Tektronix
DPO3014).

Experimental measurements

For frequency transmission measurements and dispersion reconstruction, the input signal (amp-
litude vs time) is a burst signal with 1 cycle and has a broad frequency spread centered around the
frequency of interest (Fig. S3(a)). To measure the frequency transmission, we first take the discrete
Fourier transform (DFT) of the input (at the base of a lattice) and output (at the top unit cell) signals
to get the amplitude associated with each frequency. We then take the ratio of amplitudes of each
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frequency at the output to the input to get the frequency transmission. We cap the values at large
enough transmission in both cases, to avoid analyzing resonant peaks. Note that the shear band
gap region in lattice A numerically shows zero transmission whereas in experiments shows a small
amplitude. We believe this is due to the slender nature of the structure causing flexural motion.
To reconstruct the dispersion curve, we measure the output at 10 equidistant points (one in each
unit cell) for a lattice. To reconstruct the longitudinal modes, we measure the output at the body
center and for the shear modes, we measure the response at the edge center (orange and blue dots
in Fig. 4.3(a), respectively). From the DFT of the output signals along the length of the sample,
we get the dominant frequencies at each wavenumber [56]. To measure the wave speed, the input
is a burst signal with 4 cycles and has a frequency spectrum that is narrow around the frequency of
interest (Fig. S3). We calculate the wave speed from the time taken by the input signal to traverse
through each lattice, i.e. from the middle of the first unit cell to the middle of the last unit cell.
Due to the presence of boundary reflections, it is difficult to locate the centroid of the wave packet
at the output. Hence, we measure time taken for the first peak in the signal to traverse through the
lattice (Fig. S3(b)). This is reasonable as the group and phase velocities are almost identical (Fig.
4.2(a),(b)).

4.1.5.2 Sensitivity analysis

Let the band gap exist between the ;Cℎ and =Cℎ modes, and we are interested in the wave speed
of the ?Cℎ mode, where all modes are indexed by frequency at the lowest wavenumber along the
Brillouin zone. In order to optimally design a band gap, wave speed, or calculate bounds on band
gaps and wave speeds (see Methods) using a gradient descent algorithm, we require the gradients
of Ω(;)max, Ω

(=)
min, and O2 (wave speed) with respect to the cross-sectional areas of the struts j 9 ,

9 = 1, . . . , <. < is the number of struts in an octant describing the cubic symmetric unit cell. We

have that Ω(;)max = max
8
l(;) (: (8)), Ω(=)min = min

8
l(=) (: (8)), and O2 =

ml(?)

m:

����
: (?∗)

, s.t. det(
˜
 (: (?∗)) −

l2
0 ˜
" (: (?∗))) = 0, where 8 = 1, . . . , # index the discrete wave numbers along the Brillouin zone.

Let ;∗ = arg max
8

l(;) (: (8)) and =∗ = arg min
8

l(=) (: (8)).

3Ω
(;)
max

3j 9
=
mΩ
(;)
max

mj 9
+ mΩ

(;)
max
m:

����
: (;∗)

m: (;
∗)

mj 9
. (4.9)

The eigenvalue problem can be written as(
˜
 (: (;∗) (j 9 ), j 9 ) −Ω(;)max(: (;

∗) (j 9 ), j 9 )2 ˜
" (: (;∗) (j 9 ), j 9 )

)
˜
D(;) (: (;∗) (j 9 ), j 9 ) = 0. (4.10)
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Partial derivatives of eq. (4.10) with respect to j 9 and : give us

mΩ
(;)
max

mj 9
=

˜
D(;) .

(
m

˜
 

mj 9
−Ω(;)max

2 m
˜
"

mj 9

)
˜
D(;) ,

mΩ
(;)
max
m:

����
: (;∗)

=
˜
D(;) .

(
m

˜
 

m:

����
: (;∗)
−Ω(;)max

2 m
˜
"

m:

����
: (;∗)

)
˜
D(;) . (4.11)

Taking the total derivative of eq. (4.10) with respect to j 9 , we get

m: (;
∗)

mj 9
= − ˜

E1 · ˜
E2

˜
E2 · ˜

E2
, (4.12)

where

˜
E1 =

(
m

˜
 

mj 9
−Ω(;)max

2 m
˜
"

mj 9
− 2Ω(;)max

mΩ
(;)
max

mj 9 ˜
"

)
˜
D(;) +

(
˜
 −Ω(;)max

2

˜
"

) m
˜
D(;)

mj 9
,

˜
E2 =

(
m

˜
 

m:

����
: (;∗)
−Ω(;)max

2 m
˜
"

m:

����
: (;∗)
− 2Ω(;)max

mΩ
(;)
max
m:

����
: (;∗) ˜

"

)
˜
D(;) +

(
˜
 −Ω(;)max

2

˜
"

) m
˜
D(;)

m:

����
: (;∗)

.

Substituting eq. (4.11) and (4.12) in eq.(4.9), we get the sensitivities of Ω(;)max with respect to the

cross-sectional areas of the struts j 9 . The sensitivities
3Ω
(=)
min

3j 9
are calculated in a similar manner to

the above.

3O2
3j 9

=
m2l(?)

mj 9m:

����
: (?∗)
+ m

2l(?)

m:2

����
: (?∗)

m: (?
∗)

mj 9
. (4.13)

The partial derivatives in eq. (4.13) can be calculated as [56]

m2l(?)

mj 9m:
=

1
2l(?)

(
2 Re

(
m

˜
D(?)

mj 9
·
(
m

˜
 

m:
− l(?)2 m ˜

"

m:

)
˜
D(?)

)
+

˜
D(?) ·

(
m2

˜
 

mj 9m:
− l(?)2 m2

˜
"

mj 9m:
− 2l(?)

ml(?)

mj 9

m
˜
"

m:

)
˜
D(?) −

ml (?)

mj 9

l(?) ˜
D(?) .

(
m

˜
 

m:
− l(?)2 m ˜

"

m:

)
˜
D(?)

ª®¬ .
(4.14)

where Re(.) is the real part of an entity. Similarly,

m2l(?)

m:2 =
1

2l(?)

(
2 Re

(
m

˜
D(?)

m:
·
(
m

˜
 

m:
− l(?)2 m ˜

"

m:

)
˜
D(?)

)
+

˜
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(
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˜
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(?)2 m
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˜
"

m:2 − 2l(?)
ml(?)

m:
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˜
"

m:
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˜
D(?) −

ml (?)

m:

l(?) ˜
D(?) .

(
m

˜
 

m:
− l(?)2 m ˜

"

m:

)
˜
D(?)

)
.

(4.15)
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From the total derivative of the fixed frequency condition l(?)
(
: (?

∗) (j 9 ), j 9
)
= l0 with respect

to j 9 , we get

m: (?
∗)

mj 9
= −

ml(?)

mj 9

ml(?)

m:

= − ˜
D(?) .

(
m

˜
 

mj 9
− l(?)2 m ˜

"

mj 9

)
˜
D(?)

˜
D(?) .

(
m

˜
 

m:
− l(?)2 m ˜

"

m:

)
˜
D(?)

����
: (?∗)

. (4.16)

Substituting eq. (4.14), (4.15) and (4.16) in eq.(4.13), we get the sensitivities of the wave speed O2

with respect to the cross-sectional areas of the struts j 9 .

For calculation of sensitivities of the eigenvector,
m

˜
D

mj 9
and

m
˜
D

m:
in equations (4.12), (4.14), and

(4.15) we use the analysis carried out in [56].

Their formulation states that for an eigenvalue problem of the form(
˜
 (: (j 9 ), j 9 ) − l(: (j 9 ), j 9 )2 ˜

" (: (j 9 ), j 9 )
)

˜
D(: (j 9 ), j 9 ) = 0, (4.17)

and U = : or j 9 , the sensitivities
m

˜
D

mU
can be calculated from the null-space of the matrix

©«

0
( (

˜
"' +

˜
" �

)
˜
D'

)) ( (
˜
"' +

˜
" �

)
˜
D�

))
−11 ˜

�' −
˜
��

−12 ˜
��

˜
�'

ª®®®®®®®®¬
, (4.18)

where superscripts ' and � denoted the real and imaginary parts of quantities, where

˜
� =

˜
 − l2

˜
",

˜
�'

˜
DU

' −
˜
��

˜
DU

� =
˜
��U ˜
D� −

˜
�'U ˜
D' =: 11,

˜
�'

˜
DU

� +
˜
��

˜
DU

' = −
˜
��U ˜
D' −

˜
�'U ˜
D� =: 12.

In [56], the authors show that for eigenvalues with single multiplicity, the null space of (4.18) has
exactly two vectors

˜
H1 and

˜
H2. If however the multiplicity is more than 1, we can always perturb our

wavenumber infinitesimally such that the eigenvalue has single multiplicity on the mode of interest.

The real and imaginary parts of
m

˜
D

mU
and hence the sensitivity of the eigenvector can be calculated

from ©«

0

m
˜
D

mU

'

m
˜
D

mU

�

ª®®®®®®®®®®¬
= V1

˜
H1 + V2

˜
H2 −

©«

1

−(21 + 22)˜
D'

−(21 + 22)˜
D�

ª®®®®®®®®¬
. (4.19)
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The values of V1 and V2 can be calculated from the equation that sets the first element on the right
hand side of eq. (4.19) to 0, and one of the following equations,

m
˜
D

mU

'

.

(
˜
"'

˜
D'

)
+ m˜

D

mU

�

.

(
˜
"'

˜
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)
= −1

2

(
˜
D' .

m
˜
"

mU

'

˜
D' +

˜
D� .
m

˜
"

mU

'

˜
D�

)
=: 21,

m
˜
D

mU

'

.

(
˜
" �

˜
D'

)
+ m˜

D

mU

�

.

(
˜
" �

˜
D�

)
= −1

2

(
˜
D' .

m
˜
"

mU

�

˜
D' +

˜
D� .
m

˜
"

mU

�

˜
D�

)
=: 22.

Now that we can calculate the sensitivities ofΩ(;)max,Ω
(=)
min, and O2, with respect to the cross-sectional

areas of the struts j 9 for a given lattice, we can use a gradient descent method to optimally design
a band gap, wave speed, or calculate bounds on band gaps and wave speeds.

As detailed in Methods, tracking the =Cℎ mode (Algorithm 5), we require the sensitivities
ml(=)

m:
,

m
˜
D(=)

m:
, and

m2l(=)

m:2 described above.

4.1.5.3 Cubic symmetric lattices

As noted in this chapter, we non-dimensionalize our analysis for lattices. Starting from the
eigenvalue problem, we divide every length dimension by ! (the lattice vector length/unit cell
length), every mass dimension by d!3 and every time dimension by

√
d

�
!. Here, d and � are the

density and Young’s modulus of the base material used to make the lattice. In a unit cell, we fix the
quantities !, d, and � as described in the section. However, we can scale any quantity according
to its dimensions, as these parameters change.

In a cubic symmetric unit cell, there is one repeating octant (indicated by the yellow cube in Fig.
4.5(a)). In order to generate the unit cell given the connectivity within the octant, we first take a
reflection of the contents in this octant about the plane containing vertices labeled 2, 4, 6, 8 (keeping
the old contents). Then we reflect the resulting structure about the plane containing vertices 1, 2,
5, 6 (keeping the old contents). Finally, we reflect the current structure about the plane containing
vertices 1, 2, 3, 4 while keeping all the old contents.

In order to generate a large database of connectivities in an octant, we devise an algorithm shown
in Fig. 4.5(b) implemented in the MATLAB code provided as data. Within an octant, we list all
possible combinations of vertices (from 1 to 8) such that there is at least one vertex on each face
of the octant. For each set in this list, we consider Delaunay triangulations of those vertices and
connect the vertices with an edge, which represents a strut. We perform this triangulation and
calculate all strongly connected subsets in each triangulation, for every single element in the list
containing sets of vertices with at least one on each face of the octant. Note that in a strongly
connected set of vertices and edges, we can draw a path connecting any two vertices along the
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Figure 4.5: Cubic symmetric unit cell: (a) The octant (highlighted in yellow) contains the repeating
element of the cubic symmetric unit cell. (b) The algorithm used to generate a large database of
such unit cells.

edges. We fix the slenderness ratio of each strut (ratio of length to diameter) as 10. We then
calculate the structure of the unit cell for every unique structure in an octant through reflections as
described above. This exercise yields 815,550 total geometries for the unit cell. We also provide
an option to calculate the geometries for a more populated octant with a larger number of vertices
in our MATLAB code.

The condition where we pick vertices such that there is at least one on each face of the octant
ensures compatibility of the resulting unit cell after taking the reflections as described. We
consider a triangulation of each set of vertices so that we avoid any intersecting bars in an octant.
Finally, the condition on each subset of the triangulation being strongly connected is sufficient to
ensure that we avoid structures in which the struts are freely dangling. Hence, we ensure that the
resulting unit cells are always structurally stable and free of intersecting bars in an octant.

4.1.5.4 Mode tracking

The mode tracking algorithm (Algorithm 5) uses the sensitivities derived earlier in this section to
follow any mode of choice for an arbitrary structure on the dispersion curve. We use this algorithm
on several lattices with cubic symmetric unit cells (generated by the algorithm in Fig. 4.5(b))
repeating in one direction. We model each strut in a unit cell using three 1-D frame finite elements,
where a node associated with an element has 6 degrees of freedom (three translational and three
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Figure 4.6: Mode tracking: (a)-(d)Four examples showing themode tracking algorithm (Algorithm
5) used to track the first two longitudinal modes. Orange arrows indicate direction of periodicity.

rotational). Details of such a model with a convergence study can be found in [56]. Examples of
the algorithm tracking the first two longitudinal modes is shown in Fig. 4.6.

As mentioned earlier, we non-dimensionalize our analysis, and plot the dispersion curves between
non-dimensional angular frequency l and non-dimensional wavenumber : . Notice that the al-
gorithm takes larger steps along the wavenumber in regions of the curve that are linear (l vs :).
The first derivative approximation of the eigenvector is accurate and sufficient in such regions. In
regions of the dispersion curve where there are sharp bends or intersection of curves, the algorithm
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Figure 4.7: Excitation: (a)Frequency response of input signals used for wave speed calculations,
frequency transmission measurements, and dispersion reconstruction. (b) Time taken by the wave
to travel from the first to last unit cell in lattice B indicated by the arrow.

automatically takes finer steps to classify the modes correctly, and comparing the estimated ei-
genvalues and group velocities (Methods) to the actual values becomes important. Hence, we
are efficient in the sense that we track the dispersion curve correctly associated with a mode of
choice with fewer number of evaluations of the eigenvalue problem than is done traditionally. The
implementation details of this algorithm can be found in the MATLAB code provided. Note that
the accuracy of classification in Algorithm 5 depends on parameters X and V, which determine
the minimum step size in wavenumber and a threshold level of acceptable similarity between es-
timated and actual eigenvectors. Hence, reducing X and increasing V increases the accuracy of
the algorithm. In our work, we focus on tracking specific modes (longitudinal and shear). We
achieve this by evaluating the mode shapes associated with points on the dispersion curve at low
wavenumbers, and then track the ones that are either longitudinal or shear over the path along B.

4.1.5.5 Experiments and numerics

For measuring frequency transmission and dispersion reconstruction, we send an input signal
through the lattice that is a single cycle burst signal. The frequency response from the DFT of
that signal has a spread as shown by the dotted curve in Fig. 4.7(a). In order to measure the wave
speed at a particular frequency l0 = 0.2 (1435 Hz), we use a burst input signal with 4 cycles (Fig.
4.7(b)) that has a much narrower spread of frequencies around l0 (solid curve in Fig. 4.7(a)).
As mentioned in Methods, we calculate the wave speed from the time taken by the input signal
to traverse through the lattice. The arrow in Fig. 4.7(b) indicates this time calculated from the
first peaks in the signals at the first and last unit cells, for a measurement in lattice B. Notice that
we normalize the amplitudes in Fig. 4.7 by a maximum amplitude on the plots. For wave speed
calculations in each lattice, we take the average of five measurements across two samples in each.

The mode shapes of propagating modes in each of the infinite periodic lattices is indicated qualitat-
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ively on the respective unit cells in Fig. 4.8(a),(b) modeled in COMSOL using 3-D solid elements
(for better visualization). The wire figures indicate original positions of unit cells and the solid
figures indicate deformed positions. In Fig. 4.8(a) (lattice A), there is a clear translation of the
body center along the longitudinal direction (orange arrow). In lattice B, there is a displacement of
the edge center in the shear direction (blue arrow) as seen in 4.8(b).

We also perform simulations on the lattices that contain a finite number of unit cells to better
compare the results from experiments. As seen in Fig. 4.8(c), each lattice (A and B) has 10
unit cells, in which each strut is modeled as a combination of 3 discrete frame elements. Let the
assembled non-dimensional stiffness and mass matrices for a lattice be

˜
 and

˜
" , respectively [56].

(
˜
 − l2

˜
")

˜
* = 0. (4.20)

˜
* represents the global vector of non-dimensional displacements at the nodes of the lattice. We
apply a time varying (harmonic) displacement boundary condition to the nodes at the base of each
unit cell, that is a combination of displacements in the longitudinal (orange arrows) and shear
directions (blue arrows) to simulate experiments. We vary the non-dimensional frequency of the
displacement boundary condition across a range of frequencies (l = 0.05 to 0.35) and measure the
amplitude of non-dimensional displacements at the last unit cell, from the unknown quantities in

˜
*

obtained by solving eq. (4.20). We measure longitudinal displacements at the body center (orange
dots) along the orange arrows and the shear displacements at the edge center (blue dots) along the
blue arrows.

For a given frequency l, the ratio of amplitudes of displacement at the top unit cell to the base
gives us the transmission of that frequency. The results of frequency transmission across a range
shows a shear band gap in lattice A and a longitudinal band gap in lattice B. Further, they show
longitudinal waves propagating in lattice A and shear waves propagating through lattice B. These
results agree well with experiments.
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Figure 4.8: Mode shapes: (a) Mode shapes qualitatively indicated in each unit cell show
propagating longitudinal mode in lattice A and shear mode in lattice B. (b) Time varying harmonic
loads applied at the base of finite lattices A and B with 10 unit cells each, modeled using frame
elements.
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Algorithm 5 Tracking a mode with increasing wavenumber
1: Assign a value for W (largest allowed increment in wavenumber)
2: Assign a value for V (threshold to classify a mode (set to a high value, say 15))
3: Assign a value for [ (between 0 and 1)
4: Assign a value for X (smallest allowed increment in wavenumber)
5: Assign a value for Γ (maximum value for wavenumber – end of path on B)
6: Assign a value for = (index of mode being tracked (by frequency) at : (1))

Note: In the section, = is picked such that we track longitudinal/shear modes
7: 8 = 1
8: : (8) = n (small positive value, say 0.001)
9: :CA02: = [ ] (Wavenumbers at which the mode is tracked)
10: while : (8) ≤ Γ do
11: if 8 = 1 then
12: Calculate F

˜
(vector of frequencies sorted in ascending order at : (8)) – using eq.(1)

13: Calculate corresponding*
˜
(matrix with columns as eigenvectors) – using eq.(1)

14: l
(=)
8
= F= and D8

˜
(=) = * (:, =) (Frequency and mode shape of tracked mode)

15: 3: = W

16: Calculate D8+1
˜
(=),4BC , l(=),4BC

8+1 ,
(
ml(=),4BC

m:

)
8+1

(estimate values at : (8) + 3:)

17: : (8+1) = : (8) + 3:
18: :CA02: = [:CA02: , : (8)]
19: 8 = 8 + 1
20: else
21: Calculate F

˜
and*

˜
at : (8)

22: \
˜
= vector of sine of angles between D8

˜
(=),4BC and each column in*

˜
23: Calculate \B

˜
(\
˜
sorted in ascending order)

24: if \B,2/\B,1 > V then
25: check=1 (Mode classification does not need group velocity comparison)
26: else
27: 3: = [ × 3:
28: check=0 (Mode classification needs group velocity comparison)
29: while 3: ≥ X and check=0 do
30: Calculate D8

˜
(=),4BC , l(=),4BC

8
,
(
ml(=),4BC

m:

)
8

(estimate values at : (8−1) + 3:)

31: Calculate F
˜
and*

˜
at : (8−1) + 3:

32: : (8) = : (8−1) + 3:
33: Calculate \

˜
, \B

˜
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34: if \B,2/\B,1 > V then
35: check=1
36: else
37: check=0
38: end
39: 3: = [ × 3:
40: end
41: 3: = 3:/[
42: end
43: if check=1 then
44: Calculate 31

˜
(Norm of difference between l(=),4BC

8
and each element in F

˜
)

45: Calculate B
˜
= 31

˜
. ∗ \

˜
(element wise product)

46: Calculate l(=)
8

and D8
˜
(=) using index of minimum value in B

˜
47: 3: = W

48: Calculate D8+1
˜
(=),4BC , l(=),4BC

8+1 ,
(
ml(=),4BC

m:

)
8+1

(estimate values at : (8) + 3:)

49: : (8+1) = : (8) + 3:
50: :CA02: = [:CA02: , : (8)]
51: 8 = 8 + 1
52: else
53: Calculate 32

˜
(Norm of difference between

(
ml(=),4BC

m:

)
8

and actual group

velocities at : (8))
54: Calculate B

˜
= 32

˜
. ∗ \

˜
55: Calculate l(=)

8
and D8

˜
(=) using index of minimum value in B

˜
56: 3: = W

57: Calculate D8+1
˜
(=),4BC , l(=),4BC

8+1 ,
(
ml(=),4BC

m:

)
8+1

(estimate values at : (8) + 3:)

58: : (8+1) = : (8) + 3:
59: :CA02: = [:CA02: , : (8)]
60: 8 = 8 + 1
61: end
62: end
63: end
64: Output 1- :CA02: (discrete wavenumbers at which the mode is tracked)
65: Output 2- l(=)

8
(frequency at 8Cℎ wavenumber in :CA02: , of the tracked mode)

66: Output 3- D8
˜
(=) (mode shape at 8Cℎ wavenumber in :CA02: , of the tracked mode)
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Algorithm 6Wavenumber : (?∗) associated with a fixed frequency l0 for the ?Cℎ mode
1: Track the ?Cℎ mode according to Algorithm 5 to obtain :CA02: and l˜

(=) .
2: Assign a value for Δ (more than 1)
3: Assign a value for X (small positive value, say 0.001)
4: From l

˜
(=) , identify the largest frequency smaller than l0 (l;>F4A0 ) and the smallest frequency

larger than l0 (lD??4A0 )
5: Identify from :CA02: , the wavenumbers associated with l;>F4A0 and lD??4A0 . Let these be : ;>F4A

and :D??4A , respectively
6: Divide the wavenumber region between : ;>F4A and :D??4A into Δ parts of width F = (:D??4A −
: ;>F4A)/Δ

7: Set :CA02: = [: ;>F4A , : ;>F4A + F, . . . , :D??4A]
8: Evaluate the frequency by solving the eigenvalue problem (eq. (1)) at each wavenumber in
:CA02: and assign as the new vector of frequenciesl

˜
(=) (UseAlgorithm 5 to track the frequencies

associated with the =Cℎ mode in this range)
9: Repeat steps 4-8 until |lD??4A0 − l;>F4A0 | < X
10: Assign : (?∗) = (:D??4A + : ;>F4A)/2
11: Output – : (?∗) (Wavenumber associated with a fixed frequency for the ?Cℎ mode)
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C h a p t e r 5

ENGINEERING MULTI-STABLE SHAPE MORPHING

Research presented in this chapter has been adapted from the following publication:

Injeti, S. S., Daraio, C. & Bhattacharya, K. Multi-stable shape morphing. In preparation (2021).

5.1 Motivation
Multi-stable shapemorphing allows for a number of applications frommedical devices to deployable
space structures where switching between rigid configurations with vastly different topologies
is important. However, most designs are limited by bi-stability either at the macroscopic or
unit cell level owing to the difficulty in engineering a highly non-linear energy landscape using
just elements that display convex energy landscapes. In this work, we draw inspiration from
protein folding and ion channel mechanisms, two key processes that regulate biological activity by
manipulating contacts between amino acid residues. We apply the concept to amechanical systemby
introducing rigid kinematic constraints simulating such contacts together with disengaging energy
storing elements, to create multi-stability. We present the idea on a kagome lattice configuration,
producing a quadri-stable unit cell and arbitrarily complex stable topologieswith larger tessellations,
validated by demonstrations on 3-D printed structures. Also, most designs that use passive actuation
address one-way shape morphing along the direction of least resistance. We demonstrate reversible,
thermally actuated shape morphing between stable open and closed topologies using shape memory
springs. The designs can be extended to non-planar structures and fabricated at vastly different
length scales.

5.2 The building block
In order to achieve several more stable states, we derive an idea from a biological self-assembly
mechanism influenced by evolutionary selection, protein folding, which governs the configuration
of a protein based on contact between amino acid residues. The left panel in Fig. 5.1(a) illustrates
a protein as a strand of amino acid residues, showing weak (yellow arrows) and strong (pink
arrows) contact between residues that are far away and close to each other, respectively [91].
A higher number of strong contacts minimizes the interaction potential energy in the system,
resulting in a more stable configuration [37]. This idea is seen in the right panel in Fig. 5.1(a),
where each amino acid residue is indicated by a bead. The structure starts from an unfolded
configuration with minimum strong residue contacts and folds into a unique stable native structure
with maximum number of strong contacts. In the process, the protein assumes several rich
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intermediate configurations, each differing from the other by the set of residues in strong contact. In
our work, we extend the concept tomechanical systems, where we utilize rigid kinematic constraints
in a structure to engineer additional stable states at configurations identified by mechanical contact
of surfaces. Further, conventional energy storing elements resist both tension and compression
resulting in a strictly convex energy landscape, which limits the design of a non-convex energy
landscape for a structure. We overcome this by utilizing slack elements (disengaging springs), that
resist only tension and not compression.

We design a tri-stable switch (Fig. 5.1(b)) that is part of a kagome lattice configuration (Fig.
5.1(c)). It consists of two rigid equilateral triangles, connected by a pin-joint which is the origin
in the inset. The configuration of the switch can be described by a single degree of freedom – the
angle between the rigid triangles \. The orthogonal axes are indicated by red and green arrows, and
angles are measured counterclockwise from the axis indicated by the red arrow while the bottom
triangle is fixed. The two slack elements with tensile stiffness : 9 and rest lengths :0

9
, 9 = 1, 2, are

indicated by dashed lines with end points marked by 8, 8 = 1, . . . , 4. Let the position vectors of an
end point of a slack element be

˜
A8 = (A8 cos \8, A8 sin \8), where A8 is the length of each position

vector, \1 = \ +
c

3
, \2 = \ + c, \3 = \, and \4 = 0. The potential energy stored in the system at a

configuration with angle \ can be calculated as

� (A8, : 9 , :0
9 , \) = :1 5

(
|
˜
A1(A1, \) − ˜

A2(A2, \) | − :0
1

)
+ :2 5

(
|
˜
A3(A3, \) − ˜

A4(A4, \) | − :0
2

)
, (5.1)

where : 9 5 (G) =
1
2
: 9

(
G(tanh(G) + 1)

2

)2
calculates the energy per unit stiffness in a slack element

for stretch G, illustrated by the inset in Fig. 5.1(b). Notice that 5 (G) ≈ 0 when G ≤ 0 and non-zero
otherwise, indicating that the element resists tension and not compression. In order to engineer
tri-stability, i.e. engineer local energy minima at the =th configuration

(
indicated by �= in Fig.

5.1(b) with degree of freedom \ = \ (�=)
)
, = = 1, 2, 3, we solve the problem

arg min
A8 ,: 9 ,:

0
9

Φ?

(
−m�
m\

)
\=\ (�1)

+
(
m�

m\

)2

\=\ (�2)
+Φ?

(
m�

m\

)
\=\ (�3)

subject to 0 ≤ A8 ≤ !,
: 9 ≥ 0, :0

9 ≥ 0,

(5.2)

where \ (�1) = 0, \ (�2) =
2c
3
, \ (�3) =

4c
3
, ! is the side-length of a triangle, andΦ? (H) =

1
?
(4?H − 1)

is a penalty function [60] with large ? (we take p=10 in our calculations). Notice that Φ? (H) ≈ 0
when G ≤ 0, and large otherwise, forcing the gradient of energy at configuration �1 to be positive
and configuration �3 to be negative. The optimal values of problem (5.2), A∗

8
, :∗

9
, :0∗

9
calculated

using gradient descent, are not unique and can be picked according to fabricability. We take
A∗
8
= 0.5!, :0∗

9
= 0.78!, and the stiffness values :∗

9
can be arbitrary for identical slack elements.
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Figure 5.1: Multi-stable kagome lattice: (a) Left panel: Illustration of a protein with amino acid
residues in direct contact (pink arrows) and separated (yellow arrows), adapted from [91]. Right
panel: Schematic of a 27-residue protein folding while increasing the number of residue contacts,
adapted from [37].(b) Energy landscape of a tri-stable switch. (c) A unit cell of the kagome
lattice shaded by light colors and nearest neighboring triangles to the unit cell in dark colors.
(d) Examples of stable configurations of an array of 6 unit cells consisting of 26 triangles. (e)
Top panel: Open and closed ligand-gated ion channels that differ by a twist about the pore axis,
adapted from [14]. Bottom panel: Stable open and closed configurations obtained from a kagome
lattice unit cell with its nearest neighbors. The red and blue arrows indicate the direction of twist
(top panel) or rotation of rigid triangles (bottom panel) for forward and reverse transformations,
respectively.
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Such an arrangement allows us to design an energy landscape for the switch that has three local
minima – one that has zero energy gradient with respect to the degree of freedom

(
at \ (�2) )

and two others that have non-zero gradient but act as local minima due to the rigid kinematic
constraints imposed by the triangles

(
at \ (�1) and \ (�3) ) as shown in Fig. 5.1(b). We consider

! = 50 mm and :∗
9
= 0.1654 N/mm measured from experiments. A simple tessellation of the

tri-stable switch to form a unit cell of the kagome lattice (light colored triangles) is shown in Fig.
5.1(c). The arrangement can be made more complex by including the neighboring triangles to the
unit cell (dark colored triangles). As shown in this work, the possible stable configurations for
these tessellations display several interesting shapes with varying topologies (open and closed),
and varying boundary area occupied including auxetic transformations. A larger array of unit
cells periodic in one direction (Fig. 5.1(d)) closely mimics the idea of protein folding. In the
array, we can identify the fully open stable state by least number of mechanical contacts between
the faces of triangles and a fully closed stable state as one with the highest number of contacts.
More importantly, there are thousands of intermediate stable states with arbitrarily complex shapes,
identified by an intermediate number of contacts.

Combining multi-stable structures with stimuli-responsive materials allows for programmable and
autonomous shape reconfigurability [23, 24, 51, 67]. Stimuli-responsivematerials can also allow us
to programmulti-functional materials where a structure assumes different stable and functional con-
figurations under different stimuli. The shape changes that are the most interesting for applications
involve large changes in area and transformation between open and closed topologies. However,
it is challenging to achieve reversible reconfigurability for a couple of reasons. First, the energy
barrier to transform from one shape to another is often not the same as the reverse transformation
and the difference tends to be large, and most studies focus on deployment along the direction with
a smaller energy barrier. Second, most stimuli-responsive materials produce substantially larger
forces under compression than expansion, which is rarely accommodated by the kinematics of the
shape change in both directions. In this work, as our design allows us to create a large number
of open and closed topologies with varying areas, we are able to pick pairs of shapes that can
accommodate actuators that contract while morphing between the shapes in either direction. We
demonstrate the reversible shape reconfigurability on two pairs of open and closed topologies using
thermally actuated shape memory springs that are capable of exerting large forces. An example
of a pair of open and closed structures is shown in the bottom panel of Fig. 5.1(e), where rigid
triangles undergo rotations to transform from one stable shape to another. The mechanism closely
resembles the working of a ligand-gated ion channel, where the pH of the surroundings causes a
deformation that consists of an axial twist resulting in the rotation of individual protein helices,
causing the pore to open or close [14, 95] (top panel in Fig. 5.1(e)).
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5.3 Tessellating the tri-stable switch
In order to explore the possible stable shapes of different tessellations of the tri-stable switch, we
first look at a single unit cell of a kagome lattice that has 6 rigid triangles (Fig. 5.1(c)). As each
pair of adjacent triangles exhibits tri-stability, any internal angle of the hexagon formed by the
inner loop in a stable state can take the values 0,

2c
3
, or

4c
3
. For example, the internal angles

in the open configuration (Fig. 5.1(c) and Fig. 5.2(a)) are
[
2c
3
,

2c
3
,

2c
3
,

2c
3
,

2c
3
,

2c
3

]
. With 3

possibilities for each internal angle in a stable shape, and 6 total angles that need to be specified,
there are a possible 729 combinations for the vector of internal angles. In the case where we are
interested in the number of unique stable shapes, we eliminate the vectors of internal angles that
are duplicates under circular permutation and under circular permutation of reversal of another
vector. This eliminates shapes that are reflections and rotations of one another. We further ensure
that the sum of internal angles in the hexagon equals 4c along with eliminating vectors that result
in triangles overlapping with each other. The procedure yields a quadri-stable unit cell as shown
in Fig. 5.2(a). The vectors of internal angles for the three closed stable shapes Closed 1, Closed

2, and Closed 3 are
[
0,

2c
3
,

4c
3
, 0,

2c
3
,

4c
3

]
,
[
0,

4c
3
, 0,

4c
3
, 0,

4c
3

]
, and

[
0,

2c
3
,

2c
3
, 0,

4c
3
,

4c
3

]
,

respectively.

Similarly to the identification of stable states of the tri-stable switch, we can identify the stable
shapes of the quadri-stable unit cell by local minima on its energy landscape. The hexagonal unit
cell with 6 rigid triangles is a 3 degree of freedom system fromMaxwell’s condition, that estimates
the number of degrees of freedom of a planar =-bar mechanism as = − 3 [59, 83]. As it is difficult
to represent the energy landscape with three varying angles, we pick kinematic paths where we fix
the orientation of two triangles and vary the orientation of two others from 0 to 2c. The procedure
to calculate the two remaining angles from =-2 known angles in a =-bar mechanism is detailed in
Methods. The energy landscapes for two kinematic manifolds are shown in Fig. 5.2(b). The angle
\8 corresponds to the orientation of the 8Cℎ vector in Fig. 5.2(a), 8 = 1, . . . , 6. The colored regions
in the surface and contour plots in Fig. 5.2(b) indicate feasibility of a configuration, and the white
regions indicate overlapping triangles (infeasible). In each case, the open stable shape is identified
by a differentiable local minimum whereas stable shapes Closed 1, Closed 2, and Closed 3 occur at
minima identified by corners of the landscape where we find mechanical contact between surfaces
of triangles. The unmarked corners are stable configurations only for the specified kinematic paths,
but are unstable otherwise.

We can increase the complexity of shapes by including the nearest neighboring triangles to the unit
cell of the kagome lattice (Fig. 5.1(c)). In this case, there are 12 total angles that define a shape, i.e.
6 angles internal to a unit cell and 6 that are external, where each angle of a tri-stable switch can
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Figure 5.2: Energy landscapes: (a) 4 stable shapes of the kagome lattice unit cell. (b) Energy
landscapes for two kinematic manifolds showing the stable shapes from (a) at local minima. The
insets show the contour plots of energy for the respective manifolds.

take a value 0,
2c
3
, or

4c
3

for stability. For the inner loop assuming one of the 4 stable shapes in Fig.
5.2(a), we identify all sets of external angles for stability. Once again, we identify shapes that are
unique under rotations and reflections with no overlapping triangles, which yields 116 unique stable
shapes (Algorithm in Methods). Fig. 5.3(a) shows a few of the stable shapes, with the colored dots
indicating the colors of triangles from Fig. 5.1(c). The first, second, and third rows display stable
inner loops, Open, Closed 1, and Closed 2 from Fig. 5.2(a), respectively. The complete collection
of stable shapes for the example can be found in the supplementary information. Another way to
increase the complexity of shapes is by arraying a unit cell. The number of angles that defines the
shape for a =-unit cell uni-directional array is 5= + 1. Structures periodic in one direction with 2,
3, 4, 5, and 6 unit cells display 61, 227, 831, 3093, and 11457 stable configurations, respectively.
Algorithm 8 in Methods outlines this calculation for =-unit cells. Examples of shapes with vastly
different geometries and topologies are shown in Fig. 5.3(b) and Fig. 5.1(d). The origin in each
configuration is located at the intersection of red and green axes.
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(a)

(116 stable shapes)

(b)

(831 stable configurations) (3,093 stable configurations)

Figure 5.3: Multi-stable shapes: (a) Examples of stable shapes for the structure with a single unit
cell of the kagome lattice along with nearest neighboring triangles. (b) Examples of stable shapes
for structures with an array of 4 and 5 unit cells of the kagome lattice.
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5.4 Experiments and results
We fabricate the structures discussed using a Stratasys Connex500multi-material 3-D printer, where
the rigid triangles are made from DM8530-GREY60 material, the pin joints from VeroWhite, and
the slack elements from the soft TangoBlack [59]. The inset in Fig. 5.4(a) shows the construction
of a tri-stable switch where the slack element is sandwiched between two layers of rigid triangles,
to ensure that the structure remains planar when the element is stretched. Notice that the slack
element engages only in tension due to its construction. The dimensions of the switch are obtained
from the optimal design problem (5.2) and detailed earlier. The quasi-static stiffness of a slack
element is measured over 4 samples using an Instron testing machine at a strain rate of 0.1 mm/s,
as 0.1654 ± 0.0048 N/mm (Fig. 5.4(b)). Tessellating the switch to form a kagome lattice unit
cell helps us realize the open and two closed stable shapes as show in in Fig. 5.4(a). The fourth
shape, Closed 2 in Fig. 5.2(a), requires ideal pin joints with zero thickness, making it impossible
to achieve experimentally. Fig. 5.3(a) shows 12 stable shapes on tessellating the tri-stable switch
to include the nearest neighboring triangles to the unit cell.

We use the arrangement shown in Fig. 5.4(c) to measure the opening force for a tri-stable switch.
The shaded triangles connected by a pin joint form a switch, which starts opening with Joule heating
and subsequent contraction of a NiTi shape memory spring subjected to 1.5 V. The force exerted by
the spring with a length of blue solid line in Fig. 5.4(c), with time is measured from the blue curve
in Fig. 5.4(d). Here the spring is held at the fixed length in the Instron testing machine and force
versus time is recorded on applying a voltage. We measure the time taken for the switch to open
by a small angle V = 2◦ for 3 trials, where the spring is allowed to cool sufficiently long between
cycles. The force is measured to be 0.6092 ± 0.0125 N. This closely matches the theoretically
estimated force from a moment balance about the center of the switch, 0.5714 N. The parameters
associated with the NiTi spring are detailed in methods.

We demonstrate reversible shapemorphing between two pairs of open and closed stable shapes from
Fig. 5.3(a) with an external stimulus. The two examples shown in Fig. 5.4(e) utilize multiple shape
memory springs to manipulate the 3 degrees of freedom associated with the inner loop of triangles.
In each example, the structure morphs from an open to closed state when the inner springs with
ends marked by the red dots and indexed in white sufficiently contract on applying 1.5 V per spring
for time )1. Similarly the structure morphs from a closed to open shape when the outer springs
connected by the blue dots and indexed in black sufficiently contract on applying the same voltage
for time )3 − )2. The spring connecting the orange dots in Example 1 is not heated and maintains
constant length while opening and closing. We measure the time for opening and closing while
waiting sufficiently long between tests to allow for the NiTi springs to cool to room temperature,
for 3 cycles. The NiTi springs are softer at room temperature compared to elevated temperatures,
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Figure 5.4: Experiments: (a)Unit cell of the kagome lattice demonstrating 3 stable states. Close up
shows the construction of a tri-stable switch. (b) Experimental results from tensile tests on a slack
element. The solid curve indicates a representative sample. (c) Setup showing the opening of a
tri-stable switch (shaded triangles) using Joule heating of shape memory spring. (d) Experimental
results showing the force required to hold a shape memory spring at a fixed length versus time, for
an applied voltage. The solid curves indicate \ = 120◦. (e) Two examples demonstrating reversible
bi-stability between open and closed shapes with actuation triggered by Joule heating of shape
memory springs. (f) Applied voltage over time to complete one cycle of opening and closing.
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Table 5.1: Summary of actuation time and force per NiTi spring for applied voltage of 1.5 V per
spring

Example 1 Example 2

)1 (s) 17.495 ± 2.108 19.155 ± 1.836

)3 − )2 (s) 16.653 ± 1.368 16.660 ± 2.119

Closing force (N) 4.1220 ± 0.1231 4.3736 ± 0.1020

Opening force (N) 4.2363 ± 0.0882 4.2350 ± 0.0997

which allows the outer and inner springs to freely stretch in closing and opening, respectively. The
measured times are summarized in Table 5.1. Notice that the springs are connected in series for
actuation in each direction and the total applied voltage +0 is 3V for Example 1 and 4.5 V for
Example 2. This process is indicated in Fig. 5.4(f).

The locations of springs are chosen such that the kinematics of shape change in each direction
allows for the desired springs to contract (see Methods). We observe that the structures snap in
either direction, when the angle between triangles connected by heated springs decreases from 120◦

to 97◦ (see Methods). In order to estimate the force in a heated spring to close (open) a structure,
we average the force in a spring heated for time )1 ()3 −)2) spanning three lengths in the red (blue)
region in Fig. 5.4(d). The force measurements are summarized in Table 5.1. These forces can be
increases further at the expense of applied voltage, by using stiffer slack elements. Note that not
only are the shape changes reversible, but each shape remains stable without needing an external
stimulus.

5.5 Discussion
We utilize constraints such as rigid contact together with disengaging energy storing elements to
introduce several additional stable states, compared to traditional methods that use linear energy
storing elements alone. These constraints allow us to engineer highly non-linear energy landscapes
to obtain complex shapes with arbitrary geometries and topologies. The array of unit cells (Fig.
5.1(d) and Fig. 5.3(b)) make it possible for any part of the structure to cover a large portion of a
work-space, making it a useful candidate for a robotic arm with extensive reach. We can also obtain
a great degree of control over the energy landscapes by altering the positions of energy storing
elements, which can be useful in applications that involve gripping soft or hard objects. Further, as
the structures can be engineered to display high structural rigidity together with large volume shape
changes, they can be particularly useful in reversible aerospace deployment. Finally, the structure
can snap into shapes with a varying number of holes, making the method extremely useful for flow
control applications that may be triggered by heat, light, pH, or magnetic field, by using appropriate
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Figure 5.5: A 6-triangle loop analyzed as a 6-bar mechanism.

responsive materials. The same concept can be extended to shape morphing in higher dimensions,
which leads to an increased kinematic space that would allow us to explore a much larger range of
stable states.

5.6 Methods
5.6.1 Kinematics of a =-triangle loop
The kinematics of a loop of = rigid triangles can be treated as a loop of = rigid bars connected by
pin-joints. Fig. 5.5 shows a configuration of the 6 triangle loop fully determined by the orientations
of 6 bars. The kinematics of a planar =-bar mechanism can be understood fromMaxwell’s criterion
[83],

2 9 − = − 3 = < − B, (5.3)

where< is the number of degrees of freedom, B the number of states of self stress, and 9 the number
of pin-joints. In a mechanism that is under-constrained (or without states of self stress), B = 0.
When one of the bars is fixed to avoid translation or rotation, we need the orientations of = − 3
bars to determine the configuration of the system. Fig. 5.5 illustrates the concept where the black
bar is fixed ( 5 ) and the orientations of the orange bars are the degrees of freedom (active bars 01,
02, 03), when specified determine the orientation of the remaining bars in blue (passive bars ?1,
?2). Notice that the number of passive bars is 2 regardless of the number of bars = in the loop. We
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denote each bar as a vector to represent its orientation with a unique direction. Let the lengths and
orientations of the 8Cℎ active bar be A08 and \08 , 9 Cℎ passive bar be A? 9 and \? 9 , and the fixed bar be
A 5 and \ 5 , respectively. We have that∑

8

A08 cos \08 +
∑
9

A? 9 cos \? 9 + A 5 cos \ 5 = 0,∑
8

A08 sin \08 +
∑
9

A? 9 sin \? 9 + A 5 sin \ 5 = 0, (5.4)

where given \08 and \ 5 , we can calculate the orientation of passive bars as

\?1 = tan−1
(
�

�

)
+ 3 cos−1

(
�

√
�2 + �2

)
,

\?2 = cos−1
(
−
∑
8 A08 cos \08 + A?1 cos \?1 + A 5 cos \ 5

A?2

)
, (5.5)

where

� =2A?1

(∑
8

A08 cos \08 + A 5 cos \ 5

)
,

� =2A?1

(∑
8

A08 sin \08 + A 5 sin \ 5

)
,

� =A2
?2 −

(
A2
5 + A

2
?1 +

(∑
8

A08 cos \08

)2

+
(∑
8

A08 sin \08

)2

+ 2A 5 cos \ 5
∑
8

A08 cos \08

+ 2A 5 sin \ 5
∑
8

A08 sin \08

)
,

and 3 is +1 or −1. In Fig. 5.5, the joint connecting the passive bars can lie on either side of the
dashed line depending on the choice for 3.

5.6.2 Actuation using shape memory springs
Each NiTi shape memory spring has a mandrel diameter of 4.75 mm, wire diameter of 0.75 mm
and contains 18 turns. The springs are programmed to return to the fully contracted state (with no
gaps between turns), when heated above the transition temperature of 45◦C. In all our tests with
Joule heating, each spring is subject to 1.5 V which corresponds to a current of 1.5 A.

In order to identify line segments that contract when a structure morphs from one configuration
(�1) to another (�2), we evaluate all possible segments connecting pairs of triangles. Fig. 5.7
illustrates the idea where the line segment in red connecting two points indexed 8 and 9 in the 8Cℎ

and 9 Cℎ triangles, respectively, contracts when the structure closes. Let
˜
A
(�=)
8, 9

be a vector of length
A8, 9 (orange arrows) connecting a pair of corner points in the triangles. Let the vector connecting
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Figure 5.6: 116 stable shapes from the kagome lattice unit cell with nearest neighbors.
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Figure 5.7: Opening and closing of the structure involving red and blue segments/springs con-
tracting, respectively.

a corner point to an end of the line segment be
˜
A
(�=)
8

(green arrows) in the 8Cℎ triangle. The vector
has a length A8 and makes an angle C8 with ˜

A
(�=)
8, 9

. The length of the segment connecting the points
8 and 9 in configuration �= can be calculated from the sum of the orange and green vectors, i.e.
;
(�=)
8, 9

= |
˜
A
(�=)
8
±

˜
A
(�=)
8, 9
±

˜
A
(�=)
9
|. We solve the optimization problem

min
A8 ,A 9 ,C8 ,C 9

;
(�2)
8, 9
− ; (�1)

8, 9

subject to 0 ≤ A@ ≤ !,

0 ≤ C@ ≤
c

3
,

0 ≤ A@ (sin C@ +
√

3 cos C@) ≤ !
√

3,

@ = 8, 9 ,

(5.6)

for all pairs of triangles and identify those pairs where the objective is negative, which indicates
that a line segment contracts between the pairs of triangles when the structure transforms from
�1 to �2. Here ! is the side-length of a triangle, and the constraints ensure that the points 8 and
9 lie within the respective triangles. Once we identify pairs of triangles where there exists a line
segment that contracts, we pick a contracting segment (represents a shape memory spring) with
end points that are accessible to attach the spring during fabrication. We also ensure that the
spring is not obstructed during each cycle. In Fig. 5.7, the blue segment/spring contracts when
the structure opens and the red segment/spring contracts when the structure closes. We achieve
this contraction through Joule heating. As the inner loop is a 3 degree of freedom mechanism, we
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need to manipulate the lengths of 3 springs in either direction as indicated in Fig. 4. Notice that
opening the structure requires springs to contract outside the inner loop of triangles and closing the
structure requires springs to contract interior to this loop.

5.6.3 Force of actuation
The shape changes in Fig. 4 are gradual on heating respective springs until the structure reaches an
intermediate shape, at which the structure snaps close or open (Fig. 5.8 and Fig. 5.9). We obtain
these intermediate shapes at the frame just before the structure snaps. We measure the least angle
between the triangles connecting the heated springs in each intermediate state, and average it across
all intermediate states. This average angle at which the structures snap is 97◦. The amount of time
the springs are heated for an open structure to reach intermediate 1 is )1, and for a closed structure
to reach intermediate 2 is )3 −)2, in both examples. This time is spent in gradually contracting the
angle from 120◦ to 97◦. In order to estimate the force in a heated spring at an intermediate state, we
average the force exerted by a spring with its ends held at three lengths that correspond to angles
120◦, 109◦, and 97◦, on passing a current for time )1 (opening) or )3 − )2 (closing). These forces
lie in the blue (a spring that opens the structure) and red (a spring that closes the structure) regions
in Fig. 4(d).
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Figure 5.8: The structures in Example 1 snap to open or closed shapes on reaching the intermediate
shapes as the springs are heated.
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Figure 5.9: The structures in Example 2 snap to open or closed shapes on reaching the intermediate
shapes as the springs are heated.
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Algorithm 7 Unique stable shapes of kagome lattice unit cell with nearest neighboring triangles
1: V is a matrix of size 4 × 6 where a row is a vector of internal angles in the unit cell that

corresponds to one of the 4 stable states.
2: P is a matrix of size 729 × 6 in which each element is either 0, 120, or 240 (degrees), and each

row is unique. Each row of P represents a vector of angles external to the unit cell.

Shapes with no overlapping triangles:

3: count = 0 (number of shapes with no overlapping triangles)
4: for i1=1 to size (V, 1) do
5: for i2=1 to size (P, 1) do
6: Compute all end points of triangles
7: Compute all centroids of triangles
8: if Distance between two centroids < small positive tolerance
9: Triangles overlap
10: else
11: No two triangles overlap
12: count += 1
13: Create matrix Q (count) such that its rows are unique end points of triangles
14: end if
15: end for
16: end for

Shapes unique under rotation, translation and/ or reflection:

Check if two sets of N points in 2-D differ by a rotation and translation:
17: Let the first set of points be S1 and the second be S2 (each of size N × 2).
18: To each row of both matrices, add a third element equal to unity.
19: Compute the matrix A, such that S1.A=S, where S = S2.
20: Repeat the above step for all S that are obtained from permutations of the rows of S2.

21: if A in the above two steps ever takes the form ©«
cos \ sin \ GCA0=B
− sin \ cos \ HCA0=B

0 0 1

ª®¬, the sets of points S1

and S2 differ by a rotation and translation.

22: Pick two sets of points Q8 and Q 9 that are elements of Q.
23: Check lines 17-21 for Q8 and Q 9 , Q8 and reflection of Q 9 about horizontal axis, and Q8 and

reflection of Q 9 about vertical axis.
24: If A ever takes the specified form, the shapes indexed by count= 8 and 9 differ by a rotation,

translation, and/ or reflection.
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Algorithm 8 Unique stable configurations of an array of N kagome lattice unit cells
1: Create a matrix U = V (from Algorithm S1). Add rows to U that are circular permutations of

rows of V, and circular permutations of the flipped rows of V. Remove the duplicate rows from
U such that every row is unique.

2: Initialize a matrix S=[ ]
3: Create a matrix M of size N × 6, such that a row in M is a row from U.
4: Check in M if the sum of the =Cℎ element in a row and the <Cℎ element in the preceding row is

240. = and < are chosen based on the triangles shared by two adjacent unit cells. If the check
is true for all rows of M starting from the second row, then update S = [S; M].

5: Repeat the step above for all possible M.
6: For every element in S, eliminate the configurations with overlapping triangles using lines 6-11

in Algorithm S1.
7: In order to calculate shapes that are unique under rotation, translation, and/ or reflection, repeat

steps 18-24 for all pairs of shapes obtained in the step above.
(Note that in the paper, we do not carry out the last step and we report the total number of unique
configurations with respect to a fixed axis, which is useful in understanding the work-space
covered by the array when used as a robotic arm)
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C h a p t e r 6

CONCLUSIONS AND FUTURE WORK

6.1 Summary
In this thesis, we study a series of problems that design and optimizemultiple functions in architected
structures and mechanisms. In the first part (Chapter 2), we decouple failure load from stiffness
and density, by utilizing internal stresses in truss-like structures. In the second part (Chapter 3),
we optimally design for the acoustic impedance in load-bearing structures by decoupling the wave
speed from static stiffness and density. Such design is made possible by utilizing point masses
embedded in an architected lattice. In the third part (Chapter 4), we engineer particular wave speeds
and frequency bandgaps in a pair of architected lattices to demultiplex mixed modes. In the fourth
part (Chapter 5), we design a structure that displays arbitrarily complex multi-stable topologies, by
incorporating rigid kinematic constraints together with disengaging springs.

In Chapter 2, we express the failure load and stiffness of truss-like structures in terms of their
geometrical parameters and internal stress distribution. We provide a sensitivity analysis using
an adjoint method to calculate bounds on these mechanical properties. We first show the bounds
when we vary the cross-sectional areas of bars alone, and recalculate bounds on varying both
cross-sectional areas and pre-stress in bars. We show that with the addition of internal stress in
an octahedral truss, we can increase the failure load two-fold, without changing its stiffness. Any
desired internal stress state in the structure can be simulated by pre-compressing selected bars,
which we do by introducing slack in those bars. The approach can be used to design lightweight
structures with arbitrary stiffness and failure load, as the properties vary linearly with relative
density for stretch dominated structures.

In Chapters 3 and 4, we present a sensitivity analysis to design the elastic wave speed in a structure
for a chosen mode at a frequency of operation. In doing so, we calculate the implicit derivatives,
which are the sensitivities of the mode shape with respect to the topological variables. We are able
to optimize the group velocity independently from the static stiffness with the addition of point
masses in lattice structures. We calculate bounds on group velocity and stiffness in the longitudinal
direction for 5 periodic 3-D lattices (SC, BCC, FCC, octet, and hexagonal). As the lattices display
slender struts, we model them using frame elements to calculate these bounds, and we verify our
analysis with a finite element solver that uses 3-D solid elements. The point masses in experiments
are made from Tungsten-Carbide ball bearings, that are attached to 3-D printed lattices. We
measure the engineered group velocity and reconstruct the dispersion curve experimentally in two



99

BCC lattices, one which displays the highest wave speed and another with an intermediate wave
speed. We also design and demonstrate a mode demultiplexer that can split longitudinal and shear
waves at a chosen frequency into its individual components. We do so by engineering two lattice
channels, one that propagates longitudinal modes but not shear modes and the other propagates
shear modes but not longitudinal modes. We optimize the respective group velocities and band
gaps using the sensitivity analysis derived. We validate our analysis with experiments on 3-D
printed channels, by studying the frequency transmission in each lattice as well as reconstructing
the dispersion curves.

In Chapter 5, we design a tri-stable switch which, when arranged in a kagome lattice configuration,
produces a quadri-stable unit cell and thousands of stable states in larger tessellations. We are able
to engineer highly non-linear energy landscapes by utilizing rigid kinematic constraints through
mechanical contact and disengaging energy storing elements (slack elements). We demonstrate
multi-stability on 3-D printed structures where the rigid triangles display a much higher stiffness
compared to the energy storing elements. We show reversible shape morphing between two pairs
of open and closed shapes, that are actuated through Joule heating of shape memory springs. We
validate the force needed to open a tri-stable switch and we also measure the force in a spring to
transition between stable open and closed shapes. These forces of actuation can be scaled according
for an application, by adjusting the stiffness of the slack elements.

6.2 Future work
Tunable metamaterials

• Tunable failure characteristics: In this research, we design complex trusses with optimized
failure load and quasi-static stiffness, by varying the internal stress distribution within the
system. In order to design a pre-stress distribution, we pre-compress specific bars. However,
each theoretically obtained pre-stress distributionwould optimize the failure load for a specific
loading direction. We can replace some of the bars with stimuli responsive materials such as
piezoelectric, liquid crystal elastomers or shape memory polymers. By selectively actuating
specific sites, we can obtain a wide range of pre-stress distributions within the truss, which
would enhance its failure load under several loading conditions. In addition to delaying
failure, we can also use this method to tune in real-time the failure path within the structure.
This would be useful in improving the life of a structure where replacements are difficult,
such as space structures. We can also look at ways to induce controlled pre-stress during
the fabrication of a structure such as by controlling the UV exposure to selected bars during
polymerization in the 3-D printing process.

• Adaptive dispersion properties: We have shown that most dispersion properties of metama-
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terials are highly sensitive to parameters such as local stiffness of elements andminor changes
in topological parameters. We can exploit this feature by incorporating polymers within the
structures, that are stimuli-responsive, and ultimately tune multiple dispersion properties
simultaneously by controlling external stimuli (heat, light, electric or magnetic field).

Interpenetrating/ woven lattices
Lattices have proved to be an effective way of making structures with optimized mechanical
properties, for two main reasons. First, the numerical methods describing their mechanics can be
simplified to truss/ beam based models and they provide a reduced search space for parameters
describing their topology, which simplifies the design process. Second, additive manufacturing
has made it possible to fabricate highly complex geometries. However, most lattices are designed
under the constraint that the relative density can not exceed 10% for simplified numerics to be valid,
creating hollow materials. Hence, we can interpenetrate/ weave lattices together, thereby creating
packed structures that are still easy to model and fabricate, but display unprecedented mechanical
properties.

• Stiff lattices with lowwave speed: Interpenetrating lattices would display superior stiffness for
small deformation dictated by the sum of linear response of individual lattices, and extremely
high stiffness at finite deformation due to contact among bars. However, the vibration response
remains unaffected as the lattices remain contact free for small deformation. This would allow
us to create densely packed, compact, strong, and stiff structures with arbitrary vibration
mechanics. These lattices would be valuable to design devices where high structural rigidity
is important withmoderate wave speeds, such as underwater sonar windows, ultrasonography,
and hydrophone casings.

• Non-reciprocal lattices: We can also exploit the bi-linear elastic response of these woven
lattices. The design can be made such that the stiffness is extremely high under one loading
direction, say compression and low under another, say tension. This can be made possible
by interference of bars under a certain loading direction and not in the opposite direction.
A bi-linear response would allow for the design of non-reciprocal dynamics, where wave
propagation is different in opposite directions. This would allow for the design of compact
acoustic diodes that display sufficient rigidity, to help realise phononic computers.

• Pre-stressed lattices: Loading or unloading the lattice at finite deformations can change its
dynamic response tremendously. For example, with the same structure, at the same operating
frequency but at different static pre-stress, we can design band gaps, standing waves, fast or
slow propagating waves, or arbitrary modes of propagation.
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• Lattices in media: We can extend our work on the dynamics of lattices in vacuum to include
fluid-structure interaction to optimize the dispersion characteristics in media such as water.
This is particularly useful in marine and biological applications.

Multi-stable shape morphing

• 3-D shape morphing: In this thesis, we study 2-D shape morphing structures. The design
of our tri-stable switch is such that two sides of a triangle act as rigid kinematic constraints.
However, the number of possible mechanical contacts can be drastically increased on moving
to three dimensions. Also, the kinematics become highly complex and we can expect a much
larger range of admissible shapes in 3-D.

• Larger tessellations: In our work, we thermally actuate the shapes using Joule heating to
demonstrate reversible bi-stability. We can fabricate larger tessellations of the tri-stable
switch and demonstrate reversible shape morphing between several stable shapes. Also, by
incorporating other stimuli responsive materials, we can switch between a larger number of
shapes in response to individual stimuli.

• Stiffness and energy barrier: In application, the structural rigidity of a stable shape as well
as energy needed to transition between shapes are important. Often, we would want the
former to be high and the latter to be low, which is difficult to achieve because of the strong
correlation between the quantities. We can look at ways to decouple these quantities and
individually design them for different applications.
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