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ABSTRACT

A model is presented for predicting the dynamic behavior of
both inert and chemically reacting air pollutants in an urban atmos -
phere. Pollutants of interest include carbon monoxide, nitric oxide,
nitrogen dioxide, ozone, and high and low reactivity hydrocarbons.
The model is developed for a general urban area and then applied
to the Los Angeles airshed, To evaluate the model, six smoggy days
occurring in Los Angeles in 1969 are simulated followed by a com-
parison of the predictions with the numerous air quality measurements
reported by the local air pollution control agencies. In addition,
since evaluation of emission control strategies is an important poten-
tial use of the model, simulation results are also given demonstrating
the possible impact on air quality in the Los Angeles area resulting
from implementation of the U, S. Environmental Protection Agency's
control strategy for the South Coast Air Basin proposed in July of
1975,

The governing equations of the model are based on the general
mass conservation relationships for a chemically reactive species in
a three-dimensional, turbulent atmospheric boundary layer. These
equations are solved independently of the coupled Navier-Stokes and
energy equations; meteorological parameters in the model are esti-
mated from measured wind and mixing depth data. Reaction rate ex-
pressions for the reacting species are derived from a concise, fifteen
step kinetic mechanism describing the important chemical reactions

that take place in the atmosphere. A detailed discussion is
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included of the treatment of the winds and temperature inversion in
the Los Angeles area.

Since pollutant emissions are an essential input to the model,
a general model and comprehensive inventory of contaminant emis -
sions for Los Angeles is presented, Comnsidered in this study are
the spatial and temporal distribution of emissions from motor
vehicles, aircraft, and fixed sources (including power plants, re-
fineries, etc.).

Because of the nonlinear nature of the chemical kinetics, the
governing equations themselves are nonlinear. Thus, a finite-
difference scheme based on the method of fractional steps is devel-
oped to solve the equations. A detailed exposition of all difference
equations and their manner of solution is given.

As mentioned previously, an evaluation study of the model
is performed by making extensive comparisons of predictions and
measurements for Los Angeles. It is found that local pollutant
sources near monitoring stations can hamper the comparison of
spatially averaged predictions with point measurements. In an effort
to account for sub-grid scale effects, a "microscale' model is devel-
oped to predict the concentration elevation observed at a monitoring
site caused by local sources, such as traffic on nearby streets and
freeways. In general, it is found that the model predicts pollutant
concentrations reasonably well considering the complexity of the
problem and the uncertainty in many of the parameters in the model.

Finally, possible future applications of the model are dis -

cussed, including the short range forecast of pollutant concentrations



-
(say up to a few days in the future) and the evaluation of the impact

of regional planning decisions and emission control strategies on

air quality. To gain experience in applying the model to evaluate
emission control strategies, simulations of the L.os Angeles region
are performed using an emission inventory based on control meas-
ures proposed by EPA for the region in 1977. The model results
indicate that ozone concentrations will be reduced substantially from
1969 levels; however, definitive statements with regard to air quality
in 1977 must await further refinement of the model and better under -
standing of the effects of the various proposed control strategies on

pollutant emissions,
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CHAPTER 1

FORMULATION OF THE MODEL

1.1 Introduction

Urban airshed models are mathematical representations of
atmospheric transport and chemical reaction processes which, when
combined with a source emissions inventory and pertinent meteoro-
logical data, may be used to predict pollutant concentrations as a
function of time and location in the airshed. Models capable of
accurate prediction over a range of meteorological and source
emission conditions will serve as an important aid in urban and
regional planning, including use in:

1. Simulating the effects of alternative emission control

strategies on pollutant concentrations in the airshed;

2. Real-time prediction in an alert warning system; and

3. Examining the air pollution impact of new sources, such

as freeways and power plants.

A dynamic airshed simulation model that is to be generally
useful in urban planning studies must meet several requirements.
First, it should be capable of predicting accurately the ground
level concentrations of inert pollutants, as well as those formed in
the atmosphere by chemical reactions. Second, the model should
have a spatial and temporal resolution appropriate for the analysis
of concentration variations which occur in a city throughout the
course of a day. For a typical large urban area, the horizontal

spatial resolution may be of the order of a mile, and the temporal
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resolution, of the order of an hour. The resolution of the model
will, of course, be influenced by the availability of data of similar
resolution. Third, the complexity of the model, and thus the com-
puting time and computer storage requirements, should be such that
the model can be operated at a reasonable cost using computers of
general availability.

The objective of this study is to develop and validate an air -
shed simulation model for photochemical air pollution. The focus
of this work is the prediction of carbon monoxide (CO), nitric oxide
(NO), nitrogen dioxide (NOZ)’ hydrocarbon, and ozone (03) concen-
trations and their variations in space and time. Also of interest,
although not pursued in the present study, is the estimation of
sulfur dioxide (SOZ) and aerosol concentrations.

The Los Angeles airshed was chosen as the region for initial
application of the model. This choice was made for three reasons.
First, the meteorological and pollutant data base in Los Angeles is
one of the richest available for any major urban center. A network
of nearly three dozen wind speed and direction sensors and twelve
air quality monitoring stations dot the Basin. In addition, during
the summer of 1969, the Scott Research Laboratories (1970) carried
out an extensive data gathering program in Los Angeles. Particu-
larly valuable were the vertical temperature profile data they
gathered over three sites in the Basin, thereby permitting much
more accurate specification of the depth of the mixing layer than is
normally possible. Second, Los Angeles smog represents the most

serious and persistent incidence of photochemical air pollution in
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the United States. Third, because of its lack of proximity to other
large urban areas, Los Angeles has an air pollution problem which
is entirely locally generated. Thus, there is no need to account for
the influx of significant amounts of pollutants from upwind areas.
The model development and validation program is presented
in the first four Chapters:
1. FORMULATION OF THE MODEL
2. A MODEL AND INVENTORY OF POLLUTANT EMISSIONS
3. NUMERICAL INTEGRATION OF THE GOVERNING
EQUATIONS
4, EVALUATION OF THE MODEL
In addition, the model has been employed to examine the impact on
air quality of a control strategy recently proposed for the Basin.
The study of this proposal is the subject of the fifth Chapter:
5. EVALUATION OF THE 1977 ENVIRONMENTAL PROTEC-
TION AGENCY IMPLEMENTATION PLAN FOR LOS
ANGELES
The first part of this Chapter is devoted to a presentation of
the basic equations constituting the model. Next, the nature and
extent of the region to be modeled is specified. Then a brief descrip-
tion is given of the required inputs to the model, including the
source emissions inventory, the kinetic mechanism for the atmos-
pheric chemical reactions, and maps of wind speed, wind direction,
the height of the inversion base as a function of time and location.

Because of the detail involved in the presentation of the source
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emissions inventory, it will be the sﬁbject of Chapter 2. The latter
portion of the present Chapter will be devoted to the treatment of
meteorological variables and the chemical kinetic mechanism. A
comprehensive discussion of the numerical integration of the gov-
erning partial differential equations of the model is given in Chapter
3. The subject of Chapter 4 is the validation of the model, that is,
the comparison of the model's predictions with pollutant monitoring
data collected by the Los Angeles and Orange County Air Pollution
Control Districts. Six days in 1969, each exhibiting somewhat dif-
ferent meteorological conditions and smog severity, were chosen

for the model validation.

1.2 The General Theory of Urban Air Pollution Modeling

The simulation of photochemical air pollution is essentially
the problem of describing the behavior of a number of chemically
reactive species in the turbulent atmospheric boundary layer. Con-
sider N chemically reactive species in a fluid. The concentration
CE(X’ y, 2,t) of each constituent must satisfy the continuity equation,*

8Cz

ac dc
5 5 5 _ofn 2u), 8 2
5t T ox(Ucy) Tay (Vo) t gy (wey)= ax<Dz 5 >+8y (Dz By )

(1.1)
a . 2%
+5‘E<Dz‘—‘a'£‘>+RL(C1,.to, N’T)+SZ(X,Y, Z,t) Z— l,z,oon,N

where u, v, and w are the components of the wind velocity, DL is the

molecular diffusivity of species £ in air, R, is the rate of formation

4
of species % by chemical reaction, T is the temperature, and Sﬂ, is

the rate of emission of species £ from sources. In most fluid dynam-

ics problems involving chemical reaction, it is necessary to carry

=
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*(Footnote to page 4) In writing the continuity relationship for
species £, it is customary to treat sources of the contaminant in

the boundary conditions rather than in the partial differential equation
itself, While all "ground level' emissions may be injected into the
""bottom' of the modeling region and included in the boundary condi-
tions, additional consideration must be given to the t‘reatment of
pollutants emitted from tall stacks. Perhaps the best way of handling
this situation would be to define the lower boundary of the region as

_1illustrated below:

-

[

h
: | :*/Model Boundary
i
i

_
///// ///_////‘Tverl.‘ain

Thus, the mass flux from the stack may be treated in the boundary

conditions in a straightforward manner., In actual application, how-
ever, the modeling region is partitioned into a network of grid cells,
Then the continuity relationship is spatially averaged over each cell
and subsequently solved for the average coﬁcentra‘cion. Since the
grid cells typically have horizontal and vertical dimensions of several
kilometers and a few tens of meters, respectively, emissions from a
stack are best répre_sented by a source term in the appropriate grid

cell aloft, Thus, the term Sz will be introduced in equation (1.1) at
this time to facilitate the later treatment of emissions injected into the

atmosphere from tall stacks.
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out the simultaneous solution of the coupled equations of mass,

momentum, and energy to account properly for the ché,nges in ¢ ,, u,

2
v, w, and T and the effects of the changes in each of these variables
on each other. In considering air pollution, however, it is often
quite reasonable to assume that the presence of pollutants in the
atmosphere does not affect the meteorology to any detectable extent.
An important exception is the attenuation of incoming radiation by
photochemically-generated haze, a common occurrence, for example,
in the Los Angeles area during the summer and autumn months.
While the variation in pollutant concentrations may, in this way,

alter the energy input to the system, and thus affect both the energy
and momentum equations, it is possible to incorporate this effect

in the equations of continuity alone (by treating measured intentities
as data) if it is not of interest to predict temperature and velocity.
Thus, the equations of continuity (1.1) can be solved independently

of the coupled Navier-Stokes and energy equations.

Since atmospheric flows are turbulent, it is customary to
represent the wind velocity components as the sum of a deterministic
and stochastic component, e.g. u = u+ul. Substituting u = u + u',
etc., into equation (l.1), taking the expected value of the equation,
and assuming that molecular diffusion is negligible when compared
with turbulent dispersion yields the following equation governing the

. ES
mean concentration (cz>,

*
A different notation is employed for the mean wind components,

U, Vv, and W and the mean concentrations <C£>: since the former
represent time average quantities, whereas the latter represent
ensemble averaged quantities.
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8{c,) _ - -
@) g @, N+ g (W e y))

a o) )
+§}-{-(u'c:@> +§-Y—<V'C'f’> +8—z—<wlcj?,> (1.2)

= (R.Z(<Cl> + c'l,..., (CN) +cl,T) +S£(x,y, z, t)

where cy = (c£> + C,'Z’ <Cj€> = 0, and turbulent fluctuations of the
tempera’cu:t:e have been neglected. This is the basic equation for the
mean concentration of a reactive pollutant species in the atmosphere.
Its direct solution is precluded by the appearance of the new dependent
variables, (u'ck), (v'c}}, (w'ck), as well as any variables of the
form (ckcJ?) which arise from <R£>. There has been considerable
study of means of approximating the variables (u'ck), <V'C'z>’ and
(w'c}’) [see, for example, Kraichnan (1962), Saffman (1969), and
Monin and Yaglom (1971). ] The simplest and most popular means
of representing terms of the form (u'ck} is by the so-called K-theory
(Calder, 1949; Pasquill, 1962; Monin and Yaglom, 1971) in which

one sets

) 8<C,€,>

8<c£>
vlep) = - Ky 5y

L7 zz 0z

0
(u'cl > =-K <C£/
2 XX 00X

) (1.3)
It is well known that in the proper general form of the K-theory, the
set of quantities Kxx’ ny, etc. constitute the components of a second
order tensor ’5 In most reported applications of the K-theory, off-
diagonal terms of the form ny, etc. are set equal to zero. I'or the

diagonal form of K to be valid at all points of the region, it is neces-

sary for the tensor to have the coordinate axes as principal axes at
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all points of space. Such a situation can occur in the surface layers
of the atmosphere, where the mean wind vector can be regarded as
everywhere parallel to a given vertical plane (Calder, 1965). In a
large airshed this is clearly not the case. If it is possible to assume
merely that the mean velocity is parallel to the ground, with com-
ponents u# 0, v# 0, w = 0, then the only valid form of the K-theory
as given by equation (1. 3) can be that in which Kxx = Kyy' Hence-

v

While there has been considerable study of means of relating

forth, K =K and are denoted as K.,, and K is denoted as K_,.
K2 Yy H ZZ

the variables (u'c'z>, (v'ck), and (w'ck) to the mean concentrations,
there has been comparatively little examination of approximations
for terms of the form (chc}) which arise when chemaical reactions
take place in turbulence. This lack of study is primarily a result

of both the enormous theoretical difficulties associated with the
description of turbulent chemical reactions and the lack of experi-
mental data against which to compare the predictions of the turbu-
lence theories which have been developed.* Consequently, for
simplicity, one final assumption is made relative to equation (1.2),

namely that the mean rate of reaction can be approximated by the

rate based on the mean concentrations, i.e.

(R£(<c1> +ct, ..., <cN> + cl'\I,T)> ERZ(<C1>,...., <cN>,T) (1.4)

¥
The reader is referred to Corrsin (1958), Lee (1966), and O'Brien

(1966, 1968ab, 1969, 1971) for further information concerning initial
studies of means for approximating joint moments of the form (c'c!).
In spite of these studies, it is still not possible to assess the im-
portance of the contribution of fluctuating terms of the form (c}c!)
to the mean rate of reaction (R ,) in atmospheric chemical reactions,
although an initial effort along these lines has been made by
Donaldson and Hilst (1972).
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Since definitive data on the temperature dependence of photochemical
reaction rates arenot generally available, it will be assumed for the

purposes of this study that R , is independent of T.

L
Substituting equations (1. 3) and (1.4) into (1.2) yields
8(cy) - 5 — 5 —
—5r— t g @lc )+ By (vic ) + 57 (wlc,)) =
, ac,) 8{c,) a¢c,)
o) 4 9 A 0 ]
&(KH ox >+8_y_<KH oy >+.E§<KV 0z > (£ 5)

+ Rz(<Cl>, ) <CN>) =+ SE(X: V) Z:t)

Contrary to the impression conveyed in a number of earlier
air pollution modeling studies, equation (1. 5) ié not the fundamental
equation governing the dynamic behavior of air pollutants in the
atmosphere; rather, by virtue of equations (1. 3) and (1.4) it is an
approximate equation, valid only under certain circumstances.
Equation-(1.5) is employed as the basic model in this study. How-
ever, before doing so, it is necessary to consider the limitations
inherent in equation (1.5) that restrict its applicability in describing
the transport and reactions of air pollutants in the atmosphere.

Assessing the validity of equation (1.5) for modeling air
pollutant dynamics has Been the subject of two recent studies
(Lamb, 1973; Lamb and Seinfeld, 1973). It has been shown in these
studies that equation (1.5) is a valid representation of atmospheric

transport and chemical reaction provided that the:
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1. Time resolution At* is large compared with the
Lagrangian time scale of the turbulence;

2. Characteristic temporal and spatial scales for gradients
in the mean velocity field are large compared with the
time resolution At and the average distance that a fluid
particle travels in At;

3. Characteristic temporal and spatial scales for gradients
in the turbulent velocity correlations are large com-
pared with the time resolution At and the average distance
that a fluid particle travels in At;

4, Characteristic temporal and spatial scales for gradients

in the source emission functions S, are large compared

4
with At and the distance a particle travels in At;

5. Characteristic temporal scale for changes in the rate
of generation or depletion of species by chemical re-
action, RZ’ is large compared with At.

These conditions may be expressed more precisely. In par-

ticular, conditions 2 and 3 imply that each of the fluid velocity com-

L2
ponents should satisfy the requirements:

Mt refers to a measure of the time scale for the most rapid changes
which equation (1.5) is capable of resolving., At does not necessarily
coincide with the time step used in the ultimate numerical solution of

equation (1.5), as discussed in Chapter 2.

For convenience in stating these conditions, the notation u,,u,, u

and Xs Xy Xy is employed in place of u, v, w and x,vy, 3 respectlive%y. =
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ou
1 i 1 .
= e XK i=1,2,3
ua.
1
ou. -

d¢u'lu!)
1 i3 A .
— 5t <<At i,j=1;2,3
(ulu
i
(P | _1
1 a<;1iu : << |—(Rkk + Hi At)At] :
(u'iuj'> Kk e
where Rkk(z, t) is the Lagrangian time correlation function,
00
R lot) = [ (Mot ) dr  k=1,2,3
0
and Vk(g, t) is the Lagrangian particle velocity at position x at time

t. Conditions 4 and 5 can be written as:

3S
] R 1 )
Szﬁ- <<ZE— 221,266, N
1 9y ' 2 a7z
B «BR + Ul M)A
§, Bx, Kk T Yk |
1 Ry 1
R, ot At

These conditions, of course, impose restrictions on At and on the
temporal and spatial resolution of the velocity field and the source
emission functions that are to be used in equation (1.5). Therefore,
the extent to which these restrictions apply for conditions typically
observed in the Los Angeles Basin must be determined. Only then

can the appropriate spatial and temporal scales for the model be
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specified.k

In the Los Angeles airshed there are roughly three dozen
wind monitoring stations, with an average spacing between them
of roughly five miles. At most stations the wind speed and direction
data are averaged over a one hour period. From these hourly-
averaged values the mean surface wind field u(x, y, t) and v(x, v, t)
can be constructed. Subtracting the mean values from the instan-
taneous readings at each station and averaging over time yields
the Eulerian correlations (u'i uj'>, i, j=1,2,3. An Eulerian time

scale for the turbulence,

o0

TE = max 1 > jo(ui'(}_i, t)u:}(}i, t+7))dT

L gt (ulx t)uj'(zs, t)

can be estimated from these correlations. Although the precise

relation between the Eulerian and Lagrangian time scales, TE and

TL, where

©
1
T. = max N IO<V1(}§t)Vj(}5t+T)>dT

i, j: % t <u{(§3 t)u; (}__Eg t)

is unknown, a convenient estimate is that T, = 4TE (Hay and Pasquill,

L

L from the wind station data, from

a lower limit can be placed on At, such

1959). Having then estimated T

the condition that At >> TL,

i >
as STL. Using a At > TL

to the fluid velocity components will be satisfied,

insures that the four conditions pertaining

Once At has been selected, the spatial and temporal resolu-
tions for SE and the temporal resolution for RJZ, that satisfy the final

three conditions must be specified. These conditions will determine
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the degree of detail required for the source emissions inventory
and the chemical reaction mechanism, one which is commensurate
with that of the meteorological data.

Unfortunately, data of the type needed to estimate the Eulerian
time scale of the turbulence in the Los Angeles Basin are not gener-
ally available. In an effort to gather data of this type, Lamb and
Neiburge.r (1970) measured the turbulent structure of the atmosphere
at a height of 20 meters in West Los Angeles. The wind velocities

were averaged over a period of 0.3 hour. From these data, T, was

E

estimated to be 50 seconds. Assuming that T = 4TE, TL equals

200 seconds. Therefore, it is estimated that At = 103 seconds, on

the basis of At 2 5TL. The Lagrangian correlation functions were
1

estimated to be: R, ; =100 e SR , R,, =100 mzsec-l, and R

22 33
=10 mzsec_l. With At = 103 seconds and these values of the Ry,
the conditions limiting the validity of equation (1.5) assume the
quantitative vavlu‘es shown in Table 1.1. Since the conditions in
Table 1.1 are based on data for which the averaging time was 0. 3
hour, they are somewhat less stringent than those based on data for
which the averaging time is one hour.

The vrna.ximum tempox;a.l and horizontal spatial resolution in
the source emission function must be 103seconds and 2000 meters,
respectively. Thus, the averaging time and distance for source
ennissions shou}d be at least, say, twice these values. Note that,
in spite of the fact that many major pollutant sources are point

and line sources, emissions must be averaged over relatively large

distances to conform with the resolution of equation (l1.5). In the
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Table 1.1 Conditions Limiting Equation (1.5) Based on the

Measurements of Wind Turbulence of Lamb and Neiburger (1970)

1. Source emission function SL _8t—£ << 10_3 sec-1
4
1 as}& -
§; 5% << 5000 meter *, k=1,2
;] By 3 a1
2. Chemical reaction rate T 5 << 10 sec
A
;] 9u, 3 1
3. Mean velocity components s 73?1 << 10 sec
Yy
1 aa1
_ = <L meter k=1, 2
— ] 2000 » d
LN
1 -
<< 100 meter , k=3
1 1
. A A -3 -l
4, Turbulent velocity 5t << 10 ~ sec
components (ui' u:.:
o{ulu!
1 1] «< meter k=1, 2
1]
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source emissions inventory to be described in Chapter 2, source
emissions have been spatially and temporally averaged over two
miles (approximately 3000 meters) and one hour, respectively.*
Thus, the spatial averaging employed is somewhat finer than that
suggested by the conditions in Table 1.1. The condition on R}L states
that the characteristic time scale for changes in the concentrations
as a result of chemical reaction should be greater than 103 seconds,
say, perhaps, one hour. This condition is discuséed further in
Section 1,5,where the reaction mechanism employed in the study is
presented. Finally, Lamb and Neiburger (1970) e;;timated that the
minimum vertical resolution of concentration changes is the order of
20 meters or more. The minimum vertical mesh spacing employed
is roughly 20 meters.

In summary, equation (1.5) is applicable in resolving only
those perturbations in the concentration field which have horizontal
scales greater than 2 kilometers, vertical scales greater than 20
meters, and temporal scales greater than 103 seconds. These

conditions serve as a guide to the choice of grid size and averaging

time to be used in the solution df equation (1.5).

1.3 The Model Developed in This Study

The model developed is based on the solution of the N coupled

partial differential equations (1.5) defined onthe region, Xy <xX < Xps

YSSY syN, andh(x,y) <z <H(x,y,t)for t 2to, where Xy ¥ Yo Yy 27 the

In the early morning, in order to account for the nonuniform dis-
tribution of trip starts, motor vehicle emissions are temporally
averaged over 15 minute periods for the first hour (6-7 A.M.).
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west, east, south, and north boundaries of the airshed, h(x, y) is the
ground elevation above sea level at (x, y), and H(x, y, t) is the eleva-
tion above sea level of an assumed upper limit for vertical mixing
or transport. The initial condition on equations (l.5) is that the

mean concentration be specified at all locations,
c %y, 2.t ) = £,0x, v, 2) (1.6)

(At this point and henceforth, for convenience, the brackets on the
concentrations and overbars on the velocities will be omitted. How-
ever, all concentrations and velocities continue to be mean and time-
averaged quantities, respectively.)

The vertical boundary conditions are:
1. z =h(x,vy) -Ié: ZCZ'I—}—h:QZ(X’y’t) (1.7)

where K is the eddy diffusivity tensor,

=

ny is the unit vector normal to the terrain directed into the atmos -

phere, and QZ is the mass flux of species £ at the surface.
2. ==H(xvy,t)

o
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where V is the advective velocity of pollutants relative to the moving

inversion base and is given by

x y oH
Y.:uL+VL+<W__8?>k (1.9)
Ny is the outwardly directed unit vector normal to the surface de-

fined by the inversion base, and g, is the mean concentration of
species £ aloft (just above the inversion base).

The condition Ven .. < 0 in equation (1. 8) applies when material

H
is transported into the modeling region from above the inversion base.
The boundary condition simply states that the normal component of
the mass flux is continuous across the upper boundary. The condi-
tion —Y'EH > 0 applies when pollutants are transported through the
inversion base. Because of the abrupt stability change associated
with an inversion layer, it is reasonable to assume that the turbulent
diffusive flux across the boundary is zero, thereby attributing any
pollutant transport into the inversion layer to vertical advection
alone. The second boundary condition in equation (1. 8) expresses

the negligible turbulent diffusive flux at the inversion base.

The horizontal boundary conditions are:

(Uc, ~-K9c ,)en = Ug , (%, v, 2,t)en if Uen <0
=Cp TRLSYIRT 2B ~H 2R
(1.10)
'K'ch = 0 ifUen>0

where U= ui + vj, n is the outwardly directed unit vector normal to
the horizontal boundary, and g, is the mean concentration of species
L just outside the airshed boundary. The first condition is, as be-

fore, a statement of the continuity of mass flux across the boundary



when the flow is directed into the airshed.

specifies that the diffusive component of the total mass flux is set
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The second condition

equal to zero when the wind is directed out of the airshed. This

condition is equivalent to that conventionally employed at the exit

of a tubular chemical reactor (Wehner and Wilhelm, 1956) although
the conditions prevailing at the boundary of the region are not pre-
cisely the same as those at the exit of such a reactor.
horizontal advective component of the mass flux generally dominates

the horizontal diffusive component, the error incurred due to this

approximation is generally small.

In this study, equations (1.5)-(1.10) are applied to the pre-

diction of pollutant concentrations over a fifty mile square area that

The region was divided into a grid of 625 2 mi. X2 mi. squares, 198

of which lie over ocean or mountainous terrain having no pollutant

Since the

B3

includes virtually all centers of population in the Los Angeles Basin.

sources. These '"source-free'' grid squares were not included in the

region actually modeled, which is shown in Figure 1.1.
emissions and meteorological variables are distributed in conform-

ance with this grid, i.e., two miles is the resolution of the model,

Source

or the spatial dimension over which all quantities are averaged.

Furthermore, the grid actually used in the solution of equations

The modeling region is the 50 mile X 50 mile area having the
following lines of longitude and latitude as its boundaries:

Longitude west
east
Latitude north
south

118°
117°
34°
33°

38!
46"
17!
34!

15"
3”
30”
2”
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Figure 1,1 The Modeling Region. Locations of Monitoring Stations

and Major Contaminant Sources in the Los Angeles Basin.
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(1.5) is a three-dimensional array of five layers of cells occupying
the space between the ground and the base of the inversion and
lying directly over the area shown in Figure 1.1, Thus, each cell
has a base two miles square and a height of (H-h)/5. The center
of each cell, or node, is the point to which values of all variables
are assigned or referenced. Unfortunately, dueto variatiéns in
both H and h with x and y and, in the case of H, with t, the three-
dimensional modeling region has an irregular ''roof' and 'floor."
To eliminate these irregularities, which hamper the solution of the

equations, the following change of variables is performed:

_ _ _z-h(x,y)
n=Y PTHKE,y,t)-hixy)

3
I
o+
(AL}
1"
o]

With these changes, equation (1.5) becomes

9 9 9 3] _
Tt (AHCZ) + E(uAch) + -ﬁ_(vAch) + % (Wcz) =

oc dc
0 2 oh 0 AH 2
'af{KHAHa—g'KH<'a—g+Pa—g)W
dc oc
9 ) oh o0AH £
+a—n{1%AHa—n'KH<%+_Pw> —p“}
PR ok (B, 0%y (on, on) s
5o " F¥ul\3z *P%g )58 " Fu\sn TP on/mm

(Snem ey Ko (o, .@Aﬁ)‘szy)a%}
AH \3E ' P T5E A \an * P Tom / TIH
+ R, AH +S, AH (1.11)

where

AH = H(x,vy,t) - hix,y)
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) oh DAHN (@ am)_ 9 AH
W‘“"“(ag*"ag WontPan/ P or

The initial and boundary conditions now become:

Cz(g: N, P TO) = fz(‘;—: m, P) (1.12)
0 aymnm--(m Y, S m?, By )
JACIAL AH \OE AE\an/ T3/ By
dc dc
ﬂl_) L 8h> . & :
+KH =) 5% +KH(8T‘| T (1.13)
oc dc
iﬁ) _2 9H) _2
1 W°z+KH<g 5E * (n> T
2 K 2 K ac
Ky /s m/ouY . Bv 9%y .
..(———AH (%.) +—A}‘I <—TI> +ZIT> Bp —Wgz(i,n,l,'r) if W=<0
(1.14)
(28) 22y (a0 s _(K_Ii(a_ﬂfﬁa (21
¥u\sg/ 3% * ®u\sn) an "\ 2m\88/ " TH \on
K oc
v 4 .
+ A—ﬁ) -—p- = 0 ifW>0
Sw °F tg
dc ( ‘ dc
_ z__l_(ilg BAH) ) .
uc, K.H(———g NE §+p_8§ -——p)—ugz if Uen<0
: ' (1.15)
dc dc
_ 4 __1__<8h 8AH> L) .
KH(Bf; AH8§+p_ag Bp =0 if Un>0
Mg °F My
dc dc
4 1 (/oh 9AH L) _ :
VC.@ - KH( an < m(gﬁ'l-p——ani —a—p—)— ng 1f§'11_30
5 (1.16)

oh 8AH> 9c

1( _ o o
KH m AH8n+p8n —8—p—>_0 if Un>0
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Equations (1.11)-(1.16) are the transformed form of equa-
tions (1.5)-(1.10). Fortunately, several of the terms appearing in
the above equations are small when compared with other terms,
and can thus be neglected. For example, in the Los Angeles Basin
the changes in ground elevation and inversion height with location
are generally sufficiently gradual that the derivatives, 0h/9Eg,
dh/0m, 0AH/O0E, and 0AH/On are considerably smaller than one.
With the assumption that terms in equation (1.11) containing these

derivatives can be neglected, equation (1.11) becomes

) 9 9 ) _
3T (AHCE) + 3% (uAch) + an (vAch) + E$(Wc£) =
; dc dc K., dc
9 7 z) a7 N, /v
5t \EulH 38/ + o \Ku® 30/ "9 \FH Fp / (1. 17)

+ REAH +S£AH

Whereas the assumption that the derivatives 0h/9&, etc. are small
is generally satisfied in the flat portions of the LLos Angeles airshed,
it is violated in the mountainous areas, such as the Palos Verdes
Hills and the Santa Monica Mountains. However, since the terms
omitted in equation (1.11) involve horizontal diffusion, which is
generally less important than horizontal advection, significant
errors in using equation (1.17) are not expected to be incurred even
in these regions.

Under the assumptions invoked in obtaining equation (1.17)

the boundary conditions (1.13)-(1.16) become:



=P =

KV 8cz
1. p=0 QL(E,n,T):-ﬁ—--%— (1.18)
Kvacz
2, p=1 WCZ_A_I‘I—B?zng(g’n’l’T) if W<0
‘ (1.19)
By %o | 0 if W>0
AH 9p
B E—gwor §E
BCL I
ucz-KH—é?=ugz if Uen<0
9c (1.20)
L _ . 4
-K'HTE——O if g2>0
4. m=mg or
8CL
VCE-KH—a?ngz if E.ESO
9c (1.21)
Ky 5= = 0 ‘3f  Uen>0
’rl ~ -~

The entire airshed is thus transformed into a rectangular
parallelopiped in the (g, n, p) space. The actual model is then based
on the solution of equations (1.17)-(1.21) and (1.12) over a region
comprised of 427 X 5 cells,

Having specified the governing equations, attention is now
turned to solution of these equations and the validation of the model,
i.e., comparison of predicted concentrations with those measured
at local air quality monitoring stations. In order to carry out a
solution, all components of the model 1;nust be satisfactorily devel-

oped and accurately specified. In particular, attention must be

given to the following tasks:
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1. The development of a means for including in the model
the meteorological parameters u(g, n, p, T), w(€,n, p, T),
H(E, n, T), Ky(8,m, p, T) and K (5, M, p, T);

2. The development of a kinetic mechanism capable of
describing the rates of chemical reactions occurring
in the atmosphere, and the adaptation of this mechanism
for inclusion in the airshed model, i.e., specification
of the functional form of the terms RZ(CI’ T cN);

3. The development of a contaminant emissions inventory
for the modeling region, i. e;, specification of the
functions Sz(g, M, p» T) for elevated sources and
QZ(E, M, T) for ground-level sources;

4, The selection and adaptation of a numerical method
suitable for the solution of equations (1.17)-(1.21).

As noted earlier, items 3 and 4 are the subjects of Chapters 2 and 3,

respectively, while items 1 and 2 will be discussed in this Chapter.

Validation of the model is undertakeh upon completion of the

four tasks outlined and is corﬁpris ed of two parts, to be carried

out in sequence:

1. Validation for carbon monoxide. The main purpose of
this part is to provide a test of the meteorological facets
of the model. If the model can be validated for CO, then
confidence may be placed in the treatment of the winds
and the inversion. Validation for CO, of course, also
constitutes a test of the numerical integration technique

and of portions of the source emissions inventory.
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2. Validation for hydrocarbons, nitrogen oxides, and
ozone. This consists of two parts, namely validation
of the kinetic mechanism both in the absence and
presence of transport processes. The first part refers
to the comparison of the predictions of the kinetic mech-
anism with laboratory smog chamber data, whereas the
second refers to the comparison of the predictions of
the full airshed model to monitoring data.

Each of these facets of model validation will be discussed in detail

in Chapter 4.

1.4 The Treatment of Meteorological Variables

Atmospheric transport and dispersion processes find ex-
pression in the overall airshed model in a number of ways: wind
speed and wind direction enter through the component variables
u, v, and w, the height of tﬁe inversion base H appears in the bound-
ary conditions, while the turbulent diffusivities KH and KV enter into
both the continuity equations and the boundary conditions.

The wind velocities u, v, and w must be specified as a
function of location and time over the entire modeling region. Since
equations (1.17)-(1.21) are integrated numerically, it is necessary
to create a three-dimensional network of cells having nodes at their
centers. Thus, the components u, v, and w must be specified at
each node (at the surface and aloft) for each time step. To repre-

sent the surface winds, maps of wind speed and wind direction for

hourly time intervals were constructed using data gathered at the
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network of ground-based monitoring stations. Unfortunately, no
measurements are made of the winds aloft. (Of particular interest
is the wind field up to an elevation of about 1000 meters above
terrain.) Thus, in order to specify the wind field above the surface
layer of cells, it is"necessary to construct or calculate wind speed
and direction for all horizontal layers (except, of course, the
lowest) at regular intervals of time. Two principles guide the con-
struction--similarity to the surface winds and adherence to the
requirement that conservation of mass for both air and pollutant
species be satisfied. Finally, spatial and temporal variations in
the height of the inversion base must also be entered as data--427
values of H for each hourly interval.

In much of the remainder of this section the discussion will
focus on the preparation of contour maps of surface wind speed and
direction (isotachs and streamlines, respectively) and of the height
of the inversion base - in each case hourly representations. It will
become apparent that methods of generating, manipulating, and
transferring meteorological data are needed that are more sophisti-
cated than manual drafting and translation of hand-drawn maps to
punched cards. An initial effort aimed at the development of
methods and models for organizing, codifying, and transferring
meteorological data has recently been discussed by Liu et al. (1973).
1.4.1 The Inversion Layer Over Los Angeles

During the summer months the North Pacific anticyclone,

a major high pressure area, maintains a virtually stationary posi-

tion several hundred miles off the coast of California. Air emanating
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from this "high' moves in a southeasterly direction along the Pacific
Coast. Subsidence occurs during this horizontal movement, heating
the upper layers through adiabatic compression. The air within the
planetary boundary layer, as it spirals about the Pacific subtropical
anticyclone, tends to move along sea surface isothermal areas.
Finally, the air mass encounters cold subsurface waters that have
welled-up at the coast., Turbulent mixing within the lowest layers
results in the entrainment of moisture and the establishment of the
"marine layer," a layer several hundred meters deep. The lowest
layers are thus cooled from below, tending to form an elevated
inversion layer.

Thus, air arriving over the Los Angeles Basin during the
summer months undergoes a series of transport and energy transfer
processes that tend to create an elevated inversion lying over a
well -mixed marine layer. These processes occur over a spatial
scale of the order of 1, 000 km., but it is necessary to examine a
much smaller scale, of the order of 10 to 100 km., to understand
the behavior of the inversion over Los Angeles. Such an examination
is necessary because, unlike inversions of approximately constant
depth that lie over urban areas situated inland, the depth of the well-
mixed layer over Los Angeles varies substantially from place to
place at any instant in time. For example, during the early afternoon
it is not unusual for the height of the inversion base over terrain at
the coast to be one-fourth the height of the inversion base at a point

twenty miles inland.
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Edinger (1959) has studied the behavior of the marine layer
over the Los Angeles Basin. Based on extensive observations,
Edinger made the following generalizations regarding the depth of
the marine layer during daylight hours: 1) the depth inland is greater
than at the coast; 2)the depth increases early in the day and then
decreases during the afternoon; and 3) the time at which the depth
reaches a maximum occurs earlier near the coast and later inland.

Variations in the depth of the mixing layer as a function of
both location and time can be explained in terms of three atmospheric
phenomena: 1) convergence or divergence of the horizontal wind
within the layer; 2) dilution of the marine layer from above by the
mixing of air from within the elevated inversion layer with the marine
air; and 3) advection of deeper or shallower layers of marine air
into the area. These three phenomena form the basis of a semi-
quantitative model developed by Edinger (1959) for representing the
changes in depth of the marine layer as a function of time and location
over the Basin. This model, in turn, provided the basis for the
development of a set of guidelines which were used in the estimation
of hourly values of the mixing depth at each location. In the discus-
sion that follows a description is given of both the nature of available
mixing depth data and the guidelines used to construct maps of mixing
depth from these data.

Two sources of data exist for determining the structure of
the marine layer for the modeling region. First, radiosonde meas -
urements were made at approximately 6 A. M. and 10 A. M. PST at

Los Angeles International Airport, and second, Scott Research
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Laboratories (1970) flew several aircraft flights in the Basin meas-
uring the vertical temperature profiles over three locations. The
three locations, Hawthorne, Commerce, and El Monte, indicated by
points 1, 2, and 3, respectively, in Figure 1.1, all lie within the
Basin and are colinear, with the line connecting the points being
approximately perpendicular to the coastline. The temperature
data gathered during spiral ascents and descents above the specified
locations were analyzed to determine the height of the inversion base
locally. A summary of this analysis for September 29 and 30, 1969,
is presented in Table 1. 2.

Table 1.2 Height of the Inversion Base, as Taken From

Vertical Temperature Soundings over Four
Locations in the Los Angeles Basin

29 September 1969 30 September 1969
Location Height of the Height of the
Inversion Base, H Inversion Base, H
Time (meters above mean Time (meters above mean
(PST) sea level) (PST) sea level)
0815 182
Co erce 0910 258 0750 243
1206 395 1235 516
1257 304
0756 137 0730 152
0924 250 0855 243
EL Monte 1156 516 1330 880
1312 a
0826 197 0820 225
Hawthorne 1228 213
Los Angeles 0600 167 0600 152
International 1000 228 1000 164
Airport

a) Inversion breaks up; a height of 850 meters assigned.
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Measured vertical temperature profiles, along with the

guidelines based on the findings of Edinger and other investigators,

formed the strategic basis for the preparation of maps of mixing

depth. First, procedures for constructing mixing depth contours

for the Los Angeles Basin (that portion of the modeling region

south of the Santa Monica Mountains) are discussed. One of the

observations made by Edinger is that contours of the inversion base

over the Basin roughly parallel the curvature of the local coastline.

Since the three points at which aircraft soundings were made lie on

a line roughly perpendicular to the coast, the following strategy

was adopted:

1.

Interpolate in time between any two soundings made at
each of the four measurem ent sites to estimate hourly
values of the inversion base height at each of these
locations. Extrapolate prior to and after the first and
last measurements. Interpolation and extrapolation
rules may be inferred from observed variations in mean
height of the inversion base and observed variations of
these height /time profiles with distance from the coast
(Edinger, 1959).

Plot contours of the height of the inversion base on
hourly maps, the contours being roughly parallel to the
coast. Contours passing through points 1, 2, and 3 in
Figure 1.1 assume the observed values at the measuring

sites.
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3. Interpolate in space along the line connecting points 1
and 3. Assign interpolated inversion heights to all con-
tours not passing through a measurement location.

In this way, the height of the inversion base may be estimated
throughout the Los Angeles Basin during the daylight hours. This
procedure, unfortunately, may only be used for the Basin; other rules
are needed to estimate variations in the height of the inversion base
over the San Fernando Valley and over mountainous areas. Thus:

4. For the San Fernando Valley, the assigned mixing depth
(height of inversion base less terrain height) is equal
to that over El Monte at the same time. This rule was
adopted as the residence time over land of air over the
Valley, and thus the time available for convective heating
of the air, is about equal to that of air over El Monte
during the daylight hours. As a result, the lapse rate
profiles are expected to be similar at both locations.

5. Inland rnountainous areas are treated as follows. A
mixing depth of 15 meters is assumed for early morning
hours, increasing thereafter. In accordance with obser-
vations made in other regions, the maximum morning
mixing depth over mountains is assumed to be 185
meters. Inthe afternoon, depths over mountains can
increase beyond 185 meters.

Finally, the following general rules were adopted:
6. In the absence of specific data and at points removed

from regions were interpolation is reliable, it was
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assumed that the inversion height increases during the
morning hours (after sunrise) at a rate of about 60 m.
per hour in the absence of advection (an increase of
about 90 m. per hour due to surface heating and a
decrease of 30 m. per hour due to convergence-
divergence effects. See Edinger (1959) for details).

In the presence of advection, the rate of rise was

assumed to be the sum of 1) a surface heating effect--a

rise of 90 m., per hour times the time (in hours) of
residence of the air parcel over land, and 2) a conver-
gence-divergence effect--a sinking of 30 m. per hour
from 8 A.M. to noon, or a maximum decrease in height

of 120 m.

Subsequent to interpolation, certain checks were made:

a. Time at which peak height occurs is checked with
Edinger's observations.

b. Variations in height of the inversion base with time,
at any location, should correspond grossly with
contours reported by Edinger.

A mixing height of 930 m. was assigned to those regions

over which the inversion did break up, an exception being

the high mountain region north and east of El Monte,
where a height of 1500 m. was assigned.

Linear interpolation was used to arrive at magnitudes of

mixing depths at locations between measurement points.
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10. Minor changes in terrain height were ignored in the
preparation of mixing depth maps.
Upon completion of maps constructed according to these rules, a
final step is necessary:
11. Smooth maps of mixing depth, AH(x, y,t), then reconstruct
H(x, y,t). Nearly all previous steps in the procedure are
based only on the estimation of H(x, y,t), since both
Edinger's model and collected data are reported for
this variable.

By following these rules, a map such as that shown in Figure
1.2 can be extended to the entire modeling region and then converted
to digital form by assigning values of mixing depth to each of the
625 2 mile X 2 mile grid squares, The procedure outlined above
was used to construct ten hourly maps for each of the six validation
days.

The procedure adopted for estimating mixing depths is based
on a very limited amount of data (three or four soundings taken twice
a day) and on a semi-quantitative model derived from a comprehen-
sive measurement program. The accuracy of the procedure is
probably quite adequate for those regions for which heights of the
inversion base were derived through interpolation. Inversion heights
for the period before 8 A. M. and after 2 P. M. PST and for the San
Fernando Valley and mountain and ocean regions are certainly less
accurate. The accuracy of these maps, however, probably compares

quite favorably with the accuracy of the estimated wind fields.



-33-

Figure 1.2 Contours of Constant Inversion Height, in Feet Above

Sea Level, at 12:00 A.M. PST on September 30, 1969
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MOUNTAINS

SANTA MONICA
MOUNTAINS
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The major problem that is faced in the construction of the
maps is that a substantial amount of labor is involved in manual
preparation and conversion to digital form. If the airshed model
is to be employed conveniently, the development and use of automated
procedures for the generation of mixing depths is mandatory. The
reader is referred to the work of Liu et al. (1973) for a discussion
of automated input procedures.

1.4.2 The Wind Field

As indicated earlier, the North Pacific anticyclone exerts
the dominant influence over air movements along the Southern
California Coast during the summer and autumn months. In general,
daytime winds over Los Angeles move from the ocean to the land
in an easterly direction with an average speed of about five to seven
miles per hour. At night, there is a reversal in the direction of
flow, and winds are typically light. The movement of air near the
ground is heavily influenced, however, by the hills and mountains
that surround the Basin--notably the Santa Monica, San Gabriel, and
Santa Ana Mountains, and the Palos Verdes and Puente Hills. The
effects of these terrain features--in channeling and re-routing flows,
in inducing flow up inclined, heated surfaces during the day and down
along these same, cooled surfaces during the night, and in creating
regions of convergence and divergence--are paramount in determining
the complex flow patterns that characterize air movements in the
Basin. The heating (or cooling) that an air mass undergoes in flowing
from sea to land (or from land to sea) also influences flow patterns,

as do the unique roughness features of the city. While many studies
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have been carried out in an attempt to better understand the move-
ments of air masses in the Basin [see, for example, Neiburger and
Edinger (1954), Neiburger et al. (1956), and Bell (1969)], it re-
mains virtually impossible to predict local surface wind behavior.

Surface wind speed and direction measurements were avail -
able at 34 sites in the Basin. Unfortunately, frequency of measure-
ment and averaging period vary among the stations. Wind speed
and direction averages are reported for periods of one hour, ten
minutes, and one minute, depending on the particular measurement
station. In general, the measurement apparatus for both wind speed
and direction have thresholds of one to two miles per hour. Thus,
these quantities are poorly determined during periods of low winds,
which occur primarily during the night and early morning hours.

Two possible means for the construction of surface level
wind fields were considered - manual preparation and development
of an interpolation scheme through which wind speed and direction
are computed automatically, given an array of measurements for
the day in question. The obvious advantages of an interpolation
scheme, when compared with manual procedures, were ease of use
and savings in time. However, for this initial study the surface wind
maps were prepared manually. The magnitudes of predicted pollutant
concentrations were expected to be quite sensitive to the magnitude
and direction of the wind vector, and thus it was desired not only to
minimize inaccuracies, but also to be aware of their sources. Thus,
while realizing the need for an automated computational procedure,

the development of an appropriate algorithm was postponed.
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Figures (1.3)-(1.5) show manually prepared surface wind
maps for September 29, 1969 for 6:30-7:30 A. M., 9:30-10:30 A. M.,
and 12:30-1:30 P.M. PST, respectively. A complete listing of the
meteorological data for September 29, 1969 is included in Appendix B.
One of the assumptions upon which the model is based is that

the turbulent atmospheric flow is incompressible, i.e.,

Ju ov ow _
5;+W+$_O (1.22)
or, in (€, n, p) coordinates,
%(AHu)+-a%-(AHV)+g—zV: 0 (1.23)
where
= oh 0AH / dh o AH
W = W-u(a—g- +p—5§—w -VK% +p_é?>

Unfortunately, the surface wind field generally does not satisfy
equation (1.22) with w = 0 since terrain and the convergence and
divergence properties in the surface wind field will force w to assume
nonzero values. However, if the three-dimensional wind field is

not rendered divergence-free, artificial elevations or depressions

in predicted concentrations will occur in areas where equation (l.22)
is not satisfied.

Having discussed the construction of the surface wind field,
attention is now turmned to the specification of the wind field aloft.
Aside from several tetroon flights on September 29 and 30 carried
out by Angell et al, (1972), there are virtually no measurements
available of winds aloft on the six validation days. Inthe absence

of such data, therefore, the surface values of u and v are applied to
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all levels between the ground and the inversion base. Thus,
u=u(gn T)and v = v(§, n, T). Having specified u and v, one need
only use equation (1.23) to calculate W, and the resultant wind field
will satisfy mass conservation. Equation (1.23) can be written in

finite difference form for cell (i, j, k) as

(uAH) - (uAH). 1 . (VAH). ., 1, - (vAH). . 1

i+%xj:k i"Z:J:k 1:J+E:k i:J'E,k

Ag An

P =0 k=1,2,..., 5 (1.24)

where Wi 5,1 = 0 (which constrains the wind to flow parallel to the
2 Js 2

terrain at ground level). As u and v are known for each horizontal
level, equation (1.24) may be written as five linear equations for

the five unknowns, W. k=1,2; .95

K, j, k+3’
Note that the vertical velocity W appearing in equation (1.17) is

related to W through the following relationship:

_ _oMH
P77

I

W =

It is appropriate to close this section with a few comments
pertaining to the wind data itself. The existing measurement net -
work of thirty-two stations scattered throughout the modeling region
seems sufficiently dense to permit adequate representation of the
wind field. However, the variation among stations in the mode of
reporting data--in length of the averaging periods, in duration of

measurement, and in initial time of averaging period--creates an
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obvious problem in dealing with the data, a problem that could
easily be eliminated by the adoption of a standard format (or formats).
Finally, as alluded to earlier, the relative inaccuracy of wind data
collected during periods of low wind speed, largely due to the high
thresholds characteristic of the monitoring equipment, can create
serious difficulties in modeling. Monitoring equipment that is
responsive to low speed air movements is badly needed.
1.4.3 Turbulent Diffusivities

Horizontal and vertical turbulent diffusivities, KH and KV,
are two of the most difficult quantities to estimate. They are diffi-
cult to establish through direct measurement and, therefore, are
usually calculated from observed data. Furthermore, on the days
of interest there was very little data taken aloft from which to
estimate KH and KV. Thus, the accurate estimation of these param-
eters was virtually impossible.

Some useful qualitative observations can be made, however,

regarding the turbulent diffusivity. K, is a function of local velocity,

v

shear field, and lapse rate; unfortunately, the functional relationship

between KV and these variables is largely unknown. In general, K

increases approximately linearly with z near the ground. In the

v

presence of an elevated inversion, however, K__ is expected to de-

v

crease with increasing z in the upper portions of the surface layer
due to suppression of vertical buoyant fluctuations near the inversion

base. Finally, values of K, vary from about 30 1rn2 /minute under

v

stable conditions to about 6000 rnz/minute under unstable conditions.
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Figure 1,3 Surface Wind Map for the Los Angeles Basin
September 29, 1969

Averaging Period: 6:30 - 7:30 A.M. PST
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Figure 1,4 Surface Wind Map for the Los Angeles Basin
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Figure 1.5 Surface Wind Map for the Los Angeles Basin
September 29, 1969

Averaging Period: 12:30 - 1:30 P.M. PST
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Eschenroeder and Martinez (1969) reviewed the literature
pertaining to measurements of the turbulent diffusivity in the
atmosphere. As a part of their study, they developed a simple
model to account for the vertical variation of KV. Using their work

as a guide, the following relationship for Ky was adopted:

[2.5q(E,m, T) - 77.3]p +30.9 0<p<0.4
Ky = q(€, m, 7) 0.4 < p< 0.8 (1.25)

5[30.9-q(g,n,T)]p+5q(E,n,M-123.6 0.8 <p <1

where

Q(E, m, T) = 0. 85 ¥ ul+ v> + 232

KV and q(€, n, T) both have the units of m2 min—l, and u and v are
the horizontal wind components (m min—1 ). Note that this relation-
ship expresses the variation of KV with p through the assumed form
of the distribution and with g, n, and T through variations in the
horizontal wind components. However, the effects of wind shear
and vertical temperature structure are not considered in the formu-
lation.

The horizontal diffusivity KH was treated as a constant over

the airshed, equal to 2980 m2 nlin-l.

1.5 A Kinetic Mechanism for Photochemical Smog

The basic kinetic mechanism incorporated in the airshed
model is given in Table 1.3. The mechanism, discussed in detail
in Appendix B of Roth et al. (1971), Hecht and Seinfeld (1972), and

Appendix B of Reynolds et al. (1973), consists of 15 reactions
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involving 10 chemical species. "'he mathematical representation
includes four differential equations to permit prediction of the

change of concentration with time of NO, NOZ’ O, and reactive

3)
hydrocarbons (RHC). Five of the species, all radicals, are assumed

to be in pseudo-steady state. These species are O, OH, HOZ’ ROZ’

and NO3. The tenth species, HNOZ, has been treated as if the

steady state approximation were valid for it, although this is known
not to be the case. The basis for this assumption will be discussed
shortly. The concentration of HZO is prescribed based on the meas -
ured relative humidity. Thus, the right hand sides of the four differ-

ential equations for NO, NOZ’ and RHC comprise the four

3’
R and R

NO’ RNOZ’ o, RHC"

been reported elsewhere, the discussion given in this section will be

functions R Since the mechanism has
devoted to a summary of the pertinent developmental and validation
work presented in the references cited above.
1.5.1 The Treatment of I—INO2

The original formulation of the kinetic mechanism (Hecht and
Seinfeld, 1972) included a differential equation to describe the vari-
ation in HNO2 concentration with time. This species, however, is
not of major importance in the urban airshed model, is not measured
in the atmosphere, and is not, in fact, listed among those pollutants
for which air quality standards have been written. The urban air-
shed model, as formulated, requires the integration of the coupled,
time-dependent, partial differential equations of conservation of
mass for NO, NOZ’ ozone, and reactive hydrocarbon. Inclusion of a

fifth equation for HNO2 would increase computing time by 20 to 25%
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and would also increase computer storage requirements. Therefore,
it appeared worthwhile to explore the possibility of introducing the
artifact of a steady-state approximation in describing the concentra-
tion of HNOZ, achieving the necessary scaling by suitably modifying
the reaction rate constant. Two questions immediately arise: 1) Is
such an assumption justifiable? and 2) If it is justifiable, is it
warranted?

The justifiability of the assumption can be argued on two

grounds. First, the term RH is quite sensitive to changes in

NO2
the magnitude of k6 and water concentration in reaction 6 (Table 1. 3)
and to k7 in reaction 7 (Table 1. 3). k6 has not yet been accurately
determined, k7, which depends on light intensity, is not well known,
and water concentrations were not controlled with care during the
experimental programs which furnish the validation data. Thus,
RI—INOZ can be determined only with considerable uncertainty.

(This does not, however, imply that its magnitude is negligible. )
Second, there are no available measurements of I—_’{NO2 either in
smog chambers or the atmosphere; thus, there is no way to verify
predicted values of I—INO2 concentration.

In light of these considerations and due to the need to avoid
the inclusion of an additional partial differential equation in the air -
shed model, an investigation was carried out to determine the effects
of invoking the steady-state assumption for HNOZ. In particular:

1. 1f the assumption were made, what effect would it have

on predicted concentration/time behavior for NO, NOZ’

ozone, and reactive hydrocarbon?
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2. Assuming the effect were small, what modifications,
if any, in the value of k6 would be needed? Would it
be possible to establish a value, ( = (K() /k6), ‘where '1\{6
is the pseudo rate constant that yields HNO, vs. time
profiles under the steady-state assumption that closely
match the profiles computed when the differential equa-
tion for HNO2 was included in the formulation?

1f the NO, NO and reactive hydrocarbon concentration/time

2' 3
profiles could be duplicated, or nearly duplicated, under the steady-
state assumption by adopting a rate constant, E{, = Qk6, which was
invariant, or nearly so, for the various reaction systems of interest,
then it may be concluded that the steady-state assumption was both
justifiable and warranted.

To investigate the appropriateness of the steady-state approx- -
imation, validation runs were carried out at different initial HC /NOX
ratios for the reactants, n-butane and n-butane/toluene. These vali-
dation runs consisted of comparing the predictions of the kinetic
mechanism to laboratory smog chamber data. (The experimental
smog chamber data against which the mechanism was validated
will be presented in Chapter 4.) Two runs were carried out for each
reactant system, one including the differential equation for HNO,
with k6 = 0,004 ppm-1 min_l, and one assuming HNO, to be in steady-
state, with T<6 = k6/8. Virtually identical profiles were obtained in
the two calculations over the six hour integration for each reactant.

In view of these results, the steady-state artifact was introduced

into the formulation of the mechanism in the interest of easing the
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the computational burden associated with the full airshed model.
It is believed, however, that the inclusion of a differential equation

for HNO2 may eventually be desirable.

Table 1.3 The Generalized Photochemaical Kinetic Mechanism

The Basic 15-Step Mechanism
1
NO2 +hv-NO + O

2
0+0,+M=0,+M
3
0, +NO- NO, +0,
4
O, + NO,~ NO, +O,
5
NO, + NO, H—»ZO 2 HNO,
6
NO + NOZI:I*ZO 2 HNO,
7
HNO, +hv = OH + NO
8
CO + OH 52 CO, +HO,
9
HO, + NO = OH + NO,
10
HO, + NO,~ HNO, + O,
11
RHC +O ~ @RO,
12
RHC + OH - BRO,
13
RHC + 0, » yRO,
14
RO, + NO~ NO, +cOH
15

ROZ+NO2 - PAN
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Table 1.3 The Generalized Photochemical Kinetic Mechanism
(Continued)

Additional Reactions Considered for Smog Chamber Validation Studies

16
RHC2 + O = ozZRO2

17
RHC, +OH - B,RO,

18
RHC, +0,~ y,RO,
19

NO2 + PARTICLE » NITRATE

1.5.2 Hydrocarbon Mixtures

During validation of the kinetic mechanism with smog cham-
ber data, to better account for the wide range in reactivity of hydro-
carbon mixtures, the basic 15 step mechanism was modified as
illustrated in Table 1.3. The hydrocarbon mixture is represented
by two lumped hydrocarbon species, a low reactivity hydrocarbon
(RHC) and a high reactivity hydrocarbon (RHCZ). The inclusion of
RHC2 creates the need for the three additional reactions 16-18 in
Table 1. 3 and a fifth differential equation. RHC2 includes all olefins,
while RHC is comprised of aromatics (other than benzene), acety-
lenes (other than C, H.,), and paraffins with four or more carbon

2772
atoms. C1 to C3—paraffins, acetylene, and benzene are taken to be
unreactive. The representation of hydrocarbons in this way en-
hances the accuracy of the mechanism, especially with respect to

the NO oxidation and hydrocarbon consumption rates. The division

of hydrocarbons by class and the assignment of rate constants and
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stoichiometric coefficients are discussed in Chapter 4.
1.5.3 Reactions Involving Particles

Aerosols may have a significant influence on atmospheric
chemical processes (Wilson, 1972) Unfortunately, little is known
about chemical interactions between photcchemical smog and partic-
ulate matter. However, it has been found that a loss of NOX occurs
in smog chambers prior to the NO2 peak when particles are present
in the chamber. To account for such removal mechanisms reaction
19 has been included in the mechanism, although this reaction has
not been used in the airshed simulations to be reported in Chapters
4 and 5.
1.5.4 Validity of the Kinetic Mechanism

Before its incorporation into the full airshed model, the
mechanism must be tested thoroughly by comparing its predictions
to smog chamber data for a variety of reactive systems, including
single hydrocarbons, binary mixtures, and auto exhaust. Rules
must be established for choosing the values of the stoichiometric
coefficients and those rate constants associated with lumped hydro-
carbon reactions. If validation were judged ''successful," the
mechanism could then be considered for incorporation into the full
airshed model. The results of the validation of the mechanism will
be reported in Chapter 4.

The final point to be considered relative to the kinetic mech-
anism in Table 1. 3 is whether the rate equations derived from the
mechanism satisfy the time scale requirements of Table 1.1, namely

condition 2. Since the RZ are complicated, nonlinear functions of
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all the concentrations, it is difficult to ascertain if condition 2 of
Table 1.1 is satisfied. However, Lamb and Seinfeld (1973) proposed

an alternative criterion, namely that the eigenvalues )\, of the reac-

J)

tion rate equations satisfy the condition,

1
lle << A—t

From Table 1.1, note that |)\£‘ 2¢ 10 seconds™ . Tamb and
Seinfeld (1973) found that for the mechanism in Table 1.3, the domi-
nant eigenvalue has a magnitude of about 10_3 seconds_l. Therefore,
the mechanism has a level of detail which is somewhat finer than
that in the meteorological portion of the model. In spite of this dis -
crepancy, the mechanism in Table 1.3 is employed since it already
represents a bare minimum with respect to the desirable degree of

chemical detail in such a mechanism.

1.6 Summary

In this Chapter a model for the prediction of the dynamic
behavior of photochemical air pollutants in an urban airshed is pre-
sented. The derivation of the governing equations, the treatment of
the meteorological variables, and the treatment of the chemical
reactions that take place in the urban atmosphere are discussed in
detail. The two remaining important components of the basic model,
the source emissions model and inventory for Los Angeles and the
numerical integration technique will be the subjects of Chapters 2
and 3, respectively. The model evaluation study, performed by
comparing model predictions with actual air quality data, will be

presented in Chapter 4.
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CHAPTER 2

A MODEL AND INVENTORY OF POLLUTANT EMISSIONS

2.1 Introduction

A mathematical model capable of describing the dynamic
behavior of air pollutants requires the following components:
1) meteorological data, including wind speed and direction, inversion
height, and atmospheric stability; 2) a kinetic mechanism for atmos -
pheric chemical reactions among pollutant species (if reactions take
place); and 3) a source emission inventory. The first two com-
ponents of a model that is applicable in the Los Angeles airshed
were described in Chapter 1. In this Chapter the discussion will
focus on the third component, the treatment of emissions. In par-
ticular, a description is given of a general approach to the formula-
tion of an emissions model for an urban area that may be included
in an airshed model having relatively fine spatial and temporal
resolution. Then a model and inventory for representing emissions
in the Los Angeles airshed is presented.

The compilation of a complete contaminant emissions inven-
tory is perhaps the most tedious and mundane aspect of urban air-

\

shed modeling. Yet, such an inventory is a sine qua non in model

validation, and, if done properly, the emissions estimates probably
constitute the most precise segment of the requisite input data.
Furthermore, an emissions inventory need be established but once
to serve as an adequate data base for validation purposes when the
days of interest all occur within the span of a few months. Meteor -

ological data, however, must be collected for each validation day.
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Thus, it is wise to devote considerable effort to the establishment of
an accurate emissions inventory for the region to be modeled. The
material presented in this Chapter is based largely on work carried
out at Systems Applications, Incorporated and reported in Appendix
A of Roth et al. (1971) and Appendix A of Reynolds et al. (1973).

Particular emphasis must be placed on developing a detailed
representation of the spatial and temporal distribution of motor
vehicle emissions, as these account for approximately 99% of CO,
71% of reactive hydrocarbon, and 58% of NO_ emissions in the Los
Angeles area. Attention must also be given to those sources which,
while responsible for only a small proportion of the total emissions
on a regional basis, contribute substantially to pollutant levels in
their own locale-airports, power plants,‘ and refineries. The loca-
tions of these major fixed sources, as well as those of all freeways
and air quality monitoring stations, are shown in Figure 1.1.

Before proceeding with a discussion of the work, recall that
pollutant emissions are introduced into the model through the source
terms Sz(é, M, P, T) and Qﬂl(%, 7, T) in equations (1.17) and (1.18), re-
spectively. In practice the region of interest is subdivided into an
array of three dimensional cells. The term S,Q [ppm/min. ] accounts
for the emissions from elevated sources into each cell. Emissions
from ground level sources are treated as surface fluxes defined at
the base of each ground level cell and thus enter through QZ
[ppm-meters/min. ] in the boundary conditions. The source emis -
sions inventory provides values of these inputs as mass of pollutant

4 per unit time. The conversion to the appropriate units is carried
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out in the following manner:

s 1061\/1e ﬁz
L AEANApAH
o 106M ZVJZ,
y/ A€ An
where
Mel& = rate of emission of species { from elevated sources
[kg/min]
Mgf, = rate of emission of species { from ground level
sources [kg/min]
VZ = specific volume of species 4 [m3/kg]
AE, An = horizontal dimensions of the grid cell [m]
Ap = dimensionless vertical grid spacing
AH = mixing depth [m]
The remainder of this Chapter is divided into three major
sections:

2.2 Automotive Emissions

2.3 Aircraft Emissions

2.4 Fixed Source Emissions
At the beginning of each section a general model for computing
pollutant emissions is presented which may be appliéd to any urban
area. Then the general model is employed to estimate emissions
rates of CO, total hydrocarbons (HC) and NOX(NO + NOZ) in the Los

Angeles airshed in Autumn 1969. Results obtained from the airshed
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model using the emissions inventory described in this Chapter are

discussed in Chapter 4,

2.2 Automotive Emissions

The magnitude of contaminant emissions from a motor vehicle
is a variable in time and is a function of the percentage of time the
vehicle is operated in each driving mode (accelerate, cruise, decel-
erate, and idle). The modal split is in turn dependent on the habits
of the driver, the type of street on which the vehicle is operated,
and the degree of congestion on that street. Also affecting emissions
are the presence or absence of a smog control device, the condition
of the car, its size, and other factors. The distribution of vehicles
in an urban area at any time is similarly governed by a number of
factors --commuting routes, distribution of centers of employment,
shopping centers, residential and recreational areas, topography,
the occurrence of special events, etc. Thus, precise calculation of
the magnitude of emissions as a function of location and time is
clearly not possible.

A number of studies have been conducted in recent years
having as their objective the development of a vehicle emissions
inventory for a particular urban area. In a study published in 1955,
Larson et al. describe an inventory undertaken for the County of
Los Angeles. In this effort, emission rates were measured for a
number of vehicles, and trafﬁvc count data were used to obtain the
geographical and temporal distribution of vehicles in the area.

Ozolins and Smith (1966) discuss a procedure based on gasoline sales
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figures, traffic flow maps, and average emission rates to obtain
total daily vehicle emissions and an approximate measure of their
spatial variation over an area. Rehmann (1968) performed an in-
ventory for Gary, Indiana, using for emissions data the results of a
study reported by Rose et al. (1965). [Vehicle emissions rates
reported by Rose (and obtained from tests of 1955-1963 automobiles)
are presented as a function of average route speed. ] Rehmann
assumed in his study that emissions from a vehicle are a function
only of its average speed. He used traffic counts and traffic flow
maps, along with estimates of average speeds on different classes
of streets, to obtain the spatial variation of automobile emissions in
the city. Lamb (1968) compiled an inventory for the Los Angeles
Basin in a manner similar to that of Rehmann. Lamb, as Rehmann,
adopted the emissions figures published by Rose. He also applied
an average temporal distribution of traffic flow to obtain the variation
of emissions through the day, although he did not present the geo-
graphical distribution of traffic which he derived.

An attempt has been made to develop an emissions model
and inventory which possess a degree of detail that is concomitant
with the level of accuracy desired in the predicted concentrations to
be derived using the urban airshed model. To this end, the following
tasks have been emphasized:

1. Estimating the spatial and temporal distribution of

traffic with acceptable accuracy;
2. Estimating average vehicle emission rates applicable

for traffic in the area;
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3. Appropriately treating certain aspects of vehicular
emissions behavior that may be of importance at specific
times of the day, such as the large fraction of cold-
running vehicles that are operative during the morning
rush hours, as compared with other times of the day,
and the relatively large variation in vehicle speed (and
thus emission rates) with time of day during the rush
hour periods.

Also note that, in general, the emission characteristics of motor
vehicles operated on surface streets are different from those oper-
ated on freeways. Thus, it is convenient to treat emissions from
surface and freeway traffic separately.

Emissions are attributable to the following three sources in

an uncontrolled automobile:

1. Exhaust emissions account for approximately 65% of
hydrocarbons and 100% of nitrogen oxides and carbon
monoxide;

2. Crankcase leakage (or blow-by) accounts for approxi-
mately 20% of hydrocarbons;

3. Evaporation from the fuel tank and carburetor accounts
for approximately 15% of hydrocarbons.

As a result of vehicle modifications and changing legislation for
automobile emissions through the 1960's, the magnitudes and rela-
tive contributions of these three sources vary with vehicle model
year. Thus, in developing an emissions inventory, one must do so

for a particular time, usually a period of one year or less. An
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inventory developed for 1969, for example, will not be applicable
in 1973.

The first part of this section is devoted to a presentation of
a model for each of the three sources of automotive emissions cited.
Then the results obtained by applying the model to the Los Angeles
airshed are summarized. Emission rates are expressed in grams/
mile for exhaust and blow-by, and grams/day for evaporation. The
rate at which CO, HC, and NOX are emitted into each ground level
grid cell from exhaust and blow-by is obtained by summing the
product of the appropriate emission rate and the number of miles
driven per minute for both surface and freeway traffic. The total
daily evaporative loss from all vehicles in the airshed is estimated,
and is distributed in proportion to the daily non-freeway vehicle
mileage driven in each cell.
2.2.1 Exhaust Emissions

The rate (in grams /min. ) at which species 4 is injected into
a given ground level cell from engine exhaust, E!&(t)’ may be ex-
pressed as the sum of the mass (in grams) of species £ emitted per
minute from freeways and surface streets, Ei(t) and EZ, respective-

ly, that is

f s
El@(t) = Eﬂ(t) + Ez(t) (2.1)

In this section models for the computation of Ei and Esz are given.

To develop models for freeway and surface street emission

rates, the following assumptions are made:
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1. Freeway emission rates are a function of average vehicle
speed. All vehicles on freeways are assumed to be
""hot -running,' that is, the engine has reached a steady
operating temperature.

2. Surface street emission rates are determined from data
based on a 'driving cycle' which is representative of a
typical trip in the urban area.

For a particular grid cell, the freeway emissions rate for

species I may be expressed, as a function of time and average driving

speed, by
b 1) = & {n e (7,001 +n_t)e,[v_ (1)1} (2.2)
J 60 U'f L5 1 s L-"s
where ;f’ ;s = average speed (mph) in the fast and slow>:< directions,
respectively, at time t.
ne, n, = number of vehicle miles driven per hour in the fast
and slow directions, respectively.
a’e[;] = emission rate of species 4 in grams per vehicle

mile at an average vehicle speed of v.
Values of @, are computed from the following correlations, based
on the work of Rose et al. (1965) and modified as described later in

the test:

(2. 3)

"Fast' and ''slow'' refer to an assignment of names to the two
directions of flow on a freeway.
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where
*x *
4 a, bJZ,
CO 295 -0. 49
HC 34.8 -0. 40
NOX(as NOZ) 4.16 0
ng and n  are calculated from
Nf fo
e T Tix B T Tix (2o )
where
Nf = dfo (2.5)
p P '
and
d; = fraction of daily (24-hour) freeway traffic counts
assignable to hourly period er
Mf = freeway vehicle mileage per day for the grid cell
X = ng /nf, as computed from freeway traffic counts
leo = total freeway miles driven during hourly period p in

the grid cell.
With the exception of the parameters appearing in equation
(2. 3), the quantities required to compute Ei(’c) come from traffic
counts on the freeways in the region. The formulation of the tem-

poral distribution, d;,is explained subsequently. The parameters

The values of a, and b, given in this table have been estimated for
motor vehicles opéerating in the Los Angeles Basin during the summer

of 1969.

The appropriate hourly period, p, is determined by the value of t.
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Mf and x are computed from freeway traffic count data and presented

on hourly grid maps for use in equations (2.4) and (2.5).

The total emissions rate of species £ (gramé /min) from auto-

mobiles operating on surface streets in a particular grid cell at time

t is given by

where

B (t) = g5 QF )45 M6 (t) _ (2.6)

emission rate of species £ in grams per vehicle
mile for an average vehicle at time t

fraction of daily (24-hour) surface street traffic
counts assignable to hourly period p

surface street vehicle rmileage per day for the grid
cell

a factor to account for variations in the average
emission rates that occur when the total number

of 'cold-started' cars in operation changes rapidly,
such as during the morning rush hours. (The cal-
culation of [SB(t) is discussed in more detail in

Section 2.2.4.3.)

The value of Qz(t) is calculated as a weighted sum of the emissions

from vehicles which are cold and hot-running at time t:

where

y(t)

Q3(t) = yt)Q}, + [1 - y©)1Q" 2.7)

fraction of cars in operation at time t that were cold-

started
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;’, Qh = emissions rate of species 4 (grams/mile) from an

Qu 9y

""average vehicle,' as determined from driving
cycle tests in which the vehicle is cold and hot-
started, respectively. (The calculation of the
average emission rate will be discussed shortly. )
The total daily freeway and surface street vehicle mileages

in a particular grid cell are computed from

f S
Ml - EE v{{Mi M® = ji viMf{ (2. 8)
k=1 k=1
where
\){(, \); = number of vehicles per day traveling on freeway
and surface street segment k, respectively
(available from traffic count data).
f s

number of miles associated with freeway and

£
e

surface street segment k, respectively.

s, s = total number of freeway and surface street seg-

ments in the grid cell.

Given the distribution of vehicles by age and make, the annual
mileage accumulated by each vehicle, and the exhaust emission rates
for each type of vehicle (as measured over a driving cycle test),
the emission rate of each species from an ''average motor vehicle!
is computed as the appropriately weighted sum of the individual
emission rates from all the types of vehicles. Specifically, the
emission rate of species £ from the exhaust of an average vehicle,

in grams per mile, may be computed as follows:



i=1 i =
Q, =2 J (2.9)
% N¢ NY

2 u xX m

i=1 1j:1 IJ 1J

where the subscripts i and j denote the vehicle class and model year,

respectively, and

C

N = number of vehicle classes. (In this study two vehicle
classes were considered, including light and heavy-
duty vehicles.)

NY = number of model years

u, = fraction of the vehicle population belonging to class i.

Xij = fraction of class i vehicles manufactured in model
year j

mij = annual mileage accumulated by class i, model year
j vehicles.

e,%ij = average exhaust emission rate of pollutant £ from

class i, model year j vehicles, where

L =1 CcO
2 HC (total hydrocarbons)
3 NOX (as,NOZ)

The key parameter in the computation of QE or Qz from

equation (2.9) is the exhaust emission rate, e Several test pro-

ij°
cedures for measuring exhaust emissions have been proposed in

recent years. These procedures have as their common aim the

simulation of emissions in a stationary test of a vehicle being operated
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in traffic. All that have been proposed thus far are based on the
concept of simulating an average '"downtown-to-near-suburbs' com-
mute trip. It is hoped that the trip will in some way be representa-
tive of the driving habits of the airshed population. The trip, usually

termed a driving cycle, is composed of a series of driving modes

(idle, accelerate, cruise, and decelerate) in which a pre-determined
length of time is spent in each mode. Such a cycle is formulated
by 'tagging' a large number of vehicles on a particular day and anal-
yzing the trips made with them, including the time spent in each
mode. A recent study of this type has been reported by Smith and
Manos (1972). The emissions from a large population of automobiles
are measured as the vehicles are run through the cycle on a chassis
dynamometer, and the resulting average yields a set of figures for
each automobile type--the grams of pollutant { emitted per mile.
Averaging over the total vehicle population yields Qz, the grams of
species { emitted per mile by the ''average vehicle' when driven
over the ""average cycle.'" There is currently considerable debate
concerning the degree to which the various test procedures are repre-
sentative of actual vehicular operations, or, indeed, if it is possible
to simulate the operations of a vehicle by any single test procedure.
European control agencies, for example, are considering the com-
bined use of three driving cycles to represent city driving charac-
teristics. A choice must also be made between the use of a hot-start
and a cold-start procedure.

A method which has enjoyed widespread use in recent years,

including adoption as the Federal testing procedure up to 1971, is the
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California Driving Cycle (CDC). This is a seven-mode test pro-
cedure and is based on a Los Angeles commuter run [see State of
California Air Resources Board (1968)]. Recently, however, the
representativeness of the CDC has been questioned, and a new
method, the 1972 Federal Driving Cycle (FDC), has been proposed.
This procedure employs a cold-start and a driving cycle derived
from a Los Angeles driving route during heavy traffic periods.
Actual mass emissions are monitored over the entire driving cycle,
in contrast to the CDC, in which concentrations are measured. Note
that emission rates may be measured over a cycle which includes
the start of the car from a cold engine condition (a cold-start test)
or over a cycle which includes only the hot-running emissions (a hot-
running test). The FDC, which is adopted in this study as a basis
for the estimation of emission factors, includes a cold-start in its
sequence of driving modes. Hot-running emission rates for the FDC
are best obtained from the appropriate measurements; however,
these emission rates may also be estimated if the ratio of hot to cold-
start emission rates is known. (These ratios as well as FDC emis -
sion rates will be presented in Section 2.2.4.)
2.2.2 Crankcase Emissions

Positive Crankcase Ventilation (PCV) devices have been in-
stalled on automobiles in recent years to prevent the loss of hydro-
carbons to the atmosphere resulting from leakage between the piston
and cylinder during the compression stroke. As these devices re-
cycle crankcase fumes through the carburetor air intake, blow-by

losses from properly equipped vehicles have been virtually eliminated.
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California law requires the PCV devices be fitted to all autos
of

1. domestic manufacture of model year 1963 and later

2. domestic manufacture of 1955-1962 vintage upon change

of ownership

3. foreign manufacture of model year 1965 and later.
However, these devices were installed on new domestic cars sold in
California as early as 1961, and the law concerning 1955 to 1962
model years became effective in 1964.

Since it is estimated that 85% of ali automobiles in 1969 were
equipped with PCV valves, crankcase losses contribute but a small
fraction of total emitted hydrocarbons. The estimated figure for
blow-by losses (see Section 2.2.4.4 for details) is 0.7 grams/mile
for the average vehicle in the Los Angeles Basin in 1969.

2.2.3 Evaporative Emissions

Evapprative losses occur at the fuel tank and the carburetor
and involve only hydrocarbons. While tank losses occur primarily
during vehicle operation and carburetor losses during the periods
after a hot engine is stopped, elevated daytime temperatures and
exposure to the sun serve to enhance evaporation rates. In the ab-
sence of vdefinitive data, the daily evaporative losses are distributed
evenly throughout the daylight hours, assuming nighttime evaporative
losses to be small.

2.2.4 Application to the Los Angeles Airshed
In describing the application of the automotive emissions

model to Los Angeles, the following discussion is segmented into
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five parts. In the first two parts, the means by which the spatial
and temporal distributions of traffic were constructed are described.
In the third part, the treatment of exhaust emissions is discussed.
Particular attention is given to the temporal distribution of the frac-
tion of hot-running (vs. cold-running) vehicles in operation, the in-
fluence on emission rates of suddenly introducing a large population
of cold-running vehicles into the system, and the effect of average
vehicle speed on average emission rates. In the concluding two parts,
the discussion will focus on crankcase and evaporative emissions,
respectively.
2.2.4.1 Spatial Distribution of Traffic

The spatial distribution of traffi¢c in the modeling region
(the 427 2 mi. X 2 mi. grid squares shown in Figure 1.1), was deter -
mined from existing traffic count data. These data were obtained
from nearly 100 municipalities and are very extensive, with counts
being available for all but minor residential streets. Using the
traffic count data, estimates were made of the total daily vehicle
miles driven in each grid square. The temporal distribution of
traffic over the area, represented as hourly variations in vehicular
flow, was also computed from these traffic count data. Freeways
and surface streets were treated separately in the derivation of both
the temporal and spatial distributions..

In determining the spatial distribution of traffic, a key question
involved the level of detail to incorporate, that is, to include traffic
counts only for freeways and major and mipor arteries, ignoring

residential and side streets, or to include all streets. Since this
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effort was to be undertaken only once, the inventory was made as
complete as possible, However, as there exists a dearth of data
for the smaller streets, the policy adopted was comprised of using
all available counts and estimating traffic flow on the remaining
streets from the local traffic data in the area, the type of neighbor -
hood, and reference to counts on similar streets.

Figures 2.1 and 2.2 show the estimated spatial distribution
of freeway and non-freeway traffic in the Los Angeles area in thou-
sands of vehicle miles per day for late 1969 in the modeling region.

2.2.4.2 Temporal Distribution of Traffic

It is commonly accepted that the hourly variation in weekday
traffic flow may be represented over a 24-hour period by a bimodal
distribution having peaks at the morning and afternoon rush hours
and a high plateau between these peaks. However, the parameters
needed to describe this distribution--the height of each peak, the
height of the plateau, the time interval encompassing each peak--vary
from street to street. Shopping areas have a high frequency of traffic
between peak hours. Streets in lower middle class neighborhoods
experience earlier morning and afternoon peaks than do streets in
upper middle class neighborhoods. Downtown streets carry light
traffic following the afternoon peak, whereas suburban and residen-
tial arterials have higher traffic loads at this time. Ideally then, one
would like to classify streets in accordance with a workable identifi-
cation scheme, applying an appropriate distribution for each class.

Classification was more easily postulated as theory than

applied in practice. Various street classifications were examined



-67-

Figure 2.1 Spatial Distribution of Freeway Traffic

(thousand vehicle miles per day) in Los Angeles in 1969

Source: Appendix A of Roth et al. (1971)
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Figure 2.2 Spatial Distribution of Non-Freeway Traffic

(thousand vehicle miles per day) in Los Angeles in 1969

Source:

Appendix A of Roth et al.

(1971)
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according to geographical area, type of street (business, residential,
warehouse, etc. ), and distance from major working centers, all
with a notable lack of success., The first and third classification
schemes were probably unsuccessful because of the large number of
employment centers in L.os Angeles. Most large cities experience
morning flows into vs. out of town (and afternoon flows out vs. into
town) in ratios of between 2 and 3to 1. In Los Angeles the ratio is
more nearly 1 to 1. The second scheme suggested proved most dif-
ficult to implement, as the effort of classification is so large.

Prior to examining classification schemes, however, a test
was made of the hypothesis that the traffic counts on 25 randomly
selected streets (stratified with respect to the magnitude of daily
traffic flow) represent draws from a common population--the "grand"
distribution.* As might be inferred from the need to examine class-
ification schemes, the variability among the distributions of traffic
on the various streets was sufficiently great that, on statistical
grounds, traffic flows could not be represented by a ''‘grand'' distri-
bution. However, it was soon realized that the 2 mi. X 2 mi. grid
squares, the smallest spatial unit under consideration, commonly
contained streets of many classifications. Thus, an attempt was made
to develop a ''grand' distribution which, if not statistically justified
from street to street, was applicable to groupings of streets defined

by the grid system.

Data were taken from the 24 -hour traffic count sheets of the City
of Los Angeles Department of Traffic., Counts were summarized as
number of vehicles passing over a pneumatic tube for each 15-minute
interval throughout the day. For the analysis performed, these sta-
tistics were lumped into hourly intervals.



-70-

In order to develop this grand distribution, an hourly distri-
bution of vehicle counts (i.e., the fraction of daily traffic assign-
able to each of 24 hourly periods) was derived based on an average
of 52 randomly selected city streets (again, the sample being strati-
fied according to the magnitude of daily traffic flow), the counts on
individual streets being weighted in proportion to the magnitude of
traffic flow on the street. The resulting distribution was then multi-
plied by total vehicle mileage per day for a particular grid square,.
These calculated hourly vehicle mileages were then compared with
hourly vehicle mileages for the same grid square, determined using
actual hourly traffic counts. The calculated discrepancies in vehicle
mileage for each time period for the prototype grid square are given

in Table 2.1.

Table 2.1
Calculated Discrepancies in Vehicle Mileage for a Prototype Grid
Square (in the Wilshire/LaBrea area)
Using the Grand Temporal Distribution

Time Period>=< Discrepancy Approximate Percentage
of Daily Traffic Flow
6-7a.m. -10.5% 3
7-9 a.m. 0.3 13
9-11 a.m. - 7.0 10
11 a.m. -4 p. m. 4.0 30
4-6 p.m. - 6.0 16
6-8 p. m. - 3.1 11

" Local time. PDT when daylight savings time is in force, PST at
other times. '

* : -
Hourly traffic counts remain approximately constant within the
time intervals listed.

(Note: Traffic flows for the 6-7 a, m. period are highly variable.
While the 10.5% discrepancy is somewhat large, its net effect will be
small due to the low traffic flow characteristic of that time of the
day.)
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The temporal distribution for freeways, not considered as
a part of the analysis just described, was more easily treated.
15 minute count data were acquired for a 24-hour period at 30
locations scattered throughout the B'asin. As counts were available
for 7 to 14 day periods, an average figure was computed for the
Monday to Thursday period. These averages exhibited only minor
variations when compared to an overall computed average temporal
distribution. Thus, this overall distribution was taken as repre-
sentative of temporal variations in traffic flow on the freeways. The
temporal distributions for both freeways and non-freeways are shown
in Table 2. 2.

Finally, the temporal distributions for traffic were shifted

one hour later in time for three grid squares in the downtown Los

Angeles area [those having the following column and row numbers:
(12,17), (11,17), and (12, 16) (see Figure 1.1)]. For example, the
fraction of daily surface traffic assignable to the period 6 a.m. to
7 a.m. throughout the airshed is applied to the period 7 a.m. to
8 a.m. for these three grid squares. This shift provides a simple
means to account for the fact that these squares contain few resi-
dences and thus, in the net, receive vehicles rather than discharge
them during the morning hours.

2.2.4.3 Exhaust Emissions

As noted, the Federal Driving Cycle (FDC) was adopted as

the basis for computing exhaust_ emission factors. The emission
rates used have been estimated by the Environmental Protection

Agency (Sigworth, 1971). (Thus, it was not necessary in this instance
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Table 2.2

Temporal Distribution of Traffic in the Los Angeles Airshed
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Distributions are approximately uniform for the daylight time
periods indicated. However, traffic is not uniformly distributed
within the periods 7 p.m. to 5 a.m. for freeways and 8 p.m. to
5 a.m. for surface streets. These groupings are included only for
completeness,

to carry out the calculations required for evaluating equation (2. 9).
They had already been done.) In the vehicle emissions model out-

lined above, freeways and non-freeways (surface streets, including
major and minor arterials and residential streets) are treated sep-

arately. 'Hot-start' emission factors are used to calculate freeway
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emission rates; a weighted average of hot and cold-start factors
form the basis for calculating surface street emission rates. The
cold-start emission factors are those reported by Sigworth (1971).
Hot-running emission factors (with the exception of NOX*) were
estimated through the following equation:

h .
h c 'sz-F(l—'y)Tz

=Q

QZ 4

= £ = CO, HC (2.10)
yPy + 1-9T,

where
0% = fraction of automobile registration (assumed equal

to vehicle mileage attributable to automobile traffic)
= 0,87

= hot and cold-start emission rates for automobiles,

| as reported by Martinez et al. (1971, p. 9, Table 5).
(While the cold-start rates given in this report are
less recent, and probably less representative,
estimates than those of Sigworth (1971), they do
permit estimation of the ratio of hot-running to
cold-start emission rates. Note that these figures
were used to estimate only this ratio.)

T,@ = emission rates from trucks and buses (grams/mile),

T = 150 grams /mile

CcO

Tuc

11 grams /mile

At the time when these emission factors were computed, some
available data indicated that NO, emission rates increase as the car
warms up; other data indicated thatthey decrease. Because of the
uncertainty in the data, NO_ emissions were assumed to be invariant
with engine operating temperature.
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TNOX = 7 grams/mile (as NOZ)

based on the data of Springer (1969).

and the values of Plz, PZ and TE for CO and HC are given in

Table 2, 3.

. Table 2. 3
Hot and Cold-Start Emission Rates (Martinez et al., 1971)

CcO HC
h . .
Pﬂ, 82.49 gm/mi 16.81 gm/mi
Pz 116.60 18.25
Tﬂ, 150 11

Estimated average hot and cold-start emission factors for 1969 are

given in Table 2. 4.
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Table 2.4

Exhaust Emission Rates for the 1969 Vehicle Population
in Los Angeles Based on the Federal Driving Cycle (Grams/Mile)

. h c
Species Qz Qz
cO 68.6 91.0
HC (exhaust and blow-by
only)? 10. 8 11.7
NO_, as NO,2 ¢ 4.16 4.16
b4 2
as NO° 2,71 2. 71

2 For hydrocarbons (Papa, 1967; Kircher, 1972)
molecular weight (reactive species) 47.8
molecular weight (unreactive species) 21.1
fraction reactive (mol %) 67.4

fraction unreactive (mol %) 32. 6
where it is assumed that methane, ethane, propane, benzene, and

acetylene are unreactive. All other hydrocarbons are assumed to
be reactive.

The values presented are based on those measured in vehicle
surveillance studies in Los Angeles in December 1971, for model
years 1957 through 1971. Usingthese data, the average NOy emis -
sion rate, as of September 1969, was calculated to be 4,16 grams/
mile (as NO;). The fact that these measurements were made in
1971, and not in 1969, biases the result. However, no attempt was
made to account for this.

The two values, 4.16 and 2,71, represent grams/mile emissions
on the basis of the exhaust NOX and NO, respectively. As shall be
seen later, the actual split for automobile exhaust is taken to be
99% NO and 1% NO,. This split represents the actual input to the
model.

h
p

simulate a trip having an average speed of about 19.6 miles/hour.

Both Q) and Q;, are based on the FDC, which is defined to

It is assumed that vehicles on surface streets travel at approximately

this average speed throughout the day (aﬁd throughout the airshed).
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However, freeway emissions are treated as a function of average

speed, which varies both spatially and temporally., Attention is
now turned to the treatment of freeway and non-freeway automotive
emissions,
A. Freeway Emissions - the emissions rate/average speed
correlation

In the original formulation of the vehicle emissions model
(Appendix A of Roth et al., 1971), it is assumed that emission rates
from freeways may be treated as constants, independent of driving
conditions and route speeds. A major weakness of this formulation
is that it fails to account for both the high emission rates that occur
during the rush hour congestion and the reduced emission rates
associated with higher average speeds., Rose et al. (1965) have
shown that, while variations in emission rates are attributable to
factors such as route conditions and the percentage of time in accel-
erate, decelerate, idle, and cruise modes (these factors being re-
flected in traffic volume, average route speed, and the nature of the
local terrain), average emission rates for Los Angeles correlate
well with average route speed alone. Furthermore, this single
index is sufficient to provide estimates of emission rates. Their
correlations are based on a linear relationship between the logarithm
of average emission rates and the logarithm of average route speed.
These findings form the basis for the correlations derived in this
stﬁdy.

The following information was required to dévelop the emis -

sions rate/average speed correlation presented in equation (2. 3):
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1. The slopes of emissions rate/average speed curves for
CO, hydrocarbons, and nitrogen oxides. However, as
these values are estimated from tests of vehicles of

1955 to 1963 manufacture, a , and b,Q have been modified

L
in a manner to be described.

2. Average emission rates for hot-running conditions at a
known average speed. These rates, given in Table 2,4,
were estimated as described in the preceding section.

3. Average freeway speed as a function of time for both
directions on all freeways in the Los Angeles Basin.
These data were obtained from the State Division of
Highways (Arcineaux, 1971).

4, Average vehicle flow as a function of time for both
directions on all freeways. Individual flows were esti-
mated from the data base discussed in Sections 2.2.4.1
and 2.2.4.2. Values of x (equal to n /nf) were computed
using these data.

The data for items 1 and 2 were needed to estimate the emission
rate as a function of average speed, the data under 3 and 4, average
speed as a function of location and time., Values of \TS, v, and x
are given in Appendix C.

Unfortunately, emissions/average speed data were very
scarce at the time when this inventory was prepared. Thus, while
Rose's data were somewhat out of date (less than 50% of the vehicles
on the road in September 1969 were represented by this test group),

they represented the best available data that pertained to the period
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of interest. However, when correlations based on these data were
used to estimate average emission rates at high speeds under hot-
running conditions, the estimates were judged to be rather low. For
example, while the values of 91 and 68.6 grams /mile represent FDC-
based average CO emission rates under cold and hot-running condi-
tions, respectively, an average rate of only 26.5 gi'ams /mile at
65 mph is predicted using a correlation based on Rose's slope
(bCO = -,89). Thus, it was decided to modify Rose's values for use
in the present work.

The modifications cited are based on the premise that, since
the California and the Federal Driving Cycles have been the standard
for testing new emissions control systems, automobile manufacturers
design their systems with the expectation that they will be tested at
low average speeds (22.2 mph and 19.6 mph, respectively for the two
test cycles). Thus, contrasting 1963 (the last year of manufacture
for Rose's test vehicles, a time during which vehicles were uncon-
trolled) with the present, it may be expected that average emission
rates at low average speeds have decreased more rapidly, from
model year to model year, than average emission rates at high aver -
age speeds. The net effect would be that the b,@ values that were
estimated for CO and hydrocarbons at the time of Rose's study
would increase with each engine or exhaust system modification,
becoming less negative with each succeeding year.

Unfortunately, no data were available on which to base an
estimate of a revised slope. In the absence of appropriate information,

the slopes bf, reported earlier were estimated using two points, the
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hot -running emission rates at 19.6 mph, and the rates at 60 mph,
the latter computed from

(60)|

h

h " b
Q2 (60) + 1/3LQ2(19.6) -t

where Q}g (19.6) are FDC values, modified for hot-running conditions,
and QE(()O) are the rates computed using Rose's correlation equation
and his estimates of the slopes. The factor of 1/3 is an estimate of
the relative decrease in emission rates at high average speeds. It
must be made clear that this factor might be anywhere between 0.1
and 0.5; the value of 1/3 is merely a guess and is certainly subject
to revision as data become available.
B. Non-freeway emissions

Average emission rates for vehicles operating on surface
streets are computed from equations (2. 6) and (2. 7). Values of y(t)

appropriatefor Los Angeles are presented in Table 2. 5.

Table 2.5

Fraction of Cars Started During Given Time Periods

that are Cold-Started

Time period y

0:00 - 6:00 0.90
6:00 - 9:00 0.85
9:00 - 11:30 0.25
11:30 - 13:30 0.30
13:30 - 16:30 0.20
16:30 - 18:30 0.50
18:30 - 21:00 ° 0.15
21:00 - 24:00 0.20
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A factor Bz(t) was introduced in equation (2. 3) to account for
the effect on average emission rates of sudden variations in the
number of vehicle starts. The need for this modification is best
illustrated through a simple example.

Assume that all vehicles on the road are operated as pre-
scribed by the FDC, namely that they are run for 23 minutes, and
that steady-state engine temperature is attained about 8-1/2 minutes
after start-up. Emissions from an individual vehicle, as a function
of time, might thus be described as shown in Figure 2. 3. If it is
further assumed that 1) trip starts are distributed uniformly in time,
and 2) all vehicles on the road were ''cold' when started, then, at
any time, about 100 (8. 5/23)%, or 37%, of the vehicles on the road
have not yet achieved steady-state operating temperature. Under
these conditions the average emissions for all vehicles is given by
the horizontal dotted line in Figure 2. 3.

Suppose now that 10, 000 vehicles are currently in operation,
under the circumstances cited above, in some region of interest.
Suppose further that an additional 5000 vehicles are started in the
next three minutes (all cold-started). The immediate effect of adding
these additional vehicles to the pool of autos in use, each emitting at
relatively high rates owing to their ''cold'" operation, would be to
temporarily increase the average emissions of all 15, 000 vehicles
in operation to a value in excess of that given by the dotted line.

Suppose, however, that vehicle starts are maintained at the
increased rate of 5000 starts every three minutes for the next several

hours. After about 20 minutes (i.e., 23 minutes less 3 minutes), it
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would be found that trips are terminated at the same rate that they
are initiated, and that, as before, 37% of vehicles on the road are

still in the "warm-up' period. The average emissions rate for all

vehicles is once again given by the dotted line despite the fact that the

total number of cars in operation has increased dramatically.

Thus, the effect of suddenly increasing the rate of vehicle
starts, and maintaining that rate at a constant level thereafter, is
to temporarily increase the fraction of cars in warm-up to a value
greater than 0.37. Since vehicles in warm-up emit carbon monoxide
and hydrocarbons at a higher rate than do hot-running vehicles, the
average emission rate of all cars in operation increases. After
sufficient time passes to equalize the rate of start-ups and trip
terminations (23 minutes), the original value of the average emission
rate again applies.

The phenomenon that this example illustrates, the inducement
of variations in the average emission rate due to variations in the
rate of vehicle start-ups, is best exemplified during the morning
rush hours. The rapidly increasing rate of vehicle starts in the
early morning has the effect of increasing average emission rates
until some time when the rate of starts begins to taper off. Soon,
more trips will be terminated than initiated, and the average emis-
sion rate will drop, not only returning to its original level, but falling
below that given by the dotted line in Figure 2. 3. Eventually, however,
an approximately steady rate of vehicle starts will be attained (imme-
diately following the ''rush' period), and the average ''dotted line'

rate will again apply.
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The effects of variations in the rate of vehicle starts is
accounted for through the correction function, Bz(t), that appears
in equation (2.6). The curves shown in Figure 2.4 describe the
variation in ﬁz(’c) with time for carbon monoxide and hydrocarbons.
The derivation of these functions is discussed in Appendix D. Three
points may be noted about these functions. First, since the hot and
cold-running emission rates for NO_ are assumed to be equal,
BNO(t) =1 for allt. Second, even though the rate of trip starts
varies throughout the day (as may be seen in Figure 2.5), the effect
of these variations is considered only for the period 6 a.m. to 9:23
a.m. The effect on ﬁz(t) of the ""midday bump'' in Figure 2.5 is not
included, as the majority of vehicles operating during that period
are hot-started* and the bump is small compared with the rush-hour
bumps. In addition, the effect of the ''evening bump'' is also not
included since validation of the model is not planned for that time
period. Third, it should be evident that, in order to properly eval-
uate Bz(t), large quantities of data are needed. Pertinent data include
those involving driving patterns in the Los Angeles area, trip length,
average speed, time between trips, etc. Also needed are emissions
data as functions of time for both cold and hot-starts. As such data
are, for the most part, unavailable, the model is based on what data
could be obtained. In the absence of full information, reasonable

simplifying assumptions were made in order to derive B o(t).

Note that if all vehicles are hot-running and there is a sudden in-
crease in vehicle starts (all "hot''), then there will be no effect on the
average emission rate. For the effect to be noticeable, a reasonable
percentage of vehicle starts must be ''cold."”
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Figure 2.3 Estimated Variation in Carbon Monoxide Exhaust
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Figure 2.4 Correction Factor ﬁz(t) for Carbon Monoxide and

Hydrocarbon Motor Vehicle Emissions
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Figure 2.5 Distribution of Weekday Trip Start Times

in Los Angeles (Kearin et al,, 1971)
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C. Summary
A summary of the assumptions made in the treatment of

freeway and non-freeway automotive emissions is given in Table 2. 6.

Table 2.6

Summary of Assumptions Relating to Automotive Emissions

Freeways Non-freeways
Average emission Hot -running factors  Weighted average of
factors* cold-start and hot -

running factors

Correction for nonuniform No ' Yes
distribution included

Emissions /speed modification Yes No
included

Average emission rate based on the FDC.

2.2.4.4 Crankcase Emissions

Estimates of the blow-by emissions rate have been made by
EPA (Sigworth, 1971). Their estimate for the blow-by rate from an
uncontrolled automobile (pre-1961 domestic or pre-1965 import) is
4,1 grams /mile., The PCV devices on 1961, 1962, and 1963 domestic
vehicles are assumed to be about 80% effective in controlling blow-by;
emissions from these vehicles are thus about 0.8 grams/mile., The
PCV devices on 1964 and later cars are assumed to be 100% effective,
and hence there are no blow-by emissions from these vehicles.

Unfortunately, there appears to be no way of finding the num-
ber of 1955-1962 domestic autos which have been resold between

1964 and 1969, thus necessitating the installation of a PCV valve.
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The number of pre-1961 domestic autos fitted with PCV valves is
estimated to be 60% of the total. Using the vehicle age distribution,
pre-1961, 1961 to 1963 domestic, and pre-1965 imported automobiles
are estimated to comprise approximately 19%, 20%, and 7%, respec-
tively, of the total automobile registration. Hence, blow-by emis -
sions from the average vehicle in the Los Angeles Basin (automobiles

comprise 87% of all vehicles) in 1969 were:

0.87 (0.4 X 0.19 x 4.1 + 0.07 x4.1 + 0.20 x 0.8) = 0.7 grams /mile

2.2.4.5 Evaporative Emissions

Evaporative losses from autos are very difficult to measure
and are subject to wide variations in magnitude resulting from dif-
ferent auto operating conditions, weather conditions, and automobile.
design. The subject is discussed by Hurn (1968, page 62). Using
Hurn's figures, the total daily evaporative loss per vehicle is about
72 grams/day.

In order to distribute the evaporative emissions, it was
assumed that these losses occur mainly during the hours 7 a.m. -
7 p.m. PDT and that they are evenly distributed over this period.
Hence, the evaporative emissions rate from the 4, 135, 000 automo -
biles registered in L.os Angeles and Orange Counties in 1969 was
4,135,000 x 72 (grams/vehicle/day) or 4,135,000 X 6 (grams /hour),

The evaporative emissions in each square are assumed to be
proportional to the number of non-freeway vehicles miles in that
square. Non-freeway vehicle mileage was chosen as being more

representative of driving conditions leading to high evaporative
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emissions than any other available parameter. In particular, the
spatial distribution of non-freeway mileage should correspond rea-
sonably well with the spatial distributions of both parked cars and
cars in stop-and-go driving conditions. The total non-freeway
vehicle mileage in the Los Angeles airshed in 1969 was 72, 367, 000
miles. Thus the evaporative emissions for grid cell (i, j), in kg/hr,

are

3

m.. x 2135000 o 01073 _ 0. 343 m, .

ij 72, 367

where mij = thousands of non-freeway vehicle miles per day driven

in grid cell (i, j), as given in Figure 2. 2.

2.3 Aircraft Emissions

Aircraft operating from the fifteen airports in the Los Angeles
Basin contribute approximately 0, 1% of nitrogen oxides, 0.6% of
organic gases and 1% of carbon monoxide from all sources in the
Basin (See Table 2.15). Whereas the contribution of aircraft emis-
sions to the total contaminant load in the Basin is small, the per-
centages of pollutants in the local environs that are attributable to
aircraft operations is quite significant. Furthermore, several of
the contaminant monitoring stations are located in the vicinity of
airports. Thus, it was necessary to devise a special model to
account properly for the local impact of aircraft emissions. In
addition, there is currently some interest in the modeling of pollutant
behavior in the vicinity of airports. The model presented in this

section should be helpful to those undertaking such a task,
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The aircraft emissions model consists of two major com-
ponents: a ground operations and airborne operations model,
Emissions from ground operations are treated as surface fluxes,
while emissions from airborne operations are treated as elevated
volume sources., The first part of this section is devoted to a descrip-
tion of the emissions model, and the second part consists primarily
of relevant data.

Aircraft operations are classified as ground operations and

airborne operations. Ground operations consist of three distinct

modes: 1) taxi mode (taxi between runway and satellite and idle at

satellite), 2) landing mode, and 3) takeoff mode. Airborne operations

are corhprised of two modes: 1) approach mode (descent from inver -
sion height). A flight, whether for fixed wing aircraft or rotocraft,
is defined as consisting of the five modes cited.

In the formulation of an aircraft emissions model], the follow-
ing assumptions are made with regard to the treatment of aircraft
operations:

1. For every aircraft arrival, there is one departure.
Furthermore, arrival and departure rates are equal
within a given time period. (Pertinent time periods
are shown in Table 2.11.)

2. Aircraft follow straight line flight paths from inversion

height to touchdown and from lift-off to inversion heigh’c.a<

Since the modeling region is bounded aloft by the base of the ele-
vated inversion (or some assigned mixing depth), only that portion
of the flight path under the inversion need be considered in the present
formulation of the airshed model.
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(Many light aircraft never reach the inversion height
and, in fact, do not follow straight line paths above
250 meters. However, information concerning these
departures from linear flight paths is not available.)
The angles of ascent and descent of all aircraft at a
particular airport are assumed to be fixed and equal
to those angles associated with the class of craft
(e. g., medium-range jet transport, business jet, etc.)
having the highest fraction of total operations at that
facility. [This assumption is reasonable for twelve
of the fifteen Los Angeles Basin airports, since at these
facilities the fraction of total operations assignable to a
particular class of aircraft exceeds 0.81. (See Table
2.10.) The exceptions are Los Angeles International
LAX), Hollywood/Burbank (LK), and Culver City (CC)
Airports. At LAX Class 1 and Class 2 aircraft, trans-
ports having similar flight paths comprise 63% of total
daily flights and contribute by far the greatest fraction
of contaminants., Class 6 aircraft represent 68% of air
traffic at LK, while at CC total daily traffic is very light. ]
Flight paths originate and terminate at the most frequently
used runway at each airport.
The proportion of aircraft of a given class that arrive
and depart from each airport is invariant with time.

(Aircraft classes are defined in Section 2. 3.1.)
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The temporal distribution of airborne operations at a
Basin airport, if not known, may be represented by the
temporal distribution measured at an airport at which
the mix of aircraft, by class, most closely resembles
the mix of aircraft at the airport in question. [Temporal
distributions are available for the following airports:
Los Angeles International (Class 1 aircraft predominate),
Van Nuys (Class 6), and Hollywood/Burbank (Class 6).
Of the remaining twelve airports, ten are predominantly
Class 6 (the exceptions being Los Alamitos and Culver
City), and the Van Nuys distribution is assumed to be

representative of flight operations at these airports. ]

It should be noted that emissions along flight paths contained within,

but originating from airports lying just outside of, the airshed

boundary are ignored (e.g., Ontario International, EIl Toro Marine

Base, etc.)

Turning now to aircraft emissions, the model is based on the

following assumptions:

ike

For each class of aircraft, pollutants are emitted at a
uniform rate during each of the five operating modes.
Thus, for airborne operations, the amount of contami-
nants injected into a cell is proportional to the length

of the flight path occupying that cell.

Emissions from aircraft can be treated as continuous
releases, emitted at a uniform rate and averaged over a

one-hour time period, one hour being the resolution of
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the temporal distribution of airport traffic.

2.3.1 Ground Operations Model

The amount of contaminant species £ emitted into a surface

grid cell during ground operations is equal to the summed products

of average emissions rate and residence times in each of three

modes --taxi, landing, and take-off, The rate of emissions, in kg/

min, from grid square (i, j) due to ground operations for the hourly

period p  is given by:

7 3
B%p - 6%{(1; eij Elguﬁuvzzl ff'u Cvu }
where
v is an index denoting the ground operation modes
1 taxd
2 landing
3 take-off
u is an index denoting aircraft class
1 long-range jet transport
2 medium-range jet transport
3 Dbusiness jet
4 turboprop transport
5 piston engine transport
6 piston engine utility
7 turbine engine helicopter
and
d; = fraction of total daily flights assigned to hourly

period p

(2.11)
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eij = fraction of airport area assignable to grid square (i,j)

Hu = number of flights per day of class u aircraft

Nu = average number of engines per class u aircraft

f\ﬂrlu = kilograms of pollutant £ emitted per kilogram of fuel
consumed by class u aircraft operating in mode v

Cvu = kilograms of fuel consumed per engipe for class u

aircraft operating im mode v.

2.3.2 Flight Operations Model

The mass of species / emitted into grid cell (i, j, k) during
the approach mode is assumed to be proportional to the length of
the flight path occupying that cell. The corresponding rate of emis -

sions (kg/min) is given by:

B, = 7={d2 % aN o -k} 2.12
Zp ~ 60 Up Lijku___lnu uu Tut! J e L&)
where
by © time spent in descent from inversion height to touch-
down by class u aircraft
1:1‘1 = time spent in descent from 915 meters* above ground
elevation to touchdown by class u aircraft (see
Table 2. 7)
fﬁ = kilograms of pollutant { emitted by aircraft of class u
per kilogram of fuel consumed during descent (see
Table 2. 8)
*

An elevation of 915 meters is used to conform to the data reported
by Northern Research (1968) on aircraft emission characteristics
during approach and climb-out.
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c. = kilograms of fuel consumed per engine on class u
aircraft during descent from 915 meters above
ground elevation (see Table 2.9).
Lijk: fraction of the length of the flight path assignable to
cell (i, j, k).
The mass of species £ emitted into cell (i, j, k) during climb-out is
also given by equation (2.12), where tu and fé’ now apply to an air-
craft ascending from lift-off to inversion height, and ty and Cu to
an aircraft ascending to 915 meters above ground elevation.

In general, it can be shown that, for an airshed model of the
type described in this report, ground operations make a significant
contribution to the contaminant concentrations in the immediate
vicinity of the source, whereas flight operations make a negligible
contribution. In application to Los Angeles, for example, only the
ground operations model was included., There may be instances,
however, in which airborne operations should be considered; there-
fore, this portion of the model is also included in the preceding dis -

cussion.

2.3.3 Emissions and Airport Data

Required data may be classified as information pertaining to
1) aircraft location, and 2) aircraft emissions. Included in the
former category are airport location and, for each airport, flight
paths and runway and taxi-way coordinates. Major aircraft emission
studies have been reported by Lemke et al. (1965), Hochheiser and
Lozano (1968), Lozané et al, (1968), Northern Research and Engi-

neering Corporation (1968), Bastress and Fletcher (1969), and
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Scott Research Laboratories (1970). The Northern Research and

Engineering (NREC) study is the most recent and comprehensive

of the reports cited. The emissions statistics of NREC as well as
those of Scott (1970), including pertinent emissions data and aircraft
performance characteristics for flight operations, take-off, and
landing provide the basic inputs to the aircraft emissions model.

- These characteristics include, for each class of craft, the average
distance over which the operation is performed, the time required,
and, for approach and climb-out, the angles of descent and ascent.
These data are summarized in Tables 2, 7-2, 9.

The average number of flight operations occurring per day at
each of the 15 Los Angeles airports is tabulated, by class of aircraft,
in Table 2.10. The distribution of daily operations by hour, for the
three major airports, is given in Table 2.11. The primary flight
paths for each airport, are given in Appendix B of Roth et al. (1971).
Finally, it is assumed, for lack of better information, that aircraft
exhaust has approximately the same hydrocarbon composition as
automobile exhaust, and thus the same molecular weights for the

reactive and unreactive groupings.
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Table 2.7

Aircraft Performance Characteristics During Approach

and Climb-out Operations (Northern Research, 1968)

. |

1 ) 1
| Take-Off I Climb-Out ,
1 1

P——

!
f
!
1

} Approach Landing
d 1
A B C D E F
Aircraft at _ Touchdown Stop Start Take- Lift-off Aircraft
915 meters® off at 915
meters
T,p Time totravel Ato B Ty Time to travel E to F
A Angle of Descent é Angle of Ascent
Aircraft Tan A Ter ¢
Class (Minutes) (Degrees) (Minutes) (Degrees)
1 3.6 3. 46 Ze 2 4,01
2 3,0 3. 61 1.9 5,00
3 1.6 5.41 .5 8.08
4 4,5 3.16 3.6 3. 07
5 4.6 3. 61 5.0 2.20
6 3.8 6.48 2.5 5. 15
7 6.5 2,17 645 2.17

above ground elevation
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Table 2.9

Emission Factors, fvﬁ. and fé’ (Northern Research, 1968)

s £ £

Emission factors, f and £

vu u

(kilograms /1000 kilograms of fuel)

Aircraft Operating

Class Mode cO '~ Organics NOX (as NOZ)
u=1 Idle & Taxi 174 75 2.0
Approach 8.7 16 26T
LTC? 0.7 0.1 4.3
2 Idle & Taxi 50 9.6 2.0
Approach 6.6 1.4 2.7
LTC 1.2 0.6 4,3
3 Idle & Taxi 118 11.5 2.0
Approach 11 0.6 2s T
LTC 4 0.3 4,3
4 Idle & Taxi 24,8 8.1 3.7
Approach 1.6 0 2.9
BIC _ 2.3 3.2 3.1
5 Idle 896 32 7
Taxi 910 43 2
Approach 825 104 3
LTC 1050 110 1
6 Idle 896" 32 7
Taxi 910 43 2
Approach 825 104 3
LTC 1050 130 1
7 Idle & Taxi 118 11.5 2.0
Approach 11 0.6 2 T
Climb-out 4 0.3 4.3

37,and, Take-Off, and Climb -Out
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Table 2.10

Average Number of Daily Flights at L.os Angeles Basin Airports

Aircraft Class

Airport 1 2 3 4 5 b 7
Brackett 0 0 6 0 0 288 10
Compton 0 0 0 0 0 191 0
Culver City 0 0 12 0 0 21 20
El Monte 0 0 0 0 0 700 0
Hawthorne 0 0 0 0 0 428 0
Hollywood/Burbank 0 47 19 4 25 225 10
Long Beach 0 0 2 0 67 591 25
Los Alamitos 0 0 50 0 50 0 0
Los Angeles Int'l, 264 249 9 57 21 159 58
Orange County 0 12 0 0 0 850 0
San Fernando 0 0 0 0 0 100 0
Santa Monica 0 0 0 0 0 525 25
Torrance 0 0 0 0 0 500 0
Van Nuys 0 0 0 0 14 720 125
Whiteman 0 0 0 0 0 200 0
Table 2.11

Temporal Distribution of Daily Flights at L.os Angeles Basin Airports

Los Angeles Int'l, Van Nuys Hollywood/Burbank

Fraction Fraction Fraction

Time of Daily Time of Daily Time of Daily
Period Traffic Period Traffic Period Traffic
11 pm-1 am .048 10 pm-8 am 017 |11 pm-1 am . 026
1-7 .051 8-9 ,014 1-7 . 021
7-8 . 043 9-10 .056 7-9 .063
8 am-6 pm .629 10- 12 noon ,156 9-12 noon .193
6-8 .109 12-4 511 12-1 . 087
8-9 . 048 4-5 .078 1-4 .164
9-11 .072 5-7 .103 4-8 .314
7-8 .036 8-9 .062
8=9 .021 9-11 .070

9-10 .008
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2.4 Fixed Source Emissions

Whereas the emission rates from a motor vehicle population
may be specified with reasonable precision - the primary difficulty
being the determination of a representative driving cycle-emissions
data for individual fixed sources are often poorly known. Information
relating to the emissions of various pollutants as a function 6f the
quantity of fuel burned in power plants or of the process throughout
of a refinery or factory is often difficult to obtain. Thus, general
models, such as those for motor vehicle emissions, are inappropriate
for fixed sources; rather, all that is required is accurate information
on mass emissions from each important fixed source in the area.
Therefore, the fixed source emissions inventory discussed in this
section is only applicable in in the LLos Angeles airshed.

The eleven power plants situated in the Los Angeles airshed
accounted for approximately 23% of the total daily NOX emitted into
the airshed in 1969, The fifteen oil refineries contributed 7% of the
NOX and 2% of the organic gas emissions (see Section 2.5). Although
emissions from these large point sources can result in elevated
ground concentrations in their immediate vicinity, the appropriate
calculations have not been incorporated in the present grid model to
account for this effect. However, because of the high emission rates
from these sources and their special emission characteristics, it
is unrealistic to treat them simply as area sources. This section is
devoted to a discussion of the methods for incorporating the emissions

into the overall grid model and a summary of pertinent data relating
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to emissions from power plants, refineries, and other miscellaneous
fixed sources.
2.4.1 Power Plant Emissions

High emission rates from point sources can result in sub-
stantial local ground-level concentrations. For power plants of the
size found in the Los Angeles Basin and under typical meteorological
conditions, maximum ground-level concentrations occur about two
miles downwind of the plant. In treating power plants simply as
area sources, it is not possible to predict these high concentrations
and the locations of their occurrence using a grid of two-mile resolu-

tion. However, a separate sub-grid scale treatment of the power

plant plume may be necessary in model validation when the air
quality data with which predictions are to be compared are collected
at monitoring stations in the immediate vicinity of a power plant.
However, since none of the air quality measurements used for the
model validation were likely to be influenced by the presence of
power plants, plume dispersion calculations were not included in the
model for the current validation studies.

While power plant emissions are not treated as plumes in the
model, it is inappropriate simply to consider them as well mixed in
the cell into which they are injected. Instead, these emissions are
distributed as volume sources downwind of the plant, in cells where
the plume width has grown to be of the order of the cell size. The
allocation procedure is outlined in this section. In contrast, refinery
emissions are treated as area sources; they are discussed in Section

2.4.2.



-102-

A Gaussian dispersion model was used to evaluate the pos-
sibility of treating point source emissions as volume sources
centered in grid squares downwind of the square in which the point
source is located. Pollutant concentrations are assumed to be
normally distributed in the horizontal and vertical planes with dis-
persion parameters O'y and d‘z, respectively. The half-width, b,
of the plume is defined as 2. 15 O'y and is the horizontal distance from
the plume centerline. The parameters o‘y and o, are functions both
of downwind distance and of atmospheric stability. Correlations of
cy and o, with these variables are given by Turner (1969).

Having defined the half-width, b, an estimate of the plume
spread as function of downwind distance may be obtained using the
plume dispersion model. The result of this calculation indicates
that the plume width for Pasquill stabﬂity class B (the most prevalent
during daytime hours) is about two miles at 3. 75 miles downwind. It
is therefore reasonable to treat emissions as volume sources in
adjacent 2x2 mile grid squares downwind of the plant. Furthermore,
typical values of o, suggest that at this distance the plume is well
mixed up to the inversion base (assumed to be located at a maximum
elevation of 800 meters). The volume sources are therefore distri-
buted evenly in the column of cells up to the inversion base.

Emissions from a point source located in the ground cell
(i, j, 1) may be distributed using the following simple algorithm. A
straight line is drawn starting at the source location parallel to and
in the direction of the wind in that square. This line extends to the

farthest edge of that square either touching or immediately diagonal
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to the square containing the source. The emissions from the point
source are then apportioned as volume sources in the two or three
columns of cells through which this line passes. The strength of
the volume source in each cell is proportional to the length of the
line contained in that cell, with the sum of the volume sources being
equal to the strength of the point source.

While in many circumstances the model, as stated, is accept-
able, it displays a major flaw under low wind conditions. At wind
speeds of one to two mph, emissions are advected too far and too
quickly by the model, thus providing estimates that are too low near
the source and too high downwind. To alleviate this problem, the
following constraints are added to the model formulation. The
fraction, ri/(rl + r, + r3) of power plant emissions is allocated to

each of the three downwind grid squares in such a way that

r, + r, + Ty < 3.5 miles

and

rytr,+ ry < (60 min. ) x (wind speed in meters/min.)

are satisfied (see Figure 2.6a). If the situation depicted in Figure
2.6b occurs, the segment Ty is ignored and apportionment is carried

p o and r_,. Note that both in-

out in proportion to the lengths r 2 3

l!
equalities above must apply.

Of the eleven power plants in the Los Angeles Basin, four
are operated by the Southern California Edison Company, four by the

Los Angeles Department of Water and Power, and one each by the

cities of Pasadena, Burbank, and Glendale. Data relating to plant
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location, electric capacity, and emissions are given in Table 2. 12.
Data on the diurnal variation of power plant emissions are available
in Tables 2. 13a and 2. 13b.
2.4.2 Refinery Emissions

Pollutants emitted by oil refineries are released from an
array of stacks which are usually distributed over a large area. For
this reason, and because individual refinery emissions data are not
available, refinery emissions are treated as surface sources in the
cell into which they are injected. The daily emissions are distributed
uniformly; over 24 hours in proportion to the crude capacity of each
refinery (see Table 2. 14). The spatial distribution of refinery emis-
sions is illustrated in Figures 2.7-2.9.
2.4.3 Distributed Fixed Source Emissions

Distributed fixed sources (defined as all fixed sources, with
the exception of power plants and oil refineries) account for approx-
imately 11% of NOx and 34% of organic gas emissions from ail
sources in the Los Angeles airshed. Pollutants emitted from these
sources are treated as surface fluxes into the appropriate ground
level grid cell. Locations and emissions data for distributed fixed

sources for 1969 are available in Profile of .Air Pollution Control in

Los Angeles County (Los Angeles County Air Pollution Control

District, 1969) and Emissions Inventory-1969 (County of Orange Air

Pollution Control District, 1970). The estimated spatial distribu-
tions of RHC, URHC, and NOX emissions from these sources are
given in Figures 2.10-2.12. The total quantities of emissions from

distributed fixed sources are summarized in Table 2. 15.



Figure 2,6 Apportionment of Power Plant Emissions

winy'
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in Downwind Grid Cells
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Table 2. 12

Summary of Los Angeles Basin Power Plant Data for 1969

Electric Average Total
Coordinates of Capacity NOyx Emissions Rate
Name Plant Location® (megawatts) (as NOZ) (kg /hour)
Southern California Edison
Los Alamitos 15.90, 7.45 1950 2085
E1l Segundo 6.60,12. 35 1020 995
Redondo Beach 7.50,10.25 1530 2008
Huntington Beach 19.40, 3.20 880 1226
Los Angeles Department
of Water and Power
Harbor 11.20, 7.50 355 334
Haynes 16.08, 7,20 1580 609
Scattergood 5.95, 14. 15 312 78
Valley 7+.55,23. 85 BILZ 186
City of Pasadena
Broadway & GlenarmP 14,55 19,75 230 31
City of Burbank
Magnolia & Olive” 9.80,21.55 174 211
City of Glendale '
San Ferng.ndo &
Highland 10.85,20.75 153 60

In Figure 1.1, the center of the grid square in column I and row J
is considered to have the coordinate I, J.

Street locations, rather than name. »
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2.5 Contaminant Emissions Inventory of the Los Angeles Airshed

in 1969

In this section a summary is given of the approximate mag-
nitudes of the different emissions sources operating in the Los
Angeles airshed during 1969. Average daily emission rates of NOX,
organic gases, and CO are shown in Table 2. 15. These data, with
the exception of automotive, aircraft, and power plant emissions,
were obtained from the appropriate County Air Pollution District.
Automotive emissions were computed from the product of the vehicle
mileage in the parts of each county within the modeling area and the
average emissions rate per vehicle mile. The power plant data were
determined as discussed in Section 2.4.1. Emissions from aircraft
were specified by using equation (2. 11) and Tables 2.8-2. 10.

To use this inventory in conjunction with an airshed model, it
is necessary to specify the fraction of total NOX emissions from each
class of sources that is NOZ' As the measurement of the individual
oxides is rarely made, the magnitude of the NO/NOZ split can only
be estimated. The following figures were employed in the validation

study to be reported in Chapter 4 (Sawyer, 1972):

% NO,
Automobiles 1
Powér Plants 5
Aircraft 1
Other fixed sources 2

In previous tables and figures (Tables 2.4, 2.9, 2.12, 2.14, 2.15

and Figures 2.9 and 2. 12) NOX emission rates are specified as NOZ’
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that is, as if the emissions were 100% NO,. For actual input to the
model, the NOx mass emission rates consist of both NO and NOZ’
computed according to the NO/NO2 split above.
Table 2. 15 Emissions of NOX, Organic Gases, and CO in the
Los Angeles Airshed (tons/day) in 1969

a Organic Gases

Emission Source NOX Reactive Unreactive CO
Motor Vehicles 520 1331 214 8127
Aircraft® 1 12 2 81
Petroleum
Refining 25 25 25 30
Production 10 60
Marketing 10 122
Power Plants 171 4
Oil Refineries 40 4 1
QOther Industries 29
Domesticb 41
Incineration 1 1
Ships and Railroads 3 1 4
Metals 3 3
Minerals 6 1
Organic Solvent Usage _394 138 .
TOTAL 860 1884 452 8247
a

As NOZ' The split between NO and NO2 must be considered when

these values are used as the actual input to the model calculations.

Domestic, commercial, and industrial facilities on firm natural
gas schedules.

Ground operations only.
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2.6 Discussion of the Model and Inventory

A necessary step in the development of any model is an
assessment of the levels of uncertainty in each of the input variables
and the effect of these uncertainties on the predictions of the model.
Thus, the objective of this section is to estimate the levels of accur-
acy with which the source emissions inputs to an urban airshed model
can be determined and to enumerate, thereby, those emission factors
which can be expected to lead to the most uncertainty in the predictions
of the model. A discussion will be given relating to the expected level
of accuracy in the most important components of the Los Angeles
emissions inventory, namely automotive and fixed source emissions.
2.6.1 Automotive Emissions

For a given grid square the vehicle miles per day, Mf and MS,
travelled on all roads in the square can be computed from equation
(2.8). It is estimated that Mf and M° for each grid square are
accurate to 5-10%. Thus, a figure of 400, 000 vehicle miles/day,
for example, should be interpreted as 400, 000 + 40, 000 if the accur-
acy were + 104 Based on discussions in Section 2. 2. 4.2, the esti-
mated uncertainties in the grand temporal distributions are:

f s

d : 2-49% d°: 5-74
p / P

The matter of determining a driving cycle representative of
a particular urban area is discussed in Section 2.2.1. To illustrate
the importance of the choice of driving cycle, the differences among

emissions as measured by hot-start and cold-start CDC and FDC are
illustratedin Table 2. 16. Itis apparent from Table 2. 16that measured

emissionrates are strongly dependent onthetesting procedure employed.
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Table 2,16

Comparison of Automobile Emission Rates Using the

Hot and Cold-Start CDC and Cold-Start FDC

Approximate increase in emission
rates when measured by cold-start

CDC, as compared with hot-start
~ CDC (all vehicles).

Approximate increase in emission
rates when measured by 1972 Fed-

eral procedure as compared with
cold-start CDC.

Pre-1966 1966-1969
vehicles vehicles
HC + 30% + 40% + 90%
co + 0-10% + 60% +100%
NO_ -5% + 60% + 30%
Values of Qz (Grams /Mile)
CDC FDC FDC
Species Hot -Start Hot-Start Cold-Start
CcO 63.9 68.6 91.0
HC (exhaust + 9.0 ' 10. 8 11.7
blowby) : ‘
NO_ (as NO) 2.9 ' 2.7 2.7
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It is believed that by far the greatest uncertainty in the calcu-
lation of motor vehicle emissions is the representativeness of a driving
cycle in a particular locale. Recently the FDC has replaced the CDC
as the standard emissions test procedure. Nevertheless, the repre-
sentativeness of the FDC or any other cycle has yet to be demonstrated.
It is recommended that studies such as those reported by Smith and
Manos (1972) be undertaken for cities for which urban airshed models
are to be developed. Consideration should also be given to using a
series of test cycles, rather than any particular cycle, to represent
driving patterns in a metropolitan area.

2,6.2 Fixed Source Emissions - Power Plants and Refineries

The principal problem associated with fixed source emissions
is a lack of data. Few measurements of effluent concentrations are
made, and there are virtually no data available that reflect the effect
of process variations on emission rates. In addition, temporal
variations, particularly in the operation of power plants, are often
considerable, yet unpredictable, since they frequently depend on such
unreliable and capricious factors as the weather,

In general, highly simplifigd assumptions are made in esti-
mating emission rates from large '"point sources'' in an urban area.
For example, emission rates from refineries are usually assumed to
be directly propoftional to the crude throughput rate. This rate is
not only assumed uniform over a day (uniform temporal distribution),
but usually represents an average taken over a period of one month to
a year., Data related to emissions from power plants are generally

easier to obtain and are often fairly complete. However, measurements
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made for one day are generally assumed to apply for all days, cor-
rected for daily temporal distribution and season (summer vs.
winter); the validity of this assumption remains in question.

The following types of data are needed to estimate emission
rates from power plants:

1. electric capacity of plant (megawatts)

2. mass flow of flue gas (kg /hr)

3. volume flow of ﬂU:G gas (m3/min. )

4, effluent temperature

5. volume concentration of NOx and SO2 (ppm)

6. temporal distribution of operation
Similar data are needed to estimate emissions from refinery process
units, although temporal variations (on a daily basis) are likely to be
unimportant. In addition, emissions and evaporative losses of both
reactive and unreactive organic gases must be estimated, the latter
being particularly difficult to determine.

In general, then, emissions data from power plants, while of
variable quality (from quite good to rather poor), are generally
available. Refinery emissions data are usually unavailable, and
thus estimates of emissions from this class of sources are highly
uncertain (perhaps up to =+ 100% or more). Inaccuracies in emission
rates from large, concentrated or point sources can have a noticeable

impact on model prediction, particularly in the case of NOX.
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CHAPTER 3

NUMERICAL INTEGRATION OF THE GOVERNING EQUATIONS

3.1 Introduction

The simulation model for estimating ground level concentra-
tions of photochemical pollutants is based on the equations of con-
tinuity for a turbulent fluid in which chemical reactions occur. The
basic form of these equations, with initial and boundary conditions,
is given by equations (1.5) - (1.9). Since the three-dimensional
modeling region is bounded vertically by the terrain and the base of
the elevated temperature inversion, the vertical coordinate, z, is
scaled by the mixing depth, AH, to transform the region into a rec-
tangular parallelopiped. The final forms of the transformed continu-
ity equations and initial and boundary conditions are given by equations
(1.12) and (1.17) - (1.21). These equations are coupled since they
share a common argument in the chemical reaction rate expressions
R,Q(cl’ Coseers cN). In general, one is faced with the task of solving
N coupled, nonlinear partial differential equations in three spatial
dimensions. Because the partial differential equations are nonlinear,
the solution must be obtained numerically, rather than analytically.
Thus, the objective of this Chapter is to present and discuss the
numerical integration technique employed in this study to solve the
governing equations of the model.

In the present version of the model, the dynamic behavior of
six chemical species is followed, including reactive (RHC) and un-

reactive (URHC) hydrocarbons, NO, NOZ’ 03, and CO. The extent
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to which "unreactive' hydrocarbon and CO participate in chemical
reactions is generally small, and hence the reaction rate term, Rz,
is set equal to zero for these two species, Consequently, the govern-
ing equations reduce to a system of four coupled, nonlinear partial

differential equations for RHC, NO, NOZ’ and O and two systems

3°
of uncoupled, linear partial differential equations for CO and URHC.

Many methods have been reported in the literature for the
solution of parabolic partial differential equations. Five classes of
methods to be considered are.:

1. Finite-difference methods (Richtmyer and Morton, 1967);

2. Particle-in-cell methods (Sklarew et al., 1971);

3. Method of Egan and Mahoney (1972);

4. Finite-element methods (Guymon, 1970; Guymon et al.,

1970; Shum, 1971); and
5. Galerkin-type methods (Price et al., 1968; Douglas and
Dupont, 1970; Culham and Varga, 1971).

Although each of the methods cited have been employed to solve the
advection-diffusion equation without photochemistry in one and, in
some instances, two spatial dimensions, only recently has experience
been reported in the use of one of the methods (the particle-in-cell
method) for solving the complete three-dimensional airshed equations
with photochemistry. Finite-difference methods were selected for
use in this study because 1) at the time a method had to be chosen
there was a dearth of reported experience in the application of the
other methods for the solution of large systems of coupled, nonlinear

equations in three spatial dimensions; 2) special methods for treating
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multidimensional problems had been developed for finite-difference
methods; and 3) finite-difference methods had enjoyed widespread
use in the numerical solution of fluid flow and diffusion problems.
It should be noted, however, that there is currently substantial
interest in the application of the other four classes of methods since
they may provide a means for obtaining more accurate numerical
solutions utilizing comparable amounts of computing time,

The remainder of this Chapter is divided into four sections.
In Section 3.2, considerations pertinent to the selection of a specific
finite-difference method are discussed. A detailed exposition of all
finite-difference equations employed is given in Section 3. 3. Since
systems of linear equations arise from the use of implicit difference
schemes, the algorithms employed to solve these systems of equa-
tions are presented in Section 3.4. In the final section, the discus-
sion will focus on the experience gained in the application and testing

of finite-difference methods for use in photochemical simulations.

3.2 Selection of a Finite-Difference Technique

Many finite-difference methods have been developed for the
solution of parabolic partial differential equations. In evaluating
available methods, one must consider the following characteristics
of each: 1) stability, 2) accuracy, 3) computer storage requirements,
4) computing time requirements--expressible as the ratio of com-
puting time to simulation time, and 5) adaptability of the method to
the solution of the governing equations. In addition to specifying

finite-difference approximations for each term in the governing
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equations, one must also consider the treatment of the multidimen-
sional nature of the equations.

Finite-difference techniques are often classified as explicit
or implicit, depending on whether each succeeding integration step
is direct (explicit) or based on the simultaneous solution of differ -
ence equations (implicit). While implicit techniques are generally
computationally more burdensome than explicit methods, in many
instances they offer the advantage of being stable over larger ranges
in spatial and temporal step sizes., Other finite-difference methods
exist which are difficult to classify in this way. Typically, these
techniques may have some characteristics of implicit methods yet,
because of some unique aspect of the particular technique, involve
less burdensome calculations than are normally expected with an
implicit method. Two such techniques were considered for use in
solving the governing equations, the method of alternating directions
and the method of fractional steps.

The basic procedure that was ultimately adopted for treating
the three-dimensional nature of the governing equations was selected
by elimination. Considering the five criteria cited above, the rea-
soning was as follows:

1. TUse of classical implicit methods would involve the solu-
tion of extraordinarily large systems of linear and
nonlinear equations. For the Los Angeles simulation,
two systems of over 2000 linear equations and one
system of over 8000 nonlinear equations would have to

be solved at each integration step. This method was
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eliminated based on the expectation that computation
times would be excessive,
Explicit schemes were ruled out because of the highly
nonlinear nature of the reaction rate terms which are
more suitably treated implicitly. In addition, during
the early morning hours the mixing depth is character-
istically only a few hundred feet deep. Thus, the vertical
grid spacing is small, and a prohibitively small time
step would be required for stability.
The alternating direction method was attractive since it
possesses the stability characteristics of implicit tech-
niques and yet involves the solution of only relatively
small systems of equations. A major simplification and
savings in computation times is thereby realized, when
compared with classical implicit methods (see Richtmyer
and Morton (1967) for further details). Unfortunately,
knowledge of the concentration distribution (over 2000
values for each pollutant) at three levels of time (current
and two previous ) are required. In order to store this
information, use of external memory would be required,
resulting in a more complicated computer code, extended
computation times, and increased costs.
The method of fractional steps involves the fragmentation
of an n-dimensional partial differential equation (with
time as a variable) into n-1 two-dimensional partial

differential equations. The fragment involving vertical
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transport may be treated implicitly to eliminate stability
problems associated with an explicit formulation coupled
with a small vertical grid spacing in the early morning
hours. As each fragment is two-dimensional, implicit
difference formulations result in only relatively small
systems of simultaneous equations. Another convenient
feature of the method is that the concentration distribu-
tion at only one time level need be stored; thus, computer
storage requirements are minimized,
The method of fractional steps thus appears to be preferable to the
other classes of techniques for the particular problem under consid-
eration. The method is discussed in detail by Yanenko (1971).
One of the primary considerations regarding the use of finite-
difference methods to solve the governing equations is the manner
in which the advection terms are to be approximated. Since vertical
transport is generally dominated by turbulent diffusion and since
horizontal transport is dominated by advection, of particular interest

is the finite-difference approximation employed for the terms

dulHc ovAHCc

———ﬁ——'-@ and a1 in equation (1.17). These terms are commonly

approximated by first-order finite-difference expressions; however,

it is well known that the truncation error for a low-order method has
the characteristics of a diffusion process (Bella and Grenney, 1970;
Lantz, 1971). This additional diffusion, often termed numerical or
artificial diffusion, may in some instances be larger than the actual
turbulent diffusion. To minimize these truncation error effects, high-

order finite-difference approximations must be employed.
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In order to obtain a quantitative estimate o the relative
merits of high-order advective schemes, two numerical advection
experiments were performed using representative first, second, and
fourth-order finite-difference approximations. In the first experi-
ment, assuming that:

1. Thorizontal diffusion may be neglected;

2. pollutants are well mixed vertically;

3. all source and chemical reaction rate terms are equal

to zero; and

4. the mixing depth, AH, is a constant;
equation (1. 17) may be written as

ac duc avce
) y) L
5T + 5E + 57 = D (3.1)

which is the so-called advection equation. The method of fractional
steps was applied to the solution of equation (3.1), as discussed by
Crowley (1968), employing the second and fourth-order difference
schemes described by Crowley (1968) and Fromm (1969), respectively.
The first experiment consisted of advecting a conical concen-
tration distribution across the Basin using a uniform windfield. The
initial concentration distribution and the location of the pollutants
after five hours is illustrated in Figure (3.1). The following condi-
tions were applied to the test:
Wind: Uniform, 6+ 2 mph, from the southwest
(moving northeast at 45°); thus u =6 mph,
v = 6 mph

Grid Spacing: AE = An = 2 miles
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Initial Concentration Right circular cone with concen-
Distribution:
tration of 2 ppm at apex, 1 ppm
at base, and 1 ppm at all other
points (see Figure 3.1)
Time Step: 10 minutes
The combination of wind speed and direction and siée of the time
step are such as to move the concentration distribution exactly one-
half a grid spacing per time step in both the £ and n directions. The
errors in the peak concentration that accumulate over a five-hour
period, the time required to traverse 60% of the Basin, are indicated
in Table 3.1. Note that the fourth-order method proved to be sub-
stantially more accurate in predicting peak concentrations than the
second-order scheme. Furthermore, using the fourth-order approx-
imation, after one ‘hour all other predicted concentrations were ac-
curate to within 2%, and after five hours, to within 4%. Although the
first-order scheme was not tested, the errors in the peak concentra-
tions would be greater than those reported in Table 3.1 for the
second-order method. The reader is referred to the results of a
similar experiment employing both first and fourth-order techniques
reported by Sklarew et al. (1971). In general, these test results
are in agreement with similar numerical experiments using high-
order methods carried out by Molenkamp (1968), Crowley (1968),

and Sklarew et al, (1971),
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Figure 3.1 Test Distribution and its Path of Transport
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TABLE 3.1

RESULTS OF TESTS OF HIGH-ORDER NUMERICAL TECHNIQUES

Second-Order Fourth-Order

Time (hr) | Peak Conc. (ppm) Error (ppm)| Peak Conc. Error
0 2,0 0.0 2.0 0.0
1 1.83 -0.17 1,87 -0.13
2 1.78 -0.22 1.86 -0.14
3 1,74 -0.26 1.86 -0.14
4 1.68 -0. 32 1.85 -0.15
5 1.69 -0.31 1.84 -0.16

The second numerical experiment was designed to demonstrate
to what extent the choice of a high or low-order horizontal advective
difference scheme would affect predicted concentrations in an actual
airshed simulation. To carry out this test, two six hour CO simu-
lations were performed using both first and fourth-order difference
approximations for the horizontal advective terms. Initial and
boundary conditions, emissions, and meteorological inputs were
typical of those employed in the 1969 validation studies. In addition,
the full three-dimensional model was used. The results from the
two simulations may be summarized as follows:

1. The maximum difference in hourly-averaged predicted

concentrations was observed in one grid cell to be
6 ppm. The predictions in this cell using the first and

fourth-order schemes were 18 and 12 ppm, respectively.
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This discrepancy occurred between 0600 and 0700 PST;
the simulation was started at 0500 PST.
2. The majority of predicted hourly-averaged concentrations
differed by 2 ppm or less,
3. After six hours of simulation, the maximum difference
in predicted concentrations, averaged between 10 A.M.
and 11 A.M. PST, was found to be 3 ppm. This differ-
ence was observed in two ground level grid cells.
Since substantial differences in predicted concentrations were ob-
served in a few locations, high-order advective difference schemes
may be required to minimize the maximum numerical error at any
location on the grid. Low-order difference approximations may be
sufficient if relatively large numerical errors can be tolerated in
some areas on the grid.
To assess the impact of low and high-order advection schemes
on photochemical calculations, simulations similar to those described

above for CO were carried out for RHC, NO, NO2 and O Although

3
no integration difficulties were encountered using the first-order
advection scheme, complete simulations could not be performed
employing either the second or fourth-order schemes given by
Crowley (1968) and Fromm (1969), respectively. During the course
of the simulations using these high-order methods, negative NO con-
centrations were predicted in grid cells located offshore, adjacent to
coastal grid cells containing power plants. Due to the combination

of substantial NO emissions in these coastal cells and low NO back-

ground concentrations over the ocean, relatively large gradients in
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the NO concentration field occur in these areas on the grid., Negative
concentrations may be predicted when the calculated net transport
of pollutant out of a cell is greater than the amount of pollutant
originally in the cell. This unfortunate behavior of high-order
methods often occurs in the vicinity of steep concentration gradients
and has been observed by Roberts and Weiss (1966) and Sklarew et
al. (1971). When negative concentrations occurred, the Newton
iterative technique employed in the integration procedure (to be
described more fully in the next section) failed to converge.

Since the centered second and fourth-order approximations
cited above proved unsatisfactory for use in this study, an uncentered
second-order difference scheme given by Price et al. (1966) was
tested. It was found that using this method, no difficulties were
encountered in performing photochemical simulations. That is,
the method was capable of predicting positive concentrations in the
vicinity of the coastal power plants. Although the uncentered
method is somewhat less accurate than the centered second-order
approximation given by Crowley (1968), and although use of the
fourth-order scheme would be preferable to minimize numerical
errors, the uncentered second—or.der method was adopted for use
in this study as a compromise between achieving accuracy on the
one hand, and avoiding the possible calculation of negative concen-
trations on the other. The possibility of employing the fourth-order
method in conjunction with an imposed lower bound on any predicted
concentration was dismissed since this alternative would have the

effect of adding additional ''sources' of pollutant to the model.



-134-

3.3 The Method of Fractional Steps Applied to the Integration of

the Governing Equations

In this section a detailed discussion is given of the numerical
solution of equations (1.17), six partial differential equations in
three spatial dimensions and time. The problem is complicated
by the fact that four of the equations are coupled and nonlinear due

to the appearance of the chemical reaction term R To apply the

2
method of fractional steps, the original four-dimensional equation
(6, my P, T)is fragmented into three two-dimensional equations in
(8§ T), (M, T)and (p, T), respectively. The chemical reaction and
source terms, R,@ and SZ’ are included in the (p, T) fragment. The
solution of the (§, T) and (n, T) fragments is explicit, while the
solution of the (p, T) fragment is implicit. To compute an integration
time step, the equations representative of the (€, T), (n, T), and (p, T)
fragments are solved successively. Before presenting the details
of the finite-difference equations, however, a brief description is
given of the grid network and the nomenclature employed i<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>